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0 Abstract

Model checking is the process of provably verifying claims about computer pro-
cesses. These processes are modelled as finite transition systems, while claims
about them are expressed in a temporal logic. Several temporal logics are used in
practice, such as CTL and the mu-calculus. The modal mu-calculus in particular
allows highly complex properties to be formulated, and will be the focus of this
work. A model check problem is the combination of a model and a claim about
the model, and can be solved using an (automated) model checker, which de-
livers a simple answer, namely a Boolean constant indicating whether the claim
holds over the model or whether it does not.

In practice, models can be very large, with the number of states exceeding
astronomical figures. When a model checker delivers an unexpected result, for
example that a deadlock exists in the system, it does so by returning the value
false. This answer in and of itself does little to help the user in debugging the
model (or sometimes the specification). It provides no leads to indicate in which
section of the model the fault lies, or how this fault is related to the (potentially
complex) claim. Commonly, the user will have to engage in an iterative process
to pinpoint the source of the fault, for example by re-running the model check on
a limited section of the model or by simplifying the claim. Due to the potentially
very large size of the model, this method leads to severe time penalties, as solving
a model check problem can easily take hours or days, even on very powerful
computers.

To aid the user in tracing the source of an unexpected outcome, various forms
of diagnostics may be used. These may be implemented in model checkers, as an
improvement over the simple yes/no answer. However, some forms of diagnostic
are more useful than others. The goal of a diagnostic is usually to provide the
(human) user with insight into the source of the fault. Some approaches are
more successful at this than others; in particular, the user should not have to
be concerned with the internal data structures used by the model checker, but
would like a diagnostic in terms of the (familiar) model and mu-calculus claim.
This is a central requirement for us, as it is essential to the user-friendliness of
a diagnostic.

Several classes of diagnostic will be evaluated for their practicality (e.g. in
terms of efficient generation) and most importantly for their contribution to the
insight of the user. A number of different techniques exist for solving the model
check problem; each gives rise to its own class of diagnostic, but some of these
classes are of a more universal nature, such as a path through the transition
system that exemplifies the failure.

Because each model check technique considered here verifies claims expressed
in the same temporal logic (the mu-calculus) over the same kind of model (tran-
sition systems), there is a high degree of correspondence between the classes
of diagnostic associated with each method. These correspondences will be ex-
plored, and are then used as the basis for a new class of diagnostic developed
in this work. This new class will avoid many of the shortcomings of the other
diagnostics, and was developed with three requirements in mind: most impor-



tantly, being intelligible by the end user; secondly, being able to explain any
fault regardless of the details of the model or claim; and finally being efficiently
generable due to the potentially large model size.

Some issues arising on the sidelines are also considered, such as pointing
out when the user has formulated a specification that holds trivially or is a
tautology, as well as the presentation of a diagnostic. Given the importance of
user-friendliness in this work, the presentation and visualisation of a diagnostic
is essential in permitting quick interpretation and giving the user the ability
to navigate a large diagnostic by targeted exploration or search. We will also
introduce the possibility to extract a more simple form of diagnostic, such a
failure path, from the more complete (and thus more complex) class of diagnostic
developed here—again in the interest of empowering the user with methods for
the quick, simple and intuitive analysis of a diagnostic.



1 Labelled Transition Systems

In this work, we shall be concerned with making statements about the behaviour
of computational processes. All possible behaviour of a process is captured in a
data structure called a transition system. A transition system consists of a set
of states and a set of transitions, which can be visualised as a directed graph
with the states as vertices and the transitions as (labelled) edges. At any point
in time, the process is said to be “in” a certain state, where it can perform one
of the actions possible in that state, leading to the same or another state. Only
finite (nondeterministic) transition systems will be considered here.

Definition 1.1 (Labelled Transition System). A labelled transition system
or LTS is a tuple T = (S, so, L, §), where S is a finite set of states, sgp € S is
the initial state, L is the set of labels and 6 C S X L xS is the transition relation.
The notation s < s’ will be used for (s, a, s') € J. O

A model is defined in the context of a set Q of atomic propositions, which
includes true and false. In each state, a number of propositions may hold. The
valuation function ¥V maps a proposition to the set of states in which it holds.

Definition 1.2 (Valuation Function). Given a labelled transition system T =
(S, s0, L, 8) and set of atomic propositional variables Q, the valuation function
V: Q — P(S) assigns a set of states to every atomic proposition Q € Q, such
that Q holds for every state in this set. V(true) = S and V(false) = @. O

The combination of a labelled transition system 7T, the associated set of atomic
propositions @ and the valuation function V is termed a model, denoted M.
A model is deemed to be a complete description of the computational process
under investigation.



2 The Modal Mu-Calculus

2.1 Subsections of the Mu-Calculus

The word “modal” refers to modal operators. Modalities were introduced by
[Hennessy, Milner 80], and allow one to make statements about the existence or
non-existence of certain designated paths, starting from the initial state. The
basic existential modality is denoted by a transition label inside a diamond, and
its universal dual inside a box. This is followed by the expression which is bound
by the operator. The expression (a) ¢ thus claims “there exists an a-transition
in the current state (leading to, say, state s’) such that ¢ holds in s.” In turn,
the formula ¢ may contain nested modalities. The box operator is equivalent to
a universal quantifier, so that [a] ¢ means that ¢ should hold for each outgoing
a-transition from the current state. Note that if no a-transitions exist, the box
operator expression is true by default, while the diamond defaults to false. The
logic thus described is Hennessy-Milner logic, abbreviated HML.

Example 2.1 (Hennessy-Milner Logic).

(a) true: It is possible to perform an a-action.

[a] false: It is not possible to perform an a-action.

(a)([b] false V [c] false): It is possible, via an a-action, to arrive in a state in
which neither a b or c-action is possible.

[a] (b) [c] false: After every a-action, it is possible to perform a b-action which
will leave the system unable to do a c-action.
O

Propositional dynamic logic or PDL is an extension of Hennessy-Milner logic
which allows regular expressions over the atomic actions inside the modal op-
erator. A regular expression of this sort is called a program, and is inductively
defined as an atomic action, or the result of applying one of the following oper-
ators to programs: composition (e.g. a - b means “do a followed by b”), nonde-
terministic choice (e.g. a + b means “do a or b”) and repetition (e.g. a* means
“repeat a a nondeterministically chosen number of times”).

An alternative enrichment of HML is the inclusion of other modalities. Com-
putation Tree Logic or CTL extends HML in this way, by temporal operators
such as Until, Next and Globally. Each of these operators is preceded by a uni-
versal or existential quantifier, resp. A and E. For example, A(p U ¢) holds if
and only if every run of the system has the property ¢ U. ACTL and ECTL
are those sections of CTL restricted to universal and existential quantification,
respectively.

CTL in turn has further enhancements and enrichments such as CTL"
[Emerson, Lei 86], which allows free mixing of quantifiers and temporal op-
erators, e.g. A(P U FQ) is not in CTL because the F operator is not directly
preceded by a quantifier.



2.2 The Modal Mu-Calculus

The modal mu-calculus subsumes all temporal logics mentioned above, that is,
any formula in those logics can also be expressed in the mu-calculus. Following
[Bradfield, Stirling 06], Ly will denote the modal mu-calculus, considered as a
logical language. Ly allows the formulation of assertions about labelled transition
systems. Proving these assertions for a specific LTS can then be done using
traditional proof methods or algorithmic means.

The defining feature of Ly is the use of fixed point or fixpoint operators.
We can provide semantics for Ly by interpreting an Lu-expression as valid in
a set of states, i.e. elements from P(5), telling us in which states the formula
holds. These expressions are allowed to contain variables with interpretations
also ranging over P(S). We can thus view the semantics of an Lu-formula ¢(X)
with a free variable X as a function ¢: P(S) — P(S). All functions expressible in
Lu with the given grammar can be shown to be monotonic. Due to this property,
they are known to have a unique minimal and maximal fized point, i.e. a value
for X such that ¢(X) = X.

Fixpoint operators can be most easily understood as recursion. Consider the
formula vX. P A [£] X, where v denotes the maximal fixpoint operator (its dual
minimal operator is denoted (). It should be read as “vX ... is true if PA[L] X is
true, which is true if the proposition P holds in this state and X holds wherever
we go next.” It is the last part that gives rise to recursion: after performing any
action in the modality (in this case any action in £), the formula vX ... has to
hold in the subsequent state. This formula thus expresses the CTL equivalent
AGP or “P holds in all states.” The difference between the minimal fixpoint
operator u and the maximal operator v is to be understood as u enforcing finite
recursion, while we may loop through v forever.

Ly has strictly more expressive power than CTL" or any of the previously
mentioned logics. One of its major strengths is the possibility to alternate be-
tween fixpoint operators, i.e. mix minimal and maximal fixpoints in a formula
with mutual recursion. Again, the expressive power can be seen to strictly in-
crease with the alternation degree (the number of alternations).

2.3 Syntax

The syntax of Ly is defined in a relatively standard manner, following e.g. [Stir-
ling 96]. Atomic propositions are allowed to hold in sets of states, making use of
the valuation function from the previous chapter. We will use ¢ to range over
the fixpoint operators {u, v}. A fixpoint operator binds a fixpoint variable in the
same way as a predicate logic quantifier does. An occurrence of variable X is
said to be free if it is outside the scope of a binding operator o X.

The given syntax does not include Boolean negation. All expressions with
negations can be transformed to positive form (i.e. without negations except
on atomic propositions), using e.g. DeMorgan’s laws and identities on modal
operators and fixpoints (refer to [Bradfield, Stirling 06] for an overview). Nega-
tions can be “worked inwards” until they occur only on atomic propositions. We



assume that for every atomic proposition Q € Q, the negation of @ is also a
proposition in Q. Excluding negation is then without loss of generality.

Definition 2.2 (Syntax of Lu). A modal mu-calculus formula is given by the
following grammar:

P = true | false | Q | PA...AP | PV...VP |
X | [ | ()@ | pX. D | vX. P

where Q € Q is an atomic proposition and X € X is a fizpoint variable. a

Modal operators have a higher precedence than Boolean operators, whereas fix-
point operators have the lowest precedence. This makes the fixpoint binding
extend as far to the right as possible.

The set of formulas that can be generated with this grammar is denoted
L[L(.)E ), which shows the dependency on the set of variables.

Given a certain base (also root) formula @, there exists a partial order on the
bound variables in @, so that X < Y (“X is shallower than Y”) if the formula
oY... is within the expression bound by ¢’X. The lowest element in this order
is called the shallowest.

The following lemma will be useful later on, where we will benefit from
inserting “effectless” fixpoint operators, i.e. where the bound variable is not
used in the subsequent expression.

Lemma 2.3 (Effectless Fixpoint). A formula ¢ can be transformed into a
semantically equivalent formula o X. ¢ by addition of an effectless fizpoint oper-
ator, where X is fresh in . d

The function form retrieves the subformula of the specification that falls under
the scope of a given mu-calculus variable. For example, given a formula ¢ =
uX. vY. oA, then form(®,Y) = vY. pAy. To make this work, all bound fixpoint
variables in the mu-calculus formula should be uniquely named. This is without
loss of generality, as variables with the same name that do not occur in each
other’s scope can be renamed to a fresh identifier. For example, in an expression
(uX. o)A (vX. ) the X variables are distinct in ¢ and 1, so one of them can be
renamed to e.g. Y, resulting in the semantically equivalent (uX. ©) A (VY. Y[ X :=
Y]).! If the context is clear, the first argument will be omitted.

Definition 2.4 (Subformula Retrieval). The partial function form: Lu(X') x
X — Lu(X) retrieves the mu-calculus expression associated with the given vari-
able. The value of form(yp, X) is defined only if X is bound in ¢.

! Where Y[X := Y] denotes the syntactic replacement of all occurences of X in ¢ with
Y.



form(a'Y. ¢, _ {JY. %) fX=Y

form(p, X) otherwise
form(p;, X) for X bound in ¢;
form(p;, X) for X bound in p;
= form(p, X)
(¢,

form(yp, X)

X)
form(p1 A .o A @p, X)
form(o1 V ... V g, X)

X)
X)

form([ | o
form({a) ¢

2.4 Semantics

The semantics of an Lu formula ¢ is given by an interpretation function, which
gives the set of states of a transition system 7T satisfying that formula. In ad-
dition, the interpretation function takes a third argument: an environment 6
(explained below). It is fully written [¢] z, but may be abbreviated by omitting
the LTS and environment.

The satisfaction relation, written |=, is defined in terms of the interpretation
function. We shall write s = @ if and only if s € [®], and s = @ otherwise. This
notation extends to transition systems: 7 = @ if and only if the initial state sg
of T is in the set [2].

We have seen that the context for interpretation contains an environment in
addition to the transition system. An environment is a function §: X — P(S)
which assigns a set of states to free variables in an expression. We shall use
the notation #[X := ¢] to denote the environment that is equivalent to 6 for all
variables except X, i.e. 0(Y) = (0[X :=¢|)(YV) for Y # X and 0[X =¢|(X) =¢
(with ¢ € P(9)). This operation has precedence over all other operators.

Definition 2.5 (Semantics of Lu). The semantics of Ly is inductively defined
in the context of a model M = (T, Q, V).

[true] 7 = S

[false] 7 = O

[@17 = V(@)

Q17 = S\V(@)

[ A Al = Tedf N0 lead ]

[e1V...Vea]d = lelg U...Ulpald

[X17 = 0(X)

llal €] = {s€85|Vyes. 528 = s €[¢]l}

Ka) ol & = {s€S5|3ges-528 AN s€[ol]}
[uX.0] T = N{S'CSS152[¢]ixmg}
vX.l] = W9 csSI9cClelgx—st

O

Example 2.6 (Modal Mu-Calculus). Some examples of Ly formulas are
[Bradfield, Stirling 06]:

e vX. QV (P Ala] X): On every a-path, P holds until @ holds.



e uX. QV (P Ala] X): On every a-path, P holds until @ holds, and Q
eventually holds.
o uX. [a]false V (a) (a) X: There exists a maximal a-path of even length.
e uX. VY. (PA[a]X) V (=P A[a]Y): P is true only finitely often on any
a-path.
O

2.5 The Regular Mu-Calculus

In section Section 2.1, the use of regular formulas inside modal operators was
shown in the logic PDL. This feature is now formalised for the modal mu-calculus
following [Mateescu, Sighireanu 00]. The resulting logic is called the regular mu-
calculus, and has the same expressive ability as the “vanilla” mu-calculus defined
earlier. Modalities are of the general form [R] ¢ or (R)¢ where R is a regular
expression.

Definition 2.7 (Regular Expression Syntax). An action formula « defines
a set of actions. A regular formula R allows the use of reqular expressions over
action formulas.

a == L ]a]a| aUa | ana
R = a| R-rR | R+R | R*

|
@ denotes the set complement of .. The operator - stands for sequential compo-

sition, + stands for nondeterministic choice and * for repetition (i.e. the Kleene
star). The semantics of regular formulas is now made precise.

Definition 2.8 (Regular Expression Semantics). First, the interpretation
of an action formula o, written [a] C L gives the set of action labels in «a:

[£] = L

[a] = {a

[] = L\[d
[eud] = [a] U]
[ena] = fa] N [e]

Second, the interpretation of a regular formula R, written |R| C S x S gives

those state pairs (s,s') for which the label I in the transition s L ¢ s in a

| = {(s,8) €5% S| Tpefa]- s 25 €5}
|Ry-Ro| = |Baf o |Ryf

|Bi+ Ro| = |Ba]| U [Rs|

IR = |rl”

where o denotes the composition and * the transitive-reflexive closure of binary
relations.



Finally, the intepretation of reqular modal operators can be defined:

[[Rlg]] = {s€S|Vves. (s,5)€|Rl = s € [¢]]}
[(RYeld = {s€S|3ves. (s.8)€|Rl A s €lp]lg} .

Note the slight abuse in notation for the symbol £, which is not only used for
the set of all actions but also in the syntax of an action formula to refer to this
set. Some authors prefer to use true instead or leave the action formula blank.

Some examples of formulas in the regular mu-calculus are (a*)true, which
expresses that an a-sequence of any length is possible, [£*] (£) true, which states
the absence of deadlock, and [send] (L* - receive) true, which says that after a
send-action, a receive-action is attainable.



3 Boolean Equation Systems

3.1 Syntax

Essentially, a Boolean equation system is a finite sequence of fixpoint equations
over Boolean variables. Propositional operators (A, V, etc.) may be used in the
right-hand side of each equation.

Definition 3.1 (Grammar of a Boolean Equation System). A Boolean
equation system & is given by the following grammar:

£ = ¢ | WX=fE | WX=fE
f ouw= true | false | X | fAf | fVf

where € is the empty BES and X € X is a fixpoint variable. Each f: B* — B
for some k € N is a proposition. a

We only consider equation systems that are well-formed, i.e. those in which a
fixpoint variable occurs at the left-hand side in at most a single equation. In the
remainder, o € {u, v} will be used to refer to an arbitrary fixpoint symbol.

Definition 3.2 (Bound Variables). For any equation system &, the set of
bound variables bnd(€) C X is the set of all variables occurring on the left-hand
side of equations in E:

bnd(e) = @
bnd((cX = f) £) = bnd(€E) U{X}

O

An ordering < is defined on bound variables, so that X; < X; indicates that the
equation for X; precedes the equation for X;. The lowest element according to
this ordering (i.e. the variable in the leftmost equation) is called the shallowest
variable. We will colloquially use the terms “shallow” and “deep” to refer to this
ordering, indicating variables near the top respectively near the bottom of the
equation system.

Definition 3.3 (Occurring Variables). For any equation system &, the set of
occurring variables occ(€) C X is the set of variables occurring on the right-hand
side of all equations in &, defined as follows:

occ(e) = @
occ((6X = f) ) = occ(€) Uoce(f)

10



where occ(f) is inductively defined as follows:

{X}
oce(f A g) = oce(f) Uocc(g)
occ(f V g) = occ(f) Uocc(g)

O

Note that the occ function may be used to obtain the occurring variables in the
whole BES, or those in a single equation, depending on the context.

A variable is called bound if it is in bnd (&), and is called free if it is not bound
by any fixpoint operator in the equation system: free(£) = occ(€) \ bnd(£). An
equation system & is said to be closed when there are no free variables, i.e.
free(&) = @.

An equation system may be divided into blocks. A block is a sequence of consec-
utive equations having the same fixpoint operator. The number of alternations
between these blocks is useful as a measure of the complexity of the equation
system, and indeed occurs as a measure of the computational complexity of some
of the algorithms for solving equation systems [Keiren 09].

An ordinal called the rank is assigned to each bound variable to identify in
which block its defining equation occurs. The rank of a variable will be useful
for solving the equation system using parity games (more about this later in
Section 5.6, see also ibid.). Counting proceeds in reverse order, so that the deepest
variable (the greatest according to <1) will have the lowest rank, equal to 0 if its
fixpoint operator is maximal and 1 if it is minimal. The rank of a variable is odd
if and only if its fixpoint operator is minimal.

Definition 3.4 (Variable Rank). Given a Boolean equation system &, the
rank of a variable X € bnd(E), notation rankg (X), is defined as follows:

_ frankg(X) if X #Y
rankoy=p)e(X) = { block, (£) otherwise

where block, (€) is defined as:

_f0ifo=v - | block, (&) ifo=0o'
blocks (€) = { 1 otherwise block, ('Y = f)€) = { 1 + blocky/ (£) if o # o’

O
3.2 Semantics

The Boolean expressions in an equation system are evaluated in the context of an
environment, denoted 1. An environment is a function n: X — B which assigns

11



a Boolean constant to free variables in an expression. The result of applying
a Boolean function f to an environment 7, denoted f(n), is the value of the
function f after substituting each free variable X in f by n(X). Environments
are not necessarily complete, i.e. they may not assign a value to each free variable
in a function.

We shall use the notation 5[ X := b] to denote the environment that is equiv-
alent to n for all variables except X, i.e. n(Y) = (n[X :=8])(Y) for Y # X and
n[X := b](X) = b. Equivalent notations used in the literature are n[b/X] (com-
mon), and, confusingly, n[X/b] (less common). This operation has precedence
over all other operators.

For readability, we shall not syntactically distinguish between a semantic
Boolean value and its representation.

Definition 3.5 (Interpretation). Let n: X — B be an environment. The
interpretation [f]n maps a propositional formula to true or false:

[X] 7 =n(X)
[true] n = true le Adln= [elnA [¥]n
[false] n = false leVviln=[elnV [¥In

O

If an equation system & is closed, its solution is invariant with respect to the
environment, i.e. [E]n = [E] 7 for all n,n’. We will thus omit the environment
when dealing with closed equation systems, and simply write [£].

The following lemma relates the semantics for open equation systems to that
of closed equation systems. Following the notation for environments, we will
write E[X := b] where X ¢ bnd(£) and b € B for the equation system in which
every syntactic occurrence of X has been replaced by b.

Lemma 3.6 (Relation Between Closed and Open Equation Systems).
Let € be an equation system, and let n be an arbitrary environment. Assume
X & bnd(€) is a propositional variable, and let b € B be such that n(X) = b.
Then [E]n = [E[X :=b]] 7. O

Various techniques have been developed for solving a BES. Intuitively, a solution
is a valuation for all left-hand side variables, such that each equation is satisfied,
and furthermore that the minimality and maximality conditions dictated by the
fixpoint operators are satisfied. Note that the fixpoint signs of shallow equations
dominate those that follow. This phenomenon is a result of the nested recursion
for evaluating the right-hand side equation of the shallowest variable. As a con-
sequence, the solution is order-sensitive: the solution to (uX = Y)(rY = X),
yielding all false, is different from the solution to (¢Y = X)(uX =Y), yielding
all true. The complexity of a solution arises from this recursive definition.

12



Definition 3.7 (Characterisation of Solution). The solution to a Boolean
equation system is characterised by the following inductive definition. Given an
environment 1,

leln =

[oX =f) &ln=1{ &

[€]
[€]

——

(X = [f]([E]n]X := false])]) if o = p
(X = [f]([E]n]X :=true])]) ifo=v
O

A global solver computes the valuation of all bound variables in the equation
system. On the other hand, when a local solver is asked to solve for a single
variable (most likely the shallowest variable), it may not compute the valuation
for all variables. Although this does not agree with the previous definition, where
1 was said to be a complete function, we prefer to leave this as is to reduce
unnecessary complication of many subsequent references to this function. Where
the distinction between global and local solvers is relevant, it will be discussed
as a “special case,” i.e. a trichotomy between true, false and “not evaluated.”

3.3 Restricted Forms

An equation system is said to be in simple form when its right-hand side equa-
tions do not contain free variables or nested formulas (as in (p1 A p2) V @3). The
standard form further restricts the size of the right-hand side formulas to two.
This is formalised below. Finally, recursive form prohibits the use of constants
on the right-hand side of equations.

Definition 3.8 (Standard Form). A Boolean equation system & is in stan-
dard form if each right-hand side expression consists of a conjunction X; A X,
a disjunction X; V X;, a single variable X; or a constant true or false, with
XZ',Xj € bnd(é’) O

Definition 3.9 (Simple Form). A Boolean equation system £ is in simple
form if each right-hand side expression consists of a finite series of conjunctions
Xi N+ NX;, a finite series of disjunctions X; V ---V X;, a single variable X;
or a constant true or false, with X;, X; € bnd(E). O

Definition 3.10 (Recursive Form). A Boolean equation system is in recur-
sive form if none of its right-hand side formulas contain constants. a

If an equation is both in standard and recursive form it will be said to be in
standard recursive form. Note that constants can be eliminated in linear time (in
the size of the equation system) such that the solution is preserved. The same
goes for free variables when a suitable environment is given.

Any equation system can be transformed into standard form by creating addi-
tional equations in the equation system to represent nested formulas. For ex-
ample, £ = (uX = (a V b) A ¢) can be transformed to the standard form
& =(uX =X Ac)(uX'=a V b). The number of additional variables is linear
in the size of the right-hand side expressions in €.

13



Theorem 3.11 (Conversion to Standard Form). Any equation system &
can be rewritten to an equation system &' in standard form, preserving the solu-
tion. This is accomplished by applying the following identity until standard form
is obtained:
(X =p1 @ Dypn)& =
(X =01 @ @ pn1 & X) ("X =0n)E

where @ € {\,V}, X' is a fresh variable (i.e. X' ¢ occ(E)) and o’ can be either
w or v without changing the solution.

Proof. Using straightforward application of the definition of the semantics. It is
assumed that X’ does not occur on the right-hand side of £ or in ; for any i.

[(cX=p1 @ ©pp1©X') (' X" =) €]
0 N £ T LR

[or @@ pn1 @ XT([(0'X = @,) E]NIX = f(o)])]) (1)
= [(0'X" = pn) E] (n[X :=

[l ([(0' X" = n) E]n[X := f(0)])

[X'T([(0'X" = ¢n) Eln[X = f(o)])]) (2)
= [(0'X" = pn) E] (n[X =

[oa] ([E] (X 2= f(0); X' := [nl (€] n[X = f(0); X" := f(o)])])

[X'T([E] X := f(o); X" := [wn] ([E]N[X := f(o);

=

= [(0'X" = pn) E] (n[X =
[ea] ([E] (X = f(o)]))
D@D
[on] (IET (n[X == f(o)]))]) (4)
= [(0'X" = ¢n) €] (n [ = lpr @ @] ([EIn[X = f(0)])]) ()
= [E] (X = [pr @ @ on] ([E]n[X = flo); X" = ])]) (6)
= [E] X == [p1® - @ o] ([€] n]X == f(o)])]) (7)
=[(cX=p1® B, &n (8)
rue if o = v
where f(o) = {;alse ifo = p
Q.ED O

3.4 Dependency Graphs for Simple Form

A useful auxilary data structure when working with a Boolean equation system
is its dependency graph. It shows the interdependencies and nesting structure of
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variables in the equation system. The vertices in this graph represent the bound
variables in the BES. An edge X; — X; means that X; occurs in the right-hand
side of the equation for X;, indicating that X; depends upon X;. We begin by
defining these graphs on equation systems in simple form.

Definition 3.12 (Dependency Graph). Let £ be a Boolean equation system
in simple form. The dependency graph of £ is a tuple Ge = (V, A) where

o V=>bnd(E)U B is a set of vertices;

e ACV XV is the set of edges such that for all X; € bnd(E) :
o (X, Xj) € A for all X; € occ(f;);
o (X, true) € A if f; = true;
o (X;, false) € A if f; = false.

We will now define some properties of dependency graphs.

Definition 3.13 (Paths in Dependency Graphs). A path of length n in a
dependency graph Ge = (V, A) is a sequence [vg,v1,...,Un_1] sSuch that v; € V
for all 0 < i < n and (v;, viy1) € A for all 0 < i < n —1. The path is said to
begin from vy and end at v,_1. O

Definition 3.14 (Reachability). A vertez v; is reachable from v; in a depen-
dency graph Ge if there is a path in Ge from v; to vj. a

Based on the definition of reachability, we say that a variable X; in the equation
system depends on variable X if the vertex X; is reachable from X; in the
dependency graph. Variables X; and X; are said to be mututally dependent if
X; depends on X; and vice versa.

Definition 3.15 (Cycles). A path [vg,...,v,] in a dependency graph Gg is a
cycle if vg = v,,. ad

Definition 3.16 (Lasso). A path [vg,...,v,] in a dependency graph Ge is a
lasso if vy, = v; for some 0 < j < n. ad

3.5 Structure Graphs
Problems with a Trivial Implementation

We would now like to extend the concept of a dependency graph to Boolean
equation systems in general, i.e. without the simple form restriction. Lifting this
restriction means that we should be able to deal unambiguously with nested
formulas like (1 A p2) V 3 but also (1 V ¢2) V ps and (¢ V @) V @. A trivial
set of rules might, in the last example, create an extra vertex for the subformula
(¢ V ), which is then given an outgoing edge to ¢.
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This issue is illustrated in the figure below, where the semantically equivalent
formulas X A(YAZ) and (X AY)AZ produce two dissimilar dependency graphs:

YANX)NZ— Z
v

XNYNZ)—YANZ Z YAX X
' | '
X Y Y

This is not an ideal situation, and we would prefer the semantic equivalence
of the two formulas to be reflected as two equivalent dependency graphs. We
are thus looking for a set of derivation rules that forego the precise syntactic
structure of the formula, in return for the standard logical equivalences to hold.

Definition of Structure Graph

An elegant solution for the ambiguity problem, due to [Keiren, Reniers, Willemse
10], uses Structural Operational Semantics to generate what is called a structure
graph. This is equivalent to the notion of a dependency graph defined earlier,
but extends it with a number of decorations, such as the rank of bound fixpoint
variables. These decorations are for instance useful when parity games are used
to solve a Boolean equation system. These “games” work by traversing the de-
pendency graph, and will be explored in more depth in Section 5.6. In addition to
decorations, another important extension introduced by structure graphs is the
concept that formulas can also be vertices in the graph, instead of just fixpoint
variables.

We will now give the definition of structure graphs, and use this term to refer
to dependency graphs in general from now on. We will then give a set of Struc-
tural Operational Semantics (SOS) deduction rules, which will be demonstrated
to meet the criteria outlined in the previous section.

Definition 3.17 (Structure Graph). Let £ be a BES, and let X be its set of
variables, that is, X = occ(€) U bnd(£). A structure graph over X is a vertex-
labelled graph Ge = (V,vo, A,d,r, /), where:

o V is a finite set of vertices;

o vy € V is the inital vertex;

o ACV xV is a dependency relation;

o d:V — {A,V, true false} is a vertex decoration mapping;
o 7 :V — N is a vertexr ranking mapping;

o MV — X is a free variable mapping.
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Intuitively, the decoration mapping d reflects whether the top symbol of a propo-
sitional formula is true, false, a conjunction or a disjunction; represented respec-
tively by true, false, A and ¥. The vertex ranking mapping r indicates the rank
of a vertex. The free variable mapping indicates whether a vertex represents a
free variable. Note that each vertex can have at most one rank, at most one
decoration and at most one free variable.

For readability, we introduce some shorthand notations. The predicate v /X
represents * (v) = X. The predicate v M n represents r(v) = n. For x €
{A, ¥V, true, false}, vx represents d(v) = x. The notation v (ff represents —(v h n)
for all n € N, i.e. the vertex v is not ranked.

To get a feeling for the nature of structure graphs, an example is shown
below, where a structure graph is derived from the BES on the left. Observe
that the term X A'Y is shared by the equations for X and Y, and appears only
once in the structure graph as an unranked vertex. There is no equation for
Z; this is represented by the term Z, decorated only by the label ~* Z. The
subterm Z V W in the equation for W does not appear as a separate vertex in
the structure graph, since the disjunctive subterm occurs within the scope of
another disjunction, and is thus “flattened” by the derivation rules.

Example 3.18. A BES (left) and its structure graph (right).

P
(XAY,E) a (X,€) v3 (2,8 /7
pX =(XAY)VZ ~
vY =WV (XAY) < > ’
pW =2V (ZVW)
(Y,€) v2 (W) v 1

Derivation Rules

Plotkin-style Structural Operational Semantics rules [Plotkin 04] are given in
Figure 3.1 which allow the structure graph to be derived from a Boolean equation
system. These rules are taken to define what relationships hold—mnamely those
we can establish from the rules. The format of these rules is in the traditional
% style, where the premiss is a set of formulas and the conclusion is a
positive formula. Each formula is of the form (¢, £) where £ can be seen as the
background store or context.

Some rules include negative premises. A negative premiss is true when its
positive form cannot be derived, or equivalently, when one of its positive com-
plements can be derived. For example, the premiss —(f, ) A, used below, holds
when the vertex f is labelled with an element in the complement of the set {A},
namely {V,true, false}. For a review of negative premises see [Mousavi, Reniers,
Groote 07].
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As discussed earlier, a big advantage of using these deduction rules is that the
associativity, commutativity and (a restriced form of) idempotence properties of
propositional operators are implicitly covered by the rules.

Finally, a structure graph can be normalised so that each vertex that has
successors will be ranked. A normalised structure graph induces a BES in simple
form; note that a BES in simple form also yields a normalised structure graph.
The normalisation process can take place by applying a number of SOS deduction
rules (for details refer to [Keiren, Reniers, Willemse 10]).
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Vertex decoration. Straightforward decoration axioms.

H— 3) (4)—————
(true, E)true (false, E)false (fAfLE)A (fVvf.&v

Free variable labelling. Free variables are labelled as such.

5)X ¢ bnd(&)
<X,<€> /‘X

Bound variable ranking. Vertices representing bound variables are labelled
with a natural number representing the rank of the variable in the equation

system.
X € bnd(€)

(6)
(X, &) Mrankg(X)

Flattening. If a subformula has the same top-level operator and is not ranked,
dependencies of that subformula apply to the whole formula.

(7)<f,5>A (rLe)d (f,.€) = {9,€) (8)<f”5>A (Fem (1,86 —=(d,¢)
(FATLE) = (9,€) (fANTLE) = (d,€)

(9)<f,5>V (rLe)d (f,.€) = {9,€) (10)<f’75>V (f.eym {1, —=(d,€)
(FVI,€) = (9,8 (fVI1.€6)—(d.€)

Change of operator. If a subformula has a different top-level operator, that
subformula gets its own vertex.

~(f.€)A ([, E)A
(11) (12
(fAFLE) = (f.€) (fAfLE) = ({f€)
~(f.E)v (", E)v
(13) (14
(fV .6 —=(f.€) (fVvf.& —={f.¢€)

Subterm is a bound variable. If a bound variable occurs in a formula, there
is a dependency on it.

(f,&) hn 16) (f, &) mn
(fNFLE) = (f.€) (fAFLE) = (f.€)

(15)
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(f,€) hn (f, &) mn
(17) (18)
(FVILE) = (f.€) (fVILE) = (f.€)

Introduction of fixpoint variables. Allows vertices to be derived and ap-
propriately labeled for bound fixpoint variables in the BES.

cX=fe& (f,E)a (f,E)H (20)0X=f€5 (.ov (f,&)m
(X,E)A (X,E)¥

(19)

Dependency on constant or free variable. Introduce dependency on true
or false.
oX=fe& ~f,E)y ~(f,E)a (f.E)
(X,&) = (,€)

(21)

Direct dependency on bound variable. This rule covers formulas of the
form o X =Y.
cX=fe& (f,& hn
(22)

(X, &) = (1,€)

Top-level dependencies. If the right-hand side formula f of an equation € £
has a dependency, then the fixpoint variable X associated with this formula has
that dependency.

cX=fec& (£, —{(g,E) (;,E)A (f,E)H

(23)
(X,&) = (9.€)
UX:feg <f75>_><g’5> <fa€>' <f,5>f;ﬁ
(24)
(X, &) = (9.€)

Fig. 3.1. SOS deduction rules for deriving the structure graph from a Boolean
equation system.
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4 Model Checking

The primary strength of formal modelling of computer systems is the possibility
to provably verify claims about these systems. Formalisation of a system gener-
ally begins with making a minimal model that captures all salient behavioural as-
pects of the system. The type of model used here is that introduced in Section 1,
based on labelled transition systems. A system model may be very complex, as in
the case when multiple subprocesses are operating concurrently. For this reason,
modelling is often carried out in a higher language, such as mCRL2 [Groote 08].
This language allows the use of many constructs which make the life of the mod-
eller easier. For example, concurrent subprocesses can be entered separately, and
afterwards composited into a single whole (a single LTS). Interaction between
the subprocesses can be made explicit using dedicated operators. mCRL2 also
supports the use of typed parameters, making it possible to express not just to
express the action receive, but the action receive(data) where data: DataType.

After the system under consideration has been entered in a higher language,
a finite labelled transition system is automatically generated by the toolchain.
The use of LTSes (or, equivalently, Kripke structures) as low-level system models
is a de facto standard. The details of how a high-level model is translated into
an LTS are beyond the scope of this text, but an important thing to note is that
parallel processes will cause an exponential growth in the number of states in
the transition system, with respect to the number of processes. This gives rise
to the so-called state-space explosion problem: the composition of n processes of
size k yields k™ states. We will come back to this issue later.

Now that we have a formal model in the form of a labelled transition system,
we can proceed to make claims about this model. These claims say things like
“the process cannot deadlock” or “every receive action is eventually followed by
a send action.” Statements such as these will be referred to as (formal) specifica-
tions, and we have already seen in Section 2 how they can be formulated in the
mu-calculus. Many useful properties can also be expressed in other temporal log-
ics, such as HML and CTL, but recall that the expressiveness of the mu-calculus
is greater than that of all these logics. In the following chapters, work by other
authors is explored which is sometimes restricted to less expressive logics, but
in the rest of this work only the full mu-calculus shall be considered.

Model checking is the process of validating or verifying that a given temporal
logic specification holds for a given model. The process by which this is carried
out can take on many forms. A number of these will be briefly described in Chap-
ter 5. We will see later that despite the use of various model check algorithms,
the use of mu-calculus in combination with labelled transition systems will give
rise to a similar type of diagnostic. The main focus here is the use of Boolean
equation systems to perform the actual model check operation. The final result
of any model check is a single Boolean value, true or false, which says whether
the given specification holds for the model (or equivalently whether the given
model satisfies the specification).
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Mapping using E Boolean Equation System

u-calculus specification

Labelled Transition System

Fig. 4.1. Model checking using Boolean equation systems.

4.1 Model Checking using Boolean Equation Systems

A popular method of verifying whether a specification holds over a model is to
encode this problem in the form of a Boolean equation system. The model check
problem is encoded in the form of an equation system by use of the function
E. This function maps subexpressions of the Ly specification onto states of the
LTS (see Figure 4.1). The function actually consists of two parts: a linearisation
function E, and a set of functions E; which are related to states s; in the LTS
(see Figure 4.2). The former is responsible for assigning each fixpoint in the spec-
ification to each state in the LTS. For example, given a formula puX ... (vY ...),
the output of the E function will be a set of equations uX; = ... and vY; = ...
for each state 0 < ¢ < |S|. Each right-hand side expression is given by the E;
function, which evaluates the given subexpression in state s;.

Formally, the mapping function E(®, M) maps a model and a specification
to a Boolean equation system, but the second parameter will be omitted for
readability. The number of equations in the resulting BES is bound by O(|®] -
M]).

After the BES has been generated, it is solved to arrive at an answer for the
model check problem. The equivalence of solving the model check problem and
solving a Boolean equation system is formalised in the following theorem: a state
in the model satisfies a property if and only if the corresponding variable in the
derived Boolean equation system is true (this essential result is due to [Mader
96, Theorem 5.1]).

Theorem 4.1 (Transformation to BES Preserves Semantics). Let ¢ =

oX. ¢ be a mu-calculus specification, M = (T, Q, V) be a model and s; a state
of T. Then for any environment ny:

S EME e ([B@, M)]n)(X) = true
O

The full mu-calculus specification will consistently be denoted with a capital
letter (@) and subformulas of it with lower case letters (¢, ).
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)
EX) = ¢
E(eA...Ay) = E(p)...E(¥)
E(eVv...vy) = E(p)...E®)
E(la]y) = E(p)
E((a)p) = E(p)
E(cX.9) = (0Xo=Eo(p)) - (6Xy_1 = Eni(p)) E(p)
true if s; € V(Q)
Bi(Q) B {false otherwise
E;(X) = X;
Ei(pn...A9) = Ei(p) A AEi(Y)
Ei(pVv...vY) = Ei(p) V...VE;(®)
true if A 50 = 55
Ei(lalp) = N E;(p) otherwise
si—s;
false if 3;. 50 > s
Ei({(a)p) = \V E;(p) otherwise
Si—rs;
Ei(cX.p) = X;

Fig. 4.2. The mapping function E.

4.2 The Model Check Design Cycle

Model checking is most commonly employed before or during the design of the
product. Using model checking post-hoc, on a completed design, is also possible,
but the additional effort is less likely to pay off, as changes to the product
become more costly later on in the design process. The cost of changes during
development can be up to 6x as high as during design, while changes after
release can be up to 100x as costly [Pressman 97]. Formal methods often have
high start-up costs, mostly due to the specialised knowledge their usage requires.
However, the potential benefits in complex and critical systems (e.g. aeronautics,
medical) are unsurpassed by any software engineering method.

Professional software engineering tends to follow a certain process model that
describes the tasks that should be carried out, in which order, to arrive at the end
product. The end product is rarely a piece of software in isolation; documentation
and some sort of quality assurance are also part of the product. There have been
many process models developed, some generic, others for certain niches, one more
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increment #1

Box Structure Formal Correctness Code
Specification Design Verification Inspection

Statistical

Requirements
Gathering

Certification

Test Planning

increment #2

Box Structure Formal Correctness
Specification Design Verification
Requirements

Gathering

Certification

Test Planning

increment #n
Box Structure Formal Correctness Code
: Specification Design Verification Inspection W [ g 4ioiica)
Regquirements Use Certification

Gathering

Testing
Test Planning

Fig. 4.3. The “cleanroom” software engineering process flow.

complex than the other. Most processes begin with requirements elicitation and
end with a product release. The most simple linear sequential model iterates
this route once, but e.g. the spiral and prototyping process models can iterate
any number of times.

Some process models lend themselves better to the use of formal methods
than others. It is beyond the scope of this work to perform an in-depth analysis,
but we can make some general statements about the use of formal methods,
and specifically diagnostics during software engineering. The cleanroom process
model in particular is well suited for this. The philosophy behind this is to write
incremental features right the first time, instead of relying on defect removal late
in the process. Formal methods can be easily integrated due to the modularity
of this process: each increment can be verified relatively independently before
being added to the complete system (see Figure 4.3).

Diagnostics have an important role within the formal design and verification
stages in each increment. A failure in a model check can be due to any of the
following:

e A mistake in the specification;

e A mistake during modelling of the system under investigation, e.g. inaccurate
modelling or incorrect use of abstraction (see below);
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e An actual mistake in the system under investigation.

Given the generally accepted difficulty of applying formal methods, the first
two points are common occurrences during the formal modelling and verification
process. The model is often a strong simplification of the actual system, predom-
inantly due to the state space explosion problem. The model will therefore have
to be modified repeatedly, irrespective of whether the specification holds over
the actual system. In the cleanroom process flow, this gives rise to a feedback
loop between the “Formal Design” and “Correctness Verification” boxes. Only
the third point is the real merit of formal modelling, when an actual fault is dis-
covered in the design. How faults like these are handled depends on the process
flow that is used. In the cleanroom model, minimal effort is wasted because only
the abstract specification has to be modified, followed by a re-modelling and
re-verification. In other process flows, e.g. where the model has been distilled
from code, changes further back in the process are required, so that more effort
will be spent re-doing the later steps.

Diagnostics have been called the most valuable product of model checking. A
diagnostic produced by the model checker is much more easily understood than
the corresponding error occurring in a detailed simulation trace. These errors
are much more difficult to detect and diagnose either in simulation or in testing
the actual product [McMillan 94]. Without diagnostics, mistakes in the product
are very difficult to localise; after all, the only output of the model checker is a
single Boolean value. This issue continuously grows in importance, as modern
computers with more processing power allow larger and larger models to be
verified. Lacking diagnostics, users have to rely on techniques like abstraction
to cull the model and re-verify it, thereby learning whether the error was in
the abstracted part or the remainder. This back-and-forth process can be quite
costly in terms of time, even in simple cases where the model check takes no
longer than, say, 10 minutes.

Instead, a good diagnostic allows the user to immediately pinpoint the loca-
tion and nature of the error. This is no guarantee that an actual error (point
3 above) is easy to solve, but should make mistakes in the specification (point
1) much more obvious, and a decreased reliance on abstraction and other model
simplification techniques will also reduce the incidence of mistakes during mod-
elling (point 2). What makes a diagnostic “good” will be explicated in subsequent
chapters.

Abstraction Refinement

In industrial-size model checking cases, the state-space explosion problem is a
major difficulty. When the state space becomes unmanagably large, a potential
solution is the use of abstraction. Abstraction amounts to omitting or simplify-
ing sections of the model that are not relevant to verifying the property under
consideration. The result of this is a (possibly very large) reduction in size of
the state space, with obvious benefits.
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The difficulty with abstraction is the decision which sections of the model can
be safely pruned, i.e. without changing the model check result. There are sev-
eral abstraction methods. Ouer-approximation progressively releases constraints,
leading to a larger state space, while under-approximation removes behaviour
from the original model. These may be used in conjunction with each other and
other abstraction methods.

Abstraction is often a manual process which requires significant insight into
the system model. An automated version of this process is called counterexample-
guided abstraction refinement [Clarke et al. 03]. This particular method begins
with a skeleton model, and computes increasingly accurate approximations of the
full model. It accomplishes this by extracting information from false negatives,
which are a result of the over-approximation. In case of a false negative, the
information contained in this so-called spurious counterexample is used to refine
the abstractions made.

Counterexample-guided abstraction refinement is an example where informa-
tion from the diagnostic is used to modify not the model or the specification, but
the level of abstraction. This is a valuable merit for any diagnostic, because of
the necessity of using abstraction for real-world models. Although the role of di-
agnostics for abstraction refinement will not be discussed in detail here, it should
be clear that certain types of diagnostic can be more useful in this regard than
others. In the next chapter, we will explore several classes of diagnostics, some of
which have a limited applicability in this area (such as linear paths) while others
carry specific information about the subsection of the model in which the failure
lies. Information from the diagnostic can then be used to refine the abstraction,
for example by expanding upon the failing state or section.
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5 Classes of Diagnostics

5.1 Basic Properties of Diagnostics

We have seen that the goal of model checking is to determine whether a formula
encoding a property holds for the initial state of a transition system. Because
we are using Boolean equation systems, the result of this operation is encoded
as a Boolean fixpoint variable. A positive answer to the model check question
results in this variable getting the value true, and a negative answer will result
in false. To formalise this, say that we are verifying a mu-calculus specification
® = oX. pover an LTS with initial state sg. Call the first BES variable result-
ing from this mapping Xy. The model check theorem (Theorem 4.1) says that
the result of the model check is equivalent to the truth value of this variable:

s0 | @ <= X, = true.

When the automated model check tool returns its answer (true or false), its
job is essentially done. However, this result in and of itself is not very insightful
for the user. Especially given the LTS size of complex models, a single Boolean
outcome usually does little to help the user with development. What is needed
is a diagnostic, explaining how the tool arrived at the particular outcome. The
diagnostic can take on a variety of forms, depending on the requirements and
the methods used.

The end user is not concerned with the methods used to arrive at the yes
or no result. All the user needs to be aware of is the specification (expressed in
the mu-calculus or some other temporal logic) and the model (in the form of a
labelled transition system). Although Boolean equation systems are used as an
intermediate data structure by the tool, this need not and should not be relevant
to the user. Therefore, a diagnostic is preferred that is entirely in terms of the
mu-calculus specification and the LTS.

Counterexamples and Witnesses

Diagnostics come in two forms. In case the result of the model check operation
was positive (i.e. the property holds in the initial state of the LTS), this result
can be backed by a witness. In case the result was negative (i.e. the property
does not hold), it can be proven by a counterexample. Both forms are needed so
that the verification tool can fully motivate the outcome of the operation. We
will see that each class of diagnostic discussed here has this duality, so that the
same type of diagnostic can be used regardless of the model check outcome (this
holds as well for the type of diagnostic introduced in Chapter 7: The Diagnostic
Graph).

Explaining why a property @ holds (using a witness) is equivalent to explain-
ing why property —® fails to hold (using a counterexample). This is thanks to
the fact that closed formulas in the mu-calculus are closed under negation.

Theorem 5.1 (Satisfiability of Negation). Given a model M and a mu-
caleulus formula @, it holds that M = & <= M = —&. O
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For example, take the CTL formula EFyp, “there exists a transition sequence lead-
ing to a ¢-state.” If this property holds over an LTS, it can be demonstrated by
a witness, namely a particular transition sequence leading to a ¢-state. As a sec-
ond example, take the formula AFp, “all transition sequences lead to a p-state.”
If this property fails over the LTS, it can be demonstrated by a counterexample,
namely a transition sequence leading to deadlock or to a loop without reaching
a p-state.

Now, take again the example AFy, but suppose this time the property holds.
What should be the witness in this case? The witness should convey that there
are no paths that do not lead to a (p-state. Trivially, we can return the subpart
of the transition system leading up to -states, but this subpart is potentially
very large and with a high degree of branching, so it will do little to further the
understanding of the user. The same goes for the existential example: if there
exist no paths, the counterexample is the entire transition system. This issue
arises in the mu-calculus as it does for CTL, although in the former there is no
such clear-cut distinction between universal and existential quantification.

Composition and Reduction

Usually, we are looking for a reduced or minimal diagnostic: one that is as concise
as possible in explaining the failure. On the other hand, we want the diagnostic
to be as complete as possible: it should fully explain the point(s) of failure in the
model. These conflicting goals are compounded by the fact that forcing either
may impact understandability. Furthermore, [Clarke et al. 95] show that for CTL
formulas, finding a minimal linear path satisfying a set of constraints is NP-hard,
so computing a minimal diagnostic may be computationally intractable.

If a disjunctive formula fails, each of its disjuncts necessarily fails, so we
are usually looking for an explanation for the failure of each disjunct. These
individual diagnostics combined can then be presented as a unified whole. In case
a conjunctive formula fails, we have the option of finding diagnostics for all its
failing conjuncts, or selecting a single one from them to further investigate. When
the emphasis is on minimal size, the latter is obviously preferred (this is indeed
the choice taken in Section 7.8: Reduced LTS Extraction). However, the decision
can also be made on the basis of user requirements, technical implementation of
the model checker and duration of the model check. For example, assume that
we want some property to hold each time a “request” action occurs. Because
this action occurs in several places in the transition system, a potential witness
has to show that the property holds for each occurrence in order to be complete.
However, this may be costly to compute, and the user may already be convinced
after seeing a diagnostic for one of the occurrences (for example because of
insight into the model; like knowing that all sections following a “request” are
homologous).
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5.2 Linear Paths

Typically, a diagnostic is given in terms of states and transitions of the labelled
transistion system. In its simplest form, these are given as a linear (i.e. non-
branching) sequence!: a finite or infinite path through the LTS. In the case of
an infinite path, a finite representation is given.

lnfl

A path 7 in an LTS T = (S, s0, £, d) is of the form [sq) Lo, 5(1) LN L
5(n—1)) such that s € S, I; € £ and (s, li, 5(i4+1)) € 6 for all 0 <4 < n. (The
subscript brackets are used to distinguish between states in S and states in the
sequence: sg does not necessarily correspond to s(). Often, transition labels
are omitted, in which case the path can be written [s(),s(1),...,5mn—-1)]. The
notation 7[¢] is used to extract the (i 4+ 1)-th element from the sequence, so that
the first element s(g) has index 0.

The path 7 induces a labelled transition system 7, which forms a subpart
of the original LTS 7, that is: those states, transitions and labels in 7 that also
occur in 7 are in 7. In the ideal case, the path itself is sufficient to disprove the
property, i.e. all information needed to disprove that T [~ @ is contained in T,
so that T f£ @ <= T, [~ @. In this case, the path is known as a counterpath.

Example 5.2 (Counterpath). Let 7 be the LTS given below:

b b

“ CQ—‘—'.D O O=L

The property we wish to verify is @ = uX. [£] X V (vY. (a)true A [£]Y), which
expresses that “it will eventually be possible to always do an a-action.”

It is clear that the property fails over this LTS. This can be demonstrated
by the path m = [sg, s2, s2, ...], because an a-action cannot be done for every
state [i] for ¢ > 0. The path 7 is by itself sufficient to disprove @: we do not
have to consider states or transitions outside 7, to show that 7 & @. Thus 7 is
a counterpath. a

The modal mu-calculus, but also CTL variants allow expression of comprehen-
sive, nested formulas, for which linear diagnostics are inadequate. This is illus-
trated by the following two examples.

Example 5.3 (Complex CTL Diagnostic). Consider the CTL formula
AFAXp, which expresses that in all paths, we will eventually meet a state whose
immediate successors all satisfy ¢. A counterexample for this formula has to
show the existence of an infinite path such that every state in the path has at
least one immediate successor for which = holds. Thus, the path itself is not
sufficient: in addition, the diagnostic has to include the fact that each state in
this path has at least one —p successor. ad

! Some equivalent terms used in the literature are sequence, trace and (linear) path.
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Example 5.4 (Insufficiency of Linear Path Diagnostic). This example is
due to ibid. Given the following labelled transition system:

a a
Consider again the mu-calculus specification pX. [£] X V (vY. (a)true A [L]Y).
This property fails over the given transition system, because it is possible to
continuously loop in sg, i.e. 7 = [sg L s S ...] This violates the least
fixpoint, causing the failure.
However, 7 by itself is not a complete counterexample. Consider the LTS T,
induced by 7:

a

The specification does not fail over this structure. To fully demonstrate the
failure, we also need to show that from each «[i] (i.e. sg), it is possible to go to
a state (namely, s1) in which an a-transition is not possible. We will return to
this example later on.

O

The fragment of the mu-calculus that is guaranteed to admit counterpaths is
very weak. Linear temporal logics, such as LTL and the linear subset of the mu-
calculus (known as the Linear Time Mu-calculus LuTL) are known to admit
counterpaths. This is the case because linear formulas are model checked along
single paths. Counterpaths for these logics will in general be in the shape of a
lasso, i.e. of the form ¢y [Clarke, Draghicescu 89]. For higher logics such as
ACTL, it becomes NP-hard to decide whether a given model check problem
admits a linear diagnostic and PSPACE-hard to recognise whether an arbitrary
formula admits a linear diagnostic [Buccafurri et al. 01]. This leads 4bid. to
investigate the use of (ACTL) formula templates, instances of which are known
to induce counterpaths. Because ACTL C Ly, it is clear that template methods
are inadequate as a general diagnostic because of their lacking coverage of the
full mu-calculus.

A path is easy to interpret, so users have come to rely on this form of diag-
nostic as a quick pointer to the general location of a problem. However, for the
reasons discussed, they are often insufficient to unambiguously identify the exact
source of the problem: the diagnostic path returned by a model checker is often
not a counterpath. Despite their limitations, the simplicty of linear path diagnos-
tics has led to relatively widespread implementation and continuing popularity,
for example in the SMV and FDR model checkers [McMillan 93]. They can often
be extracted from more complex diagnostics (as we will see in Section 7.7).
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5.3 Branching Paths

The limitations of linear paths lead us to their natural extension, namely to
augment them with branching structure. The previous examples showed that it
can be necessary to consider further paths, starting from states in 7, to show why
the specification does not hold in that state. The resulting tree is called a multi-
path, and has the original path 7 as its back-bone. This back-bone has branches
at appropriate points, which in turn can branch out further. Multi-paths model
nested paths in a labelled transition system.

Definition 5.5 (Multi-Path). Let T = (5,s0,L,0) be a labelled transition
system.

e For every state s € S, II = [s] is a finite multi-path in T with origin
or(Il) = s;

o If Ily,II1,... are countably infinitely many multi-paths in T and
(or(I;),l;,or(ITi+1)) € 6 then II = [II Loyom By ...] is a multi-path in
S with origin or(IT) = or(Ily).

|

As with paths, the notation I1[i] is used to extract the (i + 1)-th element from
the sequence, so that the first element has index 0. Also, labels are sometimes
omitted in the multi-path, so that it is written IT = [IIy, IT1, .. ]

Definition 5.6 (Main Path). For any multi-path II, the main path of II =

o 2 11, B ., denoted main(IT), is:
o sif Il =s;

o The path [or(II[0]) Lo, or(I1[1]) b, ...] otherwise.
O

Note that the main path of a multi-path corresponds to the linear paths we
reviewed in the previous section.

Example 5.7 (Multi-path). Assuming a suitable model, the diagram in Fig-

ure 5.1 represents a multi-path with main sequence mp = [sg 2 sy LA S0 —
S LN ...] on the right side in bold, and paths m = [so S o5 LN s1 4, o

branching off at every even index. The complete multi-path IT = [my L s LN
T N So .. ] (|

Multi-paths are in principle sufficiently expressive to serve as a diagnostic for the
entire modal mu-calculus. To see this, note that Ly has the tree model property:
if a formula has a model, it has a (potentially infinite) model that is in the
shape of a tree'. We have also seen that, if a model does not satisfy a property

1 Just unroll the original model (see below for an explanation of unrolling), thereby
preserving bisimulation [Bradfield, Stirling 06].
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Fig. 5.1. Multi-path for Example 5.7. The main path is indicated in bold.

@, it satisfies its negation (Theorem 5.1). Let us assume that our model fails the
specification, i.e. T £ @. We are looking for a counterexample, in this setting
a multi-path, which demonstrates that 7 | —®. The tree model property says
that =& will be satisfied by a model in the form of a tree 7’ which is a subset
of the original model. This tree can be directly interpreted as a multi-path.

Example 5.8 (Multi-Path as Counterexample). Reconsider the LTS and
specification from Example 5.4. A multi-path demonstrating the failure is IT =
[[s0, $1], [0, 81],-..] The branches [sg, s1] demonstrate the failure of the sub-
formula vY... in state s;. The main sequence shows that the least fixpoint is
violated. Thus, the multi-path IT is a complete counterexample. a

For ACTL, a symbolic, inductive definition of multi-path counterexamples is
given by [Buccafurri et al. 01]. However, this method is only applicable to a
subset of Ly N ACTL according to a set of templates. It is not clear how this
can be extended to the entire mu-calculus, because not all formulas will exhibit
the “neat” nesting structure of ACTL.

Furthermore, a difficulty with multi-path diagnostics is their interpretation.
As we have seen earlier, linear path diagnostics are generally easy to understand
when they are applicable. Multi-paths form an extension of linear paths where
these are not sufficient. This means that the main sequence in the multi-path
can only be understood as part of the whole multi-path, and not independently
as with a linear path. The multi-paths in examples 5.7 and 5.8 give pause for
thought, but if the branches of the main sequence have a nested branching struc-
ture, any intuitive understanding that the user may obtain from the diagnostic
is lost.
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5.4 Labelled Transition Systems

The idea to return a labelled transition system as a diagnostic is closely related to
that of branching trees. In fact, an infinite multi-path as defined in the previous
section can be straightforwardly and efficiently generated from an LTS using an
“unrolling” process. Colloquially, this works as follows: suppose one begins in
state sg. The possible transitions from this state to other states s;,...,s; are
added to a tree as branches sy — s;,...,50 — s;. The process is then repeated
for the newly added states. A single state may thus be repeated multiple times
in the tree, so a self-loop in the LTS results in an infinite branch in the tree
S—> S — ...

Example 5.9 (Unfolding). The multi-path in Example 5.7 can be created by
unfolding the following LT'S:

d
(soy——()

O

The sufficiency of this form of diagnostic is demonstrated by observing that the
original model can always serve as a diagnostic—albeit not a very useful one.
Ideally, the diagnostic would be a minimised version of the original LTS that
violates the specification: the only requirement is that failure or success of the
minimised LTS implies, respectively, failure or success of the original.

Definition 5.10 (Validity of Reduced LTS). Let @ be a temporal logic spec-
ification, and let T, be the reduced or minimised counterpart to T with respect

to the specification . Then T =& <= T, = D. O

[Clarke et al. 02] give a symbolic algorithm for generating ACTL counterex-
amples and ECTL witnesses. This algorithm returns what they call “tree-like”
diagnostics: those labelled transition systems that can be obtained by glueing
finite cycles to leaves of a tree and glueing finite trees to vertices in the cycles.
The fact that this form of counterexamples is complete for ACTL is due to the
“neat” nesting of temporal operators.

Colloquially, the method works as follows. Assume that the model check
failed. By virtue of Theorem 5.1, it is known that the model satisfies the negated
formula, so this negated formula can be used as a proof for the outcome of
the model check. Therefore, the specification is negated and the negation is
worked inwards using equalities (e.g. “AGz = EF—z). The authors then show
that models for these formulas are of a tree-like form.
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Example 5.11 (Tree-Like ACTL Counterexample). Assume that the ACTL
specification @ = AF(—=P A AX—Q) fails on a model M. Then a counterexample
for this model check problem is a labelled transition system that is a model of
—® = EG(P V EXQ), an outline of which is shown below. The grey box indicates
the section pertaining to the outer EG formula and the dashed boxes pertain to
the inner EX subformula. Note that this LTS is “tree-like.”

O

The computation of a counterexample for a formula ¢ may be reduced to that of
violated subformulas of @. This is demonstrated for an extension of ACTL, and
an algorithm for computing the counterexample is given in ibid. This algorithm
is not guaranteed to deliver minimal diagnostics, and in general, minimising the
size of these counterexamples is NP-hard [Clarke et al. 95].

As with the multi-path algorithm discussed in the previous section, it is not
immediately clear how the method here can be extended to cover the entire mu-
calculus. The mu-calculus does not exhibit the neat nesting structure of ACTL,
for example in alternating fixpoint formulas. However, this does not imply that
this class of diagnostic is not viable for the mu-calculus, only that the resulting
reduced transistion systems will not necessarily be tree-like.

The use of labelled transition systems as diagnostic, reduced in some way
to focus on the source of the failure, are an improvement over the branching
paths introduced in the previous section, mostly because they are more concise
and therefore easier to interpret. Although a symbolic algorithm for Ly is not
available, this class of diagnostic is provided as a feature of the diagnostic method
developed in Chapter 7 (see Section 7.8).

5.5 Tableaux Proofs

A requirement of any diagnostic is that it serves as a mathematically rigorous
proof of failure. In the previous forms of diagnostic we have studied, the proof is
only given as an end result: as a path or structure upon which the specification
can be seen to fail. To see that the specification does indeed fail, we essentially
need to repeat the model checking process on the returned diagnostic. The di-
agnostic is thus not as much a “proof” as it is an exemplar of failure in the
model.

34



Proof-based diagnostics, on the other hand, use the semantics of the mu-
calculus to arrive at a detailed, step-by-step proof structure. A proof of this
sort is generated by applying derivational rules in the form of tableaux to the
negation of the specification —®. Because the verification of the specification
failed, its negation holds, and furthermore this is justified because every step of
the derivation is explicit.

Below, we reproduce a set of rules for Ly, modified for simplicity from [Stir-
ling, Walker 89]. (Note that a variety of rule-sets exist, e.g. for CTL [Gurfinkel,
Chechik 03] and the negation-free [Dong, Ramakrishnan, Smolka 03] and full
Ly [Cleaveland 90].) The proof rules operate on sequents of the form s =X ¢,
which are proof-theoretic analogues of s € [¢] 7. The satisfaction relation is
defined relative to a model M and an environment A (not related to a Boolean
equation system environment). The function of A is to keep track of fixpoint
expansion, so that fixpoint operators are not infinitely recursed resulting in an
infinite tableau. This will be further explained below. The superscript ™ may
be omitted for readability.

Tableaux-based derivation proceeds top-down, and accordingly, the rules are
written with conclusions appearing above premises, and are of the form:

sEXN @
(name) C
stEX @ s EX Oy

where n > 1 and C is a Boolean condition. The rule is only applicable if the
condition holds.

Axioms
sEAP skEa P
(prop)———s € V(P)  (nprop)————s € V(P)
S |:A vX.®
(infrecurs) —— (s, v X. ®) € A
Basic Logic
skEA SEAPAY
(doubleneg) ——— (and)
S ):A ] S ':A ] S ':A v
sEA(PAY) skEA(PAY)
(nandl) —— (nand2) ——
S ):A - S ’:A =4
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Modal Operators

(box) sFalde Vs & s (diamond)wgs 2, g

81)=A¢ 82|=A¢ SI)ZAﬁQ?

/

Fixpoint Operators

sEAVX.D
(mazunroll) (s,vX. ) €A with A=V U (s, vX.9)
S ':A’ @[I/X. QS/X]
S ):A ,uX.@
(minunroll) (s,uX.0) & A  with A"=V U (s, uX.®)

s PluX. ¢/X]

where V.=A —{(s', ¢) | 0 X. D < p}

Fig. 5.2. Tableau rules for Lu.

The axioms (prop), (nprop) say that a state satisfies an atomic proposition if
and only if it occurs in the valuation of P. Rule (in frecurs) says that a maximal
fixpoint is satisfied when it is evaluated for a second time in the same state, i.e.
it is possible to recurse forever. Note that a fourth “axiom” is rule (box) when
no applicable outgoing transitions exist.

The logic rules are self-explanatory (negations can be worked inwards onto
atomic propositions Q). Rules (box) and (diamond) describe the modal opera-
tors. Finally, (mazunroll) and (minunroll) describe the expansion of fixpoint
operators, which say that vX.p is satisfied in state s if ¢ is satsfied in that
state, where all occurrences of X in ¢ are prepended by a fixpoint operator.
This method of syntactic expansion (also unrolling or unfolding) is a simple yet
effective method to iteratively describe the semantics of fixpoint operators. Note
that v X.o(X) = uX.—p(—X), so that a rule for dealing with minimal fixpoints
is redundant and can be derived from the others.

We are now in a position to detail the environment A. The environment is
a set of state-formula tuples (s, 0X. ¢) which encode the fact that fixpoint X
has been unrolled in state s. Recursion through a fixpoint in the same state is a
stopping condition, per rules (infrecurs), (maxunroll) and (minunroll). Note
the use of the set V, which removes those tuples from the set where the current
formula (in the premiss) occurs as a subformula. This is important to capture
that recursion in some inner fixpoint is interrupted by recursion of the outer.
(An example of this can be seen later, in Section 5.9). Removing formulas from
the environment is called discharging.
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A proof tree is called a tableau when it is maximal, that is, when no rules
apply to sequents in leafs of the tree. A tableau is successful if the last rule
applied in all leafs is an axiom. Every proof tree is of finite depth due the fact
that fixpoint expansion is kept track of in the environment A, so that it can be
used as a stopping condition.

Theorem 5.12 (Soundness and Completeness). s =" & has a successful
tableau if and only if s € [P] \7; O

Theorem 5.13 (Finite Proof). Every proof tree for s =" @ is finite. O

Subformulas are explictly named in every sequent of the tableau. The derivation
rules follow closely the semantics of the mu-calculus, and are are in themselves
very easy to understand. Combined with step-by-step derivation, this makes
tableaux-based diagnostics insightful to the user and in principle allow a fault
to be traced quickly and accurately to its origin.

The downside to the tableaux method is its limited applicability to model
checking using Boolean equation systems. Generating a proof tree is a model
checking operation in itself. It is difficult to re-use the results from the model
check using Boolean equation systems. Although the annotations that we will
introduce later on the BES should make this a little easier, the differences in
method between tableaux-based and BES-based model checking stand in the way
of somehow unifying the two. However, we will see later that the two methods do
share a common structure, and that it is possible to reproduce the advantages
of the tableaux-based method.

5.6 Interactive Parity Games

We have seen that the model checking process can be carried out using a variety
of methods. Parity games form one such method, and can be seen to offer some
advantages over the use of Boolean equation systems. The size of an equation
system can blow up exponentially in the number of variables involved during
solving when using Gaufl Elimination (see [Mader 96, section 6.4.2]). In addition,
BES semantics can be hard to understand. Parity games use a graph structure
which allows more insight into the problem and usage of additional algorithms.
The complexity of solving the model checking problem is still exponential (using
algorithms known at the time of writing).

We will first briefly review the way in which parity games allow us to solve the
model checking problem. A parity game is played by two players on a directed
graph. The players are often known as Odd and Even, and each player owns a
set of vertices in the graph. A player does a step in the game if a token is on a
vertex owned by that player. A play, denoted 7, is a finite or infinite sequence
of steps. Finally, a priority function assigns a natural number to each vertex.

Definition 5.14 (Parity Game). A parity game is a four-tuple I' = (V, E, p,
(Veven, Vodd)) where (V, E) is a directed graph with vertices V and total edge
relation E, p: V. — N is a priority function, and (Veven, Vodd) 18 a partitioning
of V. O
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A play is won by player Even if the highest! priority occuring infinitely often
in a play 7 is even, and dually for player Odd. A strategy for a player is a
partial function ¥piayer : V*Vplayer — V' that decides the vertex the token is
played to based on the history of the vertices that has been visited?. A strategy
is winning for a player from set W C V if every play starting from a vertex
in W, given Player’s strategy, is winning for that player. It is well-known that
for winning strategies, it suffices to look at history-free strategies, i.e. strategies
YPlayer: VPlayer — V' in which a vertex always gets the same successor, independent
of the path by which it was reached.

Parity games correspond to Boolean equation system in simple recursive form
(see Definition 3.9 and 3.10). We can construct a parity game from a Boolean
equation system by constructing its dependency graph: the game graph is the
dependency graph for the equation system with a number of extensions.

Definition 5.15 (Parity Game from BES). Let £ be a Boolean equation
system in simple recursive form and let (V, A) be its dependency graph.
The corresponding parity game graph I'e = (V, E, p, (VEyen, Vodd)) s given by:

o F=A;

o p(X;) = rankg(X;) for all bound variables in &;

o Voda = {Xi | fi = oA ... AN}, so all conjuctive equations are assigned to
player Odd;
Veven = V' \ Vodd, so all other equations are assigned to player Even.

a

Parity games are equivalent to Boolean equation systems, in the sense that both
methods can be used to solve the model check problem. The following theorem
formally establishes this equivalence [Mader 96, Theorem 8.7]; as a result, we
can conclude that M | & if and only if player Even has a winning strategy for
the corresponding game.

Theorem 5.16 (Equivalence Between BES and Game). Player Even has
a winning strategy for the game on I's with initial verter Xo if and only if

([€]n)(Xo) = true. O

To illustrate the equivalence between an (alternating) Boolean equation system
and a parity game, Figure 5.3 shows a BES and its game graph side-by-side.

Parity games have been introduced as a method for solving the model check
problem. The gamelike nature of this method gives rise to an interactive form
of diagnostic. Observe that the model check tool always has a winning strategy,
regardless of whether the outcome of the model check is positive or negative: in
the latter case, it will have a strategy for player Odd, otherwise for Even. This

! This is the typical definition for max-parity games, for min-parity games replace
highest with lowest [Keiren 09].
2 Where * is the Kleene star.
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uX =X AX'

X' =YV Z
vY =wWvyYy’
vY' =X AY
uwz =2
wz' =2’

uW =Z v (ZVW)

Legend. L]

Fig. 5.3. An example BES and its corresponding parity game.

follows from Theorem 5.16 and Theorem 4.1: M |= & < Even has a winning
strategy. The player playing against the tool is thus destined to lose, but reaching
a configuration that is winning for the tool may take any number of moves (see
Figure 5.5: Winning Conditions).

A diagnostic of this form is thus a play 7 between the computer (the model
check tool) and the user. The user was expecting the opposite outcome from the
tool, and is thus convinced to be able to beat the tool. But of course, every time
the user makes a move, the existence of the winning strategy for the tool ensures
that it can make an appropriate countermove.

Each vertex in the play corresponds to a bound variable in the Boolean
equation system. Therefore, each vertex corresponds to a state in the model
and a subformula of the specification. (We shall have more to say about these
correspondences in Section 5.9.) The play generally starts in the initial vertex
X, associated with the initial LTS state sg and specification @. For readability,
vertices will be denoted by their corresponding state and subformula.

The interactive nature of the diagnostic allows the user to steer the process
by following a certain path in the transition system. This allows the user to
apply domain knowledge of the model to limit the size and complexity of the
diagnostic. Also, in combination with a suitable tool, an (initial) section of the
game may be fully automated, releasing control of the losing player to the user
when a section of interest is reached.

Depending on the outcome of the model check operation, the tool chooses
whether it will play for player Even (the model check was successful) or player
Odd (the model check failed). The user may make the moves for the other player.
Suppose the token is currently on vertex v; corresponding to (s;,¢;). Depend-
ing on the form of ¢;, a fixpoint may need to be unwound, which is when an
expression of the form ¢X.1 is unwound to . In this case, there are no choices,
and it is said that the “referee” moves (by unwinding the fixpoint). Recall that
conjunctive equations are assigned to player Odd. When a token is on a vertex
owned by Odd, we know that the corresponding formula was ¢ A ¢. Odd is thus
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o If p; = 1 A 92 then Odd chooses ;11 to be either 11 or 92, and s(;11) is 5(;);

e If p;, =11 V 12 then Even chooses ;41 to be either ¥ or s, and S(i+1) 18 8(3);

o If ¢; = [R] ¢ then Odd chooses a transition s, N S(i+1) with a € R and @;y1 is
;3

o If ¢; = (R) 1) then Even chooses a transition s(; N S(i+1) With a € R and ;41 is
;3

o If p; = 0X. o then ;11 is X and s(41) is s();

o If p; = X and X is bound by 0 X. ¢ then ;1 is ¢ and s¢y1) is s¢).

Fig. 5.4. Rules for the next move.

Odd wins.

e The play is (s, o) - - (S(n), ¥n) and ¢, = false;
o The play is (s(0), ©0) - (S(n), ¥n) and ¢n = (R) % and =35 : s 2 sfora € R;

o The play (s(), ©o) - {S(n)s ©n) - has infinite length and the unique variable X
which occurs infinitely often identifies a least fixed point subformula pX. .

Even wins.

e The play is (s(), ¥0) - - (S(n), ¥n) and @, = true;

e The play is (s(), o) (S(n)s n) and ¢, = [R]Y and =3, : s, — s for a € R;

o The play (s(), ©o) - {8(n)s ©n) - has infinite length and the unique variable X
which occurs infinitely often identifies a greatest fixed point subformula v X. 1.

Fig. 5.5. Winning conditions.

offered the choice between moving to the vertex corresponding to ¢ or the vertex
for 1. The same goes for a formula of the form [a] ¢. Complementary to this,
player Even gets to choose between disjunctive terms and transitions for (a) ¢.
The complete set of rules is given in Figure 5.4.

Interactive game diagnostics have been implemented in the Edinburgh Concur-
rency Workbench (ECW) [Stevens, Stirling 98]. The process proceeds as de-
scribed above, with the addition of a terminating condition when the same con-
figuration is entered for a second time. This prevents the user from having to
evaluate infinite paths. For illustration, we repeat an example offered by ibid.

Example 5.17 (Interactive Game-Based Diagnostic). The following is an
abbreviated dialogue between a user and the Edinburgh Concurrency Work-
bench. The labelled transition system is given below, and the property we wish
to verify is vX.puY.(PA (L) X)V (L)Y, i.e. “there is some path on which P holds
infinitely often,” where P = (a) true A [@] false, i.e. “a is the only action possible.”
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a ¢ b
«(Cl {8 D)
¢ b

. . b
The user may have made an error in the model, where a transition D — A was

intended instead of D % B. In addition, the user likely has a path in mind, for
instance always following a b transition when possible, and expecting P to be
true only at A. The following game against the tool may ensue (this is verbatim,
with the exception of markup and omitted pause messages at each referee move):

Would you like to play (and lose!) a game against the CWB? (y or n) y
The CWB will choose Odd’s moves. You can choose Even’s.

1. Current position: (4,X)
The referee unwinds the fixpoint.

2. Current position: (A,Y)
The referee unwinds the fixpoint.

3. Current position: (A, ({a)true A [a]false A (L) X)V (L)Y)
Your turn (playing Even)
1. (A, (a)true A [a] false A (L) X)
2. (A,(L)Y)

Which move? 1

4. Current position: (A, {a)true A [@]false A (L) X)
CWB’s turn (playing Odd)

5. Current position: (A, (L) X)
Your turn (playing Even)
1. (B, X)
Which move? 1

6. Current position: (B, X)
The referee unwinds the fixpoint.

7. Current position: (B,Y)
The referee unwinds the fixpoint.

8. Current position: (B, ({a)true A [a]false A (L) X)V (L)Y)
Your turn (playing Even)
1. (B, {(a)true A [a]false A (L) X)
2. (B,{L)Y)
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Which move? 2

9. Current position: (B,(L)Y)
Your turn (playing Even)
1. (D,Y)
2. (C)Y)

Which move? 1

10. Current position: (D,Y)
The referee unwinds the fixpoint.

11. Current position: (D, ({a)true A [a]false A (L) X)V (L)Y
Your turn (playing Even)
1. (D, {a)true A [a] false A (L) X)
2. (D(L)Y)

Which move? 2

12. Current position: (D,(L)Y)
Your turn (playing Even)
1. (B,Y)
Which move? 1

13. Current position: (B,Y)
The CWB (playing Odd) won, because of a repeat
Another game? (y or n) n

5.7 Extended Boolean Graphs

The use of Boolean equation systems can be taken as central to the generation
of a diagnostic. We have already seen how the dependencies between variables
in an equation system provide a basis for the justification of the model check
outcome. The present diagnostic method is also based on revealing these inter-
dependencies, by removing superfluous information from the BES. The result is
a dependency graph with as few edges as possible, which captures the minimum
set of dependent variables that are “responsible” for the outcome.

In case of a diagnostic for a variable X, we are looking for a subset £ of the
Boolean equation system £ under the condition that by solving £ we obtain the
same value for X as by solving £. Note that £ may be open (i.e. containing free
variables) even if € was closed. To make sure that the value for X is consistent,
it should not depend on the environment of £ (where one such environment is
that imposed by &, which assigns truth values to variables that are free in &’
but were bound in £). A Boolean equation system that meets this condition is
called solution-closed.

[Mateescu 00] extends the notion of a dependency graph with a conjuc-
tive/disjunctive vertex labelling and a frontier, which is the set of vertices to
which new edges may be added when the graph is embedded in another graph.
The frontier corresponds to free variables in £’.
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Definition 5.18 (Extended Dependency Graph). Let £ be a Boolean equa-
tion system in simple form. The extended dependency graph of £ is a tuple
Ge = (V,E,L, F) where V is the set of vertices, E CV x V is the set of edges,
L:V — {A,V} is the vertex labelling and F C 'V is the frontier. V' corresponds
to variables in the equation system and E to dependencies between them as in a
normal dependency graph (see Definition 8.12). L(true) = A and L(false) = V.
(|

Note that ibid. foregoes labelling the vertices with their fixpoint operator {u, v}
because his exposition only considers alternation-free equation systems. The fol-
lowing therefore applies only to alternation-free equation systems. For simplicity,
BES are assumed to be in simple form.

The extended dependency graph of a solution-closed BES will also be called
solution-closed. We can use the graph to determine whether its corresponding
BES is solution-closed, by looking at vertices in its frontier:

Theorem 5.19 (Solution-Closed Extended Dependency Graph). An Ex-
tended Dependency Graph is solution-closed if and only if (1) all conjuctive ver-
tices in its frontier are false, and (2) all disjunctive vertices in its frontier are
true. O

An extended dependency graph Gg¢ induces an LTS Tg such that each bound
variable is a state, the transition relation is the dependency relation between
variables, and transitions are not explicitly labelled. We can use this LTS to
characterise the solution of the Boolean equation system using the following
formulas:

Definition 5.20 (Example and Counterexample formulas). The follow-
ing formulas are called, respectively, example formula and counterexample for-
mula:

Ex = puX.(Py AN (L) X)V (PrN[L]X)
Cx=vX.(PyAN[L]X)V (Py N (L) X)
where s = Pop <= L(s) = op O

The satisfiability of these formulas on the induced LTS 7¢ is equivalent to the
outcome of the model check operation:

Theorem 5.21 (Characterisation of BES Solution). Let £ be a closed
Boolean equation system and let Tg be its associated LTS. Then [E] (X;) = true
< X; "¢ Ex for all left-hand side variables (or states) X;. O

We can now use Extended dependency graphs to reason about diagnostics, in-
stead of the Boolean equation systems they are derived from.
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Example 5.22 (Extended Dependency Graph Diagnostic). Consider the
following closed Boolean equation system and its Extended dependency graph:

IUX():Xl /\X4 H,X5:X6\/X9
,LLX1:X2\/X3\/X5 ,[LX6:X3/\X7
/LXQZXo/\Xl /LX7:X3/\X8

uXs = true uXsg = X4 N Xg N Xg
/JX4 :Xl\/Xg \/X7 /,LXQ = false

Legend. Variables in the left dashed box are Conj. Disj.
true while those in the right box are false. ] e

A potential diagnostic showing why Xg is true (i.e. a witness for Xj) is the sub-
system in the left dashed box, consisting of the vertices { Xy, ..., X4}. Similarly, a
counterexample for X5 showing why it is false could be the subsystem in the right
box, formed by the vertices {X5, ..., Xo}. These two subsystems can be solved
independently and the truth value obtained for Xy and X5 would be the same.
Another potential diagnostic for X is the subsystem {Xo,..., X4, X¢, X7, X35}
Note that all mentioned subsystems meet the conditions for solution-closedness.

O

From the previous example, it is clear that minimal diagnostics are preferred.
Minimality is defined with respect to a subgraph relation, and thus (via the
number of vertices) with respect to the number of bound variables in the cor-
responding equation system. This notion is formalised below for witnesses; the
dual for counterexamples (i.e. in case [£] (X) = false) is obtained by replacing
disjunction with conjunction.

Definition 5.23 (Minimal Witness Diagnostic). Let £ be a Boolean equa-
tion system and let Ge = (V,E,L, F) be a diagnostic for X € V. Then G¢ is
minimal if and only if the following conditions hold:

o [E] (X) = true (i.e. the diagnostic is a witness);
o All disjunctive vertices in V have exactly 1 outgoing edge;
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o All vertices in V are reachable from X;
e The frontier F' contains only disjunctive vertices.

a

The definition of a minimal diagnostic in this context is similar to a parity
game diagnostic. The last requirement in particular is important. Recall that
disjunctive vertices in the dependency graph are assigned to player Even. In
the given case (where the diagnostic is a witness), player Even is controlled by
the model checker, and tasked with preventing the token from reaching a false
vertex. This is easy, because as per the second requirement above, there is always
precisely one outgoing edge, which will lead to a true vertex. It is in the interest
of player Odd to try to reach a false vertex. The only way Odd is able to do
this, is by choosing an edge that will lead outside of V. But all vertices in V'
with outgoing edges to false vertices are in the frontier. If we require that no
conjunctive vertices may be in the frontier, we take away any possibility for Odd
to foul the play. The definition of minimality above thus implies the existence of
a winning strategy for the model checker on the “game graph” Gg (playing Even
in case of a witness, and Odd in case of a counterexample).

Extended dependency graphs form a compact and easy to interpret class of di-
agnostic. However, as outlined in the requirements earlier, the user is only aware
of the transition system and specification, and need not be concerned with the
use by the tool of Boolean equation systems. This does not mean that Extended
dependency graphs cannot be used as the underlying formalism for diagnostics,
but an additional presentational layer should output the diagnostic in a way
that is more familiar to the user. In the CADP toolset, where this type of diag-
nostic is implemented, diagnostics can be returned in the form of an Extended
boolean (sub)graph or the labelled transition system T¢ it induces [Mateescu
06]. However, this LTS turns out not to be always valid, i.e. Definition 5.10 may
be violated, depending on the search strategy used. This seems to indicate a bug
in this version of the toolset (bcg_open v1.5).

More importantly, the core theorems above are only applicable to the alternation-
free segment of the mu-calculus. The use of alternation is essential to the powerful
expressive power of Lu, so providing diagnostics for the entire calculus is a hard
requirement, placing this class of diagnostic at a serious disadvantage.

5.8 Support Sets

Support sets were introduced by [Tan, Cleaveland 02] and are tailored to model
checking using Boolean equation systems. The purpose of a support set is to
function as a type of generic evidence-collecting data structure that may be
used by model checkers of various types. This evidence may then be used post-
hoc as a basis for a user-presentable diagnostic, or to verify (certify) the model
checking result.
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The basic idea is to define a support set for one or more left-hand side vari-
ables in the BES. A support set contains information that can be used to support
the truth value the model checker found for that variable. In particular, the set
supports the outcome of that variable in terms of other variables. For example, a
support set for fixpoint variable X contains an environment =(X), such that the
interpretation of X under this environment is equal to the value which resulted
from solving the BES, i.e. [X](E(X)) = [E] (X).

Definition 5.24 (Support Set). Let £ be a closed Boolean equation system
with X = 1hs(€), X € X andr € {0,1} is the truth value of X (resp. false, true).
Then a support set for r and X is a tuple I' = (r, X, Z) where £ : X — P(X)
is a partial function such that Z(X) is defined. Furthermore, for each X; where
Z(X;) is defined, the following properties hold:

e Direct Inference: [f;] (£(X;)) = r, i.e. under the interpretation =(X;), f;
evaluates to r, the Boolean result of the support set;

o Inclusion: If (5(X;))(X;) = r then Z(X;) is defined, i.e. all variables on
which X; depends are in the domain of =. The notation X; EIN X; means
(EX))(X;) = 7;

e Circularity Restriction: If there exists a circular dependency p = X; EIN

5 X and X is the shallowest variable on p, thenr =1 = 0; = v and
r=0=0;=p.
O

A support set may be reduced or minimised, so that it holds no extraneous infor-
mation. A minimised support set is similar to a minimised Extended dependency
graph (but recall that EDGs are defined only for alternation-free equation sys-
tems in simple form). Assume a support set for X;. The reachability condition
for EBGs is translated to the requirement that all variables in the environment
Z must affect X;. In case the model check result was positive, all disjunctive
vertices in a minimised EGB have only one outgoing edge (dually for conjunctive
vertices in case the result was negative). This is translated to a requirement on
the size of the environment, namely that |Z(X;)| = 1 for disjunctive f; (dually
conjunctive).

The final requirement is on the frontier of the EBG. Recall that the frontier
contains those vertices with free variables, including variables that have become
free due to the fact that the minimisation process eliminated their binding equa-
tions. This requirement is not explicitly formulated for support sets, but follows
from the definition. For EBGs, the requirement was that all vertices in the
frontier are disjunctive for a positive model check result. This translates to the
following. Assume a positive model check result (r = 1). Then for every variable
X; in the domain of = that has free right-hand side variables, its equation f;
is disjunctive. If the converse were true, the variable X; would be conjunctive,
meaning that all its conjuncts also have r = 1 (otherwise it would itself not be
true). This implies that the environment = would then also be defined for all
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conjuncts (per the first and second point in the definition), so that X; is not in
the frontier.

In the next section, we will see that the use of a graph as a common data
structure lies closer to the various individual methods. The use of an “abstract
proof structure” like support sets is an alternative, but more limited and some-
what contrived manner of performing the same function.

5.9 Correspondences between Classes

In this section, we will highlight the correspondences between different classes
of diagnostics studied in the sections above. To formalise these correspondences,
we will need the concept of a mu-calculus dependency, which will be introduced
first.

Mu-Calculus Dependencies

Mu-calculus dependencies describe the nesting structure of mu-calculus formulas.
As an introduction, consider propositional logic, and the equation ¢ =¥ V...V
1. The value for ¢ can be seen to depend upon the values for 1)y ...4,. This
simple notion of dependency can be formalised as follows.

Definition 5.25 (Propositional Logic Dependency). The dependency set
of a propositional logic formula ¢ is the minimal set ~ C Lp x Lp (where Lp
indicates propositional logic) that fulfills the following conditions. The notation
© ~ 1 will be used for {p, V) € ~>. The dependency set of ¢ is given by p ~>

o [fo=11 N... Ny, then p ~>; for all 1 <i<n;
o Ifo=11 V...V, then o ~ 1; for all 1 <i<n. 0

The transitive closure of the dependency relation is denoted ~»T, and is the
set union of all transitive dependencies of a formula ¢. For example, if the
dependency set of ¢ is {(p, )} and the dependency set of ¢ is {(¥, &)} then

¢ ~t={{p, ¥), (¥, &)}

The definition of dependencies can be extended to the mu-calculus in much
the same way. A complication here is the recursion that is inherent to the mu-
calculus. Recursion to a fixpoint results in a cyclic dependency, but there are a
number of different syntactic methods to evaluate these cycles.

Most simply, when a term of the form X is encountered, it is taken to refer
to or stand for form(®, X), in other words 0 X. ¢, the expression in which X was
bound. This is called unwinding or unfolding of a fixpoint. However, there are
some variations on this. For example, in the model checking approach described
in [Stevens, Stirling 98], formulas of the form o X. ¢ are first evaluated to X and
next to ¢.
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Another variation is the so-called unrolling of fixpoints. This is a technique
used by e.g. tableau-based model checking. If a formula of the form oX. ¢ is
encountered, all occurrences of X in ¢ are replaced with the full expression
oX. p,ie. 0X. o — p[X = 0X. p]. The expression p[X := 0X. ] is said
to be the unrolling of 0 X. ¢. This essentially replicates the entire formula at all
positions where the bound variable occurs.

These variations in how formulas are evaluated during model checking are
not essential. They are merely different syntactic methods to deal with recursion.
We will see in a later chapter how mu-calculus dependencies appear in derivation
trees and equation systems used for model checking. As described above, different
model check methods will evaluate mu-calculus formulas in slightly different
ways. These differences are reflected in the dependencies that can be found in
the proof trees and equation systems.

Instead of artificially fitting the dependencies found “in the field” to a rigid
definition of mu-calculus dependency, we acknowledge the variations that in-
evitably arise when different model check methods are used, by introducing
variations in the definition of mu-calculus dependency. It is convenient to use a
type of mu-calculus dependency that lies closest to what we will encounter while
model checking. The fact that the various model check methods are essentially
equivalent (in the sense that they obey the semantics of the mu-calculus) allows
us this luxury; the types of mu-calculus dependency are also essentially equiva-
lent. They vary only in how fixpoints are dealt with: by unrolling or unwinding,
in one or two steps, etc.

Because Boolean equation systems are the central topic of this work, a notion
of mu-calculus dependency that uses unwinding instead of unrolling is central.
Two other variations are formalised in the interest of capturing the correspon-
dences between different types of diagnostics in a later chapter. Which type of
dependency is actually used depends on the context and application.

For simplicity, we only consider closed formulas. A subscript @ is now added to
the dependency relation ~» to indicate the base formula. This is necessary for
unwinding of fixpoints: a fixpoint variable X can only refer to a full formula
oX ... in the context of a formula @ that contains ¢ X ... The subscript will be
dropped when the base formula is clear from context.

Definition 5.26 (Mu-Calculus Dependency—Full Unwinding Type).
The dependency set of a mu-calculus formula o is the minimal set ~~¢C L X Ly

that fulfills the following conditions and the propositional logic conditions in
Definition 5.25.

If ¢ = [a] ¢ then ¢ ~ ;

If o = (a) ¢ then ¢ ~ ¢;

If o =0X. ¢ then p ~ X;

If o = X then X ~~ ¢ where form(®, X) =o0X. 1.
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Definition 5.27 (Mu-Calculus Dependency—Tableau/Unrolling Type).
The dependency set of a mu-calculus formula o is the minimal set ~~¢C L X L
that fulfills the following conditions and the propositional logic conditions in Def-
mation 5.25.

o If o =[a]t) then ¢ ~ ¢;
o If o= (a)y then ¢~ ;
o If p=0X. Y then ¢ ~ P[X = ¢].

Definition 5.28 (Mu-Calculus Dependency—BES Type). The depen-
dency set of a mu-calculus formula ¢ is the minimal set ~>¢ C Lu x Lu that
fulfills the following conditions.

form(®, X) ifp, =X

= <i<n:
o Ifo=9P1N...\NY, thenforalll_z_n,QDW{wi otherwise

o If o =11V ...V, then (similar).

_ form(®, X) if v =X
* Ifo=ldv then ¢~ {w otherwise
o If o = (a)1 then (similar).
o If p=0X. 1 then

o Ify =Y, then ¢ ~ form(®, Y);
o Ifp=0'Y... or |Z| =0, then ¢ ~~ 9;
o Otherwise, ¢ ~ &; for all & € =.

where = is the dependency set of ¥, i.e. = = 1) ~

It is natural to express dependencies in graph form, so that each subexpression
corresponds to a vertex and an edge from vertex ¢ to i means that the value
for ¢ depends on the value for .

Definition 5.29 (Formula Dependency Graph). The Formula dependency
graph of a formula @ is a directed graph Go = (V, E) where V is a set of vertices
and E is a set of edges TV XV that contains all reachable dependencies starting
from ®.

o V=AU {y | D]}
e v > Y e E if and only if ¢ ~>g . 0
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The set of vertices in the graph Gg is called the closure of @, denoted cl(P) C
Lp. The closure of a closed formula is finite, so the formula graph will be finite
as well (even in the case of unrolling [Fischer, Ladner 79]).

Example 5.30 (Formula Dependency Graph). The Formula dependency
graph of vX.pY.[a] X A (b)Y can take on different forms, determined by the
type of dependency used.

Tableau Type: BES Type:

(6 =vXpY.[a] X A (h)Y) (vX.pY.[a] X A (b)Y

[,uY. [a] X A (b)Y

A Common Diagnostic Structure

The classes of diagnostics introduced in the previous sections appear rather
different at first sight, in particular Extended boolean graphs, interactive (parity
game) diagnostics and tableaux. However, these types of diagnostic can in fact
be expressed in the same way, namely in the form of a graph. This graph is
formalised in this section as a generic structure, so that it is independent not
only of the model check method, but also of the particular diagnostic type (e.g.
one of the three just mentioned). Instead, the use of a different diagnostic type
or model check method can reveal itself by differences in the exact form of the
graph. For example, as we shall see below, the use of tableaux will result in more
detail than vanilla Boolean equation systems.

This type of generic diagnostic will be referred to as the Generic diagnostic
graph. This graph will be defined precisely below. However, because this (hypo-
thetical) data structure is intended to capture the common basics of any model
check diagnostic, the specification leaves some room for variation. Any graph of
this form can be interpreted in a specific and clear-cut manner, regardless of the
level of detail it contains.

The pervasiveness of this generic form is of course no accident. All of the
mentioned model check methods considered verify mu-calculus formulas over
labelled transition systems. The semantics of the mu-calculus causes formulas to
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be evaluated in the same way during the mapping to the LTS, regardless of the
process by which this is carried out. For example, when using tableaux, box and
diamond modalities are evaluated as the derivation proceeds: in case a sequent
of the form s |= [a]¢ is encountered, the next step is to inspect the outgoing
transitions of state s. In case this state has no outgoing a-transitions, an axiom
can be applied, terminating the branch.

Conversely, when using Boolean equation systems, modal operators have al-
ready been evaluated during the mapping operation, courtesy of the mapping
function E. Consider again the case that the state has no outgoing a-transitions.
Then the BES that was the output of E would simply not include any equations
for a-transitions in that state. The evaluation of the box modality has already
taken place while evaluating the E function, and needs not be calculated “on
the fly” as in tableaux. A resulting difference between the two discussed model
check methods in this case will be that the BES diagnostic lacks these branch
“stubs” that the tableau will have.

One and the same model checking problem may thus give rise to a variety of
Generic diagnostic graphs. A key way to characterise the correspondences be-
tween them is dependency analysis. Dependency analysis has already been in-
troduced for Boolean equation systems, giving rise to the dependency graph
(Section 3.4), and for the mu-calculus, giving rise to the Formula dependency
graph (Section 5.9). The Generic dependency graph can be seen as an extension
of the BES dependency graph, with a subjugate role for the Formula dependency
graph.

Consider a normal Boolean equation system dependency graph. In a depen-
dency graph, each vertex corresponds to a fixpoint variable in the BES. Some
extra information is now added to each vertex: a tuple (s, ) where s € S is a
state in the labelled transition system and ¢ € cl(®) is a subexpression of the
mu-calculus specification. This tuple captures the semantics of a Boolean equa-
tion system variable, as stated earlier in Theorem 4.1, which says the following.
Suppose the specification was of the form @ = ¢ X. ¢. The fixpoint variable X
is mapped to all states so, ..., s;5—1 of the transition system. A resulting BES
variable X; can then be said to encode the validity of ¢ in state s;. In other
words, if X; is true, then s; = ¢ whereas s; [~ ¢ in case X; is false. The truth
value of the BES variable thus says whether a subexpression of the mu-calculus
specification holds in a specific state. The state for variable X; is simply s;, and
the subexpression is given by the subpart of the specification that is bound by
oX (how to derive these annotations from a BES will be formalised in a later
chapter; see Section 7.3).

Other model checking methods can also yield a graph where vertices are
labelled with state-formula tuples, and where edges encode causal dependencies.
This is a result of the model check process. Model checking the modal mu-
calculus with respect to a labelled transition system generally occurs by mapping
the formula, or subsections of it, to states in the LTS. Every model checker (of
interest here) will use some variation of this method. The result of the mapping
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is a set of tuples that is a subset of S x cl(®). Tuples in this set will correspond
to vertices in the graph.

Above, we saw how mu-calculus dependencies express how the truth value of
an expression depends on the truth values of one or more of its subexpressions.
This is the same causal relation as is represented by edges in the Generic di-
agnostic graph between the state-formula tuples. It should come as no surprise
that, like the state-formula tuples for vertices, the edge relation is essentially the
same for various model check methods.

Definition 5.31 (Generic Diagnostic Graph). Given a mu-calculus speci-
fication @ and a labelled transition system, a Generic diagnostic graph is any
graph G = (V, E) for which the following hold:

o Vertices have a state annotation s and formula annotation ¢, so that to each
vertex corresponds a state-formula tuple (s, @) with s € S and ¢ € cl(P);

o There is an initial vertex (sg, ) € V;
o There are special vertices true and false € V' which do not have annotations;
o An edge (s,p) — (s',9) € E implies both

os=s"or(s s)e€d; and

o A mu-calculus dependency ¢ wg P exists.

e A solution function assigns a truth value to each vertex, so that s = ¢ if and
only if the vertex (s, ) has the value true. O

As outlined above, the vertices in the dependency graph of a Boolean equation
system can be augmented with a state-formula annotation, yielding a Generic
dependency graph. This graph encodes some generic basics of the model checking
problem, which apply to any model check method: each, after all, will need to
evaluate the dependent clauses in a mu-calculus expression to arrive at a truth
value for that expression. This follows from the semantics of the mu-calculus. By
using Boolean equation systems, these tuples are encoded as bound variables, so
that these variables appear on the vertices of the dependency graph. The Generic
diagnostic graph only requires the presence of state-formula tuples, which can
also be found if other model check methods are used (other than BES solving).
This motivates the “generic” nomer.

To show how the same model checking problem can give rise to variations in
the Generic diagnostic graph when different model check methods are used, the
following problem is solved using both tableaux and Boolean equation systems.
Diagnostic graphs will then be constructed for each method, after which the
correspondences and differences between the two will be pointed out.

Example 5.32 (Generic Diagnostic Graph). Consider the mu-calculus for-

mula & =vX. uY. [a] X A [0]Y and the following labelled transition system
(this example is due to [Cleaveland 90]):
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Using tableaux.

The abbreviation ¥ = pY. [a]® A [b]Y is used for readability; this is the first
unrolling of @. The environments are abbreviated as follows (note the discharge
of (sp,¥) in As):

The tableau is:

s0 = a, [a] @ 50 Fa, [0]¥

(box)

51 Fa, [a]® (bow) s1 Fa, [b]¥
so Fa, ¥
S0 =a, [a] @ A [D]W
s0 Fas [a]® S0 FEas [b]¥

(box)
s1ba @ (infrecurs)

Turning the tableau into a Generic diagnostic graph is slightly nontrivial
due to the environment A. In principle, the tableau tree can be converted one-
to-one to a Generic diagnostic graph, because each sequent includes a tuple
(s, ), an (implicit) valuation (all sequents are true in this example), and because
horizontal lines correspond to dependencies. The set of vertices in the Generic
diagnostic graph is thus the set of sequents, while the edges go from each premiss
to its conclusions directly below the horizontal line.

In a tableau, fixpoints are unfolded, and the environment A is used to detect
recursion. The success due to infinite recursion of the outer fixpoint is represented
as a stopping condition that becomes asserted. This occurs in the leaf labelled
with (infrecurs). Application of this axiom corresponds to the existence of a
cycle both in the LTS and in the mu-calculus dependency chain. In the Generic
diagnostic graph, this can be represented as a cycle. Application of other axioms,
such as (box), should be represented as a dependency on the true-vertex.
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Note the existence of a duplicate vertex in the Generic diagnostic graph: the
tuple (s, ¥) occurs twice under different environments A; and Ay. This does
not warrant application of a recursion axiom due to the discharge mentioned
earlier. Although this should not in principle impair tracing the reason for the
model check result, it may be slightly confusing to the user. However, because the
main focus of this work is Boolean equation systems, working out these details
is beyond the scope. Suffice it to say that suitable presentation, perhaps made
possible by tableaux-specific extensions to the Generic diagnostic graph, should
bring satisfactory insight to the end user.

Using Boolean equation systems.

The Boolean equation system encoding the same model check problem is given
below, as is its dependency graph. The abbreviation @y will be used for the
subformula pY.[a] X A [b]Y (note that we cannot use ¥ from the tableaux
example because of the unrolling of vX).

VXO = YO
VX1 = Y1
pYo =X
uYr =Yy

The dependency graph has been annotated with the relevant state-formula
tuples, so that it is already in the form of a Generic diagnostic graph.

Clearly, this graph contains much less detail than the one derived from the
tableau. However, in spite of these differences, both graphs convey the same
essential information. Each vertex in the BES GDG is also in the tableau GDG.
Both contain a cycle with @ as the most shallow formula, so that, due to the lack
of a blantantly true or false configuration, the conclusion may be drawn in both
cases that the success of the model check operation is due to infinite recursion
of the maximal fixpoint. O

The procedure for drawing conclusions like the above from a Generic diagnostic
graph will be elaborated in Section 7. However, at this point the value of even a
raw Generic diagnostic graph should be clear: it allows tracing of the causality
of the model check outcome in terms of the labelled transition system as well as
the mu-calculus formula.
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6 Supporting Methods

6.1 Generation of Diagnostics

The diagnostic may be generated independently from the model check operation,
but if possible, re-use of (intermediate) data structures generated by the model
checker during the model check process is preferred. However, in doing so, the
form of the diagnostic may become constrained by the algorithm or specifics
of the implementation. This may hamper the comprehension of the diagnostic,
because it requires the user to know a great deal about the internals of the model
checker and toolchain. This was discussed earlier for Boolean equation systems
(Section 5.7).

The size of a diagnostic is in general polynomial in the size of the model,
but this size can easily reach millions of states due to the state-space explosion
problem, i.e. the fact that the number of states in a model is exponential in
the size of the system description. Generating a diagnostic of considerable size
independently of the model checker will therefore likely result in an unacceptable
delay in the design cycle. Apart from time spent on generation, the diagnostic
(or at least the data structure from which the diagnostic is computed) may
be of such size that it exceeds the internal computer memory capacity, so any
operations carried out on this data structure must be carefully considered.

6.2 Vacuity Detection

As we have seen, a great advantage of model checking is the ability of the tool to
support a negative outcome by a counterexample, namely some structure that
demonstrates the failure. On the other hand, when the outcome is positive, the
result is rarely supported by a witness. Since a positive outcome means that
the spefication holds over the model, this seems reasonable. However, it is not
a guarantee that there are no mistakes in either. For example, a specification
may be a tautology, making it trivially true over any model. Thus, also in case
of a positive model checking outcome, the specification and model should be
“suspect” [Kupferman, Vardi 99].

A classical example of this (due to [Beatty, Bryant 94]) is verifying a system
with respect to the CTL specification AG(req — AFack) (“every request is even-
tually followed by an acknowledge”). This implication can suffer from antecedent
failure in case requests never occur in the model. The formula then holds triv-
ially because the pre-condition (antecedent) of the formula is not satisfyable in
the model. The model is said to vacuously satisfy the specification.

According to [Beer et al. 97], working in the IBM Haifa Research Laboratory,
“Several years of experience [...] have shown us that during the first formal
verification runs of a new hardware design, typically 20% of formulas are found
to be trivially valid, and that trivial validity always points to a real problem
in either the design of its specification or environment.” Vacuity suggests an
unexpected property of the system, namely the absence of a behaviour which was
expected to have occurred. Satisfaction due to vacuity should thus be indicated
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to the user. If it is not, the usefulness of formal verification is compromised, since
a trivially valid formula is not intentionally part of a specification, and therefore
indicates an error in the model or specification.

Of course, vacuity may be due to causes other than antecedent failure. We
would like to capture the same problem in the semantically equivalent formula
where P — @ is replaced by =P V ). We are dealing with temporal logic, so we
would also like the notion of vacuity to include a temporal aspect. Consider the
following examples by ibid.: AG(P — AX(Q — AXyp)). If P never occurs, then
the formula holds trivially due to antecedent failure. Even if P does occur, the
formula may be vacuous due to the fact that @ never occurs in a state directly
following P. Another example is AG(request — A(—data_valid U write_enable))
holds vacuously in case there are no states in which —data_valid holds, i.e. when
a request is accompanied by a write_enable. To cover all these cases, vacuity is
defined as follows (in two steps):

Definition 6.1 (Affect). A subformula ¢ of formula @ affects @ in model M
if there is a formula 1 such that the truth values of @ and ®[p := 1| are different
mn M. a

Definition 6.2 (Vacuity). Formula ¢ is vacuous in model M if there is a
subformula ¢ of @ such that ¢ does not affect @ in M. O

Ibid. proceeds to show how vacuity detection can be accomplished for logics
like CTL" with complexity O(|®| - Cas(|®])) where Cir(n) is the complexity of
checking a formula of size n in model M. Note that this complexity stems from
the definition, which requires checking all subformulas ¢ of @ (it turns out that
we need only consider replacement of ¢ by constants true and false, so we do not
need to search for suitable replacement formulas ¢ [Kupferman, Vardi 99]). The
complexity can be decreased to O(Cy(|9])) by restricting specification formulas
to a subset of ACTL.

The user can often discover quickly that a specification holds vacuously by
inspecting the witness. The user is of course under no obgligation to perform
this inspection or may fail to observe the source of the failure in a complex
specification. Vacuity detection should therefore preferably be automated and
thus implies a third output option in addition to generating a counterexample
and generating a witness: in case a formula is vacuously true, this should be
indicated as such to the user as a special case.

The type of diagnostic developed in Chapter 7 supports quick insight into
potential vacuous satisfaction. This is thanks to “formula annotations” in the
graph, which show (in a user-friendly manner as described in the next section)
that the antecedent failure of @) is responsible for satisfaction.

6.3 Presentation and Visualisation

From the previous expositions, we have seen that the user-friendly presentation
or visualisation of a diagnostic can be as important as details about its underlying
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formalism. In Section 4.2, we discussed the merits of diagnostics in the design
cycle. Now that we know more about the nature of diagnostics and how a specific
notion of diagnostic constrains the feedback given to the user, we can evaluate
in more detail what this feedback should look like.

We do this by reviewing a tool called the Fwvidence Ezxplorer, which was
developed to assist the user in interpreting, navigating and manipulating the
diagnostic generated by a model checker. The purpose of the tool is to improve
the usability of model checking diagnostics in production environments. The
tool accepts a diagnostic, in this case a directed graph of tuples (s, ), which
represent the assertion that s satisfies ¢. Edges in the graph define dependencies
between these assertions. This is of course the general form that could be derived
from many of the diagnostic classes reviewed in the previous chapter, and was
formalised in Section 5.9 as the Generic diagnostic graph.

An important property of models—and thereby model check diagnostics—
is their sheer size. This makes single-step traversal of the graph prohibitively
expensive. To assist the user as described in the previous paragraph, Evidence
Explorer has a number of features:

e The diagnostic can be observed from various viewpoints called views, which
will be described below;

e The scope of the exploration can be reduced according to some criterion of
interest;

e Since a specification is usually small with respect to the model, formula-
specific patterns may repeat themselves throughout the tree. The tool can
visualise these homologies;

e The user may “jump” to any vertex in the tree by using an index;

e The user can search for paths containing certain actions and states with
certain properties;

e Finally, a trace can be extracted from the selected portion, yielding a more
succint type of diagnostic.

Views allow the user to observe the same diagnostic structure from different
viewpoints, making it easy to locate interesting sections. The primary view is
a simple treelike display of the vertices in the graph, i.e. with the root vertex
at the top and dependencies branching out toward the bottom. The currently
inspected vertex is called the focal vertex and is shown highlighted at all times,
along with its immediate neighbourhood. The focal node is the main indicator
of the position in the diagnostic. In addition to this view, a secondary window
provides a strongly “zoomed out” view of the same graph, allowing the user to
observe the global structure in the wider neighbourhood of the focal vertex. The
scope of exploration may be restricted according to some criterion of interest.
Two more views are provided by Evidence Explorer, namely the source code
view and the state view. The former highlights the line of code in the source file
(e.g. Java) that the current state in the model corresponds to. Depending on the
model check toolset used, this view may not always be available, since it requires
the toolchain to keep track of which state in the LTS corresponds to which line
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of code. The state view lists properties of the focal state, such as the value of
source code variables in that state.
The user can use three operations to restrict the navigation of the diagnostic:

e Manual selection of a subset of vertices. Those outside the selection cannot
be reached in the evidence exploration. This allows focusing on an interesting
or representative section.

e Projection allows the user to focus on vertices with certain properties. For

example, if the user is interested in a subformula of the specification, the
subformula can be selected. This causes all vertices annotated with this
subformula to be highlighted, and is known as a formula projection.
A second type is a state projection, where vertices are highlighted based on
their state properties. In addition to selection based on propositions that
hold in a state, Evidence Explorer also allows vertices to be selected based
on their position in the graph. This allows the user to select those states
lying on the shortest path from root to focal node.

e Grouping partitions the graph. This allows the user to apply insight into
the model by structuring the diagnostic. The diagnostic can afterwards be
navigated by jumping between groups instead of individual vertices. Group-
ing can be done manually, or through referencing vertex attributes as in
projections. Grouping can be nested, creating a hierarchy.

The mu-calculus specification is shown in its own window. What is actually
shown is the Formula dependency graph of the specification (see Definition 5.29).
For easy visual identification, extensive styling is used:

e The top-level operator of a subformula determines the shape of a node, e.g.
a square for the box operator, a circle-plus for disjunctions, and a double
circle for fixpoints;

e The binding scope of fixpoint operators divide the vertices into groups, which
are coloured differently;

e The truth value of a formula vertex determines the border colour of a node;

e When a formula does not occur in a diagnostic, the colour of the corre-
sponding vertex in the formula graph is set to transparent, so that the user
immediately sees that the formula is vacuous (see Section 6.2. Vacuity De-
tection).

Use of the tool is exemplified by two screenshots. These screenshots show a
stage in the model check process of (an abstract model of) a Java Virtual Ma-
chine component. Two specifications are checked separately, the first deadlock
(Figure 6.1) and the second livemon (Figure 6.2). The former property holds,
as there is no deadlock in the system. The model checker thus has to visit every
state in the system, leading to a diagnostic of maximal size (note the branching
structure in the graph). The latter property is violated, so a counterexample
exists. This counterexample is mostly linear with cycles at regular points due to
nesting of fixpoints in the property (note the linear structure of the graph).
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Evidence Explorer demonstrates the advantages of a powerful tool for the
visualisation and interpretation of any model checking diagnostic that conforms
to the form of the Generic diagnostic graph. The tool was designed to be ex-
tensible, making it easy to define new views and methods for manipulation. For
example, a new view might be developed to colour states in a transition system
according to which subformulas hold. Unfortunately, at the time of writing, the
source nor any executable of Evidence Explorer is publically available [Chechik,
Garfunkel 05].
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7 The Diagnostic Graph

7.1 Requirements

In Chapter 4, we reviewed the model check process. The transition system un-
der investigation is combined with a specification, yielding a Boolean equation
system which encodes the model checking problem. The BES is then solved, re-
sulting in a yes or no answer to whether the specification holds for the model.
We now explain how the model check process can be augmented to deliver not
only a Boolean result, but also a valuable diagnostic. If a diagnostic is to be
useful, it has to meet three main criteria [Clarke et al. 02]:

o Completeness: The class of diagnostic should be complete for the modal
mu-calculus, i.e. each violation of a specification is witnessed by a suitable
diagnostic. Vacuous satisfaction should be indicated as a special case (see
Section 6.2: Vacuity Detection).

e Intelligibility: The diagnostic structure should be simple and specific enough
to be analysed by human engineers, possibly with the aid of automated tools
and suitable annotations (see Section 6.3: Presentation of Diagnostics).

e Efficiency: There should exist efficient (possibly symbolic) algorithms for
generating and manipulating diagnostics of this class.

In an earlier chapter, we reviewed different classes of diagnostic. All classes sat-
isfied some of these requirements, but could also be seen to suffer from various
drawbacks, such as their lacking coverage of Ly or the fact that they do not focus
on user-friendly presentation. The type of diagnosic developed in this chapter,
the Diagnostic graph, takes elements from the studied classes to fulfill all re-
quirements in full. The correspondences with the relevant classes in Chapter 5
will be pointed out as the Diagnostic graph is introduced.

The fundamental element in our definition of a diagnostic is the structure graph
of a Boolean equation system. As discussed previously, the structure graph shows
the interdependencies and nesting structure of an equation system. Evaluating
the dependencies of a variable in the equation system is a natural way to find
the chain of causality that led to the result for that variable. However, in a
previous example of the Generic diagnostic graph (Example 5.32) we saw the
drawbacks this method can have: due to the way in which mu-calculus formulas
are mapped onto the LTS, the information that can be extracted from a Boolean
equation system is coarse-grain. Details, such as which clause provided the path
to success or failure, may not be available. This is in contrast to a tableau, in
which each atomic step is meticulously represented in the proof tree. In this
chapter, we will see how a model check process that uses Boolean equation
system can be augmented so as to provide this type of fine-grain information to
the user, permitting a maximal degree of understanding and analysis.

Thanks to the increased level of detail of the diagnostic, imposed by these
augmentations, it can no longer be called generic. It is specifically tailored to
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the use of Boolean equation systems, but more importantly, the extra informa-
tion allows us to draw conclusions beyond those that we could from a Generic
diagnostic graph. For these reasons, we drop the “generic” nomer, so that this
type of diagnostic is designated Diagnostic graph. The new conlusions we can
draw from it give rise to other types of diagnostic. Several classes that we saw
in Chapter 5, such as linear paths and reduced labelled transition systems, can
be readily extracted from a Diagnostic graph. These are the subject of sections
7.7 and 7.8, respectively.

The final sections of this chapter, including 7.7 and 7.8, demonstrate how the
information contained in a Diagnostic graph can be presented to the end user.
The most rudimentary way of inspecting the diagnostic is to browse the raw
Diagnostic graph. For large, real-world problems, this is best carried out using a
visualisation tool such as Evidence Explorer (see Section 6.3). In principle, diag-
nostics for smaller cases with a limited size can also be explored manually. The
intelligibility of the diagnostic in this “low-level,” vertex-by-vertex exploration
is an important metric for its intelligibility in general (the second requirement
above). The other half of the coin is how well this understanding scales to diag-
nostics of much greater size.

Even on this low level, inspection of the Diagnostic graph takes place only via
a dedicated presentational layer. This layer sits between the data and the user,
formatting the data in a user-friendly manner and translating user input and
directions to operations on the data. The presentational layer, in combination
with the other classes that can be extracted from the Diagnostic graph, forms
the user-facing part of the diagnostic.

7.2 Incorporation in the Model Check Design Cycle

Ordinarily, when encoding the model checking problem into a BES, some in-
formation about the original formula and transition system is abstracted from.
This information is not relevant to solving the equation system (or, therefore, to
the model check result). However, if we wish to present the diagnostic in terms
with which the user is familiar (i.e. the Lu formula and the transition system),
we need to keep track of some of this information that is normally discarded.
Generally speaking, there are two ways to do this. One option is to retrieve
this information post-hoc, i.e. after the model check is complete. This involves
relating sections of the Boolean equation system to sections of the specification
and LTS. However, this is not necessarily possible for arbitrary BES. We shall
see below that doing this requires some constraints on the structure of a Boolean
equation system, but is without loss of generality in terms of the model or the
mu-calculus specification. After the model check is complete, the diagnostic can
be constructed by combining information from the data structures that make up
the model check process. This is illustrated by the squiggly arrows in Figure 7.1.
A second option for constructing the diagnostic is by storing the required
extra information in a suitably augmented Boolean equation system. In this
case, some elements of the BES are annotated, indicating to which parts of
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Labelled Transition System

Model Check Problem

u-calculus specification

Fig. 7.1. Various elements in the model check process can contribute to the
diagnostic.

the specification and model they relate. This allows the diagnostic to be built
using only information contained in the BES (in addition to its solution). Nor-
mally, the equation system is the output of a mapping function E that combines
the transition system and specification into one (this function was defined in
Section 4.1). The BES can be derived directly and straightforwardly from the
specification and model using this function. But in the equation system, these
origins are not explicit: we can tell very little, given a BES, about the structure
of the specification or the shape of the transition system it was derived from. Of
course, it is exactly these in terms of which we want to present any user-facing
diagnostic. To enable us to relate a BES back to these ingredients, we augment
the mapping function to output a suitably annotated BES. An annotation in
this context means simply that elements of the equation system will carry extra
“labels.” In an object-oriented programming environment, an annotation might
be implemented as an extra data field in a class.

The extended mapping function that produces a BES with the necessary
annotations is named F, as pictured in Figure 7.2, where the presence of anno-

Labelled Transition System

Mapping using F Boolean Equation System

u-calculus specification

Fig. 7.2. Annotating the Boolean equation system.

63



tations is indicated by the @-symbol. This type of Boolean equation system is
an extension of plain BES, so it can be solved by an unmodified model checker,
which simply ignores the annotations. Note that if the model check is carried
out using parity games, the equation system will first be converted into a game
graph. As we shall see below, the Diagnostic graph is very similar to a game
(structure) graph, so much of the data structure can be re-used. Doing so will
mean that the annotations from the BES will have to be carried over to the struc-
ture graph; this can be formalised by using a modified set of SOS rules (recall
the use of SOS rules to generate the game graph from a BES from Section 3.5).

The processes depicted and described above are of course simplified; in particu-
lar, they omit any simplification or rewriting steps of the BES. The game graph
will commonly be normalised before play begins, potentially introducing more
vertices (and with that, bound variables). Simplification strategies may do the
opposite and remove vertices and edges. Such rewriting techniques are seen here
as computational optimisations, not affecting the Diagnostic graph. However,
the Diagnostic graph relies on finding “chains of causality” that led to the out-
come for the variable of interest. Where simplifications omit sections of the BES,
they cripple the power of the diagnostic. It is therefore crucial that the solution
of a simplified (or otherwise optimised) equation system can be related back to
a solution of the original. As an extreme example, if the solver only returns the
truth value of the requested fixpoint variable (say X;; usually the most shallow
variable Xj), there is far too little information for a meaningful diagnostic. To
analyse the dependencies of X; adequately, many if not all of their truth values
have to be known. Missing information will result in an incomplete diagnostic.

Note that this does not conflict with the use of local solvers. Recall that
local solvers do not in general compute a truth value for each bound variable,
but stop as soon as the value for the requested variable is known. For example,
given an equation uX; = ¢ A, a local solver will not evaluate v if it has already
determined that ¢ = false. Although the value for all dependent variables may
not be known, there will always be at least one chain of causality that led to the
result for X;; in this case via ¢. The value of ¢ is not known, so even if it would
have contributed to the diagnostic, i.e. when it had also been false, that part of
the diagnostic is rendered inexplorable by the user. In case this is of concern,
the value of these vertices should be described as a special “not evaluated” case
which comes in addition to true, false, and should be indicated as such to the
user.

At this point, we have our Diagnostic graph and a solution for the BES. Now
that the diagnostic data is known, we would like to return it to the user. How-
ever, the Diagnostic graph is intimately related to the BES. Earlier we pointed
out that the fact that our model checking tool uses Boolean equation systems
internally should be concealed from the user. This apparent conflict is resolved
by separating the concept of a diagnostic into a static, underlying data structure,
and user-facing diagnostics that are generated based on this data. The Diagnos-
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Diagnostic

Causality Analysis Reduced LTS

Fig. 7.3. The master diagnostic data structure can give rise to various types of
user-facing diagnostic.

tic graph data structure is available at the end of the model check operation, but
is not returned to the user as such. Instead, it remains the underlying structure
for future exploration and generation of user-facing diagnostics. We already read
about a presentational layer that formats the graph in a user-friendly, intuitive
manner, while also allowing operations such as “zooming in” on a specific section
of the graph (see Section 6.3: Presentation and Visualisation). A layer of this
sort enables a dynamic exploration process that allows the user to interactively
investigate the causal chains that led to the model check outcome. In addition,
different classes of diagnostic such as linear paths and reduced labelled transi-
tion systems can be generated based on the Diagnostic graph using appropriate
algorithms. These are the subject of sections 7.7 and 7.8, respectively. In this
way, a single Diagnostic graph can actually give rise to a multitude of different
ultimate, user-facing diagnostics (depicted in Figure 7.3).

7.3 The Diagnostic Graph
State-Formula Annotations

We saw in Section 5.9 that the Generic diagnostic graph can be generated by
performing dependency analysis on a Boolean equation system. The Generic
diagnostic graph is essentially the structure graph of the BES, extended with
a state-formula tuple on each vertex. In a structure graph, vertices correspond
to bound variables in the BES, which in turn are related to the model and
specification. This relation is made explicit by adding a tuple (s, ¢) to each
vertex, where s € S is a state in the labelled transition system and ¢ € cl(P) is a
subexpression of the mu-calculus specification. The tuple captures the semantics
of a BES variable, as stated earlier in Theorem 4.1; briefly, a BES variable X; can
be said to encode the validity of ¢ in state s;, so that s; = 0X. ¢ & X; = true,
where ¢ is the subexpression of the specification that is bound by ¢ X. We will
now formalise how the formula annotation can be obtained for each vertex.
The function form was defined earlier for mu-calculus variables (see Defini-
tion 2.4). Tt is first extended to accept bound BES variables X in addition to
mu-calculus variables X. The function name is “overloaded” to prevent clutter;
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it will be clear from the variable type of the parameter which implementation is
intended (compare e.g. form(X) and form(X42)). The following definition makes
use of the fact that mu-calculus variables retain their name when mapped to
BES variables. The BES variable name is resolved to that of the original mu-
calculus variable by simply stripping the underscore. If this similarity in naming
is not available, the BES mapping can be straightforwardly modified so as to
retain a relation between each BES variable and the mu-calculus variable it was
derived from.

Definition 7.1 (Subformula Retrieval (BES variable)). The function form:
Lu(X) x X — Lu(X) retrieves the mu-calculus expression that falls under the
scope of the fixpoint operator that binds the mu-calculus variable associated with

the given bound BES variable.
form(p, X;) = form(p, X)

O

In a BES mapping, the granularity of formula annotations is limited by the
number of fixpoints. This is a consequence of how the mapping function E works:
it generates a BES with variables Xo, ..., X|g/_1 for each fixpoint variable X in
the mu-calculus specification. Assume for a moment that the expression bound
by oX gives rise to an equation system in simple form. As defined above, the
formula annotation associated with vertex X; is form(X;). This variable may
depend on right-hand side constants and other variables. If the user tries to
trace the origin of a failure, at some point these dependencies may need to be
inspected. Given a dependency X; — Y;, it is not immedately clear what the
source of this relation was. It may have arisen because, in the formula for X, there
was a recursion to Y'; because of a nested fixpoint ¢’Y or because of a modal
operator followed by Y (and in case of multiple candidate modal operators:
which?) Likewise, for a dependency on a Boolean constant, the source could
have been any atomic property or some other expression. If the assumption on
simple form is lifted, even more possibilities arise.

Motivating the Model Check Outcome

The purpose of the Diagnostic graph is to analyse the causal relationship between
state-formula tuples. The Boolean outcome of the model check corresponds to the
tuple (sg, ®). The motivation for this outcome is given in terms of other tuples
by analysing their interdependencies: colloquially speaking “s & ¢ because its
dependency s’ }£ 9.7 Clearly, a motivation of this sort can only explain a false
outcome in terms of dependencies that are also false; a true dependency cannot
contribute to a false outcome. The converse is also true: a true outcome can only
be motivated in terms of true dependencies. This is thanks to the lack of negation
in our mu-calculus grammar, and implies that the only vertices of interest in the
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Diagnostic graph are those that have the same truth value as the initial vertex.
The others are not relevant for the diagnostic and can be ignored or pruned.’

In the definition of the Diagnostic graph that follows, vertices with either
truth value are preserved. The value is not inspected until the generation of
a user-facing diagnostic. Preserving all vertices allows a maximum degree of
freedom for the user in exploring the diagnostic. An unexpected model check
outcome may be due to a complicated set of factors, leading to unexpected
truth values for various parts of the model: some parts that were expected to
hold do not, and some parts that were expected to fail may unexpectedly hold.
For example, given two mutually exclusive properties, the “wrong one” may be
found to hold in a certain section of the model. Inspecting why the “wrong”
property holds may consist of a witness search for this property. This allows a
user to skip straight to a vertex of interest, regardless of its truth value, and
perform a counterexample or witness analysis based on the truth value of that
selected initial vertex. We will therefore defer inspection of truth values to the
user-facing diagnostic extraction algorithms.

Indefinite recursion through a fixpoint can also be grounds for the success or
failure of the model check. In the absence of a direct dependency on true or
false (which occurs for instance due to a property not holding or the lack of an
outgoing transition in some state), the possibility of recursion through a minimal
fixpoint will lead to failure, while recursion through a maximal fixpoint will lead
to success.

The potential for indefinite recursion corresponds to the existence of a cycle
in the Diagnostic graph. This in turn implies the existence of acycle s — ... — s
in the labelled transition system and a cyclic mu-calculus dependency o ~»* .
The fixpoint recursed indefinitely is the most shallow on the formula annotations
in the cycle. We saw this before in Example 5.32, where there was a cycle Yy, —
X1 — Y;. Both X and Y are bound fixpoint variables, but X is the shallowest
of the two, so this is the fixpoint that is recursed indefinitely. We say that the
cycle in the (Generic) Diagnostic graph is dominated by X.

Definition 7.2 (Domination). Let (s¢;y, @i) = ... = (S(n), ©n) be a cycle in
the (Generic) Diagnostic graph, i.e. sy = 5y and @; = @yn. Then the cycle is
said to be o-dominated if the outermost (shallowest) fixpoint with respect to @
OCCUTTING ON iy .-y Pp 1S O. a

Above, we pointed out that vertices with a truth value different from the ini-
tial vertex are to be ignored. This is because the diagnostic should not contain
elements that are irrelevant to the model check outcome. Some cycles can also
be irrelevant. Indefinite recursion through a mazimal fixpoint could not have

! Note that if the use of negation is supported by the model checker, the story becomes
slightly more complex, as the failure of an expression = can be motivated in terms
of the success of . This means that the counterexample search for = may consist
in part of a witness search for .
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contributed to the failure of the model check (and vice versa). v-dominated cy-
cles should therefore have no part in counterexamples, while y-dominated cycles
should have no part in witnesses.

Eliminating these cycles a priori is in general not possible. This is illustrated
in Figure 7.4. Assume that the model check failed, so all vertices have the value
false. There are two cycles in the graph: (a) highlights the least fixpoint cycle,
and (c) the greatest fixpoint cycle. (b) highlights a path that leads directly
to failure, without any cycles. Because the user is after a counterexample, the
v-cycle is irrelevant, as it did not contribute to the failure of the model check.
However, trying to remove this cycle from the graph runs into trouble: we cannot
eliminate v4, because then the valid path in (b) can no longer be explored, and
the edge v3 — vy cannot be eliminated because this would destroy the u-cycle
in the process.

Due to these problems, the strategy of eliminating these cycles is discarded
in favour of avoiding them. This will necessarily take place during the generation
of user-diagnostics from the Diagnostic graph, so we will come back to this issue
later on.

A High Level of Detail

One of the requirements on our diagnostic is intelligibility. To achieve this goal,
detailed information should be provided about the precise path of causality. The
desired level of detail is akin to tableaux, which capture every atomic evaluation
step of the mu-calculus specification in combination with the LTS. This level
of detail was not enforced in the Generic diagnostic graph, owing to its generic
nature. In the definition of a Generic diagnostic graph, the requirement was that
an edge between two vertices implies the existence of a transitive mu-calculus de-
pendency between the formula annotations on the respective vertices. This is now
made stricter: every single mu-calculus dependency is required to be included
in the Diagnostic graph. This not only ensures the desired level of detail, but

(v0) (v0) (t0)
() @@@ () @@'@ () @@'@

Sl bl

(a) p-cycle (b) Path to failure (c) v-cycle (illegal)

Fig. 7.4. Permissible paths through the Diagnostic graph for a failed model check.
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also that the mu-calculus expression that was at the source of a dependency can
be recovered. Consider for example a dependency X; — Y; and the mu-calculus
formula [a]Y VY. The dependency could have resulted from either disjunct,
but by enforcing that each mu-calculus dependency is included in the Diagnos-
tic graph, this ambiguity can now be resolved. After all, the formula has two
immediate dependencies: one on [a] Y, and another on Y. Had the dependency
on Y; resulted from the former, then the vertex Y; would have been annotated
with the disjunct [a] Y. Instead, it is annotated with form(Y;) = form(Y"), so this
dependency is concluded to have arisen due to the latter disjunct Y.

Definition 7.3 (Diagnostic Graph). Let £ be the BES encoding the model
check problem of verifying @ over M. Let n be a solution environment for €. Then
the Diagnostic graph is a tuple Dg = (V, A, n, Q) where V' is a set of vertices,
A CV xV isa set of directed edges and Q: V +— S x cl(®) is a diagnostic
annotation function such that:

e There are special vertices true and false € V' which do not have annotations;
o There is a distinct initial vertex Xo € V' such that Q(Xo) = (so, D);

e Fvery mu-calculus dependency is included in the graph. That is, for any
vertex v € V with Q(v) = (s, @) the following holds: for each ¢ such that
© ~3 P, either:

o There exists a vertex v’ € V with Q(v") = (s, ) such thatv — ... = v';
or

o The previous point does not hold, and v — true or v — false.
where v — v’ has been used as shorthand for (v, v') € A. O

In the following, the notation vQ(s, ¢) will be used for Q(v) = (s, ¢). It will also
be combined with other statements, e.g. the notation v@Q(s, ) € V will mean
v eV AQ) = (s, p).

Generating the Diagnostic Graph

The annotation function @ has been specified as a partial function. This ac-
commodates vertices for true and false, but more importantly is related to the
existence of unranked vertices. Recall that only equation systems in simple form
have a dependency graph; equation systems in general have a structure graph.
The reasons for this were explained in Section 3.5. Briefly, a formula such as
X A (Y; V Zy) results in an additional (unranked) vertex for the nested expres-
sion Y; V Z, in the structure graph. Vertices like these are problematic for both
the state and formula annotation. The state annotation can be straightforwardly
derived from a vertex X;, where it is simply s;, but what the state annotation
should be for a vertex Y; V Zj, is not clear. The same goes for the formula an-
notation: for a vertex X; it is simply form(X;), but again for Y; V Z; it is not
clear.

Ideally, in this example, the state annotation for unranked vertices would be
that of the fixpoint which ultimately binds it. However, an unranked vertex may
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have more than one incoming edge. For example, if the BES contains equations
(X, = (Xi ANY)V ZL)(vY; = QV (X; AY;)) then the vertex X; AY; has
incoming edges from both X; and Yj. Resolving the state annotation without
further information is impossible here. Likewise, for the formula annotation, the
formula associated with X; A'Y; would ideally be X A'Y, which is expected to
be a subformula of uX in the mu-calculus specification. However, as explained
above, this is not necessarily the case, because the mapping function E is not
injective: a different expression, say X A [a] Y, may also give rise to the same
BES expression.

A strategy for resolving these ambiguities is required. One solution is to
accommodate the necessary extra information by annotating Boolean equation
systems. In this strategy, the required information is injected into the BES by
using a modified version of the mapping function E. The extra information is
then carried over to the Diagnostic graph using suitable SOS rules. Finally, the
function @ for finding the state and formula annotation of a vertex should be
changed to make use of the additional information. This strategy is the subject
of Section 7.5.

First, a simpler method is used to achieve the desired result. The problems
with unranked vertices are sidestepped by using only Boolean equation systems
in simple form. Although this may sound restrictive, we will see that this is
without loss of generality. This is the subject of the following section.

7.4 Effectless Fixpoints for Extra Detail

The goal of the Diagnostic graph is to capture a large amount of detail, which
can then be used to support the model check outcome. In a previous example
(Example 5.32) we saw that the Generic diagnostic graph associated with a
BES can be quite lacking in detail, in other words, can be very coarse-grain.
This low level of detail makes fault tracing more difficult. Consider the mu-
calculus fragment (Q A [a]Y) V (=Q A {(a)Y') and assume a single a-transition
exists s; — s;. Then the BES expression for this fragment in s; is of the form
Y;. This expression bears no information about whether the first or the second
disjunct holds in s;. The ambiguity is a direct consequence of how the mu-
calculus formula is mapped using the E-function, which, as discussed earlier, is
not injective. The Diagnostic graph proposes to provide more detail, but how
this extra detail should be extracted from the BES is not yet clear at this point.

In this section, a method will be introduced that provides the required extra
detail. In order to capture each atomic derivation step (i.e. each step associated
with a single mu-calculus dependency), a trick is used. Note that each fixpoint
variable in the mu-calculus specification is mapped to |S| bound variables in
the BES. For each of these variables, finding the associated state and formula
annotation is easy: the state annotation for a variable X; is simply s;, while
the formula annotation is given by form(X;). The level of detail that is “accessi-
ble” in this way is limited by the number of fixpoints in the specification. This
presents a simple solution for increasing the level of detail found in the BES
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(and by extension the Diagnostic graph): simply place additional fixpoints in
the specification. This is exactly the approach taken here. Sufficient (effectless)
fixpoints are inserted to ensure that each mu-calculus dependency is represented
by one or more edges in the graph.

This approach turns out to yield Boolean equation systems in simple form,
so it solves two problems at once. In the first place, this approach will yield the
desired level of detail. In the second, we no longer need to deal with finding
state-formula annotations for unranked vertices, because the fact that a BES is
in simple form implies that each vertex in the associated structure graph that
has successors is ranked [Keiren, Reniers, Willemse 10].

Grammatical Restrictions

The details of inserting additional fixpoints into the mu-calculus specification are
now formalised by introducing some restrictions on the grammar of mu-calculus
formulas. The presence of fixpoint operators will be enforced in several places in
an expression. These restrictions lead to formulas where each clause is preceded
by a fixpoint. These freshly introduced fixpoints may be “effectless,” meaning
that the fixpoint variable does not occur in the expression that is bound. The
introduction of effectless fixpoints is without loss of generality in terms of the
model or the mu-calculus specification, because effectless fixpoints do not change
the semantics of a formula (Lemma 2.3).

Definition 7.4 (Restricted Syntax of Lu). A modal mu-calculus formula in
restricted form is given by @, as follows:

b, = X &P
® = true | false | Q | Q| X | &, |
[a] Py | (A)Py | PoN... NPy | Po V...V D,

where Q € Q is an atomic proposition and X € X is a fizpoint variable. O

Theorem 7.5 (Restricted Grammar Induces BES in Simple Form).
Mu-calculus formulas given by the restricted grammar @, induce Boolean equa-
tion systems in simple form. This is proven by induction on formulas.

Base cases: The equation systems given by E(Q) and E(X) are in simple form.
The expressions given by E;(Q) and E;(X) are in simple form.

Induction hypotheses: (IH1): E(®) gives an equation system in simple form.
(IH2): E;(P) gives an expression in simple form.

To prove: Any derived BES is in simple form (by case distinction on the shape
of @, which follows the restricted grammar P ):

e E(cX. &) = (6X; = E;(®))E(P) is in simple form, since E;(P) gives an
expression in simple form (IH2), so the equation will be in simple form; and
E(®) is in simple form (IH1).

o E(D1A ... ADy) = E(Pq) --- E(Py,) is in simple form (IH1 on all conjuncts).
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e E([a]P) = E(P) is in simple form (IHI1).
[ ] Ei(él/\ e /\@k) = El(él)/\ cee /\Ez(ék) = EZ‘(O'X. (‘01)/\ “oe /\Ei(O'Y. (Pk:) =
Xi N ... NY; is in simple form.
* Bl @) = A {E;(@) | si = 55} = N {Bj(0X. 9) | si = 5} =
S;—rS; S5; 75,
A {X; | si = s;} is in simple form.
Sigs_j

Results for the diamond modal operator and disjunctive equations are analogous.
Q.E.D. a

Additional inserted effectless fixpoints will be highlighted with a grey background
for ease of reading.

Example 7.6 (Additional Fixpoints). This short example demonstrates the
advantage of introducing additional fixpoints. Consider the simple HML for-
mula [a] {a) (a) true and the transition system —so——s;—s. We can encode
this model checking problem in the normal way using the mapping function E
(which requires prepending a single effectless fixpoint), resulting in the following
equation system (where irrelevant equations have been omitted):

(uXo = false)

The diagnostic information we can extract from this BES is minimal, as the
initial variable is immediately found to be false. The motivation for this Boolean
constant is nonexistent.

Now, additional effectless fixpoints are added to the specification as prescribed by
the restricted grammar. The specification is in this case changed to
pX.a) uY. {a) pnZ. (a) true and the resulting BES is shown on the left, and the
derived Diagnostic graph on the right (the effectless fixpoints X, Y, Z are omitted
from the formula annotations).

so [~ [a] (a) (a) true

(nXo =11)
(uY1 = Z5) e
(uZy = false) !
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A lot more can now be said about the failure of the model check. The fault can
be traced to its origin using the Diagnostic graph. The state annotations and
formula annotations tell us that the ultimate failure was due to s [~ (a) true, in
other words the lack of outgoing a-transitions in state so.

In addition, the annotations allow us to follow the causal path that led up to
the failure, permitting the conclusion that we got up to sg — s1 — S, but the
specification ultimately failed because of the lack of an outgoing a-transition in
state ss. O

Generating the Diagnostic Graph

To turn a dependency graph into a Diagnostic graph, each vertex has to be
annotated with a suitable state-formula pair (s, ¢) with s € S and ¢ € cl(P).
Recall that the meaning of this annotation is that the formula holds in that
state if and only if a valuation function assigns the value true to that vertex.
The task is thus, given a vertex X;, to find a suitable state annotation and
formula annotation. The state annotation is now trivial thanks to the fact that
all vertices are ranked, so each vertex is a bound variable of the form X;. As
explained earlier, the state annotation for this vertex is simply s; while the
formula annotation is form(®, X;). These annotations now cover each vertex in
the graph, unlike before.

The following conjecture says that combining a BES dependency graph with
an annotation function as described above yields a Diagnostic graph. If this is
to be the case, then each mu-calculus dependency should occur in the graph, i.e.
for each mu-calculus dependency ¢ ~»¢ 1 € & ~»g there are vertices vQ(s, @)
and v'Q(s’, ) such that v — ... = v'.

Conjecture 7.7 (Diagnostic Graph via Effectless Fixpoints). Let £ be the
BES encoding the model check problem of verifying ® over M where ® conforms
to the restricted grammar @, let n be a solution environment for £ and let
Ge = (V, A) be the dependency graph of £.

The annotation mapping Q is defined by Q(X;) = (s;, form(P, X;)).

Then Dg = (V, A, n, @) is a Diagnostic graph. ad

Example 7.8 (Diagnostic Graph via Effectless Fixpoints). This contin-
ues Example 5.32.

Consider the mu-calculus formula & = vX. pY. [a] X A [b]Y and the following
labelled transition system:

b

The formula @ does not conform to the restricted grammar, so additional fix-
points are inserted yielding &, = vX. pY. (pV.[a] uV'. X) A (pW.[b] uW'.Y).
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I/XO = YO

Z/X]_ = Yl

nYg =Vo AWy
/L}/l = V1 AN W1
wVo =V/

uVy = true
1wV = Xo

wVy =X,
uWo = true
pWi =W
Wy = Yo

pWi =Y

Fig. 7.5. The Boolean equation system and Diagnostic graph for the model check
problem in Example 7.8. Effectless fixpoints are hidden from vertexr annotations.

The BES generated by E(®,, M) is shown in Figure 7.5 on the left, and its cor-
responding Diagnostic graph on the right. Note that in the formula annotations,
effectless fixpoints have been omitted for readability (we will come back to this
practice below).

O

Omitting effectless fixpoints when displaying the formula annotations to the user
improves readability. In practice, the addition of effectless fixpoints may take
place using an automated process, so that names of the inserted variables are not
known to the user. If this is the case, the use of these mu-calculus variables should
be kept in the background instead of being disclosed to the user, just as BES
variables are never displayed. However, in case the same subexpression occurs
more than once in the specification, confusion may arise as to which occurrence
is intended. This can be solved straightforwardly by a suitable presentational
layer, e.g. one in which the specification is shown in full, but where the relevant
subexpression is highlighted (this can even be done in a text-only environment
with some ASCII creativity).
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Note that the restricted grammar enforces even more detail than is required:
some mu-calculus dependencies ¢ ~ ¢ span multiple vertices, vQ(s, ) — ... —
v'@(s’; ). Tt is thus safe to go back and make the restricted grammar some-
what more lenient, e.g. by also allowing expressions such as (a) true, [a] false and
(a)X. The specification from the previous example could then take on the form
P =vX. pY. (pV.[a] X) A (pW.[b]Y), resulting in a one-to-one correspon-
dence: there would be a mu-calculus dependency ¢ ~» v if and only if there are
two connected vertices vQ(s, @) — v'Q(s’, ). For the sake of consistency, the
restricted grammar as defined earlier will be used as-is in subsequent sections.

7.5 BES Annotations for Extra Detail

Inserting additional fixpoints to yield more detail has the obvious disadvantage
of increasing the size of the equation system. Each additional fixpoint operator
will yield |S| equations, so the growth due to this method will be considerable.
The increase in BES size corresponds to an increased running time and memory
use for the model check algorithm. The exact growth depends on the algorithm
used, but tends to be polynomial in the size of the BES because the number of
priorities does not change (the extra fixpoints are, after all, effectless).

Nevertheless, even a polynomial growth in time and space can be prohibitive
due to the potentially very large state space of real-world models. Therefore,
we introduce an alternative approach to obtaining the Diagnostic graph in this
section. This approach uses annotations (or “labels”) on elements of the Boolean
equation system instead of additional fixpoints in the specification, so that the
the grammatical restriction on mu-calculus specifications may be lifted. This
implies two things: first, the number of vertices and edges in the structure graph
will be the same as for a vanilla model check (as opposed to containing many
more vertices for the effectless fixpoints method). Secondly, the equation systems
encoding the model check problem can no longer be assumed to be in simple
form. As we saw in the previous section, this complicates finding the state-
formula annotation for each vertex. To obtain this essential Diagnostic graph
information from an unrestricted BES, the BES annotations are used.

Recall that the state-formula annotation on vertices in the Diagnostic graph
allow us to relate the diagnostic information to the user in familiar terms, i.e. the
model and mu-calculus specification. In the present scheme, these state-formula
annotations will be derived from annotations on elements of the BES. To permit
this, BES annotations record how BES expressions were derived: from which
state in the model and from which subexpression of the specification. This is
somewhat akin to a parse tree. Derivation here means generating a BES £ based
on a model M and specification @, i.e. £ = E(P, M). This mapping function
E and its shortcomings for our purposes have been discussed earlier. To amend
these shortcomings, the mapping function will be augmented to yield a BES with
suitable annotations. The augmented function is called F: Ly x M — £, where
the @ superscript indicates the presence of annotations on BES of this type. The
function F is defined in Figure 7.6. The dot - indicates sequential composition,
so that an ordered sequence of formulas is written ;- g - ...
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Fig. 7.6. The augmented mapping function F yields an annotated BES.

It can be seen that state-formula annotations are recorded as the derivation
proceeds. An annotation on a BES formula v, say (> #)1) has the same meaning
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as before: ¢ = true & s = . The difficulty is now in the fact that right-hand
side expressions are no longer in simple form, so annotations may appear nested
as in <sys9>(<8', w’)ﬂ,),

Example 7.9 (Annotated BES). Consider again the mu-calculus specifica-
tion pX. ([a) X A[r] X) V (vY. {(a)true Ala]Y A[r]Y) and the LTS from Exam-

ple 5.4, repeated here:
a a

The following abbreviations will be used:

B=vY. vy
v ={aytrue A[a] Y A[7]Y

The annotated BES £¢ = F(®, M) encoding this model check problem is as
follows:

pXo = (w0 ®raV B
<So»¢-a\/5~0¢>(
(s0, &V B-a-[a] X) ({0, -V B a-la] X-X) x 3
A (80, @ @V B a7 X) (o1, @ aV B o [X - X) X))
V. <So,¢-a\/ﬁ-5>yo)
X, = <817<15'04Vﬂ>(
<517’15'04Vﬁ'04>(
(s1, @ VB -a-[a] X) i o
A fo1 @@V B a7 X) ({02, @ @V B o [1X - X) x)
V. <51,‘P-a\/ﬁ-ﬁ>yl)
Xy = <sz,q§-avB)(
<32,45~a\/,6~oc)(
(sz,@»aVB-a»[a]X}((sz,@»aVﬁ-a»[a]X»X)X2)
A (520 @raVBeas il X) e
V. <S2,¢'a\/5-5>y2)
uYy = (80745'04VB‘,3~7>(
(s0, B-aV By {a)true) o
<So,¢-avﬁ-ﬂ~v-[a]Y)((So"P-a\/ﬂﬁ-v-[a]Y'Y)YO)
<So7¢-a\/5~ﬁ*’v-[f]y>(<81745'04V5-5~’Y*[T}Y'Y>Y1))
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pY; = (o1 ®ravega)
(s1, -V B-B-v-(a)true) £|c0
(s1, @-aVvB-B-v-[aY) e
(517¢~aVB‘ﬁ~7~[T]Y)((827‘P~oc\//3‘6‘7~[T]Y‘Y>y2))
— (53, 20V B9)
(s2, B-aVB-B-v-(a)true) o\ o
<527¢-aVB~5'7'[a]Y>((Sz7¢‘avﬁ~6"y-[a]Y-Y>y2)

<Sz,¢~av6‘6~7~[T]Y>true)

O

We now again face the problem of finding state-formula annotations for each
vertex in the structure graph. Because the equation systems are no longer in
simple form, there may be (unranked) vertices in the graph that correspond to
nested right-hand side expressions. For those vertices X; that are ranked, the
function form(X;) can be used to obtain the formula annotation, while the state
annotation is simply s; (this is the same as for the effectless fixpoints method;
see Conjecture 7.7).

Finding the state-formula annotation for unranked vertices that correspond
to nested expressions is more difficult. Recall the example given earlier, where a
BES contains the following equations.

MXlZ(Xl/\Y;)\/Zk
vY; =QV (XiANYj)

In the first equation, the state annotation for the nested expression (X; A Y;)
should be s; and in the second s;. This is because of the purpose of the state
annotation: the truth value of the nested expression encodes whether a certain
subexpression of the mu-calculus specification holds in the state given by the
state annotation (see Definition 5.31: Generic Diagnostic Graph). Clearly, it is
impossible to give a unique state annotation for this nested expression, because
a different one is required for each occurrence.

The relevant vertex X; A'Y; will have incoming edges from both X; and Yj.
The desired state-formula annotation depends on which edge was used to reach
it. This offers a solution to the problem: place the BES annotations on edges, and
use these to derive the annotation of connected wvertices. If a vertex is reachable

via multiple edges, each edge will get a distinct annotation. In the given example,

there would be edges X; AL (X;NY;) and Y; RN (X;AY;) for nonspecified

formula annotations ¢, 1. The state-formula annotation for vertex (X; AY;) is
finally given by the annotation on the edge by which it was reached.

A complication with placing the relevant annotations on edges is linking
outgoing to incoming edges. Recall that the purpose of the Diagnostic graph
is to include every mu-calculus dependency (see Definition 7.3). Therefore, if a
vertex X; was reached via an edge carrying the annotation @Q(s, ), and there is
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Q(s1, P-a V- a) \ / Q(sz, P-aV - a)

true A X

Q(sg, P -aVpB-a-la X X)

true X5 true X5

Fig. 7.7. Part of the Diagnostic graph with edge annotations from Example 7.9.
Exploration of the graph follows mu-calculus dependencies. When coming in from
an edge with a blue annotation, the only outgoing edges that may be traversed
are those that also have a blue annotation.

a dependency ¢ ~» 1, we would expect any outgoing edge to have an annotation
of the form Q(s’, ¢ - ¢). However, this does not necessarily hold if there are
two incoming edges with different annotations ¢, ¢’ because each would have its
own set of dependencies. Therefore, it may be illegal to traverse certain outgoing
edges, based on the edge by which the vertex was reached. This is illustrated in
Figure 7.7, where it is illegal to traverse an outgoing edge with a different colour
from the incoming edge.

In the next sections, various algorithms for exploring and extracting informa-
tion from the Diagnostic graph will be discussed. These algorithms can relatively
easily be modified to accept edge annotations as an intermediate for vertex an-
notations. The Diagnostic graph (with vertex annotations, as defined in Defini-
tion 7.3) is then reconstruced on-the-fly as the algorithm explores the graph with
edge annotations (by whatever search strategy). To prevent traversal of edges
with the wrong annotation, the “parse tree” formed by the BES annotations can
be used as a constraint.

Placing state-formula annotations on edges rather than on vertices will require
an alternative (incompatible) definition of the Diagnostic graph and associated
differences in the exploration algorithms to follow. The remainder of this chap-
ter will therefore be based on the original definition of the Diagnostic graph
(Definition 7.3).

The effectless fixpoints method requires only minimal changes to the model
checking toolchain and is compatible with other software that can manipulate
this kind of diagnostic (such as Evidence Explorer). In a strongly optimised
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toolchain, where running time and memory use are of crucial importance, the
BES annotations method may provide a better candidate, but will require more
extensive modification of the software.

7.6 Exploration of the Diagnostic Graph

After the Diagnostic graph has been obtained from the BES, it is immediately
ready for user exploration. Recall the distinction we made between the Diag-
nostic graph as a data structure for diagnostic generation, and the user-facing
diagnostics that can be generated based on the graph. This distinction shields
the user from having to deal directly with the underlying Boolean equation sys-
tem. In the following sections, we will see other exploration methods which yield
user diagnostics that have no visible relation at all to the Boolean equation sys-
tem, namely path extraction (7.7) and minimised LTS extraction (7.8). In this
section, we still keep relatively close to the BES, as we interpret dependencies
between variables as causal relations.

The general idea for exploring a graph of this form has already been described
in Section 6.3. These exploration methods are applicable to all diagnostics that
conform to the Generic diagnostic graph format: briefly, those where the vertices
correspond to tuples (s, ¢), directed edges encode dependency and where a truth
function on vertices asserts that s = ¢ if and only if the truth value of that vertex
is true. The Diagnostic graph is a specific type of diagnostic that conforms to the
Generic diagnostic graph format, and is thus suitable for this type of exploration.

In establishing the requirements for a suitable type of diagnostic, we hinted at
the possibility of manual exploration of the graph. It should be clear that this is
rarely a suitable approach in general for trying to comprehend a diagnostic. The
sheer size of real-world models prohibits this. However, we also pointed out that
how well this manual exploration contributes to understanding of the diagnostic
is an important metric for its usefulness in general. Specialised exploration tools
exist for navigating a large evidence, which significantly automate (part of) the
process (such as Evidence Explorer). The primary advantage of these tools is the
ability to focus on a small section of the diagnostic, in other words “zooming in”
on the salient and interesting parts of the diagnostic. Once the relevant section
has been identified, local analysis still tends to proceed manually, with extensive
examination of the fine-grain local details. How well the diagnostic performs
on small “toy” problems is therefore very much relevant to its performance on
real-world cases.

Manual, interactive exploration of the Diagnostic graph is very similar to playing
a parity game. An interactive diagnostic session of this sort, with application to
game-based model checking, was previously discussed in Section 5.6, where we
saw an example of its implementation in the Edinburgh Concurrency Workbench.
The format of the dialogue between the user and the model checker there is
quite similar to the format here, due to the equivalences in the underlying data
structure (both the game and the Diagnostic graph can be reduced to Generic
diagnostic graphs).
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Recall that parity games are played on the dependency (game) graph of a
Boolean equation system, of which the Diagnostic graph is an extension. A to-
ken is placed on a vertex, indicating the current position. The player owning the
vertex on which the token lies may then select an outgoing edge, after which the
token is moved along the edge to the connected vertex. There are several termi-
nation conditions, such as reaching the vertex true or false, and the possibility
of infinite recursion.

The user diagnostic is, through the interactive process, generated “on the
fly,” that is, the sequence in the Diagnostic graph is shaped by the choices the
user makes as the dialogue unfolds. Different choices may lead to different user
diagnostics; a single Diagnostic graph can thus give rise to a multitude of distinct
user-facing diagnostics.

A straightforward process or algorithm is shown below for computer-guided ex-
ploration of the Diagnostic graph. The focus in this section will be on the user
making choices where possible; the next section will focus on automating these
choices. A choice exists whenever more than one dependency was responsible for
the failure, e.g. two failing conjuncts (we will assume a negative outcome in the
rest of this section for brevity; witness search is dual). During exploration, the
algorithm keeps track of the traversed path in the LT'S. This can be used as an
exemplar of failure. The next section will elaborate on the function and merit of
this path.

The exploration process is simple. We begin at the initial vertex, i.e. that
vertex for which the diagnostic annotation is (sg, @). Depending on the shape of
the formula annotation, a number of decisions can be made as to which section
of the diagnostic to explore next. When there is only one option, the selection
can be made automatically.

The termination conditions correspond to termination conditions for the
model check: either reaching a blatantly false configuration, such as a property
that does not hold or the absence of an outgoing transition, or the possibility of
indefinite recursion through a minimal fixpoint. Indefinite recursion is detected
by keeping track of visited vertices, and terminating when the same vertex is
visited twice. Upon reaching a termination condition, a user diagnostic has been
generated, so the exploration process has finished. An alternative possibility is to
backtrack to the previous choice point, where the user is then allowed to choose
a different sequence. This would allow the user to explore every possibility in
a single session. This is supported by the algorithm in [Stevens, Stirling 98].
To keep track of choices that have already been explored, their algorithm keeps
track of these visited choices at each vertex in the traversed sequence. Although
the exploration algorithm given below can be extended in this way without much
difficulty, this extension has not been investigated because the user should al-
ready have applied insight towards exploring the most interesting causal chain;
the user is not interested in an exhaustive demonstration of the winning strategy
of the model checker.
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The sequence taken through the Diagnostic graph can be one of two gen-
eral forms: linear, leading up to the vertex true or false, or lasso-shaped, due
to indefinite recursion of a fixpoint. Note the following: detection of recursion
relies on checking whether a vertex has been visited at some earlier point in the
dialogue. Due to this detection method, recursion may be detected in a vertex
associated with another fixpoint. If the recursion of 0 X (which dominates the
cycle) is detected in v@Q(s, ¢) then the formula annotation ¢ is not necessarilly
of the form oX ... If desired, the sequence can be automatically completed to
the vertex with the formula o X ... by duplicating part of the lasso.

Earlier, we discussed the trouble with eliminating irrelevant cycles. In the
present case of a counterexample, v-cycles should be avoided, i.e. the user should
not be permitted to explore a sequence that goes through a v-cycle, because
recursion through this fixpoint did not contribute to the failure of the model
check. We saw that it is not in general possible to remove these cycles a priori.
Instead, exploring them will be avoided: the user will be disallowed from making
choices that lead to an undesired cycle. In other words, if the sequence through
the Diagnostic graph is in the shape of a lasso, the dominating fixpoint on that
cycle is not allowed to be v (in the present case of a counterexample) or u (in
the case of a witness).

Unfortunately, avoiding these cycles can be computationally expensive. The

goal is to prevent the user from making a choice at a branching point in the
graph that will inevitably lead to the completion of a v-cycle. The pseudocode

Inputs: current vertex v,
possible move v — v’ with n(v) =n(v),
exploration sequence X = [vg,...,]
1 func inevitableocycle(v,v’,X) : B
2 if (v’ has no outgoing edges)
3 return false
4 else if (v' occurs in Y at position %)
5 if (dom([vs,...,v]) = o)
6 return true
7 else
8 return false
9 fi
10 else
11 return A, . : n(v") =n(v) =
12 inevitableocycle (v/,v"”, X ov')
13 fi
14  endfunc

Fig. 7.8. Pseudocode for determining whether an exploration move v — v’ will
inevitably lead to the traversal of a o-cycle.
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algorithm in Figure 7.8 answers the following question: from the current position
v, will a move to v’ lead inevitably to a v-cycle? If this is the case, then that
move should be excluded from the options presented to the user.

Due to the recursion on line 12, calculating the return value may take a
significant amount of resources. Improving the average-case complexity may be
beneficial in practice, for example by marking vertices with a direct dependency
on true or false as “safe,” and then transitively marking all their predecessors as
safe. However, optimisations like these will not do anything for the worst-case
complexity, so the Efficiency requirement on our diagnostic is violated.

An alternative is to relinquish avoidance, so that the user can indeed traverse
the unwanted cycles. Once this is detected (which can be done in negligible time),
the user is informed that a meaningless sequence was chosen in the context of
this diagnostic, and the algorithm backtracks to a previous choice point. Clearly,
this is confusing to the user, because it lays bare a deficiency in the exploration
algorithm.

A second alternative can only be used when the model checker uses parity
games, and the strategy it has computed can be inspected. The model checker
has of course already computed a winning strategy that avoids these cycles. If
we can somehow access this strategy, the information can be re-used for avoiding
them. This is essentially the approach taken in [Stevens, Stirling 98]: the model
checker first calculates a winning strategy, which is then used in playing a game
against the user. The re-use of the strategy prevents the model checker from
having to backtrack during an interactive session.

However, the downside here is that the strategy calculated by the model
check algorithm usually consists of only one option per vertex. Recall that the
strategy function voqq : Vodg — V decides which vertex the token is moved
to based on the current vertex. For each vertex that is winning for the model
checker (i.e. all vertices in Vogdq), there is a single edge along which the token is
to be moved, even though moving along a different edge may also have resulted
in a win. Ideally, this function would record all possible options that result in a
win, i.e. it would map to P(V) instead of V. Because this is not the case, the
user will not be able to control the moves by the model checker, because for
each vertex Vpgqq owned by the model checker, there is only one possible choice
¥(Vogq). This seriously impacts the ability of the user to exercise control over
the diagnostic exploration. It is not immediately clear how existing parity game
algorithms should be modified to produce the required extra information, but
the impact such a modification would have on their running time is likely severe.

We shall leave the choice between these alternatives open here. If possible,
integration with the model check algorithm will be the best solution because
the allows previously computed information to be re-used. Otherwise, a choice
has to be made between the other two alternatives. This choice can be left open
as an invocation parameter of the diagnostic exploration tool, so that the user
may enable unwanted cycle avoidance for relatively small problems, and disable
it otherwise.
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Definition 7.10 (Exploration Algorithm). Let £ be the Boolean equation
system encoding the model check problem of verifying & over the LTS T =
(S, 80,L,0), and let Dg = (V, A, n, @Q) be its Diagnostic graph.

A play on the Diagnostic graph is a finite sequence of vertices X = [vg, ..., Up]
following the rules below.

The diagnostic information displayed to the user is shown within [framed boxes.]
Assume that the model check failed, i.e. we are looking for a counterexample. The
case for witness search is dual.

(1) Initialise.
Begin exploration at the initial vertex: vy := XoQ(sg, @)
Initialise the LTS path 7m = [sg] and exploration sequence X' = [vg].

[The model check failed. Begin causality analysis.]

(2) Check termination conditions.

e v; = false. Successful termination. Display the path leading up to the
failure.

[Path leading up to the failure: 7.]

e v; has already been visited, i.e. there is some v;_j with £ > 0 such that
v; = V;_. Let v;_g,...,v; be dominated by the fixpoint uX,.
Then p X, can be recursed indefinitely. This is grounds for failure of the
model check.

The minimal fixpoint 0,X, can be recursed indefinitely via
the path .

Successful termination.

(3) Case distinction on the form of the formula annotation.
The vertex currently containing the token is v;Q(s, ).

[Expression ¢ does not hold in state s.|

Case distinction on the form of ¢:

e Atomic Property. ¢ is of the form @Q. There is only one dependency
v; — false. Select v; 1 = false.

[The property () does not hold in state s.|

e Conjunction.

[gp is conjunctive. At least one dependency does not hold.[
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Allow the user to select one of the failing dependencies.
[Please select a failing conjunct to investigate :[

For each dependency v; — v'@Q(s, 9) such that n(v") = false, present a
choice:

(User selects some v’ for v;41)

e Disjunction. No dependency holds. Allow the user to select one of
them. (Dual to conjunction.)

e Diamond Modality.

¢ is a diamond modality expression.]

Either:

o There is only one dependency v; — false due to the absence of suit-
able outgoing transitions from state s. Select v;11 = false.

There are no outgoing transitions in state s that match
the modal operator.

o [No dependency holds.|

Allow the user to select one of the failing dependencies.
[Please select a failing dependency to investigate:[

For each dependency v; — v'@Q(s’, 9) such that n(v") = false, present
a choice:

[e ¢ (in state s)]

(User selects some v’ for v;41)
Let ¢ = (a) ) and v;;1Q(s’, ). Then 7 : =7 o % &'

[Path so far: m|

e Box Modality. At least one dependency does not hold. Allow the user
to select one of the failing dependencies. (Dual to diamond modality.)

e Fixpoint Operator.

[¢ is a fixpoint expression.]

Either:

o There is only one dependency v; — v'@Q(s, ¥) and % is of the form
oY...

[There is a dependency on a nested fixpoint.]

Select the dependency v;11 = v’
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o The previous condition does not hold. Pretend that the formula an-
notation on the current vertex v; was of the form 1 instead of o .X. 9.
Go to (2), but skip (4): do not increment ¢ or change s.

[Skipping the outermost fixpoint.]

e Fixpoint Variable.

@ is of the form X and there is only one outgoing dependency v —
v'@(s, form(X)). Select the dependency v; 1 = v'.

(4) Set up variables for the next iteration. i := ¢ + 1. Set s and ¢ such
that Q(v;) = (s, ), and X' = X o v;. Go to (2).

Example 7.11 (Exploration Dialogue). Consider again the mu-calculus spec-
ification pX. ([a] X A [7]X) V (vY. (a)true A [a]Y A [7]Y) and the following
LTS from Example 5.4. (We will forego the details related to extra fixpoints for

brevity.)
a a

Previously, we found that no single path could by itself suffice as a full coun-
terexample. In the dialogue between the user and the model checker (Figure 7.9),

the user will follow the (by itself insufficient) path [sg % so — ...] while also
receiving information about the mu-calculus expressions that cause this path to
lead to failure. 0

7.7 Path Extraction

A key goal for diagnostics is to provide the user with insight into the behaviour
of the system. This insight may arise through a number of different methods.
We have already seen how a Diagnostic graph can be explored interactively in
a game-based manner, and visually using a specialised tool, which can provide
insight into a potentially very large diagnostic. An alternative to this manual
exploration is the automated extraction of a single path through the transition
system demonstrating the failure.

Many existing model checking toolsets provide at least this type of diagnostic.
Due to its simplicity and pervasiveness, it can be called a common denominator
between the various model checking toolkits. Its simplicity is both a strength and
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The model check failed. Begin causality analysis. 7 = [sg]

(1) Expression o =pX. ([a] X A[T] X))V (VY. (a)trueA[a]Y A[r]Y) does
not hold in state sg.

Skipping the outermost fixpoint.

¢ is disjunctive. None of the dependencies hold.

Please select a failing disjunct to investigate:

o [a]X A[T]X
o VY. (a)trueA[a]Y A[T]Y

(User selects the first disjunct)

(2) Expression ¢ =[a] X A[r] X does not hold in state sg.
¢ is conjunctive. At least one dependency does not hold.
Please select a failing conjunct to investigate:

o [a] X

(User selects the only possible conjunct)

(3) Expression ¢ = [a] X does not hold in state sg.

¢ is a box modality expression. At least one dependency does not
hold.

Please select a failing dependency to investigate:

o uX. ([a] X AN[T] X))V (VY. (a)true A[a]Y A[7]Y) (in state sq)
(User selects the only possible dependency)

Path so far: 7 = [sg — 5]

(4) Expression ¢ =pX. ([a]| X A[7] X))V (VY. (a)trueA[a]Y A[r]Y) does
not hold in state sg.
The minimal fixpoint 0X can be recursed indefinitely via the
path:

a
™= [So — 80} .

Successful termination.

Fig. 7.9. A dialogue that may ensue between the user and model checker for
Example 7.11.

a weakness. It has been demonstrated that a linear path may be insufficient to, by
itself, fully demonstrate failure or success of the model check (see Example 5.4).
On the other hand, a path is very easy to understand, relatively concise (again
due to its simplicity) and can easily be intepreted by the user. Even when a
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linear path is not technically adequate, it will often provide enough direction
to the user so that, with some additional domain knowledge, the cause of the
failure can be understood.

Thanks to the extra information contained in the Diagnostic graph, a linear
path can be annotated with the point of failure. This essentially uses the explo-
ration algorithm defined above as the workhorse, but omits all output except
for the termination condition and of course the path. For example, failure due
to a property that does not hold in a certain state is given by a path leading
up to that state and the message that “property @ (or so) failed to hold in the
last state in the path.” Failure due to indefinite recursion of a minimal fixpoint
operator would result in a path in the shape of a lasso, with the message that
“failure was due to indefinite fixpoint recursion.” A single path thus returned to
the user should not be taken as the reason for failure of the model check: there
may be multiple equally valid paths.

Automated Exploration

During interactive exploration, the user will make choices that lead to an inter-
esting and nonobvious path of failure. A certain clause in the specification may
be known (and intended) to fail in some state(s). Take for example two mutually
exclusive properties P and @, and a specfication of the form (P A )V (QA). If
P is known to fail in some area of the model, then failure of the model check will
be due to a failure of the second disjunct; that is, the real or interesting failure
will be due to some other chain of causality, which lies behind a different choice
at some point in the dialogue. The user provides insight to steer the search in this
interesting direction by informed decisions. This insight is not available when the
exploration is automated, and is another limitation of linear path diagnostics in
general.

An advantage of automated exploration is optimisation based on a set of
criteria. This can partially compensate for the mentioned limitation by allowing
the user to direct the path extraction algorithm towards potentially interesting
sections. An obvious concrete criterion is for a path to be of minimal length, but
in principle any constraint can be used, such as minimising the number of times
a certain action label occurs on the path, or perhaps a hard constraint like “a
read-action occurs on the path.”

Optimisation for length can easily be accomplished using a breadth-first ex-
ploration of the Diagnostic graph. BF'S investigates all possible choices at every
vertex (so long as potential hard constraints are satisfied), and terminates when
any one of these paths leads to a termination condition. This one path is then
returned as the shortest. Alternatively, the search can continue, as a result of
which all possible paths of any length (satisfying the hard constraints) will be
computed. The one path optimising the soft criteria can then be returned. The
worst-case complexity of BFS is O(|V| + |E|). In case variables other than the
length need to be optimised, for example the number of times a certain action oc-
curs on a path, BFS is insufficient and heuristic algorithms become an attractive
option due to their running time.
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7.8 Reduced LTS Extraction

When extracting a path from the Diagnostic graph, a single choice is made at
each choice point. If a disjunctive expression is seen to fail, a single disjunct is
selected for exploration, and a failure path will be generated according to that
choice. When the purpose is instead to extract a reduced labelled transition
system, information from multiple available options needs to be used, so no
single choice can be made. Instead, the information resulting from a number of
options is merged to form a single transition system. The goal in principle is to
arrive at an LTS of minimal size (with as few states and transitions as possible),
but as before, another possibility is to produce transition systems that meet hard
or optimise soft criteria.

The dirty work of the exploration, by which the reduced LTS is produced,
is done by the algorithm defined earlier (Definition 7.10). We shall refer back
to this algorithm instead of repeating much of it here, because it already does
most of what is needed, such as maintaining an internal state and checking
termination conditions. To allow multiple options to be explored in one run, the
entire algorithm process, including its internal state, will be forked (replicated)
at each choice point for each option that needs to be explored. Each instance
then proceeds to explore one of them, until the next choice point, where another
fork occurs, or until a termination condition is reached.

For our purposes, there are two types of choice points: those that are disjunc-
tive (due to a disjunctive expression or a diamond modal operator) and those
that are conjunctive (due to a conjuntive expression or a box modal operator).
As discussed earlier in Chapter 5, if a disjunctive formula fails, each of its dis-
juncts necessarily fails, so we would like an explanation for the failure of each
disjunct. Dually, in case a conjunctive formula fails, we have the option of finding
diagnostics for all its failing conjuncts, or selecting a single one from them to
further investigate. The emphasis here is on finding a reduced LTS, so as few
options as possible should be explored to keep the size to a minimum. Thus, for
each disjunctive choice point the algorithm should fork to explore all options,
but in case of a conjunctive node there is still the possiblity of user input (for
the present case of counterexamples; the dual for witnesses is to explore all con-
Junctive options but select one from each disjunctive option). To ensure that
separate instances make the same choice at each vertex, a global variable should
keep track of visited vertices. When an instance of the exploration algorithms
arrives at a vertex that another instance has already visited, it may terminate.

User input is therefore still possible, and in fact instrumental in determining
the final outcome: one choice may lead to a reduced LTS of only 10 states,
whereas another to an LTS orders of magnitude larger. As before, these choices
can be left to the user, but can also be made by an appropriate (heuristic)
algorithm.

Definition 7.12 (Reduced LTS). Let € be the Boolean equation system en-
coding the model check problem of verifying @ over the LTS T = (S, so,L,d),
and let Dg = (V, A, n, Q) be its Diagnostic graph. Explore Dg according to
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the algorithm in Definition 7.10 with the additional termination condition: if the
current vertex v has already been visited (i.e. v € X; for any instance i), then
terminate successfully.

When faced with a choice point:

e [f the choice is disjunctive and the model check failed, or the choice is con-
junctive and the model check was a success: fork, i.e. create a separate in-
stance for each option v,

o If the choice is conjunctive and the model check failed, or the choice is
disjunctive and the model check was a success: select one option v (either
through user input or some given strategy).

Each instance i will terminate with a finite nonempty path m;.

The reduced LTS is T' = (5, s, L', §') where 8" C S, sp € S, L' C L and
&' C § such that:

e sc S if s occurs in any path m;;
o [ € L ifl occurs in any transition in any path m;;
o s 5 s €4 if the transition s = s’ occurs in any path ;.

a

The labelled transition systems resulting from this method are wvalid as defined
in Definition 5.10.

Conjecture 7.13 (Validity of Reduced LTS). Let £ be the Boolean equation
system encoding the model check problem of verifying @ over the LTS T, and let
T be its reduced counterpart. Then T |E & <= T' = . O

Example 7.14 (Reduced LTS). Consider again the mu-calculus specification
& =pX. ([a] X AN[1] X)V (VY. (a)true A[a]Y A[7]Y) and the LTS from Exam-
ple 5.4. The abbreviation ¥ = vY. (a)true A [a]Y A [7]Y will be used.

a a
MTT

The Diagnostic graph associated with this model check problem is given in Fig-
ure 7.10. As discussed earlier, failure is due to the possibility of indefinite recur-
sion through the outermost least fixpoint, so an example of failure is [so, so, . . .].
This path is not a complete counterexample, because the LTS it induces consists
only of sg and an a-loop. Compare the following reduced LTS, which has been
extracted from the Diagnostic graph:
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Fig. 7.10. Diagnostic graph for Example 7.14. Vertices that have a different
truth value from the initial vertex Xy are omitted and effectless fixpoints are
hidden.

The specification fails over this reduced model (as predicted by Conjecture 7.13).
Note that the unrolling of this LTS is the multi-path from Example 5.8, which
was concluded to be a complete counterexample. a

Example 7.15 (Reduced LTS Alternatives). This example demonstrates
how the same Diagnostic graph can give rise to two different reduced transition
systems. Consider the following model, and the specification & = pX. [L] X A

[req](pY. [ack]Y A (L)true), which says that an acknowledgement should even-
tually occur after a request.

req
req
G Xo——)

ack

As we can see, the desired property is violated in two ways: by livelock in s; and
by deadlock in s5. Exploration of the Diagnostic graph based on this model check
problem presents two choice points, one of which is invariant to the resulting
LTS. The remaining choice is between the request loop in s1, which violates the
minimal fixpoint Y, and the path to failure in state so. The former will result
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in the reduced LTS on the left, while the latter results in the LTS on the right.
Note that the original specification fails on both reduced transition systems.

req
req req T

(——() —(——()——()

Reduced LTS showing livelock Reduced LTS showing deadlock
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8 Conclusion

The Diagnostic graph has been presented as a diagnostic data structure tailored
to model checking using the mu-calculus and Boolean equation systems. It em-
ploys elements from various classes of diagnostics, in order to most efficiently
convey diagnostic information to the end user. The type of information that is
most effective in doing this is in the end based on the preference of the user,
who may be helped most by a simple linear path diagnostic at one stage of
development, and a detailed causality analysis at another stage.

The Diagnostic graph supports these and other “user-facing” diagnostics be-
cause it contains an abundance of detail about the model check process. This
also permits future extensions, such as a state colouring according to which sub-
formulas hold (as mentioned in Section 6.3: Presentation of Diagnostics). The
Diagnostic graph serves as a central data structure, which can be generated
in multiple ways (even when different model check techniques are used), and
supports the derivation of myriad user-facing diagnostics.

Future Work

There are a number of conveniences that have not been incorporated in the Diag-
nostic graph. The regular mu-calculus was introduced as a shorthand notation.
In fact, notation using regular expressions (e.g. [£] ¢) has been used throughout
this work because it promotes the readability of intricate formulas. It should not
be difficult to add support for regular expressions in the Diagnostic graph, as
any regular formula can be rewritten to the plain mu-calculus.

Computer processes are assumed to be modelled as labelled transition sys-
tems here. This is a type of model that is almost universal, but is often generated
automatically from some higher language. We already saw this in the Edinburgh
Concurrency Workbench example, where states were designated with more read-
able names and higher-level operators such as sequential composition (-) and
alternative composition (4) were used. This is a level of representation which
provides a better overview of a complex model than a (potentially very large)
transition system. Therefore, the diagnostic should ideally also be in terms of
this higher language. To accomplish this, there will have to be a method for
relating states and transitions in the LTS back to the higher-level expressions
from which they originate. This relation can then be used when presenting the
diagnostic information by translating the states and transitions back into the
language with which the user is familiar.

Finally, we have discussed the breadth-first search algorithm for extracing
paths of minimal length from the Diagnostic graph, and only briefly touched
upon heuristic algorithms. The extraction of user-facing diagnostics from the
Diagnostic graph is important, because of the impact it can have on the un-
derstandability of the presented diagnostic. The user may want to obtain only
paths or other user-facing diagnostics that meet a number of hard or optimise a
number of soft criteria. However, computational complexity is a significant issue
in this area. Heuristic algorithms are popular for this kind of optimising search,
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due to their managable complexity. The right search strategy can significantly
contribute to the value of any user-facing diagnostic, because it is a way for the
user to apply her insight and domain knowledge of the model to limit the size
and complexity of the diagnostic.
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