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Abstract

A recent study in deformation theory concerns toric deformations. This is related to the

Minkowski decomposition of the cross cut of a cone that defines a toric variety. Instead

of studying the deformations, the approach in this thesis is from a different perspective.

Not the deformation theory, but the Minkowski decomposition will play a central role.

These Minkowski decompositions will be described explicitly and investigated. The

process of finding a decomposition of a given polytope in two summands is not described,

as there is already a lot of literature concerning this problem. However, given two such

decompositions a question that arises is whether these decompositions are compatible.

First this question is answered in the particular case where the decompositions are

actually decompositions of the same polytope. Once this problem is tackled, a more

complex situation is discussed. This concerns the case where the decompositions come

from two different cross cuts of a given cone.
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Chapter 1

Introduction

Consider two polytopes P and Q. Their (Minkowski) sum is again a polytope.

R = P ⊕Q := {p+ q|p ∈ P, q ∈ Q}

We call P ⊕Q a decomposition of R. If a polytope R is not decomposable in different

summands P and Q, then R is said to be indecomposable. Furthermore

P ⊕Q = P ⊕Q′ =⇒ Q = Q′.

Thus if R and one of the summands is known, the second summand is uniquely deter-

mined.

Consider a polytope P with

P = P0 ⊕ P1 = Q0 ⊕Q1

such that P0 ⊕ P1 and Q0 ⊕Q1 are two different decompositions of P .

The question that arises is whether the decompositions P0 ⊕ P1 and Q0 ⊕ Q1 have a

common refinement. This means that there exist polytopes Si such that

P =
k⊕
i=1

Si and

P0 =
⊕
i∈Ip

Si

Q0 =
⊕
i∈Iq

Si

with Ip, Iq ⊂ {1, . . . , k}. If such a common refinement exists, the decompositions P0⊕P1

and Q0⊕Q1 are said to be compatible. In this thesis a method is given to show whether

two decompositions of the same polytope are compatible. The decision problem of

whether a lattice polygon admits a Minkowski decomposition is NP -complete. Overall,

1



2 CHAPTER 1. INTRODUCTION

doing computations with Minkowski sums is very complex, as described in [? ]. Thus

instead of computing the refinements of P0⊕P1 and Q0⊕Q1, a different approach is used.

The second part of this thesis concerns a generalization of the concept of compati-

bility. Consider a cone σ. The intersection of σ and a hyperplane yields a polyhedron.

Instead of comparing two decompositions of one polytope, the decompositions of two

different polytopes are compared, where both polytopes are constructed as the intersec-

tion of σ and a hyperplane. Having a common refinement does not make sense for these

decompositions. Two such decompositions are said to be compatible if there exists some

isomorphism between both decompositions (or their refinement). A method for finding

such an isomorphism is given in this thesis.

1.1 Background

An important application connected with this problem is multivariate polynomial fac-

torization. For each multivariate polynomial f there exists a Newton polytope Pf . Let

F be any field and let f ∈ F [X1, . . . , Xn] be a multivariate polynomial with variables

X1, . . . , Xn.

f =
∑

ci

n∏
j=1

X
ij
j

with i = (i1, . . . , in). The corresponding Newton polytope Pf is defined as the convex

hull of all the points i ∈ Zn where ci1···in 6= 0. This polytope has integral vertices and is

therefore an integral polytope, or a lattice polytope over lattice Zn.

Pf := Conv({i ∈ Rn|ci 6= 0})

Example 1.

Consider the polynomial

f = 1 + 2X + 3XY 2 +X3Y

The corresponding Newton polygon Pf is given in Figure 1.1.

A first observation about Newton polytopes was made by Ostrowski in 1921 [14], [23].

Theorem 1.1 (Ostrowski). Let f, g, h ∈ F [X1, . . . , Xn] such that f = gh. Then

Pf = Pg ⊕ Ph.

Proof. First observe that it is obvious that Pf ⊆ Pg ⊕ Ph. Indeed, if i is a vertex of Pf

then ci(f) 6= 0. We know that f = gh, thus there exist coefficients cj(g) and ck(h) that
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Figure 1.1: The Newton polytope Pf of f

are both nonzero with j + k = i.

Conversely let i be a vertex of Pg ⊕ Ph and let j ∈ Pg and k ∈ Ph be points such

that i = j + k. To prove that this decomposition is unique, suppose that there exist

points j′ ∈ Pg and k′ ∈ Ph such that

i = j + k = j′ + k′.

Then i = 1
2(j+k)+ 1

2(j′+k′) = 1
2(j+k′)+ 1

2(j′+k). Hence j+k′ and j′+k ∈ Pg⊕Ph
and i is a vertex of Pg ⊕ Ph. This means that j + k′ and j′ + k must be equal. Thus

j + k′ = j′ + k and

j + k = j′ + k′

which means that k = k′ and j = j′. Hence for every vertex i of Pg ⊕ Ph there exists

a unique decomposition j + k with j ∈ Pg and k ∈ Ph. Furthermore, there is a unique

term in the expansion of gh corresponding to i = j + k. From the fact that cj(g) 6= 0

and ck(h) 6= 0 one can verify that ci = cj+k 6= 0 in f , thus i ∈ Pf . Hence, Pf ⊇ Pg ⊕Ph
and therefore we can conclude that Pf = Pg ⊕ Ph.

Theorem 1.2. Let f ∈ F [X1, . . . , Xn] be a nonzero polynomial not divisible by any Xi.

If the Newton polytope is integrally indecomposable then f is absolutely irreducible.

Proof. Let f ∈ F [X1, . . . , Xn] be a nonzero polynomial not divisible by any Xi, with cor-

responding Newton polytope Pf . Suppose that Pf is integrally indecomposable. More-

over, let f = gh be a nontrivial factorization of f . Since f is not divisible by any Xi,

both factors g and h consist of at least two terms. From the previous theorem is known

that there exist Newton polytopes Pg and Ph such that Pf = Pg ⊕ Ph. But this is in

contradiction with the assumption that Pf is integrally indecomposable. Thus, there
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does not exist a nontrivial factorization of f = gh, which means that f is absolutely

irreducible.

The decision problem whether a polytope Pf is integrally decomposable is NP -complete,

which is shown in [13]. In the literature some pseudo-polynomial time algorithms can be

found for decomposing polygons. These algorithms are used for testing and factorizing

polynomials via their Newton polynomials.

For a multivariate polynomial f consider the factorization. Let Pf be its Newton poly-

tope and suppose that Pf = Pg0 ⊕ Ph0 = Pg1 ⊕ Ph1 . Assume that these two different

decompositions are compatible and that g0 and g1 are factors of f and have a degree

lower than h0 respectively h1. Now g1 is a factor of h0 and g0 has a common factor with

h1.

These different compatible decompositions of a Newton polytope Pf give insight in the

factorization of polynomial f , which is one of the motivations for this thesis.

1.2 Thesis outline

This thesis is about the compatibility of Minkowski decompositions of polytopes. The

next chapter gives an introduction to the mathematics that is used in this thesis. Some

definitions relating to polyhedra and geometry are given. Furthermore, the problem

description that was the motivation of this thesis will be discussed.

In Chapter 3 the first case is discussed. The question how to determine whether two

different decompositions of one polyhedron are compatible plays a central role in this

chapter. In the first part this question is narrowed down to specific polytopes. Once a

solution is found for this sub category, the main question can be answered.

This is elaborated in Chapter 4 where the definition of compatibility is extended to

decompositions of different polytopes. A procedure is discussed how to determine this

new notion of compatibility of two decompositions. In general this is very hard to

determine. However, a lot of research is done for 2-dimensional case. This research

is done on deformation theory, but in this chapter we will approach the topic from a

combinatorial point. The fact that thorough research has been done for this topic is the

reason that the 2dimensional case is treated in more detail.
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Finally, Chapter 6 concerns the open problems related to this topic. The link to the

toric varieties is made in this chapter and some recommendations on some interesting

research topics are given.

Some definitions that will be used throughout this thesis and might lead to confusion

are listed in the Appendix as a guidance.





Chapter 2

Preliminaries

In this section some definitions and theorems concerning the topic are discussed. These

serve as a foundation for this thesis. Furthermore, some basic examples are treated as

an introduction to the subject in order to get a good impression of the definitions. There

is a lot of theory and background material. For more information, see [15], [16], [20],

[25], [26], [27], [? ], [32] or [34].

2.1 Preliminaries

Let Rd be the d-dimensional real vector space. For x ∈ Rd we write x = (x1, . . . , xd) but

we will treat them as column vectors. It will be clear from the context when a vector

should be treated as a row vector.

Definition 2.1. A set S ⊆ Rd is convex if for any two points x,y ∈ S the line segment

[x,y] := {λx+ (1− λ)y|0 ≤ λ ≤ 1}

is contained in S.

The intersection of convex sets is again convex. The convex hull of a set S is the smallest

convex set containing S and it is denoted as Conv(S). Hence, the line segment [x,y] is

the convex hull of x and y.

Definition 2.2. The convex hull of a finite set of points S is called a polytope. A

2-dimensional polytope is sometimes referred to as a polygon.

Definition 2.3. A hyperplane is a set of points satisfying the equation a>x = z.

H := {x ∈ Rd|a>x = z}

7
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for some vector a ∈ Rd and z ∈ R. The vector space Rd is the union of two closed

halfspaces H− and H+ that are intersecting in H.

H− := {x ∈ Rd|a>x ≤ z}

H+ := {x ∈ Rd|a>x ≥ z}

The sets satisfying the inequalities a>x < z or a>x > z are defined as open halfspaces.

Let H ∈ Rd be a hyperplane and Q ∈ Rd be a polytope. When Q is contained in one

of the (closed) halfspaces (i.e. Q ⊆ H+ or Q ⊆ H−), then H is called a supporting

hyperplane if

H ∩Q 6= ∅.

Definition 2.4. A polyhedron Q ⊆ Rd is the intersection of finitely many closed halfs-

paces.

Q = {x ∈ Rd|Ax ≤ z}

The rows ai of the matrix A correspond to the halfspaces and Ax ≤ z means that

aix ≤ zi for all i.

If a polyhedron Q is not bounded then there exist nonzero y ∈ Rd such that for all

x ∈ Q the set {x+λy|λ ≥ 0} is contained in Q. This set of vectors is called a ray of Q.

A bounded polyhedron is the convex hull of finitely many points, hence it is a polytope

as defined in Definition 2.2.

Definition 2.5. Let Q be a polyhedron. A set F ⊆ Q is a face of Q if F = ∅ or F = Q

or if there exists a supporting hyperplane H such that

F = H ∩Q.

A nonempty face has dimension 0 ≤ k ≤ d and is referred to as a k-face ofQ. The vertices

of Q are its 0-faces and the set of all the vertices is denoted by Vert(Q). Moreover, if

all vertices of a polyhedron are integral (so belong to lattice Zd), then it is called an

integral or a lattice polyhedron with respect to the lattice Zd.

The addition of two convex sets can be determined and is defined as the Minkowski sum.

Definition 2.6. The Minkowski sum of two polyhedra P and Q is the set

P ⊕Q := {x+ y|x ∈ P,y ∈ Q}.

Given this definition, the Minkowski decomposition of a polyhedron can be defined. As

expected, this is the decomposition of a polyhedron Q in two (smaller) polyhedra Q0
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and Q1 such that Q0 ⊕ Q1 = Q. The polyhedra Q0 and Q1 are two summands of Q.

Note that for a given integral polyhedron Q its summands are not necessarily integral.

For example take Q as the unit square, which is the convex hull of the points (0, 0),(1, 0),

(0, 1) and (1, 1). Now,

Q =
1

2
Q⊕ 1

2
Q.

Remark 1. If Q0 and Q1 are two summands of Q, then their Minkowski sum is a poly-

hedron

Q+ t ∼= Q,

such that t induces a shift over a vertex. To ensure that Q is equal to Q0 ⊕Q1 we will

embed the summand in such way that Q0 = Q0 and Q1 = Q1 + t. Moreover, this means

that 0 ∈ Q1. It will be clear from the context if a true summand Qi or a polyhedron

Qi + t is used and this will not be mentioned explicitly.

Definition 2.7. A Minkowski decomposition Q = Q0 ⊕Q1 in Rd is a trivial decompo-

sition when one of the summ ands Q0 or Q1 is retrieved from Q by a shift over a vertex

x ∈ Rd.

Theorem 2.8. Let Q0 ⊕ Q1 be a Minkowski decomposition of Q. Let F be a face of

Q that is determined by the supporting hyperplane H of Q with F ⊂ H−. Let Fi be a

face of Qi with supporting hyperplane Hi//H such that Fi = Hi ∩Qi for i = 0, 1. Then

H = H0⊕H1 and F = F0⊕F1. This is the unique decomposition of a face F into parts

of Q0 and Q1.

Proof. Let H be a supporting hyperplane of F and Hi the corresponding supporting

hyperplanes of Qi for i = 0, 1 such that the hyperplanes H0, H1 and H are parallel.

Thus

H = {x ∈ Rd|a>x = z}

Hi = {x ∈ Rd|a>x = zi}

and F = Q∩H and Fi = Qi ∩Hi for i = 0, 1. Suppose that Q ⊂ H− which means that

a>x ≥ z for all x ∈ Q. Moreover, a>xi ≥ zi for all xi ∈ Qi. Note that strict equality

only holds if both x ∈ F and xi ∈ Fi. Observe that

z0 + z1 = a>y0 + a>y1 for yi ∈ Hi

= a>(y0 + y1)

= a>y for y ∈ H

= z
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The proof is split in two parts. In the first part we prove F ⊆ F0 ⊕ F1. This is done by

means of a proof by contradiction.

Suppose that there exists a point u ∈ F with u = u0 + u1 such that ui ∈ Qi but not

both ui ∈ Fi. Without loss of generality, assume that u0 6∈ F0. Thus z0 > a>u0 and

z1 ≥ a>u1. This gives

z = z0 + z1 > a
>u0 + a>u1 = a>u.

This implies that u 6∈ F which is a contradiction. Therefore the assumption was wrong

and F ⊆ F0 ⊕ F1.

We now prove that F ⊇ F0 ⊕ F1. Let u = u0 + u1 such that the point ui is contained

in Fi for i = 0, 1. This gives,

z = z0 + z1 = a>u0 + a>u1 = a>(u0 + u1) = a>u.

This implies that u ∈ H and since u ∈ Q we have that u ∈ F = QQ ∩ H. Thus

F ⊇ F0 ⊕ F1.

The combination of the two parts yields that F = F0 ⊕ F1.

In general there are infinitely many Minkowski decompositions Q0⊕Q1 of a polyhedron

Q, but only finitely many of them are admissible. See [1] or [4] from Altmann about

this definition.

Definition 2.9. A decomposition Q = Q0 ⊕ Q1 is admissible if and only if for all the

faces F of Q at most one of the summand faces Fi does not contain a lattice point.

Corollary 2.10. It is enough to check admissibility on the vertices. Furthermore, if Q

is a lattice polyhedron and Q0 ⊕Q1 is an admissible Minkowski decomposition, then the

summands Q0 and Q1 are lattice polyhedra.

From now on, each decomposition that is discussed refers to an admissible Minkowski

decomposition. When a decomposition is not necessarily admissible, then this will be

explicitly made clear in the context.

2.2 Admissible Minkowski decompositions

In order to get familiar with the Minkowski addition and decomposition, let Q ⊆ R2 be

a polygon with n edges, which means that it also has n vertices. Thus we may write
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Q = Conv(v0, . . . ,vn−1) where the vertices are numbered counterclockwise. Denote the

edges of Q by the vector di = vi+1 − vi for all 0 ≤ i ≤ n− 1 where i is taken modulo n.

Lemma 2.11. Let D be the set of all the edge vectors of Q. The polygon Q is now

completely determined by the (directed) edge set D together with an initial vertex v and

initial direction d ∈ D.

Proof. To construct the polytope Q from its edge set, simply start in the initial vertex

v. Take the edges in their cyclic order starting with d. This yields the corresponding

convex polytope Q.

If a vector v = (v0, v1) has gcd(v0, v1) = 1 then it is called a primitive vector. Denote

the gcd(d0, d1) of an edge d by δ. Now f = 1
δd is the primitive vector associated with

the edge d.

Given the edge set D, observe that Q is a polygon if and only if

n−1∑
i=0

di = 0.

In general, Q is a lattice polytope if and only if v0 ∈ Z2 and all d ∈ D are lattice vectors.

Minkowski addition Let P and Q be two polygons with nP respectively nQ edges

(and vertices). The set of the edge vectors of the Minkowski sum P ⊕ Q is the

union of the edge vectors of P and Q such that the vectors that are a positive

multiple of each other are added. Obviously, if P and Q are integral polygons,

then their Minkowski sum P ⊕Q is an integral polygon as well.

Minkowski decomposition Let Q be a polygon with n edges and consider the edge

set D = {d0, . . . ,dn−1}. We know that
∑n−1

i=0 d
i = 0. A polygon Q0 is a summand

of Q if and only if its edge set is D0 = {λ0d0, . . . , λn−1dn−1} such that 0 ≤ λi ≤ 1

for all i = 0, . . . , n− 1 and
n−1∑
i=0

λid
i = 0.

Trivial summands are singletons and Q itself, with λ = 0 respectively λ = 1. Further-

more the Minkowski decomposition λQ⊕ (1−λ)Q is a trivial decomposition of Q for all

0 ≤ λ ≤ 1. This corresponds to a vector λ = λ1 in the description above.

Definition 2.12. Let Q ⊆ Rd be a polyhedron for d ≥ 2. A polyhedron Q is indecom-

posable if and only if for all the decompositions of Q = Q0 ⊕Q1 one of the summands

equals λQ with 0 ≤ λ ≤ 1.
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A polytope is admissibly indecomposable if it does not have a nontrivial decomposition

that is admissible. A lattice polytope is sometimes called integrally indecomposable if it

does not have a nontrivial admissible decomposition. Throughout this thesis, we will use

the term indecomposable when a polytope is admissibly indecomposable, unless stated

otherwise.

A decomposition
⊕s−1

i=0 Si of a polyhedron Q such that all the summands Si of Q are

indecomposable is called a prime decomposition of Q. In congruence with Remark 1 we

have that Si = Si + t for i = 0, . . . , s − 1 to ensure that Q =
⊕s−1

i=0 Si. Furthermore,

each summand Si should not be a multiple of Q.

In terms of the edge set D, the polygon Q is indecomposable if there does not exist any

vector λ = (λ0, . . . , λn−1) such that
∑

i λid
i = 0 and λ 6= λ1 for 0 ≤ λ ≤ 1. We will

continue with some examples for the Minkowski summands of polygons. Polygons with

a relatively small number of vertices n are treated below.

2.2.1 n = 3

Let Q ∈ R2 be a triangle. The edge set of Q is D = {d0,d1,d2} and d0 + d1 + d2 = 0.

Trivially every triangle is indecomposable, as the equations d0 + d1 + d2 = 0 and

αd0 + βd1 + γd2 = 0 imply that α = β = γ. Otherwise two of the edges (and hence all

three) are pairwise dependent.

2.2.2 n = 4

Let Q have four vertices. There are three possibilities.

• d0 = αd2 and d1 = βd3

In this case the polytope Q is a parallelogram. Hence α = β = −1 and the

decomposition consists of two line segments.

= +

Figure 2.1: The decomposition of a parallelogram.

• d0 = αd2 and d1 6= βd3

Without loss of generality let d0 = αd2 and α < −1. Thus Q is a trapezoid and it

can be decomposed in a line segment and a triangle.

(v0,v1,v2,v3) = (v0,−v0)⊕ (v1, (α+ 1)v2,v3)
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= +

Figure 2.2: The decomposition of a trapezoid.

• d0 6= αd2 and d1 6= βd3

In the last case assume that the polytope Q has no parallel edges. Although

there does not exist a line segment which is a summand of Q, there might be a

decomposition, namely that of two triangles. Without loss of generality let d0 be

the shortest edge. Now, let H0 be the supporting hyperplane of d0 and H ′0 the

hyperplane parallel to H1 such that H ′0 ∩ Q has the same length as d0, which

means that they have the same edge vector. This yields a triangle Q0, which is

a summand of Q. The other (parts of the) edges of Q that are not used in this

triangle form the edge set of another triangle, which is a summand Q0 such that

Q = Q0 ⊕Q1. Figure 2.3 shows how this is done.

= +

Figure 2.3: The decomposition of a polygon with 4 vertices without parallel edges.

Keep in mind that the decompositions that are described above are not always admissible

decompositions. When Q is an integral polytope, the decomposition is admissible if and

only if the summands Q0 and Q1 are integral polytopes.

Theorem 2.13. Let Q be an integral polygon such that Q0 ⊕Q1 is a decomposition of

Q. The summand Q0 has an edge set D0 = {λ0d0, . . . , λn−1dn−1} such that
∑
λid

i = 0

and λ 6= λ1. Now Q0⊕Q1 is an admissible decomposition if and only if λiδi ∈ Z for all

i = 0, . . . , n− 1.

Proof. By definition Q0 ⊕ Q1 is an admissible decomposition if and only if both sum-

mands are integral summands. A summand Q0 is integral if and only if the edges are

integral. For each edge we have that λd = λδf with δ = gcd(d0, d1) and f = 1
δd. The

vector f is primitive by definition, which means that λδf is integral if and only if λδ is

integral. This proves the theorem.
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2.2.3 Generalization of decompositions

Polygons with more than four vertices might be decomposable in more than two sum-

mands, which is denoted by
⊕
Qi. Let Q =

⊕s−1
i=0 Si be a prime decomposition of Q.

Thus, every summand Si is an indecomposable summand. Note that this decomposition

does not have to be a unique prime decomposition. To see this, consider the (lattice)

Figure 2.4: Two prime decompositions of a hexagon

hexagon that is shown in Figure 2.4. The hexagon has integral vertices and it is the

Minkowski sum of two triangles. But the same hexagon can be decomposed in three

line segments. As we saw earlier, every line segment and triangle is an indecomposable

polygon. Hence, these two decompositions are different prime decompositions of the

same polygon.

Definition 2.14. Two decompositions P0 ⊕ P1 and Q0 ⊕Q1 are compatible if and only

if both decompositions can be further decomposed in the same prime decomposition, i.e.

if they have a common refinement.

Figure 2.5: Two decompositions which are not compatible

Figure 2.5 shows an example of two decompositions of a hexagon that are not compatible.

The first decomposition is actually a prime decomposition as it consists of two trian-

gles. The second decomposition can be further decomposed in three line segments but

there does not exist a refinement of this decomposition that exists of two triangles. Thus,
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both decompositions yield the same hexagon but they do not have a common refinement.

To see that there exist many polyhedra that do not have a unique prime decomposition,

consider the following situation: Let Q be a polygon with 2n edges such that P ⊕−P is

an admissible decomposition of Q where P is a polygon with n edges. The polygon Q =

Conv(v0, . . . ,v2n−1) is a centrally symmetric polygon. This means that the polygon P

has n edges di for i = 0, . . . , n−1 and−P is defined as the mirrored polygon with the edge

set {−di|i = 0, . . . , n− 1}. The edge set of Q is the set {d0, . . . ,dn−1,−d0, . . . ,−dn−1}.
A second prime decomposition can automatically be derived from this edge set:

Q = P ⊕−P =
n−1⊕
i=0

Si

where the polygons Si are the line segments [vi,vi+1] for 0 ≤ i ≤ n− 1 counted modulo

n. From this can be concluded that if P is not a centrally symmetric polygon, then Q

has at least two different refinements.

2.3 Further definitions

We will continue with some more definitions. More background information can be

found in [7], [8], [10], [11], [24], [31], [33] or [34].

Definition 2.15. Let a0, . . . ,ak−1 ∈ Qd be k pairwise linearly independent vectors. A

convex polyhedral cone σ is the positive hull of all ai.

σ := {
k−1∑
i=0

λia
i|λi ≥ 0}

Moreover, a cone σ is a strongly convex polyhedral cone if u ∈ σ implies that −u 6∈ σ.

For any two vectors u,v ∈ σ and scalars α, β ≥ 0 the vector {αu+ βv} is contained in

σ. Every convex polyhedral cone has a unique minimal set of generators {a0, . . . ,ak−1}
(modulo multiplication with a positive scalar). The set that consists of primitive gen-

erators is therefore unique. Moreover, the Hilbert basis E of σ is defined as the set of

integer vectors such that every generator of σ is a nonnegative combination of these

vectors. For strongly convex polyhedral cones this is a finite set ánd a ∈ E for each

generator a of σ.

Example 2. As an example consider the convex hull of the vectors (0, 1) and (2, 1).

The (primitive) generators are exactly these two vectors, while the Hilbert basis consists

of three vectors: (0, 1), (2, 1) and (1, 1).
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Throughout this report a cone refers to a (finitely generated) rational strongly convex

polyhedral cone.

In Definition 2.4 a polyhedron Q is given in terms of inequalities. The vertex represen-

tation of Q is the Minkowski sum of the convex hull of the vertex set Vert(Q), which is a

polytope, and the set of the rays of Q. This set of rays is the set of primitive generators

and it is defined as the characteristic cone of the polyhedron Q.

Definition 2.16. The characteristic cone of a polyhedron Q is the set of all rays of Q.

Char(Q) := {y ∈ Rd|x+ λy ∈ Q for all x ∈ Q;λ ≥ 0}.

The vertex representation of Q is denoted by

Q = Conv(Vert(Q))⊕ Char(Q).

Corollary 2.17. From Definition 2.9 and 2.7 it follows that a nontrivial Minkowski

decomposition is admissible if and only if both summands have the same characteristic

cone.

Definition 2.18. Let σ be a cone that is generated by the vectors ai. The dual cone

σ∨ of σ is the set

σ∨ := {r ∈ Qd|〈σ, r〉 ≥ 0}.

Observe that the dual cone is indeed a cone. Moreover, (σ∨)∨ = σ. Hence, there are two

ways of describing a cone; in terms of its generators and in terms of a set of inequalities.

As before, a polyhedron Q can be described as the intersection of finitely many halfs-

paces, Q = {x ∈ Rd|Ax ≤ z}. This can be rewritten as (A| − z)
(
x
1

)
≤ 0. Now the same

polyhedron can be given as the positive set of vectors u0, . . . ,um−1.

Q = {
m−1∑
i=0

λiu
i|λi ≥ 0}

This is a polyhedral cone. Therefore a polyhedron Q can be described as a cone

σ(Q) ∈ Rd+1. Each vertex v ∈ Q corresponds to a vector (v, 1) ∈ σ(Q), while each

ray r ∈ Q gives a corresponding vector (r, 0) ∈ σ(Q). The cone σ(Q) is generated by

the vectors (v, 1) and (r, 0). The initial polyhedron Q is exactly the intersection of σ(Q)

and the hyperplane H1 = {x ∈ Rd+1|(0, 1)>x = 1}.

The first decomposition of the hexagon that is given in Figure 2.5 is represented by
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the columns in Equation (2.1).

σ(Q6) =


0 1 2 2 1 0

0 0 1 2 2 1

1 1 1 1 1 1

 =


0 1 1

0 0 1

1 1 1

⊕


0 1 0

0 1 1

0 0 0

 (2.1)

where σ(Q6) is a hexagon at height If the polyhedron 1. When the polyhedron Q is

bounded (i.e. it is a polytope and Char(Q) = 0) then the cone σ(Q) is generated by

vectors of the form (v, 1) and the last row is usually omitted in the matrix representation.

Instead of using Qd to embed the cones and polyhedra, we are interested in a lattice

embedding. This means that not only the rays have primitive generators, but the vertices

are all lattice points.

Definition 2.19. Let b0, . . . , bn−1 ∈ Rn be linearly independent vectors. The set

N := {
n−1∑
i=0

λib
i|λi ∈ Z}

is defined as a lattice with basis {b0, . . . , bn−1}.

The dual lattice is

N∗ := M := {u ∈ Rn|u>b ∈ Z ,∀b ∈ N}.

The real vector space from a lattice N is denoted by NR := N ⊗Z R. Furthermore

Zn ⊂ Rn is known to be the standard lattice. Given a lattice N , a polytope Q is called

a lattice polytope if and only if all vertices are lattice points. Moreover, we say that the

cone is a lattice cone if it is generated by lattice vectors. This is denoted as σ ⊆ NR.

Consequently, we have for the dual cone σ∨ ⊆MR.

As mentioned earlier one can describe a polyhedron Q ∈ Rd in terms of a cone in σ(Q) ∈
Rd+1, where the intersection of σ(Q) and the hyperplane H1 yields the polyhedron Q.

In general, the intersection of σ and a hyperplane yields a polyhedron.

Definition 2.20. Let σ ⊆ NR be a cone and fix a vector r ∈M . Now

Hr := {x ∈ NR|r>x = 1}

is the hyperplane from vector r at height 1. The cross cut of σ is the intersection of σ

and this hyperplane.

Qr := σ ∩ {x ∈ NR|r>x = 1} (2.2)

Whenever the choice of r is clear from the context, we will use Q instead of Qr.



18 CHAPTER 2. PRELIMINARIES

σ

Hr
Hs

Figure 2.6: Construction of Qr and Qs.

Theorem 2.21. Fix a polyhedral cone σ ⊆ Rd+1 and a hyperplane Hr as defined in

Definition 2.20. Now Qr = Q is the corresponding cross cut, which is a polyhedron. The

cone σ can be retrieved from Q if and only if r ∈ σ∨ ∩M .

Proof. For each vector r ∈ σ∨ ∩M we have that r>bi ∈ Z for all lattice generators bi.

Moreover, r>aj ≥ 0 for all generators aj of σ. The polyhedron Q can be decomposed

as Conv(Vert(Q))⊕ Char(Q), where Vert(Q) is the set of vertices of Q and Char(Q) is

the set of its rays. The vertices of Q correspond to the rays aj such that r>aj > 0,

which means that r>aj ≥ 1. Hence, the vertices of Q are vj = aj

r>aj . Furthermore, the

unbounded part of Q is exactly the set of rays for which r>aj = 0.

Char(Q) = σ ∩ {x ∈ NR|r>x = 0}

The generators aj such that r>aj < 0 do not contribute to any vertex or ray of Q. This

means that the cone σ can only be retrieved from Q if and only if r ∈ σ∨.

Consider a small example in the 2-dimensional standard lattice Z2. Let σ =
(

1 −1
0 4

)
and the dual cone σ∨ =

(
0 4
1 1

)
. This notation means that σ is generated by the rays

(1, 0) and (−1, 4). Let r = (1, 1) ∈ σ∨ and s = (1, 0) 6∈ σ∨. The cross cut Qr is the

convex hull of the vertices (−1
3 ,

4
3) and (0, 1), which is a line segment. The polyhedron

Qs consists of the vertex (0, 1) together with the ray (0, 1). The ray (−1, 4) of σ does

not come back in Qs as shown in Figure 2.6.
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2.4 Problem description

Define N ∼= Zd as a lattice and let M be its dual lattice. Now NR = N ⊗Z R and

MR = M ⊗Z R are real vector spaces of dimension d. A polyhedron Q is a lattice

polytope if all its vertices v are lattice points. Throughout this section a polyhedron

Q is considered to be the cross cut of a cone σ and a vector r ∈ σ∨ ∩M . Further-

more, the vector r is chosen to be a lattice vector such that it has no common divisor,

i.e. r is a primitive vector. In general Q ⊆ NR is not a lattice polyhedron. However,

the corresponding cone σ ⊆ NR has only lattice generators and is therefore a lattice cone.

Let σ ⊆ NR be a polyhedral cone and fix two vectors r and s such that they are

both contained in σ∨. Determine the polyhedra Qr and Qs and fix the admissible

decompositions P0 ⊕ P1 for Qr and Q0 ⊕Q1 for Qs. The questions that arise are

Are the decompositions P0 ⊕ P1 and Q0 ⊕Q1 compatible?

What does it mean for those decompositions to be compatible?

In order to answer these questions, it has to be subdivided into smaller problems. Mainly

it consist of two cases. The first part treats the case where r = s, which means that the

two decompositions are decompositions of the same polytope Qr = Qs. If r 6= s then

the problem becomes more complex. The notion of being compatible gets a different

meaning, which will be discussed in the Chapter 4. The procedure to check compatibility

for r = s is described in the next chapter.





Chapter 3

Equal cross cuts

From now on let N be the standard lattice of degree d which is N ∼= Zd and therefore

M ∼= Zd. This means that NR ∼= Rd and the lattice points are integral. Let σ ⊆ NR

be a cone generated by k lattice vectors ai ∈ N for all i = 0, . . . , k − 1. Fix a vector

r ∈ σ∨ ∩M and determine the cross cut Qr. This chapter concerns the compatibility

of two admissible decompositions P0 ⊕ P1 and Q0 ⊕Q1 of the polyhedron Qr. Before a

solution is given, some useful sets are defined. Thereafter, the solution will be treated

in three parts. In the first part Qr is assumed to be a lattice polytope. After that a

solution for general polytopes will be given. Finally, a general solution will be discussed.

3.1 The cross cut Qr and its summands

Let σ ⊆ NR be a cone such that the generators ai are lattice vectors and fix some

primitive vector r ∈ σ∨ ∩M for which the cross cut Qr = Q of σ is bounded. Let n

be the number of edges of Q. An edge [u,v] is denoted by the vector d = v − u ∈ N .

The edges of Q correspond to vectors di for i = 0, . . . , n − 1. Define a sign vector

ε(F ) ∈ {−1, 0, 1}n for every 2-face F of Q such that

εi(F ) =

{
±1 if di is an edge of F

0 else

and the edges are oriented as a cycle along the boundary of F . There are two such

orientations but they are each others negative. Both of them are a suitable choice. If

the choice for the face F is obvious from the context, then we will leave this out and

simply write ε.

21
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Observe that
n−1∑
i=0

εid
i = 0

for every 2-face F of Q. This property is used to construct the vector space V(Q).

From [6] we now come to the following definition.

Definition 3.1. Let Q be a polytope that is contained in N . The vector space of the

Minkowski summands V(Q) is defined as

V(Q) = {(t0, . . . , tn−1)|
n−1∑
i=0

tiεid
i = 0 for every 2-face F of Q}. (3.1)

Furthermore, the Minkowski summand cone

C(Q) := V(Q) ∩ Rn≥0 (3.2)

is a cone in the vector space V(Q).

Theorem 3.2. Every point t ∈ C(Q) with ti ≤ 1 for all i corresponds to a Minkowski

summand Qt of Q which consists of the edges tid
i. Moreover, every summand of Q has

a corresponding vector in C(Q). Thus, Qt ⊕Q1−t = Q.

Proof. Let Q be a polytope with n edges such that P0⊕P1 is an admissible decomposi-

tion. Let t ∈ [0, 1]n be the vector where ti is the fraction of the edge di that is used in

the summand P0. By definition the edges of P0 are tid
i and therefore

∑
εi(F0)tid

i = 0

for every 2-face F0 of P0. This yields that
∑
εi(F0)d

i = 0 for every 2-face F0 of P0. But

this yields
∑
εi(F )di = 0 for every 2-face F of Q. This is exactly the definition of the

elements in C(Q).

Now let t ∈ C(Q) such that tj ≤ 1 ∀i. We want to show that there exists a corresponding

polytope Qt that is a summand of Q.

Without loss of generality one can assume that 0 is a vertex of Q. Let v 6= 0 be a vertex

of Q. There exists a walk from 0 to v, using some edges of Q:

v =
∑

λid
i

with λi ∈ Z ∀i. The walk from 0 to v is a walk through the 1-skeleton of Q, which is the

graph consisting of the vertices and edges of Q. Moreover, the polytope is embedded in

Rd which means that all walks from 0 to v are homeomorphic. This means that for any

walk from 0 to v there exists a continuous deformation to the chosen path. Therefore

any walk can be chosen.
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The walk can be split in two walks in the following way:

v =
∑

λid
i

=
∑

λi(1− ti + ti)d
i

=
∑

λitid
i +
∑

λi(1− ti)di

Define the vertices vt :=
∑
λitid

i and v′t := λi(1− ti)di. Note that these vertices only

depend on the vector t and not on the particular choice of the walk to v. The edges tid
i

are used to reach vertex vt. Since t is an element of the cone C(Q) we know that all its

entries are nonnegative and smaller than or equal to 1. Consequently, the vector 1 − t
is also contained in C(Q). By construction we have that vt + v′t = v.

For each vertex v of Q such a walk can be constructed, together with the corresponding

vertices vt and v′t. A polytope Qt can be constructed as the convex hull of all the vertices

vt. Similarly, the convex hull of the vertices v′t yields a polytope Q′t. The polytope Qt

has exactly all tid
i as its edges, with corresponding vector t. Moreover, Q′t corresponds

to the vector 1− t and Q = Qt ⊕Q′t.
All the summands of Q can be constructed this way and the theorem is proven.

Remark 2. The vector 1 ∈ C(Q) corresponds to the polytope Q itself. For each summand

P of Q there is a corresponding edge vector and this vector will be denoted by tP ∈ C(Q).

This yields the fact that the Minkowski addition now results in a vector summation in

V(Q) or C(Q). Thus for two summands Qt and Qs we get

Qt ⊕Qs = Qt+s.

3.2 The compatibility of lattice polytopes that have no

interior lattice points on the edges

Let σ ⊆ NR be a cone such that the cross cut Qr = Q is a lattice polytope with n edges.

Moreover, assume that no edge contains interior lattice points, i.e. the edges di ∈ Zd

are primitive.

Hence Q is a lattice polytope and therefore the summands of any admissible decompo-

sition are lattice polytopes. Thus tP ∈ {0, 1}n for each admissible summand P of Qr.

Consider two decompositions of Q:

Q = P0 ⊕ P1 and

Q = Q0 ⊕Q1.
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Recall that these decompositions are compatible if they have a common refinement.

Let Q have a prime decomposition which is denoted as

Q = S0 ⊕ · · · ⊕ Sq =

q−1⊕
i=0

Si

where Si is an indecomposable polytope fore i = 0, . . . , q−1. Construct the vector space

V(Q) as in defined in Definition 3.1.

V(Q) =

{
t
∣∣∣ n−1∑
i=0

tiεid
i = 0 for every 2-face F < Q

}

Construct the cone C(Q) = V(Q) ∩Rd≥0. From Theorem 3.2 we know that each ray t of

C(Q) is an edge vector of a (multiple of a) Minkowski summand of Q.

Lemma 3.3. Let tS ∈ C(Q) be the edge vector of an indecomposable summand S.

There does not exist any t′S and t′′S that are both nonzero and not equal to tS such that

tS = t′S + t′′S for t′S , t
′′
S ∈ C(Q).

Proof. This directly follows from the fact that the summand S is indecomposable and

therefore tS is a primitive generator of C(Q).

Definition 3.4. The Schur product (or Hadamard or pointwize product) of two vectors

of the same length is obtained by the entry-wise multiplication. For two given vectors

x and y their Schur product is denoted by x ◦ y = (x0y0, x1y1, . . .).

The edge vector of the polytope Q is by definition the all one vector 1. Denote the

edge vectors of Pi and Qi by tPi respectively tQi . Observe that tP0 + tP1 = 1 and

tQ0 + tQ1 = 1.

Theorem 3.5. Two decompositions P0 ⊕ P1 and Q0 ⊕ Q1 of Q (which is a lattice

polytope without lattice points on the edges) have a common refinement if and only if

tP0 ◦ tQ0 ∈ C(Q). This means that

n−1∑
i=0

(tP0)i(tQ0)iεid
i = 0 (3.3)

for every 2-face F of Q.

One can easily verify that this does not work for a lattice polytope Q that does have

interior lattice points on the edges.

Example 3. To show that this theorem does not work for polyhedra that have lattice

points on the edges, consider the polytope Q with the points (0, 0), (3, 0), (2, 1) and (0, 1).
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This polytope has the edge set

D = {(3, 0), (−1, 1), (−2, 0), (0,−1)}.

Figure 3.1: Two decompositions of Q

The polytope has two decompositions, given in figure 3.1. Furthermore, we have

tP0 = (
1

3
, 1, 0, 1)

tQ0 = (
2

3
, 1,

1

2
, 1).

This leads to the following equation:

3∑
i=0

(tP0)i(tQ0)iεid
i =

2

9
(3, 0) + (0, 1) + (−1,−1)

6= 0.

The proof of the theorem is given in the following section.

3.2.1 Proof of Theorem 3.5

Let P0 ⊕ P1 and Q0 ⊕ Q1 be two admissible decompositions of the lattice polytope Q.

The polytopes P0 and Q0 are lattice polytopes with corresponding edge vectors, and

therefore tP0 , tQ0 ∈ {0, 1}n. Consequently, the vector tP0 ◦ tQ0 only has binary entries,

that are nonzero where tP0 and tQ0 both have nonzero entries.

Remark 3. If Equation (3.3) holds, then it holds for any pair tPi and tQj , as the Schur

product tP0 ◦ tQ0 can be written in terms of any pair tPi , tQj .

This is shown by the following computation.

tP0 ◦ tQ0 = tP0 ◦ (1− tQ1) = tP0 − tP0 ◦ tQ1

= 1− tP1 ◦ tQ0 = tQ0 − tP1 ◦ tQ0

= (1− tP1) ◦ (1− tQ1) = 1− tP1 − tQ0 − tP0 ◦ tQ1
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Obviously 1, tP0 , tP1 , tQ0 and tQ1 are points in the cone C(Q). Moreover, tP0−tP0 ◦tQ1 ,

tQ0 − tP1 ◦ tQ0 , 1− tP1 − tQ0 − tP0 ◦ tQ1 ∈ C(Q) if and only if tP0 ◦ tQ0 ∈ C(Q).

For readability define tP := tP0 and tQ := tQ0 .

Consider a prime decomposition of Q with q indecomposable summands.

Q =

q−1⊕
i=0

Si

Denote the edge vector of an indecomposable summand Si by ti. Now, 1 =
∑q−1

i=0 ti.

By definition there is a unique summand Sj that uses edge di. Hence for each edge di

there exists a unique edge vector tj which is nonzero at position i. This yields

ti ◦ tj =

{
ti if i = j

0 else.
(3.4)

This follows from the fact that tS ∈ {0, 1}n for every summand S.

3.2.1.1 A common refinement implies tP ◦ tQ ∈ C(Q)

The first thing to prove is that if P0⊕P1 and Q0⊕Q1 have a common refinement, then

tP ◦ tQ ∈ C(Q). Assume that P0 ⊕ P1 and Q0 ⊕Q1 have a common refinement
⊕q−1

i=0 Si

such that every Si is indecomposable. Define I as the subset of {0, . . . , q− 1} such that

Si is a summand of P0 for i ∈ I. Equivalently, define subset J for polytope Q0.

P0 =
⊕
i∈I

Si (3.5)

Q0 =
⊕
j∈J

Sj (3.6)

The edge vectors tP =
∑

i∈I ti and tQ =
∑

j∈J tj are contained in C(Q). From Equa-

tion (3.4) we can compute the Schur product tP ◦ tQ in terms of the indecomposable

summands.

tP ◦ tQ =
∑
i∈I
ti ◦

∑
j∈J

tj =
∑
i∈I∩J

ti (3.7)

Hence tP ◦ tQ is the sum of the edge vectors ti with i ∈ I ∩ J . These vectors correspond

to the primitive summands that are contained in both summands P0 and Q0. The vector

ti is contained in C(Q) for all i and therefore the vector
∑

i∈I∩J ti is contained in C(Q)

as well. This proves the first part of Theorem 3.5.
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Figure 3.2: Three decompositions P0 ⊕ P1, Q0 ⊕Q1 and R0 ⊕R1 of Q6.

3.2.1.2 tP ◦ tQ ∈ C(Q) implies compatibility

The next part is to show that if tP ◦ tQ ∈ C(Q) then the decompositions P0 ⊕ P1 and

Q0 ⊕Q1 of Q are compatible.

Let tP ◦ tQ ∈ C(Q). From theorem 3.2 we know that this is equal to the edge vector of

a summand Z0 of Q. Moreover, as tP ◦ tQ is a strict subvector of both tP and tQ, the

polytope Z0 is a summand of both P0 and Q0.

P0 = Z0 ⊕ ZP0
Q0 = Z0 ⊕ ZQ0

We know that the polytopes ZP0 and ZQ0 do not have any edge in common. Similarly,

we can construct a polytope Z1 which is a summand of P1 and Q1. Now,

Q = Z0 ⊕ ZP0 ⊕ Z1 ⊕ ZP1
= Z0 ⊕ ZQ0 ⊕ Z1 ⊕ ZQ1 .

An immediate result is that ZP0 = ZQ1 and ZQ0 = ZP1 . Consequently, the decompositions

P0 ⊕ P1 and Q0 ⊕Q1 share a common refinement.

Example 4.

Let Q6 be the hexagon that is discussed in the previous chapter. It is a polygon, hence it

is its unique 2-face. Fix the vector ε such that the edges are oriented counterclockwise.

The matrix D6 lists the directed edges εid
i as columns.

D6 =

(
1 1 0 −1 −1 0

0 1 1 0 −1 −1

)
(3.8)

Figure 3.2 shows three decompositions of Q6. The edge vectors of the summands P0,
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Q0 and R0 are given in (3.9), (3.10) and (3.11).

tP = (0, 1, 1, 0, 1, 1) (3.9)

tQ = (1, 0, 1, 1, 0, 1) (3.10)

tR = (0, 1, 0, 1, 0, 1) (3.11)

Observe that the vector 1 − tP is indeed the edge vector of the summand P1 just as

1 − tQ is for Q1 and 1 − tR is for R1. The common refinement of the decompositions

P0 ⊕ P1 and Q0 ⊕ Q1 is the second prime decomposition in Figure 2.4 and consists of

three line segments. The Schur product tP ◦ tQ = (0, 0, 1, 0, 0, 1) is the edge vector of a

line segment, which is a summand of Q. Therefore, tP ◦ tQ is contained in C(Q). On

the other hand, the decomposition R0⊕R1 is a prime decomposition itself, consisting of

two triangles. Thus, R0⊕R1 is not compatible to P0⊕P1 or Q0⊕Q1. We will compute

tP ◦ tR and tR ◦ tQ to verify this.

tP ◦ tR = (0, 1, 0, 0, 0, 1)

tR ◦ tQ = (0, 0, 0, 1, 0, 1)

These vectors do not correspond to a polytope, hence they are not vectors of C(Q).

Moreover, Equation (3.3) gives

5∑
i=0

(tP )i(tQ)iεid
i = (0, 1) + (0,−1)

= 0
5∑
i=0

(tP )i(tR)iεid
i = (1, 0) + (0,−1)

= (1,−1)
5∑
i=0

(tR)i(tQ)iεid
i = (−1, 0) + (0.−1)

= (−1,−1).

3.3 The compatibility of general lattice polytopes

Let Q be the cross cut of a cone σ ⊆ NR such that Q is a lattice polytope. Now the

edges are allowed to have interior lattice points and therefore an edge di is not necessarily

primitive. Define f i ∈ Zd as the corresponding primitive edge and let δi ∈ Z be the

nonnegative integer such that di = δif
i.

The entries of the edge vector t ∈ Qn are not binary anymore, but t ∈ [0, 1]n, so

0 ≤ ti ≤ 1 for each i. Let P0 ⊕ P1 and Q0 ⊕Q1 be two admissible decompositions of Q.
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The edge vectors tP and tP are not necessarily disjoint. Therefore, the Schur product

tP0 ◦ tQ0 will not directly show whether the decompositions have a common refinement.

To be able to determine if a common refinement of P0 ⊕ P1 and Q0 ⊕Q1 exists, define

a vector t̃.

Definition 3.6. Let t ∈ Qn be the edge vector of a given polytope Q. For each edge di

let f i be the corresponding primitive vector and δi ∈ Z such that di = δif
i. Furthermore,

let ñ =
∑n−1

i=0 iδi. Now each edge tid
i of Q can be written as tiδif

i. Define

t̃ ∈ Zñ

as the primitive edge vector of length ñ such that Q is built from (primitive) edges t̃if
i

for 0 ≤ i ≤ ñ− 1. Every edge di is split into δi primitive edges f i.

Let C(Q) be the cone as defined in Definition 3.1. This cone is generated by the primitive

vectors ti, which correspond to the edge vectors of the primitive summands of Q. Now

define C̃(Q) as the cone that is generated by the rays t̃i which are the primitive edge

vectors of the indecomposable summands of Q.

Theorem 3.7. Every summand P of Q has a unique primitive edge vector t̃ such that

t̃ ∈ C̃(Q).

Proof. Let Q be a polytope such that
⊕
Si is a prime decomposition. From Definition

2.8 we know that for each face F of Q there exists a unique decomposition F =
⊕q−1

i=0 FSi ,

such that FSi is a face of the indecomposable summand Si of Q. The edges of Q are

its 1-faces, which means that there exists a unique prime decomposition for each edge.

Moreover, Q is a lattice polytope and therefore the summands are lattice polytopes.

Hence, every lattice segment of an edge of Q is a lattice segment of a uniquely deter-

mined indecomposable summand Si. Thus there exists a unique primitive edge vector

t̃i corresponding to a summand Si. Every summand Qt of Q is the sum of indecompos-

able summands and therefore the primitive edge vector t̃ of a summand Qt is uniquely

determined.

Corollary 3.8. All the primitive edge vectors t̃ have binary entries.

Determine the primitive edge vectors t̃P and t̃Q and compute

n−1∑
i=0

δi−1∑
j=0

(t̃P )j(t̃Q)jεid
j (3.12)

for each 2-face of Q. According to Theorem 3.5 the decompositions P0⊕P1 and Q0⊕Q1

are compatible if and only if (3.12) evaluates to zero for every 2-face of Q.
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Example 5.

Consider the polytope Q5 which is the convex hull of the vertices of the matrix Q5. It

is a polygon and therefore it is its unique 2-face.

Q5 =

(
0 2 2 1 0

0 0 2 3 2

)

Q5 is a lattice polytope with edges that have interior lattice points. Moreover, it has

Figure 3.3: The two prime decompositions of Q5.

two prime decompositions and both are given in Figure 3.3. Furthermore Figure 3.4

Figure 3.4: The decompositions P0 ⊕ P1, Q0 ⊕Q1 and R0 ⊕R1 of Q5.

shows three different decompositions of Q5. The primitive edge vectors t̃ of the first

summand of each decomposition are given below.

t̃P = (1, 0, 0, 1, 1, 0, 1, 1)

t̃Q = (0, 1, 1, 1, 0, 1, 1, 0)

t̃R = (0, 0, 1, 1, 0, 0, 1, 1)
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The Schur products of these vectors can be computed.

t̃P ◦ t̃Q = (0, 0, 0, 1, 0, 0, 1, 0)

t̃Q ◦ t̃R = (0, 0, 0, 1, 0, 0, 1, 1)

t̃P ◦ t̃R = (0, 0, 1, 1, 0, 0, 1, 0)

For these vectors the sum in (3.12) evaluate to (0, 1) + (0,−1) = 0, (0, 1) + (0,−1) +

(0,−1) = (0,−1) respectively (0, 1)+(0, 1)+(0,−1) = (0, 1). From this can be concluded

that the decompositions P0 ⊕ P1 and Q0 ⊕ Q1 are compatible but the decompositions

P0⊕P1 and R0⊕R1 and the decompositions Q0⊕Q1 and R0⊕R1 do not have a common

refinement.

3.4 The compatibility of general lattice polyhedra

Let Q be a polyhedron with n bounded edges. This polyhedron is the Minkowski sum

of a polytope and its characteristic cone.

Q = Conv(Vert(Q))⊕ Char(Q)

A decomposition P0 ⊕ P1 of Q is admissible if and only if for every face F at most

one of its summands Fi does not contain a lattice point. This means that if Q is

not bounded, then both summands should have the same characteristic cone. Observe

that Conv(Vert(P0))⊕Conv(Vert(P1)) is not necessarily equal to Conv(Vert(Q)) for an

admissible decomposition of Q = P0 ⊕ P1. An example is given in Figure 3.5.

Q = Conv(Q) = 

Conv(P )     Conv(P ) =0 1 ++ =

; 

Figure 3.5: An example of a polyhedron Q and an admissible decomposition P0⊕P1

such that Conv(Vert(Q)) 6= Conv(Vert(P0)).

If Conv(Vert(P0))⊕Conv(V (P1)) = Conv(Vert(Q0))⊕Conv(Vert(Q1)) = Conv(Vert(Q))

then it automatically follows that the decompositions P0⊕P1 and Q0⊕Q1 are compatible

if and only if the decompositions Conv(Vert(P0))⊕Conv(Vert(P1)) and Conv(Vert(Q0))⊕
Conv(Vert(Q1)) are compatible. These decompositions are decompositions of the poly-

tope Conv(Vert(Q)), which means that the procedure that is described in the previous

sections can be used to determine whether these decompositions are compatible.
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From now on assume that at least one of the polytopes Conv(Vert(P0))⊕Conv(Vert(P1))

and Conv(Vert(Q0))⊕Conv(Vert(Q1)) is not equal to the polytope Conv(Vert(Q)). Let

F be an unbounded 2-face of Q that has bounded edges di for i ∈ IF where IF is a

subset of {0, . . . , n − 1}. Observe that every decomposition of F has
⊕
di(⊕Char(Q))

as a refinement. Therefore we can say that every pair of decompositions have a common

refinement regarding the unbounded 2-faces of Q. Furthermore define ε as the sign

vector of a bounded 2-face B, such that εi = ±1 if the edge di is an edge of B and

0 otherwise. Now
∑
εid

i = 0 for every bounded 2-face B. Equivalent to the previous

section, the vector space V(Q) and the corresponding cone C(Q) can be constructed.

The elements t ∈ C(Q) correspond to the summands Qt of Q such that it has bounded

edges tid
i. Every summands has the same characteristic cone, and therefore a summand

Qt does not have any bounded edges that is not a bounded edge of Q.

The bounded edge vector of a decomposition P0⊕P1 is denoted by tP . This is the edge

vector of the summand P0 and 1− tP is the bounded edge vector of the summand P1.

Theorem 3.9. The decompositions P0 ⊕P1 and Q0 ⊕Q1 have a common refinement if

and only if tP ◦ tQ ∈ C(Q). This means that

n−1∑
i=0

(tP )i(tQ)iεib
i = 0 (3.13)

for every bounded 2-face B of Q.

The proof for this theorem is similar to the proof of Theorem 3.5.

This concludes the proof of this section. Now we have shown how to determine whether

two decompositions of a polyhedron have a common refinement. One can generalize

the theorem for polyhedra, combining the given proofs. The proof for this is not given

explicitely, but the reader can see that a generalization is easily made.



Chapter 4

Unequal cross cuts

In the previous chapter the decompositions P0 ⊕ P1 and Q0 ⊕ Q1 are decompositions

of the polyhedron Qr. If the two decompositions have a common refinement, then the

decompositions are compatible. This section concerns the case where the decompositions

sum up to different, but related polyhedra. Given a cone σ ⊆ NR and two vectors

r, s ∈ σ∨, one can determine the polyhedra Qr and Qs. The question that plays a central

role in this chapter is whether two given decompositions of Qr and Qs are compatible.

An answer can not be given directly. The summands should be embedded in a higher

dimensional lattice in order to determine if two decompositions are compatible. The

first step is to adjust the notion of compatibility for this particular case. Some basic

steps are given which explain the approach that is used in this chapter. The procedure

will be elaborated for the special case where σ is a 2-dimensional cone.

In [18] Nathan Ilten describes this problem for σ being a 2-dimensional cone in terms of

Deformation Theory of toric varieties. The main objective of this chapter is to under-

stand this combinatorically. One can see [1], [2], [4] from Altmann, or [12] [17] for more

information about this Deformation theory and toric varieties.

4.0.1 The basic principle

To be able to understand the procedure that is used in this chapter, we show how

the original polytope Qr can be obtained from a higher dimensional polytope which

is created from the summands P0 and P1 such that Qr = P0 ⊕ P1. This is done by

means of an example. Consider the hexagon Q6 = P0⊕P1 and its decomposition in two

triangles as in Figure 2.5. This decomposition is admissible and described in Equation

(2.1). The 2-dimensional summands are embedded at different heights in the extended

lattice N × Z. In general P0 is embedded with z = 1 and P1 at height z = 0, i.e. the

33
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vertices v of P0 become (v, 1) and the vertices of P1 are now (v, 0). This is in line with

Remark 1 where we consider Q6 as the polyhedral cone σ(Q6) such that the polyhedron

Q6 is embedded at height 1.

Consider the convex hull of these vertices. This yields a polytope with 6 vertices and 8

2-faces living in N × Z ∼= R3. Its vertices are given below.

Conv(P0, P1) =


0 1 1 0 1 0

0 0 1 0 1 1

1 1 1 0 0 0


The original polytope Q6 is now obtained by intersecting this polytope at z = 1

2 as

illustrated in Figure 4.1.

Figure 4.1: The convex hull of P0 and P1 with the intersection which yields 1
2Q6.

H6 := {a ∈ R3|a>(0, 0, 1) =
1

2
}

1

2
Q6 = Conv(P0, P1) ∩H6

Instead of determining the polytope Conv(P0, P1) one can consider a cone σr that is

embedded in N ×Z2. Its rays are constructed from the summands P0 and P1 such that

the rays are (v0, 1, 0) and (v1, 0, 1)} for the vertices vi of Pi. Intersecting this cone yields

the original cone σ. This principle of first lifting the summands and then intersecting

the obtained polytope is used to determine whether cross cuts Qr and Qs are compatible

if r is not equal to s.

4.1 The procedure for r 6= s

As before, let N ∼= Zd be a lattice with M its dual lattice. Note that as N ∼= Zd we also

have that M ∼= Zd. Let σ ⊆ NR ∼= Rd be a cone that is generated by k lattice vectors

ai. Let σ∨ be the dual cone and fix two primitive vectors r, s ∈ σ∨ ∩M . As defined in
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Definition 2.20, the cross cut of σ and the hyperplane Hr gives the polyhedron

Qr = σ ∩ {x ∈ NR|r>x = 1}.

Similarly, the cross cut of the cone σ and the hyperplane Hs yields the polyhedron Qs.

Fix two admissible decompositions Qr = P0 ⊕ P1 and Qs = Q0 ⊕Q1.

The polytopes Qr and Qs are not equivalent for r 6= s and therefore it is not straight-

forward to see what is meant by being compatible. This cannot be determined directly

from the polytopes Qr and Qs and their decompositions P0 ⊕ P1 and Q0 ⊕Q1. Instead

of comparing the decompositions P0⊕P1 and Q0⊕Q1, two new cones σr,s and σs,r are

constructed in a higher dimensional lattice. These cones depend on the choice of the de-

compositions of the polytopes. If these cones satisfy some predefined conditions (which

will be given later on), then the decompositions P0 ⊕ P1 and Q0 ⊕ Q1 are compatible.

The question why the compatibility can be derived from these two cones, will become

clear when the construction of these cones is given.

Given the two decompositions Qr = P0 ⊕ P1 and Qs = Q0 ⊕ Q1, the cones σr and σs

can be constructed such that the rays of these cones correspond to the vertices of the

summands of Qr respectively Qs. Observe that the cone σ can be obtained from σr and

σs by taking σr ∩N or σs ∩N respectively.

Two vectors s̃ ∈ σ∨r and r̃ ∈ σ∨s can be constructed from the cones σr and σs such that

they relate to the vectors r and s. Now the cross cut of σr and Hs̃ = {x ∈ NR|s̃>x = 1}
yields the polyhedron Qr,s = σr ∩Hs̃, where NR ∼= Rd+ 2. This polyhedron depends

on both vectors r and s. Similarly, the polyhedron Qs,r is constructed.

Fix an admissible decomposition of the polyhedron Qr,s and one for Qs,r. As before, two

new cones σr,s and σs,r can be constructed such that the rays of these cones correspond

to the vertices of the summands of Qr,s respectively Qs,r. The polyhedra Qr,s and Qs,r

are not equivalent and therefore their decompositions will not be comparable. However,

if the original decompositions P0⊕P1 and Q0⊕Q1 are compatible, then the lifted cones

σr,s and σs,r will have dual cones that are similar. This means that there exists a

mapping between the cones σr,s and σs,r.

Definition 4.1. If the dual cones σ∨r,s and σ∨s,r are row equivalent then the original

decompositions of Qr and Qs are compatible.

We will clarify this definition with an example. Let σ be the cone that is generated

by the rays (0, 0, 1), (0, 1, 1), (1, 0, 1) and (1, 1, 1). We compute three cross cuts of this

cone, together with a decomposition and show whether they are compatible. The vectors

r = (0, 0, 1), s = (1, 0, 1) and t = (0, 1, 1) are all elements in σ∨ and they are used to
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determine the polyhedra Qr, Qs and Qt. This results in the three polytopes given in

(1,1,1)

(1,0,1)(0,0,1)

(0,1,1)
(½,½,½)

( 1,0,1)(0,0,1)

(0,½,½)(½,½,½)

( ½ ,0,½)(0,0,1)

(0,1,1)

x

y

x

y

x

y

Figure 4.2: The polytopes Qr, Qs and Qt.

Figure 4.2. The decompositions of these polytopes are given below. Remark that these

decompositions are actually not admissible decompositions, but this will not affect our

example. Intuitively, one can see that the decompositions of Qs and Qt are compatible,

= +

= +

= +

Figure 4.3: The polytopes Qr, Qs and Qt and their decompositions.

while both of these decompositions are not compatible with the decomposition of Qr.

In this chapter we will elaborate on the construction of the cones σ∨r,s and σ∨s,r which

shows the compatibility of the decompositions of Qr and Qs.

4.1.1 Lifting the summands of Qr

Fix an admissible decomposition of the polyhedron Qr = P0⊕P1. As before the polytope

Qr has n edges. Define the extended lattice N = N × Z2 ∼= Zd+2 from N and write M

as its dual lattice. A new cone can be constructed in this extended lattice. This cone is

constructed from the decomposition of Qr.

In line with Remark 1 we will embed the summand P0 in Hr = {x ∈ NR|r>x = 1} and

the summand P1 in H0
r = {x ∈ NR|r>x = 0}. From this embedding we are able to

construct the lifted cone σr.
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Definition 4.2. Let Qr = P0 ⊕ P1 be an admissible decomposition. The cone σr ⊆ N

is generated by the rays (v0, 1, 0), (v1, 0, 1) and (z, 0, 0) such that each vertex v0 of P0

corresponds to a ray (v0, 1, 0) of σr, each vertex v1 of P1 corresponds to a ray (v1, 0, 1)

and each z ∈ Char(Q) corresponds to a ray (z, 0, 0). Let ki be the number of vertices of

the summand Pi. Moreover let l be the number of rays of Q. The cone σr is generated

by k0 + k1 + l extremal rays.

σr := Cone
{( v0

1
0

)
,
( v1

0
1

)
,
(

z
0
0

)∣∣∣v0 ∈ P0,v1 ∈ P1, z ∈ Char(Q)
}

Remark 4. The original cone can be obtained from σr by σ = σr ∩NR.

The decompositions given in Figure 4.3 result in the following cones σr, σs and σt.

σr =



0 1 0 0

0 0 0 1

1 1 0 0

1 1 0 0

0 0 1 1


σs =



0 0 1
2 0 0

0 1
2 0 0 1

2

1 1 1
2 0 0

1 1 1 0 0

0 0 0 1 1


σt =



0 1
2 0 0 1

2

0 0 1
2 0 0

1 1 1
2 0 0

1 1 1 0 0

0 0 0 1 1


If the role of the summands P0 and P1 are swapped, then the resulting cone σr is

different. However, there will exist an equivalency between the two cones σr,s and σs,r.

The reader can check that the decomposition of Qr does not give a satisfying lifted cone

σr,s or σr,t, which means that they are not compatible.

4.1.2 Determining the cross cut of σr and s̃

The cones σr and σs can be computed as explained in the previous section. The next

step is to compute the lifted polyhedra Qr,s and Qs,r. The polyhedron Qr,s is defined as

the cross cut of the cone σr and a vector s̃ ∈ σ∨r that corresponds to the vector s ∈ σ∨.

Define a surjection φr : N → N such that φ(s̃) = s.

φr :=
(
Id|r|r

)
(4.1)

with Id the d× d identity matrix.

Moreover the matrix φ>r has the nice property that φ>r σ results in the cone σr ∩N .

Theorem 4.3. Let σr ⊆ NR be the lifted cone and r, s ∈ σ∨. There exists a vector

s̃ ∈ σ∨r ∩M such that φr(s̃) = s. Moreover, if r 6= s then the cross cut Qr,s is uniquely

determined.
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Proof. The vectors (r,−1, 0) and (0, 1,−1) span the nullspace of φr.

By definition φr((s, 0, 0)) = s. This means that s̃ can be written as

s̃ = (s, 0, 0) + α0(r,−1, 0) + α1(0, 1,−1)

for some integers α0, α1 ∈ Z. We show existence of a s̃ ∈ σ∨r ∩M by constructing such

a vector. This vector s̃ is an element of σ∨r and therefore

s̃>a ≥ 0 for all a ∈ σr.

Recall that the extremal rays of σr are constructed from the Minkowski summands of Qr.

Moreover, the summands are embedded such that P0 ⊂ Hr and P1 ⊂ H0
r . Therefore,

r>v0 = 1 and

r>v1 = 0

where v = v0 + v1 and v0 ∈ P0,v1 ∈ P1. The rays z of Qr are exactly the generators

of σ such that r>z = 0. Thus

(r,−1, 0)>a =


(r,−1, 0)>(v0, 1, 0)

(r,−1, 0)>(v1, 0, 1)

(r,−1, 0)>(z, 0, 0)

all evaluate to 0. This means that the vector (r,−1, 0) does not contribute to a different

cross cut Qr,s. From now on, assume that α0 = 0 and s̃ = (s, 0, 0) + α1(0, 1,−1)

Consider α1(0, 1,−1)>a for all extremal rays a ∈ σr.

(0, 1,−1)>a =


(0, 1,−1)>(v0, 1, 0) = 1

(0, 1,−1)>(v1, 0, 1) = −1

(0, 1,−1)>(z, 0, 0) = 0

Thus (0, 1,−1) 6∈ σ∨r . From the fact that s ∈ σ∨ we know that s>v ≥ 0 for each vertex

v of Q. This yields s>v = s>v0 + s>v1 ≥ 0 with v0,v1 a vertex of P0 respectively P1.

Thus (s, 0, 0)>(v1, 0, 1) ≥ −(s, 0, 0)>(v0, 1, 0), which proves that there exists an integer

α1 such that the vector s̃ = (s, 0, 0) + α1(0, 1,−1) ∈ σ∨r .

To continue with our example, we will construct the lifted vector t̃ which is an element

in σ∨s . We have α = 0 as σs only has nonnegative entries. Hence, t̃ = (0, 1, 1, 0, 0).

Similarly, the vector s̃ = (1, 0, 1, 0, 0) ∈ σ∨t is constructed.
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4.1.3 Lifting the summands of Qr,s

The next step is to determine the lifted polyhedron Qr,s which is the cross cut of σr

and the hyperplane Hs̃ = {x ∈ NR|s̃>x = 1}.

Qr,s = σr ∩Hs̃

Fix an admissible decomposition of this polyhedron.

Qr,s = Q̃0 ⊕ Q̃1

These summands are lifted to a higher dimensional lattice N := N×Z2 ∼= Zd+4, yielding

the cone σr,s. The summands of Qr,s are embedded at different heights, which results

in a second lifted cone σr,s ⊆ NR. Each vertex ṽ0 of the summand Q̃0 corresponds to

a ray (ṽ0, 1, 0) of σr,s. Similarly, each vertex ṽ1 of Q̃1 corresponds to a ray (ṽ1, 0, 1).

Moreover, the rays z̃ of Qr correspond to the rays (z̃, 0, 0). There exists a surjection

from σr,s to σ and is induced by the following matrix.

φr,s =
(
Id r r s s

)
(4.2)

where Id is the d-dimensional identity matrix.

The cross cuts σs ∩ Ht̃ and σt ∩ Hs̃ yield the polyhedra Qs,t and Qt,s. Observe that

they both have four vertices and one ray, which is indicated by the last row.

Qs,t =



0 0 1 0 0

0 1
3 0 1 0

1 2
3 1 0 0

1 2
3 2 0 0

0 0 0 2 1

1 1 1 1 0


Qt,s =



0 1
3 0 1 0

0 0 1 0 0

1 2
3 1 0 0

1 2
3 2 0 0

0 0 0 2 1

1 1 1 1 0


These polyhedra have a lattice shift as an admissible decomposition. These decomposi-

tions are fixed, which yields a lattice shift over the point (0, 0, 1, 1, 0).

4.1.4 Comparing the cones σr,s and σs,r

If the decompositions P0 ⊕ P1 and Q0 ⊕Q1 of Qr and Qs respectively are compatible,

then there exist cones σ∨r,s and σ∨s,r that are row equivalent. These cones depend on

the choice of the decomposition of Qr,s and Qs,r. The decompositions of Qr,s and Qs,r

should be chosen correctly in order for the equivalence to exist. If a suitable admissible
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decomposition of these lifted polyhedra does not exist, then the initial decompositions

P0 ⊕ P1 and Q0 ⊕Q1 are not compatible.

In our example the lifted cone σs,t is generated by six rays. Its dual cone σ∨s,t is generated

by six rays as well. The rays of both cones are given below.

σs,t =



0 0 0 1 0 0

0 0 1
3 0 1 0

1 0 −1
3 0 −1 0

1 0 −1
3 1 −1 0

0 0 0 0 2 1

1 0 0 0 0 0

0 1 1 1 1 0


σ∨s,t =



0 0 −1 −1 1 0

0 1 −1 −3 0 1

0 0 0 0 0 1

0 0 0 0 0 0

1 0 0 1 0 0

0 0 0 0 0 0

0 0 1 1 0 0


From the construction of the polyhedra Qs,t and Qt,s can easily be seen that the cones

σs,t and σt,s are generated by the same rays, except that the first two rows are swapped.

Thus, the cones σ∨t,s and σ∨s,t are the same up to interchanging the first two rows, which

means that these cones are indeed row equivalent. Therefore the decompositions of Qs

and Qt are compatible.

4.2 The procedure for σ ⊆ Z2

In this section we will elaborate the specific case where d = 2. This is the specific case

where that Ilten elaborates on in [18]. The result that is described in this section is in

line with the results in this article, although derived with a different approach. Being a

2-dimensional cone, σ is embedded in the lattice N ∼= Z2 and the polyhedra Qr and Qs

are line segments. An admissible decomposition is defined according to Definition 2.9.

However, a decomposition of the form Qr = λQr ⊕ (1 − λ)Qr such that 0 < λ < 1 is

said to be a nontrivial admissible decomposition as well.

In order for a line segment to have an admissible decomposition, it has to contain at

least one lattice point. Therefore, the choice for the vectors r for the polytope Qr is

limited. The line segment σ∩{x ∈ R2|r>x = 1} contains a lattice point if and only if r

is a (primitive) vector that is an element of the Hilbert basis of the 2-dimensional cone

σ∨. Thus, from now on we will assume that r ∈ E where E is the Hilbert basis of σ∨.

As one can see, the cross cut is a line segment that is embedded in a 2-dimensional lattice.

There exists a projection such that this line segment is embedded in a 1-dimensional

lattice. As each cross cut contains at least one interior lattice point (as r is a primitive

vector and an element in the Hilbert basis), one can take this lattice point as the origin
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of this projected lattice. The notion of being compatible does not change due to this

projection, it will only simplify the computations.

4.2.1 Constructing the cone σh

Theorem 4.4. Let N ∼= Z2 be the 2-dimensional standard lattice and let M ∼= Z2 be its

dual lattice. Let σ ⊆ NR be a 2-dimensional cone that is generated by two (primitive)

vectors u and v. Without loss of generality one can say that

σ =

(
1 −q
0 n

)

where det(u,v) = n and q, n ∈ Z are relatively prime with 0 ≤ q < n.

Proof. For all primitive generators u = (u1, u2) and v = (v1, v2) there exists a lattice

automorphism mapping u to (1, 0) and v to (−q, n). If the vectors u and v are inde-

pendent, then the matrix σ is invertible. The group GL(2, N) is exactly the set of 2× 2

invertible matrices over the lattice N . Therefore there exists a (not necessarily unique)

lattice automorphism φ : N → N such that φ(u) = (1, 0) and φ(u) = (−q, n), where q

and n with 0 ≤ q < n are relatively prime.

From now on assume that u = (1, 0) and v = (−q, n). The dual cone σ∨ is generated

by two rays.

σ∨ =

(
0 n

1 q

)
Furthermore, since the vectors r and s are elements of the Hilbert basis of σ∨ we are

interested in this Hilbert basis. In the 2-dimensional case the Hilbert basis of σ∨ is

defined as the set of vectors such that every ray in σ∨ is the sum of a nonnegative

multiple of these vectors. Let E = {w0, . . . ,wg+1} be the Hilbert basis of σ∨ such that

w0 = (1, 0) and wg+1 = (n, q). The vectors wi with 1 ≤ i ≤ g can be determined from

the (negative) continued fraction expansion:

n

(n− q)
= a1 −

1

a2 − 1

. . .− 1
ag

.

For more information about this continued fraction expansion, see [2] and [29].

The elements of the Hilbert basis are now obtained from wi−1 + wi+1 = aiw
i for

i = 1, . . . , g.



42 CHAPTER 4. UNEQUAL CROSS CUTS

Remark 5. The cross cut Qr contains at least one interior lattice point and is bounded

if an only if r = wh = (wh1 , w
h
2 ) for some 1 ≤ h ≤ g. This line segment will be denoted

by Qh.

Qr := Qh =

( −q
nwh

2−qwh
1

n
nwh

2−qwh
1

)
,

( 1
wh

1

0

)
Theorem 4.5. Let Qh be the intersection of σ and wh. If 1 < h < g then Qh does not

have lattice endpoints. Moreover, if h ∈ {1, g} then Qh has exactly one lattice endpoint.

Proof. If = 1/wh1 ∈ N then we must have wh1 = 1. This means that wh = (wh1 , w
h
2 ) =

(1, 1) = w1 since 0 < wh2 ≤ wh1 . This gives(
−q/nwh2 − qwh1
n/nwh2 − qwh1

)
=

(
−q/n− q
n/n− q

)
6∈ N.

Moreover, 1
nwh

2−qwh
1

(−q
n

)
∈ N means that nwh2 − qwh1 = 1 since n and q are relatively

prime. This implies that wh = wg. Thus, Qh has exactly one lattice endpoint when

h ∈ {1, g} and no lattice endpoints otherwise.

The polyhedron Q is embedded in N ∼= Z2 and it always has an interior lattice point,

say v ∈ N . Therefore we can create the projected polyhedron Q′h which is embedded in

a lattice of one dimension less, which is referred to as N−(∼= Z). Every point x ∈ Qh is

projected to a specific x ∈ Q′h:

x = v + xr

where r is the vector that is perpendicular to wh (i.e. r = (wh2 ,−wh1 )). In general this

can be captured in the following theorem.

Theorem 4.6. Let Q be a polyhedron that is embedded in an d-dimensional lattice N .

Let v ∈ Q be a lattice vertex. Moreover, let gi ∈ N for i = 1, . . . , d − 1 be vectors such

that v, g1, . . . , gd−1 is a generating set of N . Now Q′ is the projected polyhedron of Q if

for every x ∈ Q there exists a x′ ∈ Q′ such that

x = v +
d−1∑
i=1

x′ig
i. (4.3)

Remark 6. The vertex v ∈ Q is projected to the origin of the lattice (d−1)-dimensional

lattice N− and every lattice point u ∈ N corresponds to a lattice point u′ ∈ N−.

Furthermore, if Q is a polyhedron of dimension d, then there is at least one x ∈ Q such

that Equation 4.3 does not hold true.

As Qh is a line segment and N ∼= Z2 there exists a projected polyhedron Q′h in N− ∼= Z.

From now on, we will simply denote this polyhedron as Qh for readability. Thus Qh is
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seen as the line segment in Z and say Qh = [a, b] where a, b ∈ Q and a < 0 < b. The

end points a and b can be computed explicitly. The projection yields

1

nwh2 − qwh1
(−q, n) = v + a(wh2 ,−wh1 )

a =

−q
nwh

2−qwh
1
− v1

wh2

= − nv1 + qv2

nwh2 − qwh1
(4.4)

(
1

wh1
, 0) = v + b(wh2 ,−wh1 )

b =

1
wh

1
− v1
wh2

=
v2

wh1
. (4.5)

Lemma 4.7. Let

Qh = [a, b] = [a, v]⊕ [0, b− v]

be a decomposition of Qh such that v < b. It is an admissible decomposition if and only

if

1. v ∈ N− and v 6= a, or

2. v 6∈ N− but (b− v) ∈ N−

In the second case v might be equal to a. Note that v = 0 is one of the admissible

decompositions of Qh by construction.

These are all possible admissible decompositions, up to lattice shifts. Although these

lattice shifts are admissible decompositions they will not be taken into consideration in

this chapter, as their decompositions do not differ from the decompositions given here.

Define the extended lattice N+ ∼= Z3 and fix an admissible decomposition [a, v]⊕[0, b−v].

A new cone σh ⊆ N+
R is now constructed.

σh =


a v 0 b− v
1 1 0 0

0 0 1 1


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If v = a then the first two columns are identical, which means that the cone σh has three

extremal rays. The dual cone σ∨h is generated by the following vectors.

σ∨h =


1 −1 0 0

−a v 1 0

0 b− v 0 1

 =


nwh2 − qwh1 −wh1 0 0

nv1 + qv2 vw1 1 0

0 v2 − vw1 0 1

 (4.6)

If v = a then the ray (0, 0, 1) is not an extremal ray of σ∨h . It is however an element of

the Hilbert basis of σ∨h .

The Hilbert basis Eh = {w0
h, . . . ,w

g+1
h , w̃h

h} of σ∨h consists of g + 3 vectors, with w0
h =

(−wh1 , vwh1 , v2−vwh1 ), wg+1
h = (nwh2 − qwh1 , nv1 + qv2, 0) and w̃h

h = (0, 0, 1). There exists

a surjection φh such that φh(wi
h) = wi for i = 0, . . . , g + 1 and φh(w̃h

h) = wh. This

mapping is induced by the following matrix:

φh =

(
v2 wh1 wh1

−v1 wh2 wh2

)
(4.7)

where v = (v1, v2) ∈ N is the lattice point that is projected to the origin.

Example.

The statements in this section will be illustrated with an example. Let n = 4 and q = 1

and determine the corresponding cones σ and σ∨.

σ =

(
1 −1

0 4

)
σ∨ =

(
0 4

1 1

)

The continued fraction expansion for n
n−q gives us the factors {a1, . . . , ag} which are

used to determine the Hilbert basis for σ∨.

n

n− q
=

4

3
= 2− 1

2− 1
2

Therefore {a1, a2, a3} = {2, 2, 2} and

2w1 = (0, 1) +w2

2w2 = w1 +w3

2w3 = w2 + (4, 1)

which results in {w0,w1,w2,w3,w4} = {(0, 1), (1, 1), (2, 1), (3, 1), (4, 1)}. This is indeed

the Hilbert basis of σ∨. Fix r = w1 = (1, 1). This results in the cross cut Qh = Q1:

Q1 = σ ∩H1 =

[
(
−1

3
,
4

3
), (1, 0)

]
→ [−1

3
, 1]
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σv

Figure 4.4: The dual cone σ∨ with its Hilbert basis.

This line segment has a unique admissible decomposition.

Q1 = [−1

3
, 0]⊕ [0, 1] (4.8)

= +

Figure 4.5: The admissible Minkowski decomposition of Q1.

This leads to the cone σ1 and its dual cone σ∨1 .

σ1 =


−1
3 0 0 1

1 1 0 0

0 0 1 1

 σ∨1 =


3 −1 0 0

1 0 1 0

0 1 0 1

 (4.9)

The Hilbert basis of σ∨1 is given by the columns of E1.

E1 =


−1 0 1 2 3 0

0 1 1 1 1 0

1 0 0 0 0 1



The matrix φ1 =

(
1 1 1

0 1 1

)
now induces the surjection E1 → E : φ1(w̃) = w where E

is the Hilbert basis of σ∨. Moreover, Figure 4.6 shows how to obtain the original cone

σ from σ1.

4.2.2 Determining the cross cut Qhk

In order to construct the lifted polyhedron Qr,s = Qhk we are interested in a vector

w̃k ∈ Eh such that φh(w̃k) = w̃k where Eh is the Hilbert basis of the cone σ∨h .



46 CHAPTER 4. UNEQUAL CROSS CUTS

(0,0,0)

(-1/3,1,0)

(0,1,0)

(0,0,1)
(1,0,1)

φ(σ)

σ1

Figure 4.6: The intersection of σ1.

Theorem 4.8. Let Qh be a polyhedron in N− defined as the cross cut of σ and wh. For

every k 6= h and 1 ≤ k ≤ g there exists a unique w̃k in the Hilbert basis Eh of Qh and

the cross cut Qhk is uniquely determined.

Proof. From Theorem 4.3 we know that there exists a vector w̃k ∈ σ∨h ∩M+. To see that

this vector yields a unique cross cut Qhk we will construct this vector. The matrix φh has

(0, 1,−1) as its nullspace. Furthermore, for the vector (wk1w
h
2 − wk2wh1 , v1wk1 + v2w

k
2 , 0)

we have

φh
(
(wk1w

h
2 − wk2wh1 , v1wk1 + v2w

k
2 , 0)

)
= wk.

Thus,

w̃k = (wk1w
h
2 − wk2wh1 , v1wk1 + v2w

k
2 , 0) + α(0, 1,−1)

for some α ∈ Z.

Now distinguish two cases, namely h < k and k < h. First, let h < k. The cone is

generated by the rays described in 4.6. Observe that

φh
(
(0, 1, 0)

)
= wh and

φh
(
(nwh2 − qwh1 , nv1 + qv2, 0)

)
= wg+1

where φh is as described in 4.7. An immediate result is that (wk1w
h
2 − wk2wh1 , v1wk1 +

v2w
k
2 , 0) ∈ σ∨h , which means that α = 0.

Consider the situation where h > k which means that (wk1w
h
2 −wk2wh1 , v1wk1 + v2w

k
2 , 0) 6∈

σ∨h is not an element of the Hilbert basis Eh. For the generators of σh we get

(0, 0, 1)>w̃k = −α ≥ 0

(b− v, 0, 1)>w̃k = ( v2
wh

1
− v)(wk1w

h
2 − wk2wh1 )− α ≥ 0

= −v(wk1w
h
2 − wk2wh1 ) +

wk
1

wh
1
v2w

h
2 − v2wk2 − α ≥ 0

= −v(wk1w
h
2 − wk2wh1 )− (v1w

k
1 + v2w

k
2) +

wk
1

wh
1
− α ≥ 0

(v, 1, 0)>s̃ = v(wk1w
h
2 − wk2wh1 ) + (v1w

k
1 + v2w

k
2) + α ≥ 0.
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This yields

−v(wk1w
h
2 − wk2wh1 )− (v1w

k
1 + v2w

k
2) ≤ α ≤ −v(wk1w

h
2 − wk2wh1 )− (v1w

k
1 + v2w

k
2) +

wk1
wh1

.

For h > k the fraction
wk

1

wh
1

is less than 1 and therefore there is a unique α such that it is

a lattice point. This α ∈ N− is defined as

α =


0 if h < k

−v(wk1w
h
2 − wk2wh1 )− (v1w

k
1 + v2w

k
2) if h > k and v ∈ N−

wk
1

wh
1
− v(wk1w

h
2 − wk2wh1 )− (v1w

k
1 + v2w

k
2) if h > k and v 6∈ N−

and Theorem 4.8 is proven.

The polyhedron Qhk is determined from the cone σh and w̃k ∈ σ∨h ∩M+.

Qhk = σh ∩Hw̃k

=


a v 0 b− v
1 1 0 0

0 0 1 1

 ∩ {x ∈ N+
R |w̃

k>x = 1}

We have w̃k = (wk1w
h
2 −wk2wh1 , v1wk1 + v2w

k
2 , 0) + α(0, 1,−1) with α ∈ N− as defined in

Theorem 4.8.

For readability we will denote

β = (wk1w
h
2 − wk2wh1 ).

The construction of this projection is described in the following section. The polyhedron

Qhk is embedded in the lattice N+. However, there exists a projection polyhedron Q′hk

in N as described in Theorem 4.6.

4.2.2.1 Determining Qhk for h < k.

First consider the case where h < k which means that α = 0, and therefore

w̃k = (β, v1w
k
1 + v2w

k
2 , 0).

In this case (0, 0, 1)>w̃k = 0 while a>w̃k 6= 0 for the generators a 6= (1, 0, 0) of Qh.

Hence Qhk is a polyhedron built from one ray and three vertices. The vertices of Qhk
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are a

w̃k>
a

for the generators a 6= (1, 0, 0) of σh.

Qhk =


− nv1+qv2
nwk

2−qwk
1

v
vβ+v1wk

1+v2w
k
2

1
β 0

nwh
2−qwh

1

nwk
2−qwk

1

1
vβ+v1wk

1+v2w
k
2

0 0

0 0 − 1
(v− v2

wh
1

)β
1

1 1 1 0

 (4.10)

The last column represents the ray of the polyhedron. The polyhedron consists of two

bounded edges combined with one ray. Moreover, the lattice vertex u = (
1−(v1wk

1+v2w
k
2 )

β , 1, 0)

is a vertex on the boundary of the polyhedron. This vertex is always a lattice point by

construction, and from the following computation we know that it lies on the boundary

of the polyhedron.

(
1− (v1w

k
1 + v2w

k
2)

β
, 1, 0)>w̃k = (1− (v1w

k
1 + v2w

k
2)) + v1w

k
1 + v2w

k
2)

= 1

where w̃k is taken as above. Taking the lattice vertex u as the projection vertex and

the vectors (v1w
k
1 + v2w

k
2 ,−β, 0) and (0, 0, 1) as generators yields the polyhedron Q′hk in

N ∼= Z2.

This gives
− nv1+qv2
nwk

2−qwk
1
− 1−(v1wk

1+v2w
k
2 )

β

nwh
2−qwh

1

nwk
2−qwk

1
− 1

0

 = x1


v1w

k
1 + v2w

k
2

−β
0

+ x2


0

0

1


for the first vertex of Qhk. From this equation we see that this vertex is projected to

x = (x1, x2) with

x2 = 0 and

x1 =
1

β
(1− nwh2 − qwh1

nwk2 − qwk1
).

For the second vertex we can derive the projection as well:
v

vβ+v1wk
1+v2w

k
2
− 1−(v1wk

1+v2w
k
2 )

β

1
vβ+v1wk

1+v2w
k
2
− 1

0

 = x1


v1w

k
1 + v2w

k
2

−β
0

+ x2


0

0

1

 thus

x2 = 0 and

x1 =
1

β
(1− 1

vβ + v1wk1 + v2wk2
).
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The third vertex becomes
1
β −

1−(v1wk
1+v2w

k
2 )

β

−1

− 1
β(v− v2

wh
1

)

 = x1


v1w

k
1 + v2w

k
2

−β
0

+ x2


0

0

1

 thus

x2 = − 1

β(v − v2
wh

1
)

and

x1 =
1

β
.

Thus, the projected polyhedron is described as:

Q′hk =


1
β (1− nwh

2−qwh
1

nwk
2−qwk

1
) 1

β (1− 1
vβ+v1wk

1+v2w
k
2
) 1

β 0

0 0 − 1
(v− v2

wh
1

)β
1

1 1 1 0

 . (4.11)

4.2.2.2 Determining Qhk for h > k.

Now determine Qhk for k < h. There are two options for α 6= 0. First consider the

decomposition of Qh as a decomposition of the first category as described in Lemma 4.7

which means that v ∈ N . Thus α = −vβ − (v1w
k
1 + v2w

k
2) ∈ Z. The cross cut Qhk is

computed as the intersection of σh and

w̃k = (β, v1w
k
1 + v2w

k
2 , 0) + α(0, 1,−1) (4.12)

with α = −vβ − (v1w
k
1 + v2w

k
2) and v ∈ N .

Now w̃k>a > 0 for the rays of σh that are not equal to (v, 1, 0) and w̃k>(v, 1, 0) =

0. Hence, again Qhk consists of three vertices a

w̃k>
a

and one ray. Like the previous

polyhedron, it consists of two bounded edges and one ray.

Qhk =


a

β(a−v) 0 (b− v)
wh

1

wk
1

v

1
β(a−v) 0 0 1

0 1
vβ+v1wk

1+v2w
k
2

wh
1

wk
1

0

1 1 1 0

 (4.13)

Here, a and b are as defined in Equations (4.4) and (4.5). If α is equal to 1, then

the center vertex (0, 0,− 1
α) is a lattice point, hence it can be taken as the vertex u in

Equation 4.7. Otherwise there exists a λ such that λα ∈ N and − 1
α + λβ ∈ N . This

gives a lattice point

u = (0, 0,− 1

α
) + λ(α, 0, β)
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that is contained in a bounded edge of the polyhedron. Taking g1 = (−α, 0,−β) and

g2 = (v, 1, 0) as generators, yields the projection of the vertices.

The first vertex is determined by the following.
a

β(a−v) − λα
1

β(a−v)
1
α − λβ

 = x1


−α
0

−β

+ x2


v

1

0


x2 =

1

β(a− v)

x1 = λ− 1

αβ

The second vertex is retrieved by:
−λα

0

− 1
vβ+v1wk

1+v2w
k
2

+ 1
α − λβ

 = x1


−α
0

−β

+ x2


v

1

0


x2 = 0

x1 = λ

The third vertex is obtained from the following description.
(b− v)

wh
1

wk
1
− λα

0
wh

1

wk
1

+ 1
α − λβ

 = x1


−α
0

−β

+ x2


v

1

0


x2 = 0

x1 = λ− 1

β
(
wh1
wk1

+
1

α
)

Therefore, the polyhedron is projected to the polyhedron:

Q′hk =


λ− 1

αβ λ λ− 1
β (

wh
1

wk
1

+ 1
α) 0

1
β(a−v) 0 0 1

1 1 1 0

 . (4.14)

Finally the third option for the polyhedron Qhk has again k < h but now α = −vβ −
(v1w

k
1 + v2w

k
2) +

wk
1

wh
1

. This gives

w̃k = (β,−vβ +
wk1
wh1

, vβ + v1w
k
1 + v2w

k
2 −

wk1
wh1

) (4.15)
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The polyhedron Qhk consists of two bounded edges (three vertices) and one ray:

Qhk =



a

β(a−v)+
wk
1

wh
1

v
wh

1

wk
1

0 b− v

1

β(a−v)+
wk
1

wh
1

wh
1

wk
1

0 0

0 0 − 1
α 1

1 1 1 0


. (4.16)

Observe that v = a indeed yields that the first vertex is the same as the second vertex

of Qhk. The vertex (v
wh

1

wk
1
,
wh

1

wk
1
, 0) is a lattice vertex by definition, and therefore it can be

taken as u for the projection. Together with generators (v − β w
k
1

wh
1
, 1, 0) and (b− v, 0, 1)

we can compute the new vertices. The first vertex gives:
a

β(a−v)+
wk
1

wh
1

− vw
h
1

wk
1

1

β(a−v)+
wk
1

wh
1

− wh
1

wk
1

0

 = x1


v − β w

k
1

wh
1

1

0

+ x2


b− v

0

1


x2 = 0

x1 =
1

β(a− v) +
wk

1

wh
1

− wh1
wk1

.

By definition, the second vertex is mapped to 0. The third vertex is mapped to:
−vw

h
1

wk
1

−wh
1

wk
1

− 1
α

 = x1


v − β w

k
1

wh
1

1

0

+ x2


b− v

0

1


x2 = − 1

α

x1 = −w
h
1

wk1
.

This yields the following polyhedron.

Q′hk =


1

β(a−v)+
wk
1

wh
1

− wh
1

wk
1

0 −wh
1

wk
1

0

0 0 − 1
α 1

1 1 1 0

 (4.17)

Example.

To continue with Example 4.2.1 fix w2 = (2, 1). From h = 1 < 2 = k we know

w̃2 = (β, v1w
k
1 + v2w

k
2 , 0) = (1, 1, 0).
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The intersection of σ1 =


−1
3 0 0 1

1 1 0 0

0 0 1 1

 and Hw̃2 results in Qhk = Q12.

Q12 = σ1 ∩Hw̃2

=


−1

2 0 1 0
3
2 1 0 0

0 0 1 1

1 1 1 0


In order to construct the projected polyhedron Q′h, consider the lattice point u =

(
1−(v1wk

1+v2w
k
2 )

β , 1, 0) = (0, 1, 0). This is the center vertex of the polyhedron Q12. The

projection can now be derived from the generators (1,−1, 0) and (0, 0, 1).

Q′12 =


−1

2 0 1 0

0 0 1 1

1 1 1 0

 (4.18)

The next step is to compute the polyhedron Q′21. First determine Q′2 and all its admis-

sible decompositions.

Q2 =

(
1
2 −1

2

0 2

)
→ [−1

2
,
1

2
] (4.19)

= [−1

2
, 0]⊕ [0,

1

2
] (4.20)

=

(
−1

2

2

)
⊕ [0, 1] (4.21)

= +
= +

Figure 4.7: The admissible Minkowski decompositions of Q2.

Consider the decomposition given in 4.20. The cone corresponding to this decomposition

is denoted by σ12.

σ12 =


−1

2 0 0 1
2

1 1 0 0

0 0 1 1

 and σ1∨2 =


2 0 0 −2

1 1 0 0

0 0 1 1


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Furthermore,

α = vβ − (v1w
k
1 + v2w

k
2)

= −1

and therefore

w̃1 = (β, v1w
k
1 + v2w

k
2 , 0) + α(0, 1,−1)

= (−1, 1, 0)− 1(0, 1,−1)

= (−1, 0, 1).

The polyhedron Q1
21 is the intersection of σ12 and the hyperplane corresponding to this

w̃1.

Q1
21 =


−1 0 1 0

2 0 0 1

0 1 2 0

1 1 1 0


By taking

u = (0, 0,− 1

α
) + λ(α, 0, 1) = (0, 0, 1)

together with generators (1, 0, 1) and (0, 1, 0) this polyhedron can be described in the

two-dimensional lattice N .

Q1
21 =


−1 0 1 0

2 0 0 1

1 1 1 0

 (4.22)

4.2.3 Constructing the cone σhk and check compatibility

If there exists an admissible decomposition of the polyhedron Qhk ∈ N then its sum-

mands can be embedded in N+
R
∼= R3.

The cone σhk ⊆ N+
R can be constructed from this embedding. The polyhedron Qhk is

built from three vertices and one ray.

Qhk =

(
v0 v1 v2 r

1 1 1 0

)

Assume that v1 is the center vertex, so [v0,v1] and [v1,v2] are the bounded edges of

Qhk. The vertex vi might be, but not necessarily is, a lattice point.

There are three different descriptions for Qhk possible, which all yield a different de-

scription of the cone σhk.
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First consider the description given in (4.10), where h < k and α = 0. The vertices are

v0 =

(
1

β
(1− nwh2 − qwh1

nwk2 − qwk1
), 0

)
v1 =

(
1

β
(1− 1

vβ + v1wk1 + v2wk2
), 0

)
and

v2 =

(
1

β
,

−1

(v − v2
wh

1
)β

)

The fact that h < k implies that β > 0 and therefore the edge [v1,v2] does not have

interior lattice points. This directly follows from the first entry of both vertices. Thus,

an admissible decomposition of Qhk can be described as

Qhk =

(
v0 u r

1 1 0

)
⊕

(
0 v1 − u v2 − u r

1 1 1 0

)
(4.23)

where u ∈ (v0,v1] is a lattice point. If the center vertex v1 is a lattice point and there

exists a lattice point u 6= v1 then there is another admissible decomposition:

Qhk =

(
v0 u u− v1 + v2 r

1 1 1 0

)
⊕

(
0 v1 − u r

1 1 0

)
(4.24)

For the other two descriptions of Qhk that are given in (4.13) and (4.16) we have that

h > k and α 6= 0. Take α = −(v1w
k
1 + v2w

k
2) and consider the bounded edges of the

polyhedron, that can be described by the following vertices:

v0 =

(
1

αβ
− λ, 1

β(a− v)

)
v1 = (−λ, 0) and

v2 =

(
1

β
(
wk1
wh1

+
1

α
)− λ, 0

)
.

The center vertex is v1 and the bounded edge [v0,v1] does not have an interior lattice

point. This can be seen from the first entries of v0 and v1 and the fact that 0 > α ∈ Z.

Therefore any admissible Minkowski decomposition of Qhk is induced by a lattice point

u ∈ [v1,v2).

Qhk =

(
v0 v1 u r

1 1 1 0

)
⊕

(
0 v2 − u r

1 1 0

)
(4.25)

Furthermore, if the vertex v1 is a lattice point and there exists a lattice point u 6= v1

then there is another admissible decomposition:

Qhk =

(
v0 v1 v1 − u+ v2 r

1 1 1 0

)
⊕

(
0 u− v1 r

1 1 0

)
(4.26)
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For the polyhedron Qhk with h > k and α =
wk

1

wh
1
− (v1w

k
1 + v2w

k
2) ∈ Z the center vertex

is v1 = (0, 0). Furthermore,

v0 =

 1

β(a− v) +
wh

1

wk
1

, 0


v2 =

(
−w

k
1

wh1
,− 1

α

)

As h > k we know that
wk

1

wh
1
< 1 which tells us that the edge [v1,v2] does not have

an interior lattice point. An admissible decomposition for this description of Qhk is

therefore induced by a lattice point u ∈ (v0,v1]. The decomposition and the cone σhk

is equivalent to the description in 4.23 and when applicable 4.24.

If for the decomposition of Qh we have that v = a then the decomposition of Qhk consists

of one bounded edge, as this results in v0 = v1. This bounded edge does not have any

interior lattice points, which confirms the fact that there does not exist an admissible

decomposition for this polyhedron for h 6= k.

Theorem 4.9. A polytope Qh has an admissible decomposition with v = a if and only

if wh1 = nwh2 − qwh1 . Moreover, if such a decomposition exists, then there does not exist

a wk with k 6= h with 0 < k < g such that Qk has an admissible decomposition with

v = a.

Proof. In order for a ⊕ [0, b − a] to be an admissible decomposition, the line segment

[a, b] has to have integral length. Thus,

1

wh1
+

q

nwh2 − qwh1
=

nwh2
wh1 (nwh2 − qwh1 )

∈ Z and

n

nwh2 − qwh1
∈ Z .

An immediate result is that wh1 |n. Moreover, it means that either nwh2 − qwh1 |wh1 or

wh1 |nwh2 − qwh1 . Let x ∈ Z be an integer such that xwh1 = n. The first case yields

nwh2 − qwh1 | wh1

xwh1w
h
2 − qwh1 | wh1

(xwh2 − q)wh1 | wh1

which implies that nwh2 − qwh1 = wh1 .

In the second case we have that wh1 |(xwh2 − q)wh1 . Let y ≥ 1 be an integer such that
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nwh2 − qwh1 = ywh1 . This yields

xwh2 − q = y

xwh2 = q + y.

Thus, x|n and x|q + y. From the fact that n
nwh

2−qwh
1
∈ Z we know that n

ywh
1

= x
y is a

lattice point, and therefore y|x. This yields y|n and y|q+ y, and therefore y|q. The fact

that q and n are relatively prime yields y = 1.

This means that Qh has integral length if and only if nwh2 − qwh1 = wh1 . The next thing

to prove is that if there exists a wh such that nwh2 − qwh1 = wh1 , then this wh is unique

in the Hilbert basis of σ∨. To see this, let wh be the smallest element of E such that

wh1 = nwh2 − qwh1 . For every wk with k > h we know that wk1 > wh1 and wk2 ≥ wh2 .

Moreover, nwh2 − qwh1 > nwk2 − qwk1 . Thus,

nwk2 − qwk1 < nwh2 − qwh1 = wh1 < wk1 .

This shows that if there exists a wh with 0 < h < g such that wh1 = nwh2 − qwh1 , then

this vector is unique. Therefore we can conclude that an admissible decomposition of

Qh such that v = a is not compatible with any other admissible decomposition of Qk

with k 6= h.

Example.

To continue with the example, decompose the polyhedra Q12 and Q1
21. First consider

Q12 =


−1

2 0 1 0

0 0 1 1

1 1 1 0

 .

Its bounded edges do not have any interior lattice points. Hence there is only one

admissible decomposition with u = v1 = (0, 0).

Q12 =


−1

2 0 0

0 0 1

1 1 0

⊕


0 1 0

0 1 1

1 1 0


Now consider Q1

21. It is a polyhedron of the second form with α = −(v1w
k
1 + v2w

k
2) =

= +

Figure 4.8: Minkowski decomposition of Q12.
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−1. The bounded edges do not have interior vertices, which yields a unique admissible

decomposition with u = v1 = (0, 0).

Q1
21 =


−1 0 1 0

2 0 0 1

1 1 1 0



=


−1 0 0

2 0 1

1 1 0

⊕


0 1 0

0 0 1

1 1 0


The third polyhedron Q2

21 is a line segment with no interior lattice points combined with

= +

Figure 4.9: Minkowski decomposition of Q1
21.

one ray. According to the definition of admissibility, there does not exist an admissible

decomposition of Q2
21, which means that it can not be lifted in order to obtain cone σ221.

The computations of the admissible decompositions result in the cones σ12, σ
∨
12.

σ12 =


−1

2 0 0 1 0

0 0 0 1 1

1 1 0 0 0

0 0 1 1 0

 σ∨12 =


−1 2 −1 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1


Similarly, the cones σ121 and σ1∨21 can be computed from the polyhedron Q1

21.

σ121 =


−1 0 0 1 0

2 0 0 0 1

1 1 0 0 0

0 0 1 1 0

 σ1∨21 =


−1 2 1 0 0 0

0 1 0 1 0 0

0 0 1 0 1 0

1 0 0 0 0 1


There exists a morphism between the cones σ12 and σ121. The matrix φ12 defines this

morphism such that the matrix σ∨21 can be written as φ12σ
∨
12.

φ12 =


1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0

 (4.27)
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This means that there exists a common refinement for the cross cuts Q1 and Q2 with

the corresponding decompositions.

4.3 More results for the example with (n, q) = (4, 1)

In the example of the previous section we showed that the first decomposition of cross cut

Q2 is compatible to the unique decomposition of Q1. In this section all decompositions

of the cross cuts Q1, Q2 and Q3 are compared. This is done via the procedure which is

described in the previous section.

4.3.1 Are the decompositions of Q1 and Q3 compatible?

4.3.1.1 Decomposing and lifting Q13

In this case wh = (1, 1) and wk = (3, 1). This gives α = 0 and w̃3 = (2, 1, 0) .The

polytope Q1 has a unique decomposition and the corresponding cone σ1 is computed in

the previous section and described in (4.9). The intersection of σ1 and Hw̃3 = {x ∈
R3|w̃3>x = 1} yields the polyhedron Q13.

Q13 = σ1 ∩Hw̃3

=


−1

3 0 0 1

1 1 0 0

0 0 1 1

 ∩Hw̃3

=


−1 0 1

2 0

3 1 0 0

0 0 1
2 1

1 1 1 0

→

−1 0 1

2 0

0 0 1
2 1

1 1 1 0


where the generators (1,−2, 0) and (0, 0, 1) impose the projection. There is one admis-

sible decomposition of Q13, as the edges do not have any interior lattice points. This

decomposition is 
−1 0 0

0 0 1

1 1 0

⊕


0 1
2 0

0 1
2 1

1 1 0

 .
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The polytope Q13 gives the σ13.

σ13 =


−1 0 0 1

2 0

0 0 0 1
2 1

1 1 0 0 0

0 0 1 1 0

 σ∨13 =


−1 1 −2 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1



4.3.1.2 Decomposing and lifting Q31

Now consider w3 = (3, 1) and determine the polyhedron which is the intersection of the

hyperplane from w3 and σ. This yields

Q3 =

(
1
3 −1

0 4

)
→ [−1,

1

3
]

= [−1, 0]⊕ [0,
1

3
]. (4.28)

The projection is imposed by the generators (0, 1) and (1,−3). The given decomposition

is the only admissible decomposition of Q3. These summands yield the cone σ3.

σ3 =


−1 0 0 1

3

1 1 0 0

0 0 1 1


The decomposition is of the first category and therefore

w̃1 = (β,−vβ, vβ + v1w
k
1 + v2w

k
2)

= (w1
1w

3
2 − w1

2w
3
1, 0, v1w

1
1 + v2w

1
2)

= (1− 3, 0, 1) = (−2, 0, 1).

The intersection with σ3 and w̃1 results in polyhedron Q31. It has a unique admissible

decomposition.

Q31 =


−1

2 0 1 0
1
2 0 0 1

0 1 3 0

1 1 1 0

→

−1

2 0 1 0
1
2 0 0 1

1 1 1 0



=


−1

2 0 0
1
2 0 1

1 1 0

⊕


0 1 0

0 0 1

1 1 0


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The vectors (1, 0, 2) and (0, 1, 0) are the generators for the projection. This unique

decomposition gives the following cone σ31.

σ31 =


−1

2 0 0 1 0
1
2 0 0 0 1

1 1 0 0 0

0 0 1 1 0

 σ∨31 =


−1 1 2 0 0 0

0 1 0 1 0 0

0 0 1 0 1 0

1 0 0 0 0 1



4.3.1.3 Comparing the cones σ13 and σ31

There exists a matrix φ13 which maps the generators of σ13 to the generators of σ31.

φ =


1 0 0 2

0 0 1 0

0 0 0 1

0 1 0 0


The existence of such a matrix shows that the two original decompositions of Q1 and Q3

are compatible. This matrix is defined by the mapping matrices that maps the vectors

of σhk to σ: (
(1, 0) wh wk wk

)
(4.29)

where (1, 0) is a vector in the Nullspace of v which is the vertex ofQh ∈ N that represents

the origin in the projection of the polyhedron. One can see that φ13 defines a mapping

between the two matrices.

(
1 3 1 1

0 1 1 1

)
1 0 0 2

0 0 1 0

0 0 0 1

0 1 0 0

 =

(
1 1 3 3

0 1 1 1

)

Hence, the equivalency of the cones σ∨13 and σ∨31 confirms the compatibility of the

(unique) decompositions of Q1 and Q3.

4.3.2 Are the decompositions of Q2 and Q3 compatible?

4.3.2.1 Decomposing and lifting Q23

The polyhedron Q2 has two admissible decompositions. The second decomposition is of

the last category with v = a. According to Section 4.2.3 this leads to a polyhedron Q23

which does not have an admissible decomposition. Therefore the only decomposition of

Q2 that will be treated is given in 4.20.
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The cone σ2 is determined in the previous section. Furthermore α = 0 yields w̃3 =

(1, 1, 0). The cross cut of σ2 and w̃3 yields the polyhedron Q23 which has a unique

admissible decomposition.

Q23 =


−1

2 0 0 1
2

1 1 0 0

0 0 1 1

 ∩Hw̃3

=


−1 0 1 0

2 1 0 0

0 0 2 1

1 1 1 0

→

−1 0 1 0

0 0 2 1

1 1 1 0



=


−1 0 0

0 0 1

1 1 0

⊕


0 1 0

0 2 1

1 1 0


The lifted cone σ123is generated by the following rays.

σ123 =


−1 0 0 1 0

0 0 0 2 1

1 1 0 0 0

0 0 1 1 0

 σ1∨23 =


−2 1 −1 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1



4.3.2.2 Decomposing and lifting Q32

The next step is to follow the same procedure for Qs = Q3. The cone σ3 is computed in

Section 4.3.1.2. From α = −vβ− (v1w
k
1 + v2w

k
2) = −1 one can compute w̃1 = (−1, 0, 1).

The cross cut yields the polyhedron Q32 which has a unique admissible decomposition.

Q32 =


−1 0 0 1

3

1 1 0 0

0 0 1 1

 ∩Hw̃1

=


−1 0 1

2 0

1 0 0 1

0 1 3
2 0

1 1 1 0

→

−1 0 1

2 0

1 0 0 1

1 1 1 0



=


−1 0 0

1 0 1

1 1 0

⊕


0 1
2 0

0 0 1

1 1 0


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This determines cone σ32.

σ32 =


−1 0 0 1

2 0

1 0 0 0 1

1 1 0 0 0

0 0 1 1 0

 σ∨32 =


−2 1 1 0 0 0

0 1 0 1 0 0

0 0 1 0 1 0

1 0 0 0 0 1



4.3.2.3 Comparing the cones σ123 and σ32

The same conclusion can be drawn as for the cones σ121 and σ12. The first decomposition

of Q2 is compatible to the unique decomposition of Q3, but the second decomposition

of Q2 is not.The mapping matrix is described as below:

φ =


1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0

 .

4.3.3 Conclusion

To validate these answers, we go back to the original starting point, where this problem

is described with Deformation theory and toric varieties. One can varify that a different

approach does not lead to different results, as we see from [18]. This gives more insight

in the problem that can be used in further research.



Chapter 5

example (−q, n) = (−3, 8)

5.1 The construction of σ

Let N,M ∼= Z2 be dual lattices. Now consider the example with (n, q) = (8, 3). Consider

the cones that are generated by the following matrices.

σ =

(
1 −3

0 8

)
σ∨ =

(
0 8

1 3

)

The Hilbert basis of σ∨ is computed from the continued fraction expansion of n
n−q .

{w0, . . . ,wg+1} =
{(

0
1

)
,
(
1
1

)
,
(
2
1

)
,
(
5
2

)
,
(
8
3

)}
Each cross cut Qi = σ ∩ Hi yields a polytope for i = 1, . . . , 3. This polytope is a line

segment embedded in N . In this section the compatibility of all possible decompositions

of polytopes Qi is verified, using the procedure described earlier.

5.2 The cross cuts and their decompositions

w¹

σ

w³ w²
H

HH

Figure 5.1: Cone σ and the intersections Q1, Q2 and Q3
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First determine the cross cuts Q1, Q2 and Q3. Figure 5.1 shows the cone σ and these

intersections. The line sement Q1 has a unique decomposition.

Q1 =

(
1 −3

5

0 8
5

)
→ [−3

5
, 1]

= [−3

5
, 0]⊕ [0, 1] (5.1)

= +

Figure 5.2: Decomposition of Q1

Now consider the polytope derived fromw2 = (2, 1). It does not have a unique admissible

decomposition, but four of them which are given below.

Q2 =
(
− 3

2
1
2

4 0

)
→ [−3

2
,
1

2
]

= [−3

2
,−1

2
]⊕ [0, 1] (5.2)

= [−3

2
, 0]⊕ [0,

1

2
] (5.3)

= [−3

2
,−1]⊕ [0,

3

2
] (5.4)

= {−3

2
} ⊕ [0, 2] (5.5)

= +

= +

= +

= +

Figure 5.3: the decompositions of Q2

Similarly, the unique decomposition of Q3 can be determined.

Q3 =
(

1
5
−3

0 8

)
→ [−1,

3

5
]

= [−1, 0]⊕ [0,
3

5
] (5.6)
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= +

Figure 5.4: Decomposition of Q3

5.3 Are the decompositions of Q1 and Q2 compatible?

The first decompositions that are treated are those of polytopes Q1 and Q2. The first

polytope has a unique decomposition which is given in Equation 5.2. This decomposition

is lifted and embedded in N = N × Z2 yielding the cone σ12 ⊂ N and its dual cone

σ∨12 ⊂ M . On the other hand, Q2 has more than one admissible decomposition. These

decompositions are treated separately. Finally the cone σ∨12 is compared with the cones

σi∨21 to verify the compatibility.

5.3.1 Compute Q12

The decomposition of Q1 is given in Equation 5.2. The lifted cone σ1 can be determined

from this decomposition, together with its dual cone σ∨1 .

σ1 =


−3

5 0 0 1

1 1 0 0

0 0 1 1

 σ∨1 =


5 0 −1 0

3 1 0 0

0 0 1 1


Now φ1 induces a mapping such that φ1(w

i
1) = wi for all i = 0, . . . , 4 where wi

1 ∈ σ∨1 is

an element of the Hilbert basis E1 and wi is an element of the Hilbert basis of σ∨ .

φ1 =

(
1 1 1

0 1 1

)

Moreover, the Hilbert basis of σ∨1 consists of the columns (w0
1, . . . ,w

4
1, w̃

1
1) of matrix E1

such that w̃1
1 maps to w1.

E1 =


−1 0 1 3 5 0

0 1 1 2 3 0

1 0 0 0 0 1


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The cross cut of σ1 with w2
1 = (1, 1, 0) yields the following polyhedron and the corre-

sponding decompositions. The first two decompositions are as described in 4.23 and the

latter one is admissable as the vertex v1 = (0, 0, 1) is a lattice point.

Q12 =


−3

2 0 1 0
5
2 1 0 0

0 0 1 1

1 1 1 0

→

−3

2 0 1 0

0 0 1 1

1 1 1 0



=


−3

2 0 0

0 0 1

1 1 0

⊕


0 1 0

0 1 1

1 1 0

 (5.7)

=


−3

2 −1 0

0 0 1

1 1 0

⊕


0 1 2 0

0 0 1 1

1 1 1 0

 (5.8)

=


−3

2 −1 0 0

0 0 1 1

1 1 1 0

⊕


0 1 0

0 0 1

1 1 0

 (5.9)

= +

= +

= +

Figure 5.5: Polyhedron Q12
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There exist three admissible decompositions of polyhedron Q12 which are given above.

These decompositions lead to three different cones σ12.

σ112 =


−3

2 0 0 1 0

0 0 0 1 1

1 1 0 0 0

0 0 1 1 0

 σ1∨12 =


−1 2 −1 0 0 0

1 0 0 1 0 0

0 3 0 0 1 0

0 0 1 0 0 1



σ212 =


−3

2 −1 0 1 2 0

0 0 0 0 1 1

1 1 0 0 0 0

0 0 1 1 1 0

 σ2∨12 =


−1 2 −1 0 0 0

1 0 0 1 0 0

−1 3 −1 0 1 0

1 0 2 0 0 1



σ312 =


−3

2 −1 0 0 1 0

0 0 1 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0

 σ3∨12 =


−1 2 −1 0 0 0

1 0 0 1 0 0

−1 3 0 0 1 0

1 0 1 0 0 1


The dual cones σi∨12 all have their Hilbert basis Ei12 which maps to E using the matrix

φ12, which does not depend on the decomposition.

φ12 =

(
1 1 2 2

0 1 1 1

)

5.3.2 Compute Q21

The same procedure is followed to compute σ21. The polytope Q2 has more than one

admissible decomposition. A first remark is that the fourth decomposition is a decom-

position such that v = a and therefore it is not compatible with the decomposition

of Q1. For the other decompositions it is not straightforward to see whether they are

compatible to Q1, thus the cones σ21 are computed for the other three admissible de-

compositions of Q2. The morphisms φ2 and φ21 do not depend on the choice of the

decomposition, but are the same for all decompositions.

φ2 =

(
1 2 2

0 1 1

)

φ21 =

(
1 2 1 1

0 1 1 1

)
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First consider the decomposition described in Equation 5.2. It yields cone σ12, where the

upper indicator stands for the choice of the decomposition.

σ12 =


−3

2 −1
2 0 1

1 1 0 0

0 0 1 1

 σ1∨2 =


−1 −2 3 0

0 −1 2 0

1 2 0 1


The vertex v = (−1

2 , 2) is not a lattice point, thus α =
wk

1

wh
1
−(v1w

k
1+v2w

k
2) = 1

2−(32) = −1.

This yields w̃1 = (−1, 1, 0)− (0, 1,−1) = (−1, 0, 1). The intersection of w̃1 and σ12 gives

the polyhedron Q1
21. This polyhedron has a unique admissible decomposition which is

given below.

Q1
21 =


−1 −1 0 1
2
3 2 0 0

0 0 1 1

1 1 1 0

→

−1

3 1 −1 0

0 0 1 1

1 1 1 0



=


−1 −1

3 0 0

1 0 0 1

1 1 1 0

⊕


0 1 0

0 0 1

1 1 0


The cone σ121 can be constructed from this decomposition.

σ121 =


−1 −1

3 0 0 1 0

1 0 0 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0

 σ1∨21 =


−1 3 1 0 0 0

0 2 0 1 0 0

0 1 1 0 1 0

1 0 0 0 0 1


The second decomposition as described in Equation 5.3, gives cone σ22. From the vertex

v = (0, 1) we get α = −(v1w
k
1 + v2w

k
2) = −1. This gives w̃1 = (−1, 1, 0) − (0, 1,−1) =

(−1, 0, 1) which results in the cross cut Q2
21. It has a unique admissible decomposition,
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which is given below.

σ22 =


−3

2 0 0 1
2

4 1 0 −1

1 1 0 0

0 0 1 1



Q2
21 =


−1 0 1 0
2
3 0 0 1

0 1 2 0

1 1 1 0

→

−1 0 1 0
2
3 0 0 1

1 1 1 0



=


−1 0 0
2
3 0 1

1 1 0

⊕


0 1 0

0 0 1

1 1 0



σ221 =


−1 0 0 1 0
2
3 0 0 0 1

1 1 0 0 0

0 0 1 1 0

 σ2∨21 =


−1 2 1 0 0 0

0 3 0 1 0 0

0 0 1 0 1 0

1 0 0 0 0 1


The third decomposition is described by Equation 5.4. Now α = −(v1w

k
1 + v2w

k
2) =

−2 yields w̃1 = (−1, 1, 0) − 2(0, 1,−1) = (−1,−1, 2). The cross cut of σ32 yields the

polyhedron Q3
21.

Q3
21 =


−3 0 3 −1

2 0 0 1

0 1
2 2 0

1 1 1 0

→

−1 −1

2 1 0

2 0 0 1

1 1 1 0



=


−1 −1

2 0 0

2 0 0 1

1 1 1 0

⊕


0 1 0

0 0 1

1 1 0


This unique decomposition leads to the cone σ321 and its dual cone.

σ321 =


−1 −1

2 0 0 1 0

2 0 0 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0

 σ3∨21 =


−1 4 1 0 0 0

0 1 0 1 0 0

0 2 1 0 1 0

1 0 0 0 0 1


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5.3.3 Conclusion

Although there exists one decomposition for Q1, the lifted polyhedron Q12 has three

admissible decompositions. These decompositions lead to three different cones σ12 and

their dual cones σ∨12. The first decomposition of Q12 yields the cone σ112. This cone can

be mapped to the cone σ221, which is induced by the second decomposition of Q2.

There exists a similar morphism between the cones σ212 and σ321, which shows compat-

ibility of the second decomposition of Q2 and the unique admissible decomposition of

Q1.

Moreover, the first decomposition of Q2 is compatible with the unique admissible de-

composition of Q1. This is shown by the cones σ312 and σ121.

π1 =


1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0


π1σ

1
12 = σ221

π2 =


0 1 0 0

1 0 0 1

−1 0 1 0

0 1 0 0


π2σ

2
12 = σ321

π3 =


2 0 0 1

−1 0 1 0

1 0 0 1

0 1 0 0


π3σ

3
12 = σ121

5.4 Are the decompositions of Q1 and Q3 compatible?

Consider the cross cuts that are retrieved from the rays w1 = (1, 1) and w3 = (5, 2). The

polyhedra Q1 and Q3 have one admissible decomposition which are given in Equations

5.2 and 5.6.



THE COMPATIBILITY OF ADMISSIBLE MINKOWSKI DECOMPOSITIONS 71

5.4.1 Compute Q13

The decomposition of Q1 is induced by a = (0, 1). Moreover, α = 0 and w3
1 = (3, 2, 0).

The polyhedron Q13 is computed, together with its decomposition.

Q13 =


−3 0 1

3 0

5 1
2 0 0

0 0 1
3 1

1 1 1 0

→

−1 1

2
2
3 0

0 0 1
3 1

1 1 1 0



=


−1 0 0

0 0 1

1 1 0

⊕


0 1
2

2
3 0

0 0 1
3 1

1 1 1 0


Embedding these summands at different heights yields the cone σ13.

σ13 =


−1 0 0 1

2
2
3 0

0 0 0 0 1
3 1

1 1 0 0 0 0

0 0 1 1 1 0

 σ∨13 =


−2 1 −3 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

1 0 2 0 0 1



The Hilbert basis of σ∨13 to the elements of E by matrix φ13 =

(
3 1 5 5

1 1 2 2

)

5.4.2 Compute Q31

Polytope Q3 has a unique decomposition which is given in Equation 5.6.

This yields the following cones.

σ3 =


−1 0 0 3

5

1 1 0 0

0 0 1 1

 σ∨3 =


−5 1 0 0

0 1 1 0

3 0 0 1


Furthermore, u = (−1, 3) and α = −(v1w

k
1 + v2w

k
2) = −(−1 + 3) = −2 determine w̃1 =

(−3, 2, 0) − 2(0, 1,−1) = (−3, 0, 2). The cross cut of σ3 and w3
1 yields the polyhedron
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Q31.

Q31 =


−1

3 0 3 0
1
3 0 0 1

0 1
2 5 0

1 1 1 0

→

−2

3 −1
2 1 0

1
3 0 0 1

1 1 1 0



=


−2

3 −1
2 0 0

1
3 0 0 1

1 1 1 0

⊕


0 1 0

0 0 1

1 1 0


This is a unique admissible decomposition. The next step is to compute cone σ31.

σ31 =


−2

3 −1
2 0 0 1 0

1
3 0 0 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0

 σ∨31 =


−1 2 3 0 0 0

0 1 0 1 0 0

0 1 2 0 1 0

1 0 0 0 0 1



5.4.3 Conclusion

To check compatibility of the unique decompositions of Q1 and Q3, cones σ∨13 and σ∨31 are

compared. The given matrix π13 describes the mapping that verifies the compatibiliy of

the two decompositions.

π13 =


2 0 0 3

0 0 1 0

1 0 0 2

0 1 0 0


π13σ13 = σ31

5.5 Are the decompositions of Q2 and Q3 compatible?

Consider the decompositions of Q2 and Q3. As discussed earlier, the fourth decomposi-

tion of Q2 is induced by v = a. From Theorem 4.9 we know that this decomposition is

not compatible to any other decomposition of Qk with k 6= h. Thus to check compati-

bility, only the first three decompositions of Q2 are discussed.
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5.5.1 Compute Q23

There are three polyhedra Q21 that can be computed. These will be discussed succes-

sively. Matrix φ23 does not depend on the choice of decomposition, but solely on w2

and w3. They induce the mapping to σ∨.

φ21 =

(
1 2 5 5

0 1 2 2

)

The cones σ2 are computed in Section 5.3.2. As 2 > 1 have α = 0 and w̃3 = (1, 2, 0) for

all its decompositions. The first decomposition of Q2 as described in Equation 5.2 gives

the polyhedron Q1
23.

Q1
23 = σ12 ∩Hw̃3

=


−3 −1 1 0

2 1 0 0

0 0 2
3 1

1 1 1 0

→

−1 0 1 0

0 0 2
3 1

1 1 1 0



=


−1 0 0

0 0 1

1 1 0

⊕


0 1 0

0 2
3 1

1 1 0

 (5.10)

This is the unique decomposition of Q1
23 which gives cone σ123 and its dual.

σ123 =


−1 0 0 1 0

1 0 0 2
3 1

1 1 0 0 0

0 0 1 1 0

 σ1∨23 =


−2 1 −1 0 0 0

3 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1


The second decomposition is induced by v = (0, 1) and is given in Equation 5.3. The

intersection of σ22 and w̃3 = (1, 2, 0) gives the polyhedron Q2
23 which has a unique

admissible decomposition. The cross cut of the cone σ22 yields Q2
23.

Q2
23 =


−3 0 1 0

2 1
2 0 0

0 0 2 1

1 1 1 0

→

−1 1

2 1 0

0 0 2 1

1 1 1 0



=


−1 0 0

0 0 1

1 1 0

⊕


0 1
2 1 0

0 0 2 1

1 1 1 0


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Cone σ223 is constructed from polyhedron Q2
23.

σ223 =


−1 0 0 1

2 1 0

0 0 0 0 2 1

1 1 0 0 0 0

0 0 1 1 1 0

 σ2∨23 =


−4 1 −1 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

2 0 1 0 0 1


Now consider the third decomposition described in Equation 5.4. Cross cut Q3

23 =

σ32 ∩Hw̃3 has a unique admissible decomposition.

Q3
23 =


−3 −1

3 1 0

2 2
3 0 0

0 0 1 1

1 1 1 0

→

−1 1

3 1 0

0 0 1 1

1 1 1 0

 (5.11)

=


−1 0 0

0 0 1

1 1 0

⊕


0 2
3 1 0

0 0 1 1

1 1 1 0


This leads to cone σ323.

σ323 =


−1 0 0 1

3 1 0

0 0 0 0 1 1

1 1 0 0 0 0

0 0 1 1 1 0

 σ3∨23 =


−3 1 −1 0 0 0

2 0 0 1 0 0

0 1 0 0 1 0

1 0 1 0 0 1



5.5.2 Compute Q32

The next step is to compute σ32. The cone σ3 is computed in Section 5.4.2. Moreover,

α = −(v1w
k
1 + v2w

k
2) = −(−2 + 3) = −1 gives w̃2 = (−1, 2, 0)− 2(0, 1,−1) = (−1, 0, 1).

This results in the polyhedron Q32.

Q32 =


−1 0 3

2 0

1 0 0 0

0 1 5
2 0

1 1 1 0

→

−1 0 3

2 0

1 0 0 1

1 1 1 0


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This polyhedron has three admissible decomposition that all result in a different cone

σ32.

Q32 =


0 −1 0

0 1 1

1 1 0

⊕


0 3
2 0

0 0 1

1 1 0



σ132 =


−1 0 0 3

2 0

1 0 0 0 1

1 1 0 0 0

0 0 1 1 0



σ1∨32 =


−2 1 1 0 0 0

0 1 0 1 0 0

0 0 1 0 1 0

3 0 0 0 0 1


Another admissible decomposition of Q32 yields the cone σ232.

Q32 =


−1 0 1 0

1 0 0 1

1 1 1 0

⊕


0 1
2 0

0 0 1

1 1 0



σ232 =


−1 0 1 0 1

2 0

1 0 0 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0



σ2∨32 =


−2 1 1 0 0 0

0 1 0 1 0 0

2 0 1 0 1 0

1 0 0 0 0 1


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Finally, the last decomposition of Q32 gives the cone σ332.

Q32 =


−1 0 1

2 0

1 0 0 1

1 1 1 0

⊕


0 1 0

0 0 1

1 1 0



σ332 =


−1 0 1

2 0 1 0

1 0 0 0 0 1

1 1 1 0 0 0

0 0 0 1 1 0



σ3∨32 =


−2 1 1 0 0 0

0 1 0 1 0 0

1 0 1 0 1 0

2 0 0 0 0 1



5.5.3 Conclusion

Consider the mapping matrix

π23 =


1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0

 (5.12)
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and the matrix descriptions of the cones σ23 and σ32. We now have the following

equations.

π23σ
1
23 = σ132

1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0




−2 1 −1 0 0 0

3 0 0 1 0 0

0 1 0 0 1 0

0 0 1 0 0 1

 =


−2 1 1 0 0 0

0 1 0 1 0 0

0 0 1 0 1 0

3 0 0 0 0 1


π23σ

2
23 = σ232

1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0




−4 1 −1 0 0 0

1 0 0 1 0 0

0 1 0 0 1 0

2 0 1 0 0 1

 =


−2 1 1 0 0 0

0 1 0 1 0 0

2 0 1 0 1 0

1 0 0 0 0 1


π23σ

3
23 = σ332

1 0 0 1

0 0 1 0

0 0 0 1

0 1 0 0




−3 1 −1 0 0 0

2 0 0 1 0 0

0 1 0 0 1 0

1 0 1 0 0 1

 =


−2 1 1 0 0 0

0 1 0 1 0 0

1 0 1 0 1 0

2 0 0 0 0 1



These show that all the decomposition of Q2 are compatible with the unique decompo-

sition of Q3.

5.6 Conclusion

We now have verified that all the admissable decompositions are compatible, except

for the decomposition that is constructed from a = v. This decompostion is however

compatible with another decomposition of Q2, namely the decomposition as described

in 5.2. This decomposition is of the second type, where v 6∈ N and v = −1
2 . This

decomposition is not discussed in this chapter, as these decompositions are of the same

polytope. Although the compatibility can be verified equivalently with the process that

is described in this chapter, it can also be derived as described in the previous chapter.

As that works more efficiently, the decompositions that come from the same polytope are

not verified in this chapter. However, the reader can easily verify which decompositions

are compatible.

Overall, the results that come from the computations in this thesis are according to the

results in [18]. Thus as a conclusion, the combinatorial approach gives equivalent results

for these decompositions, which strengthen our results.
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Discussion

The previous chapter shows an example of how the compatibilty of two decompositions

is determined for degree = 2. The case where the decompositions come from the same

line segment is not treated in that chapter, as it is more convenient to use the other

procedure for this. It is possible to determine this with the two computed cones σ∨hh as

well, but as one can see that is much more complex. As mentioned earlier, this example

is treated in [18] with respect to toric varieties. It is interesting to see that two different

approaches lead to the same result. A possible next step is to combine both approaches

that might lead to new results.

Another possible opportunity for further research is to generalize the mapping between

the two cones σhk and σkh. This thesis ended by showing the morphism, but one can

describe this in terms of the given factors ( wk,wh, α etcetera).

When such a description of π is found, then it is possible to extend the example towards

a d-dimensional solution. Although from examples we have seen that such a solution

most likely does exist, we did not succeed to give a generic description for the higher

dimensional lattices. However, this thesis gives a good starting point for research.

The computational approach that is taken in this thesis might help the notion of com-

patibility in other research areas. Many of the available literature concerning this topics

make the link to toric varieties and deformation theory. It would be interesting to com-

bine these results in order to find a generic description. Although several steps were

taken in this direction, we were not able to combine the results of the two research area.

However, with this thesis we were able to determine some promising descriptions.

We will not elaborate on the deformation theory in detail, as that would require a whole

new set of defitions and prerequisites. Refer to the existing literature like [3], [2] and [5]

as background information.

79



80 CHAPTER 6. DISCUSSION

In terms of versal deformations, one of the main objectives of this thesis was to combine

the versal deformation in degree −R and −S to a deformation that is versal in both

degrees, in which we succeeded by taking a different approach. [6] describes the problem

description with respect to the deformation theory.



Appendix A

Admissible Minkowski decomposition

The decomposition of a polyhedron

Q =

q−1⊕
i=0

Qi = Q0 ⊕Q1 ⊕ . . .⊕Qq−1

is admissible if and only if for all the faces F of Q at most one of the summand

faces Fi does not contain a lattice point.

Compatible decompositions

Two admissible Minkowski decompositions are compatible when they can be fur-

ther decomposed in the same prime decomposition. This is defined as the common

refinement of the decompositions.

Cross cut

The cross cut is the intersection of a cone σ and a hyperplane H. The resulting

intersection is a polyhedron.

Q := σ ∩H.

In this thesis the hyperplane H is taken as the set {x ∈ NR|r>x = 1} for a given

vector r. Therefore the obtained polytope is sometimes referred to as Qr.

Edge vector

The edge vector t ∈ Qn of a polyhedron Q is a vector such that 0 ≤ ti ≤ 1 for

each entry ti (i = 0, . . . , n− 1) where n is the size of the edge set of Q. This edge

set is the set of primitive vectors that relate to the edges and therefore tidi is an

edge of Q for all i.

Indecomposable polyhedron

When a polyhedron Q is called indecomposable, this means that the polyhedron

is not decomposable in a nontrivial way. This means that every decomposition of

Q is a trivial one. Thus, the decomposition is of the type Q = λQ⊕ (1− λ)Q for

0 ≤ λ ≤ 1.
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Prime decomposition

A prime decomposition is an admissible Minkowski decomposition of a polyhedron

Q such that all its summands are admissibly indecomposable polyhedra.

Polyhedral cone

A cone in this thesis is actually a strongly convex polyhedral cone that is convex

and finitely generated. This means that it is the positive hull of a finite set of

generators, and if u is such a generator, then by definition −u is not. Moreover,

these generators are rational vectors, i.e. u ∈ Qd.
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