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Abstract

Data sharing across domains is nowadays becoming more popular and common. Such
collaborations are able to open valuable new research opportunities, while lowering the costs
of access to data. These benefits come with increased number of security concerns regarding
authorizing access to data across domains. These concerns translate into security requirements
and later into access policies that have to be enforced by all the collaboration parties. This can
be difficult as the authorization techniques that the collaborative parties are using might be
different. Existing cross-domain authorization mechanisms present shortcomings with regard
to efficiency, access policies conflicts solving and granularity of the access control.

In this work we propose an efficient solution for cross-domain policies administration and
enforcement. We design a two-layer authorization architecture to enforce access policies,
where the first layer uses shared collaboration policies. This layer is overruling the second
layer which consists of domain-specific access policies. The proposed solution is evaluated and
proves to be more efficient than the traditional approach. Additionally, we design a solution
for dealing with data sensitivity status using data sensitivity annotations. We develop a
mechanism which uses the annotations to mask access to data. Next we validate that this
solution is masking data efficiently and is capable of providing fine-grained access control.
Moreover the annotations are making use of user geolocation. We prove that the data masking
process is enforcing user geolocation successfully in a proof of concept application service.
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Chapter 1

Introduction

1.1 Problem Description

Nowadays collaborations and delivery of services across different organizational domains
are gaining popularity. In such systems, usually data is shared between distinct systems and
accessed from different global locations, using a cloud computing or any other appropriate
platform. By sharing of data among the collaborative parties, access to the data can be
performed easier and cheaper, while it also opens many new opportunities such as data
analytics. Electronic Health Record (EHR) system is an example of collaborations where
several hospitals share medical records of patients with each other.

Next to all these benefits of sharing data across multi domain systems, there exist security
concerns, particularly the risk of unauthorized access to the data. Since the shared data
can be sensitive, such as medical records of patients, the data storage infrastructure should
deploy proper security mechanisms to protect access to data for unauthorized users. These
mechanisms need to authorize any party requesting access to the data and should provide
functionalities and infrastructures to specify and enforce access policies, which are the rules
specifying who can access the data.

Protecting access to the data in collaborative environments requires that all the collabor-
ative parties use common access policies for the shared data. However, this feature increases
the the complexity of a collaboration system because each collaboration domain might use dif-
ferent technologies and standards to control access to the data. In this case, conflicts between
the technology, internal system policy that each party uses with the data policy, and ontology
definitions can make the administration of such systems difficult. A trivial solution for this
problem is that all the collaborating parties change the entire authorization system according
to a unified technology. However this is very expensive. This highlights that addressing this
drawback requires developing proper authorization mechanisms that are interoperable and are
scalable. Moreover security mechanisms and part of their components and identifiers (user-
s/resources) need to be synchronized across domains and enforced efficiently. Additionally
these security mechanisms have to be able to support various granularity levels for the access
to the data. More challenging is when these granularity levels (sensitivity status) change
during the lifetime of the data or depend on dynamic user attributes.

Therefore the problem that we are addressing in this thesis is how to efficiently enforce
access policies and how to manage conflicts of policies when data is shared across domains,
while taking into account data sensitivity status.

Access Policy Enforcement Techniques to Protect Data Shared Across Domains 1



CHAPTER 1. INTRODUCTION

1.2 Research Questions

The main problem addressed by this work is How to efficiently enforce fine-grained
access policies of data shared across domains? . Furthermore this main research ques-
tion splits in two top-level research questions. Each of these top-level research questions have
multiple research sub-questions that are answered in this thesis:

How to manage and enforce policies across domains efficiently?

• How to efficiently reflect collaboration access policies (defined by a central
authority) in all collaboration’s domains?

• How to solve conflicts between collaboration access policies and domain-
specific access policies?

How to enhance the granularity level of the authorization to data based
on its sensitivity status and using user attributes?

• How to handle data sensitivity when this is dynamic (e.g. based on changing
legislation, policy, applications or even user demand)?

• How to enhance the access control granularity without modifying the tradi-
tional authorization solution, but by complementing it?

• How to provide fine-grained access control without affecting the performance
of the application service?

• How to embed dynamic user attributes (e.g. geolocation) in access control?

– How to handle false positives and false negatives for geolocation solu-
tions?

1.3 Approach

In this thesis we design and implement trusted cross-domain policy enforcement compon-
ents which build upon the state of the art and which address above research questions.

To answer the policy administration research question we design a system that includes
architecture and required schemes to manage and enforce access policies when the data is
shared across domains. We propose two layers of authorization to enforce access policies,
where the first layer uses abstract collaborative policies, and the second layer enforces the
domains specific policies associated with the data. The abstract policies do not include all the
access rule details, but generalized policies that all the domains agree upon. This should allow
easier management of conflicts between the policies from different domains, easier updating of
the policies and make the evaluation of policy more efficient. This approach builds upon the
solution proposed for the data sensitivity research question, which is answered by mapping
resources that have to be protected to data sensitivities. The latter can be seen as abstract
resources that have to be protected. By using the same abstraction technique, permissions
can be mapped to abstract permissions. These abstractions lead to abstract policies.

To answer the data sensitivity question we investigate data sensitivity annotations such
that services running on top of a digital platform can process, exchange, etc. the data stored
by a digital platform in a compliant to its sensitivity level. For data annotations we develop
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CHAPTER 1. INTRODUCTION

an approach to annotate rows, columns and cells in a database with a sensitivity attribute or
authorization policy.

For geolocation control we develop a platform service that reliably determines the country
of a remote user. It allows combination of location sources , which lends itself to be policy
configurable to achieve the required level of trust and tailoring to the medical use case, e.g.
support of break-the-glass option.

1.3.1 Use Cases

This work is partially executed in context of the AU2EU project1, which aims to cre-
ate an e-Authentication and e-Authorization framework for collaborative delivery of services.
Within the AU2EU project, the solutions designed and developed in this thesis are address-
ing requirements from two collaborative use cases: Translational Research (Movember) and
Collaborative PACS (Philips medical image and information management system).

The aim of translational research is to aggregate patient data from different research
institutes for the purpose of extracting valuable medical information about the patients.
A translational research use case is Movember. Movember deals with very sensitive data,
accessed from 14 areas (Research Institutes and University Medical Centres) in 5 Movember
regions (Australasia, Europe, UK, Canada, USA) and by different users (biostatisticians,
technicians or radiologists) in a distributed system. In this context ensuring proper access
to the data is of paramount importance. Within Movember the access control granularity
must be fine-grained for both resources and subjects. Furthermore the the translational
research collaboration policies must be defined by the central collaboration authority. The
collaboration access policies must be enforced in all translational research domains and must
overrule domains specific access policies.

PACS (Picture Archiving and Communication System) is a medical imaging technology
that provides storage of, and convenient access to, images from multiple modalities. Challen-
ging from security and privacy points of view is the scenario when patient data is disclosed
across different organizational and jurisdictional domains (e.g. different hospitals that host
practitioners involved in teleradiology). Therefore collaborative PACS system must support
access control policies for data with sensitivity levels aligned with data granularity. Collabor-
ative PACS may be an example application service on top of a digital cloud platform. Digital
cloud platforms ease providing services, online collaborations and access to data against lower
costs. Architecturally, data sensitivity solutions are potential platform services to be used by
other platform services and application services. For this reason reliability, practicality and
user-friendliness for developers and end-users are important. The security solutions must not
significantly affect user experience, must minimize impact on the system performance and
must fit/complement the traditional authorization solution.

The extended description of Translational Research (Movember) and Collaborative PACS
use cases can be found in appendix A, respectively appendix B. The extended security re-
quirements list for the Translational Research use case can be found in appendix C, while the
one for the Collaborative PACS use case can be found in appendix D.

1http://au2eu.eu/
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1.4 Structure of the report

The remaining of this thesis is organized as follows:

• Chapter 2 discusses the related work for the policy administration and enforcement,
access control granularity and geolocation topics. This chapter contains also a descrip-
tion of collaborative traditional architecture for policy enforcement.

• Chapter 3 addresses the policy administration research question by proposing a more
efficient solution for non-conflicting policy administration. The first section analyses
the gaps present in the related work. Next the proposed solution is described. Later
on, the chapter contains performance analysis and experimental validation subsections.

• Chapter 4 addresses the data sensitivity research question by proposing a data sensit-
ivity annotations based solution for fine-grained access control. The first section intro-
duces the objectives. Next section goes over the architectural aspects of the problem.
Further on, the data sensitivity annotations solution is described, implemented and
validated.

• Chapter 5 contains conclusions and directions for future work.
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Related Work

This chapter surveys standards and literature related with cross-domain authorization
topic. We are analysing and describing the following cross-domain authorization topics: cross-
domain policy administration and enforcement, security ontologies, access control granularity
(data sensitivity) and geolocation.

However, before these analyses, we describe the background information and definitions
related to the state of the art. The background information includes a description of tradi-
tional architecture for collaboration authorization which can be used later as a reference on
showing the impact of each related work.

2.1 Authorization Reference Architecture

Figure 2.1: Collaborative Authorization – Traditional Architecture

The reference architecture (Figure 2.1) for authorization of actors requesting access to the
data contains various components. Further on, these components are described together with
their functionalities.
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The Service Provider component is responsible for handling data management requests
such as data upload or download. In addition, the Service Provider has to control the access
to the data using the Authorization System component. The Data database might reside in
the cloud or in the Service Provider.

The Data Owner and Data Consumer components are end users which have inter-
faces with the cloud service provider to upload and download data respectively. The data
owner sends both, data and the policy/consent associated with the data, to the cloud service
provider, who then stores the data in the database and updates the policy database via the
Policy Administration Point (PAP). The data consumer requests access (e.g. read) to the
data present in Service Providers database.

The Authorization System component has interfaces with the Service Provider and is
responsible for performing access control on behalf of the Service Provider. The authorization
system is a policy-based framework and consists of four core components [2]:

• Policy Enforcement Point (PEP), which makes decision requests and enforces au-
thorization decisions. PEP is used by the Service Provider whenever receives an access
request to the data;

• Policy Decision Point (PDP), which evaluates an authorization decision using the
applicable policies retrieved from Policies database and the requester’s attributes provided
by PIP;

• Policy Administration Point (PAP), which manages the Policies database. It is
used in the upload of the users consent/policy to the Policies database;

• Policy Information Point (PIP), which acts as a source of attribute values (i.e. a
resource, subject, environment) and provides the PDP with required attributes;

Collaboration Management connects two Service Providers, each of them with its Au-
thorization System. This component’s main functionalities are: policies converting, ontology
definition, negotiations between service providers. These functionalities have to be performed
mainly at the level of and between the Policies, PAP and PIP (attributes) components.

The Key Management System component, which is optional, is used to store and
manage decryption keys when the data owner stores data in encrypted form.

2.2 Access Control Models

This section spans over state of the art access control models. The objective of this section
is to find the access control models that suit best the use cases, requirements and research
questions of this thesis. The chosen access control models are used later in the design of the
proposed solutions.

Discretionary Access Control (DAC) model is a way of performing access control based on
identity of subjects (groups) and resources. The controls are discretionary in the sense that a
subject with a certain access permission is capable of passing that permission (perhaps indir-
ectly) on to any other subject (unless restrained by mandatory access control). Mandatory
Access Control (MAC) model is performing access control by restricting access to resources
based on fixed security attributes assigned to both users (i.e. clearance) and resources (i.e.
sensitivity). The access control is mandatory in the sense that it is enforced centrally by the
system. [3]
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However both DAC and MAC models rely on direct identification of the users and their
association with resources. This does not optimally fit the Translational Research and Col-
laborative PACS use cases, because it specifies an identity rather than a sensitivity attribute,
which may apply to a larger group of users (identities) or resources from which many may be
unknown at the moment the policy annotation is defined.

Role-Based Access Control (RBAC) is an access control model where users are mapped
to roles and roles are mapped to permissions (a permission is a tuple: 〈action, resource〉)
and because of these mappings, the users get permissions which allow them to access re-
sources [4]. RBAC can be considered an instantiation of ABAC where roles match attributes
of users and resources are annotated with a role representing the required role [5]. A common
representation of RBAC model is depicted in Figure 2.2.

Figure 2.2: Core RBAC Model

Attribute-Based Access Control is an access control model where the access rules are
defined based on users and objects attributes, without referencing specific users and objects.
This allows addition of users and objects into the system without modifying the policies, with
the only condition that the users and objects have attached their attributes. As such ABAC
brings a benefit of simplified management [3]. Moreover ABAC facilitates the fine-grained
access policy administration as per each individual subject [6].

The objectives of this thesis revolve around flexibly and efficiently dealing with data
sensitivity and authorization policies management and enforcement to support a wide range
of domains and applications within these domains. This fits well with the Attribute-Based
Access Control (ABAC) model.

2.3 Cross-Domain Authorization

In this section we analyse the state of the art solutions related with the more broadened
topic of cross-domain authorization. We are showing the impact of these state of the art
solutions, their advantages and disadvantages regarding efficiency, performance and possible
bottlenecks.

In order to overcome the shortcoming of traditional data security approaches, which
provide solutions for the storage infrastructure only, Koster et al. [7] propose a solution
for end to end security. This solution protects data from the upload to the download oper-
ations. The architecture also allows consent management, which empowers the patients to
control how their health information is shared and used in a personal telehealth eco-system.
The solution is based on HL7 CDA R2 Consent Directive for patient consent management.
However the solution does not scale. As the number of patients grows, the number of consent
documents and therefore policies increases in the system. This affects the performances of
policy administration and policy enforcement. In a follow-up work Asim et al. [8] propose a
solution which enforces the consent (policy) using cryptographic techniques (DEN IHE doc-
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ument encryption). The encryption of patient data makes the proposed solution applicable
in semi-trusted domains usage model, but adds latency to the consent enforcement phase.

Another approach used in the cross-domain policy administration and enforcement is to
perform authorization at the operating systems level. It makes the authorization mechanisms
application and application-protocol independent. Furthermore, this approaches is able to
cover better the events accessing subjects’ data [1][9], compared to the traditional application-
level authorization mechanisms. Kelbert and Pretschner [1] propose a policy enforcement
architecture that makes use of sticky policies for distributed environments. The PIP and
PMP components of this architecture communicate with their respective counterparts in
other systems, while PDP and PEP components do not communicate with the exterior.
However the system scalability has to suffer as the the communication between PMP and
PIP components from different systems may become a bottleneck, as depicted in Figure 2.3.
This bottleneck can be amplified by the number of operating system events. This is the case
also for the end-to-end architecture solution (from the client to the cloud nodes) proposed by
Betg-Brezetz et. al [9].

Figure 2.3: PMP and PIP components bottleneck [1]

Tang et al. [10] propose a RBAC model for multi-tenant environments. Traditional solu-
tions to address multi-tenant access control are based on using database schema approaches.
Compared to database schemas which only protect database systems, the proposed solution
allows protection of both, databases and virtual machines. However, compared to traditional
solutions, the model has not been extensively discussed to find its shortcomings or secur-
ity holes. Even though the solution is able to protect multiple types of resources (database
schemas and virtual machines), the granularity level is coarse-grained.

2.4 Cross-Domain Policy Administration

Considering the policy administration research question of this thesis, we focus in this
section on solutions which are closer and closest to the across domains policy administration
topic. In this topic, work has been done either from the perspective of the developer or
administrator, or more focused from subject attributes point of view. Further on, adjacent
to the policy administration topic is the security ontologies topic.

Han et al. [11] proposed a policy administration mechanism which assists the developer in
designing policies for Android applications and end-users in verifying the policies that they
are accepting upon using the applications. From an architectural point of view, this solution
uses two main building blocks for definition and verification of policies. However, the text-
mining algorithms used by this solution for defining policies are affecting the performance of
the system.
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Sahavechaphan et al. [6] proposed AAS-pada, a composition-based technique of admin-
istrating policies across multiple domains (Healthcare Providers). This technique generates
specific policies on the fly by using subjects attributes and a set of generalized predefined
(primitive) policies as input. The policy administration is applied in the ABAC model [5]
context. However, this solution is designed for databases and is not able to protect access to
other types of resources (e.g. images).

Alshehri and Raj [12] proposed The BiLayer Access Control model, with two authorization
layers. The first layer is based on RBAC and uses static attributes (ABAC) for defining
pseudo-roles. The second layer is based on ABAC (use of dynamic attributes only). This
proposed solution addresses ABACs disadvantage of difficult policy administration. The
proposed approach uses advantages from RBAC and ABAC models and diminishes their
disadvantages. Even so, the evaluation criteria used in the paper show that that BiLayer
Access Control model tends to preserve the disadvantages from RBAC and ABAC.

Security ontologies related solutions can also represent an answer for the policy admin-
istration problem. However security state of the art ontologies like: FOAF1, org2, Proton3,
OrBaC4 revolve around the subjects, therefore are used to describe only the people, their
activities, roles and relationships inside the organization/collaboration. The TAS3 Author-
ization Ontology5 can be used to describe entire access control policies, covering policies,
permissions, users, roles and most important resources. Even so, ontologies have often lack
of intuitiveness and expressiveness [13].

Kim et al. [13] propose a solution which develops on DAML security ontology. The
proposed solution facilitates mapping of higher-level (mission-level) security requirements to
lower-level (resource-level) capabilities, focusing on covering all types of resources. The latter
makes the solution too complex. A complex solution can insert too much latency in the
system’s performance. This contrasts with our requirements of designing solutions which are
affecting the system’s performance in a minimal way and the efficiency goal of the policy
administration research question. Furthermore the proposed solution does not deal with
policy conflicts.

2.5 Access Control Granularity

2.5.1 DataBase Management Systems (DBMS)

When discussing the access control granularity, the state of the art is largely formed
by database management systems which offer column, row and/or cell level security access
control. In these cases columns, rows or cells are subject to an access control policy, which is
evaluated on access by a database user, i.e. when executing a query.

Implementation of above mentioned solutions depends on the desired granularity. Tech-
nically, it uses or adapts DBMS concepts like table structures and queries. The column level
security solutions are making use of GRANT, REVOKE and DENY statements in all four.

1http://xmlns.com/foaf/spec/
2http://www.epimorphics.com/public/vocabulary/org.html
3http://www.ontotext.com/sites/default/files/proton-doc/proton-doc.htm
4http://www.ojs.academypublisher.com/index.php/jnw/article/viewPDFInterstitial/0408720733/

944
5http://homes.esat.kuleuven.ac.be/~decockd/tas3/final.deliverables/pm36/TAS3_D07p1_

IDM-Authn-Authz_V3p0.pdf
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The Row Level Security (RLS) is provided in PostgreSQL using WHERE clauses for
selecting the rows [14]. MySQL offers RLS by adding annotations columns in the protected
tables [15]. Oracle can provide RLS using both: WHERE clauses [16] and annotations [17].
In Microsoft SQL Server, RLS is enforced using Microsoft SQL Server Views [18].

In Microsoft SQL Server, cell level security is provided with encryption and keys managed
internally [18]. For PostgeSQL, Oracle and MySQL, cell level security is not supported and
cannot be provided by combining row and column level security mechanisms. Column Level
Security and RLS are separate mechanisms and a scenario where the user has access to the
(R1,C1) and (R2,C2) cells and does not have access to the (R1,C2) cell is not possible. The
supposition is that R1 and R2 are different rows in the same table and C1 and C2 are different
columns in the same table.

Unfortunately, these solutions focus on enforcement - via access control and optionally
encryption - by the database management system rather than enabling applications to leverage
the annotations themselves for data they process and (intend to) exchange. Above mentioned
solutions are user oriented (database users, not application users), modify the databases or
use encryption. Thereby these solutions cannot support sensitivity annotations as intended
and cannot solve the problems faced with collaborative applications.

Different from the previous solutions is Accumulo [19]. Accumulo provides cell level se-
curity by specifying “Visibility” for each key in the database tables. The disadvantage of
this solution, as other RLS solutions from above is that requires big modifications of the
database intended to protect. The advantage of this solution is that it started from BigTable
data model [20], which is a system for managing structured data that is designed to scale
to very large size. BigTable is a non-relational database (NoSQL [21]). Therefore also other
non-relational database solutions can scale to very large size.

2.5.2 Data Sensitivity Annotations

Furthermore the access control granularity topic is also addressed using other mechan-
isms than DBMS, namely annotations. The annotations are attached to resources, subjects,
policies and are used in the authorization mechanisms, sometimes next to the DBMS security
solutions. Annotations can be useful because they are independent of the implementation
and can be added later in the authorization mechanisms, depending on changing security
requirements.

Nasirifard et. al [22] propose an annotation-based access control model for Web 2.0 social
platforms. The annotations are attached to the data and they concern the subject of the
policy. Using the annotations the data owner (not an administrator) decides who is able
to access his data. The disadvantage is that the annotations are applicable only for the
authorization subjects and not for the resources or operations.

Tran and Dang [23] propose a hierarchical video database model with annotations in order
to support finer grained access control. The annotations are of various types: object, person,
location, event, caption and image. The authorization mechanism, based on the content-
based access control model, takes in consideration two different types of permissions: hard
and soft and manages conflicts between permissions. However, the annotations are deeply
embedded in the original video database and this makes the solution less adaptable for any
type of database.

Li et al. [24] propose an enhancement to RBAC model based on conditions, which uses
aspect-oriented programming for embedding the proposed solution in the applications, which
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should make it easily integrable. The proposed solution uses conditions in order to achieve
fine-grained access control granularity in a multi-level approach. The administration of the
authorization mechanism might not be intuitive, as conditions are used in the second level of
authorization, after the classical RBAC authorization. Further on, another drawback for this
solution is that conditions are textual descriptions and this might affect the integrability of
the solution or induce subjectivism in the authorization framework.

Maamir et al. [25] propose a model that provides information flow access control for the
object oriented paradigm based on message filtering. The solution uses access rights defined on
the object attributes. This approach provides fine grained access control granularity. Further
on, the solution intercepts the messages exchanged between the objects. However, message
filtering is complex and can slow down the system. The solutions are deeply embedded in the
application code.

2.6 Geolocation

Geolocation is a subject which is adjacent to the ABAC model. Geolocation is an attribute
that is attached to the subject and that can be used in the authorization systems that uses
ABAC model. In this thesis, the geolocation is used next to the data sensitivity problem,
when the data sensitivity is referring to allowed geographies that data may travel to and from
where application services may be accessed.

Geolocation of user (client) can be performed server-side, i.e. cloud service, based on
the servers knowledge of the IP address of the client. The IP-based solutions alone provide
geolocation with the accuracy of country reasonably reliably upto cities unreliably. Example
geolocation services include IP2Location [26] and IPInfoDB [27]. Many more similar services
are available paid or for free.

Because the accuracy of IP-based geolocation might not be enough, the geolocation in-
formation may be augmented by information from the client. The client has more information
and can use various techniques in order to perform geolocation. These techniques depend on
the type of device where the client resides, mobile or desktop:

• Mobile Devices: The techniques present in the mobile location based services are: GPS
(Global Positioning System); Cell-phone signal tracking: Direction of Arrival (DOA),
Time of Arrival (TOA) and Time Difference of Arrival (TDOA) [28]; Statistical meth-
ods [29]; Fusion of signals using neural networks [28]; Frequency drift of FM radio
stations [30]. Contributions in this field are made by: Open Location Service Initi-
ative (OpenLS), Location Interoperability (OpenLS), Internet Engineering Task Force
(IETF). [31]

• Desktop: When the user is in the possession of desktop and not a mobile device equipped
with GPS and other technologies, the range of technologies that can be used in detecting
the location is limited. Even so this can still be done at the accuracy of country based
on IP and nearby Wireless Access Points (WAPs). By sending this information to a
Geolocation Service Provider, the user can be localized. Modern web browsers include
support for this technology [32] [33].
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2.7 Conclusions

For the policy administration research question, the solution proposed in this thesis is sim-
ilar with the solution proposed by Sahavechaphan et al. [6] because both approaches use the
abstract/concrete concept for the access policies. However, while the state of the art approach
revolves mostly around policies instantiation and subjects attributes, our solution is about
generalising resources and operations. Furthermore our solution is similar with the concept
of creating an ontology for resources and operations. TAS3 Authorization Ontology [34] is
able to deal with resources and permissions. While TAS3 Authorization Ontology might be
able to solve the policy administration research question, the performance of the solution
is at question. TAS3 authorisation ontology model is structured in classes, properties and
instances. This contrasts with our solution which makes use only of mappings of objects of
primitive type. The latter makes our proposed solution efficient.

For the data sensitivity research question our proposed solution makes use of annotations
as done by Nasirifard et al. [22], where annotations refer to the subjects that are accessing
resources. In contrast, our approach proposes data sensitivity annotations, where annotations
are attached to the data (resources). Furthermore these annotations use subjects’ geolocation
attribute. In section 2.6 geolocation state of the art reveals techniques and mechanisms which
cover the use cases requirements and challenges. Therefore these solutions are used in the
proposed data sensitivity solution.
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Chapter 3

Cross-Domain Policy
Administration

In this chapter we answer the policy administration research question:

How to manage and enforce policies across domains efficiently?

3.1 Gaps Analysis

Nowadays collaborations share various types of resources (e.g. images, databases) across
different domains for processing the data (image processors, analyses on database data). Be-
cause of diverse processing operations that domains perform, various types of operations are
applied on the resources (e.g. open for images and select for databases, both are more generic
read type of permissions). Next to this, collaborations also use attributes for identification
of their users. These attributes have to be synchronized between the domains involved in the
collaboration.

When data is shared across domains, resources are usually grouped for administration
purposes using criteria like: sensitivity (e.g. High, Medium, Low), type (e.g. clinical, genomic,
demographic data), institutions (e.g. Hospital A data, Hospital B data). The grouping of
resources means mapping resources to abstract resources (e.g. clinical data, Hospital A
data).

Also, since various types of operations by domain can be applied on data, operations are
grouped into abstract operations. For example when the resources are images, the operations
are open, delete, but when the resources are database elements, the operations are select,
insert, remove. Using the abstract operations concept, open and select operations are
grouped as read abstract operations; delete, insert, remove operations are grouped as write
abstract operations.

In collaborations usually a central authority defines collaboration policies that storage
systems and domains participating in the collaboration agree on. When these policies need
to be reflected in the domains, each collaborating party extracts domain-specific policies
from collaboration policies. Because the collaboration policies use abstract resources and
abstract operations to specify access restrictions, we call such collaboration policies, abstract
policies. The general format of an abstract policy makes use of abstract resources and abstract
operations:
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Subjects with attributes SubjAttributes can perform abstract operation AbstrOp
on abstract resource AbstrRes.

In section 2.7 we concluded that state of the art policy administration and enforcement
solutions cannot address in automated way with collaboration abstract policies and their
abstract resources/operations. In addition, the security ontologies lack intuitiveness. There-
fore, in collaborations, access policies are currently administrated and enforced as depicted
in Figure 3.1. The domain-specific policies are extracted from the abstract policies by the
domains administrators. The administrators of each party participating in the collaboration
are using as input the documented collaboration abstract policies and replace the abstract
resources/operations with the domain-specific resources/operations. For example: “A doctor
located in France can read demographic data”, the administrators are identifying the images
(resources) that are of demographic type and the database tables and entries that are con-
sidered demographic data. Next they are identifying the operations that mean read (e.g.
open for images, and select for resources of database type).

Figure 3.1: Across Domains Policy Administration - Traditional Architecture

The problems with the traditional approach of administrating policies are:

• Low efficiency. The big amount of access rules that are administrated and enforced in
the domains authorization mechanisms are affecting the performance of the applications
services that are using the authorization mechanisms.

• Increased probability for policy conflicts across domains:

– Example: A user might be able to read demographic data of a patient in domain
A, but he might not be able to view a demographic image related to the same
patient in domain B.
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– Policy synchronization is not a solution. Synchronization would have to deal with
different types of resources (images versus databases) and operations (open versus
select).

• Difficult to administrate by internal stakeholders.

• Complex to extract by domains administrators.

3.2 Proposed Solution

In this section we propose a solution to the problem that we identified in the last section.
In our approach mappings of domain-specific resources/operations to abstract resources/op-
erations are inserted in every domain. Examples of such mappings are depicted in Figure 3.2.
These mappings are created and managed by the domains administrators.

Domain (Application) A  
(e.g. Imaging) 

Resources Mapping 
 
Res   AbstrRes 
Image1   Demographic 
ImagesFolder1   Clinical 
..........  .......... 

Operations Mapping 
 
Op   AbstrOp 
Open   Read 
Delete    Write 
..........   .......... 

Domain (Application) B  
(e.g. database) 

Resources Mapping 
 
Res   AbstrRes 
Table1   Demographic 
Table2, ColumnA   Clinical 
..........  .......... 

Operations Mapping 
 
Op   AbstrOp 
Select  Read 
Insert    Write 
..........   .......... 

Figure 3.2: Domains Resources/Operations Mappings

Our solution is a two-layer authorization framework where the first layer contains the
enforcement of the collaboration abstract policies. The high-level architecture of the proposed
two-layer authorization framework, with two domains: domain A and domain B, is depicted in
Figure 3.3. Each domain’s PEP is abstracting the user request. Next the PEP is requesting
a decision from the PDP for the newly created abstract request. The PDP is evaluating
the access request from the user against the applicable collaboration abstract policies. If
the decision is positive or negative, then it is enforced by the PEP component by allowing,
respectively rejecting user’s access to data. Otherwise, the PEP is enforcing the decision
determined by domain authorization module. This module is optional and contains policies
which are defined locally in the domains. Conflict resolution is facilitated by having this
separation between the collaboration abstract policies and policies defined only in the domain.
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Figure 3.3: Collaboration abstract authorization with two domains: Domain A and Domain
B and with a central PDP

Another way of reflecting the collaboration abstract policies in the domains can be by
extracting automatically the domain-specific policies. However, such a solution is similar
with the traditional approach depicted in Figure 3.1 and consequently has the drawbacks
identified for the traditional approach.

In Figure 3.4 are depicted the detailed steps for an user access request flow:

1. User makes a request (R) to Domain Application, which is received by PEP.

2. Request Abstracter (PEP) produces the abstract request (AR) using as input:

(a) Received request (R).

(b) Resources Mapping for R’s resource.

(c) Operations Mapping for R’s operation.

3. PEP sends the abstract request (AR) for evaluation to PDP.

4. PDP requests applicable abstract policies from Collaboration Abstract Policies Storage.

5. Collaboration Abstract Policies Storage sends the applicable abstract policies to PDP.

6. PDP evaluates the abstract request AR against the applicable abstract policies received
in step 5. Next, the PDP issues a decision and sends it to PEP.

7. Domain Authorization Module evaluates the request R against the applicable local
domain policies. A decision is issued and sent to PEP. The PEP triggers this step if the
decision received in step 6 is not permit or deny.

8. PEP enforces the decisions received from PDP and Domain A Authorization Module
and sends to User:

(a) Requested data, if the decision is positive.

(b) “Access Denied” message, if the decision is negative.
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Figure 3.4: Cross-Domain Policy Administration, access request flow

3.2.1 PDP position

In Figure 3.4 it can be already seen that we placed the PDP on the border of domain.
The PDP can be present in every domain or can exist only centrally. The aspects that are
affected by the PDP’s position are the latency generated by the communication with the
Collaboration Abstract Policies Storage and the level of trust within the collaboration.

Central-PDP. When the collaboration has a central PDP significant communication
latency is added to the policy enforcement process. For every request the domains’ PEPs are
connecting to the central PDP for every user request. Furthermore the PDP can become a
bottleneck in the architecture. The reason is that the PDP has to issue decisions for all users’
requests from all collaborative parties. On the other hand a central PDP may need less trust
in the domains.

PDP-per-domain. When every domain has its own PDP the communication latency
decreases, but this must be doubled by having a local copy of Collaboration Abstract Policies
Storage in every domain. This situation is depicted in Figure 3.5a. The local copy of abstract
policies is created in the deployment phase and updated each time the Collaboration Abstract
Policies Storage is updated. On the other hand having PDPs in every collaboration domain
may need more trust in the domains.

3.2.2 Performance Analysis

In this subsection we analyse the performance of Collaboration Abstract Authorization
approach in comparison with the Traditional approach. Both approaches are depicted in
Figure 3.5. However the traditional approach depicted in the figure is automated. This
version of traditional version is needed for enabling a comparison between the two approaches.
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Furthermore the comparison is even if:

• Both approaches make use of the Application Authorization Module as a separate part of
the policy enforcement. This way both of the approaches are able to overrule efficiently
the local domain policies. This is desirable in collaborations.

• Both approaches are making decisions (PDP) independent of any latency inserted by
communications with the “Collaboration Abstract Policies Storage Server”. The col-
laboration abstract policies are reflected in the domains by deployment (green arrows).

(a) Collaboration Abstract (b) Automated Traditional

Figure 3.5: Approaches Comparison

The notations used in the deployment performance and policies enforcement performance
analyses are:

• nrR is the number of domain-specific resources

• nrO is the number of domain-specific operations

• nrP is the number of domain-specific extracted policies and this is usable only in the
traditional approach, where nrP policies are extracted from the abstract policies

• nrAR is the number of abstract resources from within the collaboration

• nrAO is the number of abstract operations from within the collaboration

• nrAP is the number of abstract policies from within the collaboration

3.2.2.1 Deployment performance

The deployment is represented in the pictures by green arrows. In order to discuss the
performance of the deployment, several aspects have to be taken in consideration in both
collaboration abstract and traditional approaches:

• initial policies creation

• updates triggered by a
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– new domain-specific resource

– new domain-specific operation

– new abstract policy

In the next subsections we do not analyse the updates triggered by a new domain-specific
operation because these updates are identical in matter of complexity analysis with the up-
dates triggered by a new domain-specific resource.

Updates triggered by new abstract resources/operations are not considered. Firstly they
imply mapping of domain-specific resources/operations to abstract resource/operations, which
is alike in both approaches. Next the abstract resources/operations are used in abstract
policies. This means insertion of new abstract policies, updates which are covered by “updates
triggered by a new abstract policy”.

Initial policies creation

In the collaboration abstract approach the initial creation of the policies in the domain
consists of downloading a local copy of the abstract policies from the Collaboration Abstract
Policies Storage.

In the automated traditional approach the initial creation of the policies in the domain
(AutoTradDeploy process) consists of downloading (dwnld function) each of the abstract
policies from the Collaboration Abstract Policies Storage and extracting the domain-specific
policies using also as input the Resources and Operations Mappings. The number of policies
created per abstract policy is in average the number of domain-specific resources per abstract
resource multiplied by the number of domain-specific operations per abstract operation.

C(AutoTradDeploy) = nrAP ∗ (C(dwnld(1)) + O(
nrR

nrAR
∗ nrO

nrAO
))

C(AutoTradDeploy) = C(dwnld(nrAP )) + O(
nrAP ∗ nrR ∗ nrO

nrAR ∗ nrAO
)

C(AutoTradDeploy) = C(dwlnd((nrAP )) + O(nrP )

Updates triggered by a new domain-specific resource

In the collaboration abstract approach, when a new domain-specific resource is added in
the system, this resource is mapped to abstract resources from the collaboration.

In the automated traditional approach, when a new domain-specific resource is added in
the system, this resource is mapped to abstract resources from the collaboration. Next are
determined the abstract policies that apply to the abstract resources previously determined.
These abstract policies are translated into domain-specific policies in the domain authorization
module. This is done by replacing the abstract resource with the domain-specific resource
newly inserted for all the domain-specific operations that are mapped to the abstract operation
from the abstract policy.

Updates triggered by a new abstract policy

In the collaboration abstract approach, when a new abstract policy is added in the col-
laboration, this policy is downloaded in the local copy of abstract policies from the domain.
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In the automated traditional approach, when a new abstract policy is added in the col-
laboration, this policy is downloaded in the local copy of abstract policies from the domain.
Next, domain-specific policies have to be created for all the domain-specific resources and
operations (in average: nrR

nrAR ∗
nrO
nrAO ) that are mapped to the abstract resource and abstract

operation from the abstract policy.

Deployment complexities

The complexities of the deployment phase are illustrated in Table 3.1. Figure 3.5 shows
that the automated traditional approach has more components involved in the deployment
processes and these are: Policies Extractor, Resources/Operations Mappings. This is sim-
ilar with the work that administrators would have to do in a traditional approach. These
deployment components are not present in the collaboration abstract approach.

Therefore the additional components are reflected in the complexities, which are bigger
for the automated traditional approach. This makes the collaboration abstract approach
more efficient considering deployment and updates of domain-specific resources/operations
and abstract policies.

Collaboration
abstract approach

Automated traditional approach

Initial deployment C(dwnld(nrAP )) C(dwnld(nrAP )) + O(nrP )

Updates

new resource
(domain-specific)

C(insertMap(1)) C(insertMap(1)) + O(nrAR
nrR ∗

nrAP ∗ nrO
nrAO )

new abstract
policy

C(dwnld(1)) C(dwnld(1)) + O( nrR
nrAR ∗

nrO
nrAO )

Table 3.1: Deployment complexities

3.2.2.2 Enforcement performance

In this subsection we compare the enforcement performance of the collaboration abstract
and automated traditional approaches. In order to make this comparison, we measure the
complexity of the processes that take place between the arrival of users request and the
moment when the decision is issued by the PDP. Considering this, the complexities of the
collaboration abstract approach C(CollabAbstrEnf) and the automated traditional approach
C(AutoTradEnf) are:

C(CollabAbstrEnf) = C(searchMap(nrR)) + C(searchMap(nrO))

+ C(decision(nrAP ))

C(AutoTradEnf) = C(decision(nrP ))

searchMap(N) is the function of retrieving the abstract resources/operations for a domain-
specific resource/operation. This function is applied on a mapping that contains N keys: nrR
for the resources mapping and nrO for the operations mapping. This complexity depends on
the way the mappings are stored and used:
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• Best case scenario: C(searchMap(N)) = O(1). This is happening when the mapping
is loaded in the heap memory (with no hash collisions) or when the mapping is stored
in a Key-Value Store (e.g. NoSQL database).

• Worst case scenario: C(searchMap(N)) = O(logN). In this case the mapping is not
stored or used in an optimal way, due to lack of resources. Therefore the mapping
should be stored sorted. This means that the complexity becomes O(log(N)).

decision(N) is the function of issuing a decision on N policies for a request. N is: nrAP
for the abstract policies and nrP for the extracted domain-specific policies. The best case
scenario is when the N policies are organized in a tree where the nodes are attribute-based
decision nodes. The policies’ attributes are: operation type (e.g. read, write), resources
attributes, subjects attributes (e.g. role, country). The complexity for the decision function
in best case scenario becomes:

C(decision(N)) = O(log(N))

Worst Case scenario for collaboration abstract approach in comparison with traditional
approach happens when searchMap is in worst case scenario and decision is in best case
scenario (as nrP >= nrAP ). Therefore, considering the above analysis, the worst case
scenario for the collaboration abstract approach in term of complexities becomes:

C(CollabAbstrEnf) = O(log(nrR)) + O(log(nrO)) + O(log(nrAP ))

C(AutoTradEnf) = O(log(nrP ))

But:

nrR ≤ nrP, nrO ≤ nrP, nrAP ≤ nrP and

C(CollabAbstrEnf) = O(log(max(nrR, nrO, nrAP )))

Therefore:

C(CollabAbstrEnf) ≤ C(traditional)

In real world use cases, the mapping of domain-specific resources/operations to abstract
resources/operations is present in the heap memory or stored in a Key-Value Store (e.g.
NoSQL database). This is happening because the mapping is small enough, respectively a
NoSQL solution like Amazon DynamoDB is cheap nowadays. In this cases the searchMap
function is optimal. This means that C(CollabAbstrEnf) can become:

• If only the operations mapping can be accessed optimally:

C(CollabAbstrEnf) = O(log(nrR)) + O(1) + O(log(nrAP ))

C(CollabAbstrEnf) = O(log(nrR)) + O(log(nrAP ))

C(CollabAbstrEnf) = O(log(max(nrR, nrAP ))

• If both the resources and operations mappings can be accessed optimally:

C(CollabAbstrEnf) = O(1) + O(1) + O(log(nrAP ))

C(CollabAbstrEnf) = O(log(nrAP ))
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On the other hand in real world use cases the decision function is rarely achieving the best
case scenario. This happens because of reasons like lack of heap memory or using XACML
implementations with default configurations which do not fit the specific set of policies. A
specific example is Sun’s XACML implementation which is proven not to be optimal with the
default configurations [35].

In conclusion the collaboration abstract approach is at least as efficient as the automated
traditional approach in matters of decision. But in real world scenarios, where the decision
is not optimal, the collaboration abstract approach is making the decision more efficient.

3.3 Experimental Validation

3.3.1 Implementation

To validate the efficiency of the policy enforcement of the proposed solution, this has been
implemented in a proof of concept. More exactly we implemented the architectures depicted in
Figure 3.5. We left out the deployment phase, which consists of retrieval of abstract policies
(green arrows). The benchmarking, as the proof of concept, was developed on a server in
Amazon Elastic Compute Cloud.

The proof of concept uses OASIS XACML1 access policies. The policies are stored loc-
ally. For the policy decision point (PDP) component we used Sun’s XACML2 implementation,
which is an open source implementation of the OASIS XACML standard. The resources/op-
erations mappings are also stored locally.

For minimizing the IO operations we set the heap memory of the benchmarking application
at 2560 megabytes. This way PDP loads all the XACML policies once and then it compares
the received requests against them. If the heap memory is not enough, then part of XACML
policies are loaded at policy decision time. This would have tampered with the tests’ goal
of having a fair comparison between the traditional approach and the collaboration abstract
approach.

3.3.2 Validation

To validate our proposal we performed tests where we increased the amount of domain-
specific resources per abstract resource. Next we performed tests where we increased the
amount of abstract policies. The tests are characterized by the parameters illustrated in
Table 3.2.

In the test scenarios the subjects (users) have two attributes: country and role. The
country attribute has 28 possible values (the European Union countries) and the role attribute
has 10 possible values.

Furthermore we generated and stored XACML policies as a set. Therefore the policies
are stored in a tree, where the first decision node contains the abstract resource. This way
the policy decision becomes more efficient and is closer to the most efficient solution which
happens when the policy sets and policies are optimally clustered and reordered [35].

In these policies, by default, the access is denied and policies which permit access are
defined. In this scenario the maximum number of policies is half of nrSubjAttrsV alues ∗
nrAO ∗ nrAR. If the half is exceeded then it is more efficient to switch and use by default

1https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=xacml
2http://sunxacml.sourceforge.net/
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Parameter
Value

Increasing amount of
domains-specific

resources per abstract
resources

Increasing amount of
abstract policies

Abstract operations 2

Domain-specific operations 2

Abstract resources 10

Domain-specific resources 3 - 40 20

Maximum amount of
abstract policies

(maxAmountAbstrPolicies)

5600 = 10 ∗ 2 ∗ 10 ∗ 28 (10 abstract resources, 2 abstract
operations, 10 roles, 28 countries)

Abstract policies
25% of

maxAmountAbstrPolicies
1%-50% (step: 1%) of

maxAmountAbstrPolicies

Table 3.2: Policy administration, tests parameters and values

permit and to add policies which deny access. This way the total number of policies is
minimized to 50% of the maximum number of policies.

3.3.2.1 Abstract policies enforcement - amount of domain-specific resources

In this test we increased the amount of domain-specific resources per abstract resource
and we measured the duration (in milliseconds) of computing the decision for a user request.
Figure 3.6 depicts the mean plus/minus the standard deviation of the measurements. The
plot shows that enforcing abstract policies by the collaboration abstract authorization is more
efficient than the traditional authorization. The non-linearity of traditional approach curve
is caused by the increased amount of extracted domain-specific policies. This is caused by
the increase of the amount of domain-specific resources.

3.3.2.2 Abstract policies enforcement - amount of abstract policies

In this test we increased the amount of abstract polices and we measured the duration
(in milliseconds) of computing the decision for a user request. Figure 3.7 depicts the mean
plus/minus the standard deviation of the measurements. The plot shows, again, that enfor-
cing abstract policies by the collaboration abstract authorization is more efficient than the
traditional authorization.

This time both curves are linear. Even though the number of policies is increasing, the
number of abstract resources and domain-specific resources is not. As established above, the
resources are the first criterion in searching of policies relevant for the user request. This
makes the policy searching and therefore the policy decision less sensitive to the increase of
amount of policies.

The variability of the durations, in both tests, shows that the traditional approach is less
stable in comparison with the collaboration abstract authorization. This is mainly caused by
the Sun’s XACML implementation, which proves to be rather unstable when dealing with a
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Figure 3.6: Enforcing abstract policies (increasing amount of domain-specific resources per
abstract resource)
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Figure 3.7: Enforcing abstract policies (increasing amount of abstract policies)
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big amount of policies.
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Chapter 4

Data Sensitivity

In this chapter we answer the data sensitivity research question:

How to enhance the granularity level of the authorization to data based
on its sensitivity status and using user attributes?

4.1 Objectives

The related work presents solutions with security mechanisms embedded in the database.
Such solutions contrast with the main requirement that it should be easy to adopt the security
solutions in the application services. Preferably no constraints or modifications apply to the
database used by the application service, e.g. the database schema. Data sensitivity should
be signaled at application level. Therefore, we propose a solution based on annotations, which
sit next to the application database tables.

Data sensitivity annotations address the need to manage (fine-grained) data over its life-
cycle in compliance with its sensitivity status and applicable policies. One business use case is
to manage data export control on a per-country or per-region basis. This addresses the gap of
data(base) management systems, which just support discrete control access. Rather, attrib-
utes of data and attributes of the user or the intended use matter. Important requirements
are flexibility, performance and manageability.

Geolocation control addresses the need to control enforcement of allowed geographies data
may travel to (e.g. privacy legislation) and from where application services may be accessed
from (e.g. regulatory clearance). Requirements for geolocation control include a good balance
between usability, security, performance and infrastructure support (e.g. mobiles with apps
and PCs with browsers).

Data sensitivity annotations are intended to deal with a number of situations:

• Certain data not to leave certain countries

• Categorical reclassification of data through legislation changes with implied change in
protective measures (e.g. from clear text to segmentation, encryption)

• Data obtained under certain restrictions and conditions (e.g. privacy / consent policy)

Here we target data at its largest level of granularity, i.e. field level or cell level in database
terms.
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The consent policy mentioned under the third bullet stretches naturally into user-defined
authorization policies for data usage and sharing, which consequently may stretch the solution
from pure sensitivity into policy annotations.

Furthermore data sensitivity annotations should exploit the Attribute-Based Access Con-
trol paradigm. This translates into including users attributes (e.g. role, geolocation) in the
annotations.

4.2 Architecture

Figure 4.1 represents an architecture for data sensitivity. Key component is the authoriza-
tion platform service with annotation engine for data sensitivity functionality, which supports
application services (e.g. PACS) adhering to the data sensitivity annotations. Both applica-
tion and authorization services interact with database platform services, e.g. relational (SQL)
and other types of databases.

Digital Platform 

Database service 

Application Service 
(e.g. PACS Service) 

 

Client 

End-user 

Annotations 

… Authorization Service 

Annotation 
engine 

Authorization 
policy engine 

DAL 

Third 
Party  

Service 

Extraction Enforcement 

Enforcement 

Security domain border 

Figure 4.1: Data sensitivity architecture

A question of significant architectural impact is how to obtain sensitivity annotations for
queried data. A transparent solution has advantages for application developers. One way
is a kind of Data Abstraction Layer (DAL) in front of the database service, which makes it
possible to determine if sensitive (annotated) data was involved in the query. Alternatively,
it is based on mechanisms to log executed queries.

The annotation engine extracts relevant annotations from information received from the
DAL, e.g. the query, query results and/or log data. This is a non-trivial process. A basic
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approach could support column annotations based on the select clause, etc., in non-complex
queries. More complex cases require more advanced algorithms. It is assumed such DAL-
like functionality will be provided to application service developers in form of an SDK next
to access of the authorization platform service API. Figure 4.3 presents a more detailed
architectural view of this.

Decisions and enforcement of decisions based on sensitivity annotations (policies) for above
mentioned purposes are the primarily responsibility of the application service with more clas-
sic and generic support provided by the authorization service (platform). From a security
perspective this division of responsibilities for enforcement may be distributed this way, be-
cause both components belong to the same administrative security domain as depicted in the
figure.

The architecture allows annotations to be used in three ways:

• Enforcement by application services, e.g. determine if data may be shared with a client
or other third party service.

• Logging for compliance purposes, e.g. to audit compliance or in case of changing legisla-
tion determine application services, database tables or sensitivity annotations requiring
updating.

• Classic access control by authorization service policy engine, e.g. if an end-user is en-
titled to the data or the application service purpose matches the sensitivity annotation.

The data sensitivity solution is complementary to the authorization functionality that is
already in place. For example the classical authorization system controls the access to the
data at the level of database, access to a service, etc. Data sensitivity annotations can also
be used by the authorization system to refine and protect better the access to the data, e.g.
sharing with third parties.

4.3 Data sensitivity annotations

4.3.1 Annotations management

Figure 4.2 shows how a digital cloud platform and its application services can annotate
its data with sensitivity policies.

Figure 4.2: Database with data sensitivity annotations
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Annotations may be stored in a relational (SQL) database or a BigTable system may be
leveraged to optimize performance of the annotations table for lookup and searching in case
it grows large. An annotation contains two parts: identification of the protected data and
policy annotation (contained in the sensitivity column).

4.3.1.1 Identification of annotated data

Data identification is based on table, column and row identifiers. The table identifier must
be present in all annotations. Data identification without Table identifier is not possible.
Columns are identified based on their names. Rows are identified based on the primary key
of the belonging table.

Alternatively, the identification of the rows could be done based on the data’s attributes.
This would imply leveraging database WHERE clauses in the process of identifying the pro-
tected data. This conforms to the attribute-based access control paradigm which makes use
of data attributes. Moreover this solution would allow the newly inserted database entries
(rows) to have automatically attached policies.

Data sensitivity annotations at cell level is future work. The first step is identification of
data at cell level. This should be done using the tuple 〈row, column〉 for identifying a cell.
The row and the column from the tuple are identifiers explained above.

4.3.1.2 Policy annotation

Policy annotations are contained in the sensitivity column. Data sensitivity is translated
to a policy annotation. This contains the users attributes (e.g. role, geolocation) and the
action that the user is allowed to apply on the data.

Leveraging the role-based access control paradigm is done by leveraging attribute-based
access control. Figure 4.2 contains in the sensitivity column the attribute role, which contains
values like: cardiologist and radiologist.

The action that the user is allowed to apply on the data is also contained in the policy
annotation. Besides the examples in Figure 4.2: read, write, download, the action can also be
export or store. Such an action would enable management of data export control (or storage)
on a per-country or per-region basis. For this data annotations should be combined with the
geolocation service in order to control the destination of the data.

4.3.2 Annotations enforcement

From architectural point of view data sensitivity annotations are enforced using a Filter
component which sits in the Data Abstraction Layer (DAL). This can happen in the ap-
plication service or in the platform service. In Figure 4.3 the Filter is in the application
service.

Requests from the presentation layer are processed as usual in the application (black
arrows). However, instead of directly returning the requested data to the presentation layer,
DAL masks the requested data using the Filter component. This component retrieves from
the annotations storage the annotations applicable to the requested data. Furthermore the
Filter enforces these annotations and masks the requested data. The masked requested data
is returned to the presentation layer.
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Figure 4.3: Data Sensitivity Annotations Enforcement

When the original request (black arrows) does not contain the primary key from tables
of the requested data, then the request is modified with the needed primary keys and re-
executed. This must be done in order to identify the rows.

As expected, additional queries affect performance. However, this does not have to make
the retrieval of masked requested data twice slower, because the database cache will facilitate
- confirmed experimentally - a faster execution of the modified SQL request. Another aspect
is that the data transfer from the service (e.g. PACS service) to the user also introduces data
transfer latency and makes the annotations retrieval and enforcement to weigh less in whole
process of using the service (e.g. PACS service).

Considering the design of the enforcement, two of the approaches can be used in imple-
mentation for policy representation and evaluation:

• Proprietary policy representation implementation. Data sensitivity annotations are
stored in a table/storage. The annotations belonging to the requested data that has to
be masked are retrieved from the database. The results (action and users attributes)
are further processed in order to compute the mask for the requested data.

• XACML implementation. Data sensitivity annotations are stored in form of XACML
policies. The data identifiers (Table, Columns, Rows) are resources attributes in XACML
policies scenario. This fits with XACML standard (Attribute-Based Access Control).
Therefore an implementation of XACML might be used in data sensitivity annotations
solution.
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In both cases the relevant policies are obtained via the method depicted in Figure 4.3

4.3.3 Data masking solution design

In this subsection we propose a solution which complies with the solution directions spe-
cified above. Also other solutions may be designed, which may fit better other scenarios.

4.3.3.1 Data masking process

The process designed to mask the data comprises of five actions that are executed:

1. Execution of original SQL request (ExecSQLReq)

2. Execution of modified SQL request (ExecModfdSQLReq). This SQL request contains
in addition to the original SQL request the primary keys of the tables from where the
data comes from.

3. Getting annotations (GetAnnttns). This component is retrieving the annotations re-
lated to the requested data: the operation and the requester (subject) attributes from
a Key-Value Store (NoSQL database).

4. Computing the mask (CompMask). This component computes the list of rows and
columns that the user has access to. The resulted list represents the mask.

5. Applying the mask (ApplyMask). This component applies the mask computed before
on the retrieved data in ExecSQLReq process component.

By default access is denied and policies (operations & subjectAttributes mapped to re-
sources) which permit access have to be defined. In this scenario we assume that the maximum
number of policies is half of nrSubjAttrsV alues ∗nrOp ∗nrRes. If the half is exceeded then
it is more efficient to switch and use by default permit and to add policies which deny ac-
cess. This way the total number of policies is minimized to 50% of the maximum number of
mappings (operation & subjectAttributes mapped to a resource).

The annotations are associated to a resource (dataIdentifier), in our case columns and
rows. This would suggest that we should store the policies in a map where the keys are the
dataIdentifiers (table & columns/rows) to annotations (operation & subjectAttributes).
We prove later that this would not be efficient for retrieving annotations from the database.
Therefore we stored the annotations by mapping operation & subjectAttributes to a list of
dataIdentifiers.

4.3.3.2 Performance and complexity analysis

In the performance analysis we will make use of the next notations:

• nrR: total number of database rows

• nrC: total number of database columns

• fC: selected fraction of the database columns

• fR: selected fraction of the database rows
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• sizeWhereClauses: size of the criteria from the original SQL request

• nrAnnttnsOpSubj: number of annotations associated with the current user

• Pk: Primary Key

• DataTransfFromDP : data transfer from Digital Platform to Application Service

• DataTransfFromAppS: data transfer from Application Service

The complexity of the retrieving of masked data process is given by the sum of the
complexities of the process components:

C(maskData) = C(ExecSQLReq) + C(ExecModfdSQLReq) + C(GetAnnttns)

+ C(CompMask) + C(ApplyMask)

Next we analyze the complexities of each of the retrieving of masked data components:

1. ExecSQLReq. This process component has two other internal components: the search-
ing of the data in the database and the transfer of the data from the digital platform
to the application service:

C(ExecSQLReq) = C(SearchData) + C(DataTransfFromDP )

C(ExecSQLReq) = O((fR ∗ nrR) ∗ (fC ∗ nrC) ∗ sizeWhereClauses)

+ C(DataTransfFromDP )

C(ExecSQLReq) = O(nrR ∗ nrC ∗ sizeWhereClauses) + C(DataTransfFromDP )

2. ExecModfdSQLReq. This process component is the same as the ExecSQLReq com-
ponent, but the searching of the data takes advantage of the database cache. Therefore
the complexity of searching the data in the database becomes constant and in con-
sequence the complexity of ExecModfdSQLReq component becomes:

C(ExecModfdSQLReq) = C(SearchData) + C(DataTransfFromDP )

C(ExecModfdSQLReq) = O(1) + C(DataTransfFromDP )

3. GetAnnttns. The complexity takes advantage of the fact that we chose to store the
annotations in a Key-Value Store and the complexity becomes constant.

C(GetAnnttns) = O(1)

4. CompMask. This component creates on the selected data two mappings: columns
names to columns indexes and rows primary keys to rows indexes. Next the allowed
resources are added in the allowed list of resources (mask), by making use of the map-
pings previously used. Mappings are used because when properly implemented they
can achieve complexity O(1) for the operation of searching.

C(CompMask) = O(fC ∗ nrC) + O(fR ∗ nrR) + O(nrAnnttnsOpSubj)

C(CompMask) = O(max(fC ∗ nrC, fR ∗ nrR, nrAnnttnsOpSubj)

C(CompMask) = O(max(nrC, nrR, nrAnnttnsOpSubj))
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5. ApplyMask. The main operation in this component is going through the retrieved
data by the ExecSQLReq component and applying the mask computed by the fourth
process component.

C(ApplyMask) = O(fC ∗ nrC ∗ fR ∗ nrR)

C(ApplyMask) = O(nrC ∗ nrR)

As specified before we are also analysing the complexity of getting annotations from a
Key-Value Store where the key is the data identifier and the value is a list of operation &
subjectAttributes. In this scenario the annotations are requested (from Key-Value Store) for
each requested resource (column or row).

C(GetAnnttnsDataIdKey) = (fC ∗ nrC + fR ∗ nrR) ∗O(1)

C(GetAnnttnsDataIdKey) = O(fC ∗ nrC + fR ∗ nrR)

C(GetAnnttnsDataIdKey) = O(nrC + nrR)

Therefore the operation of retrieving annotations from a Key-Value Store where the
key is the data identifier is more expensive than the version where the key is operation
& subjectAttributes. The other process components have the same complexity in both an-
notations storage scenarios.

Retrieving Masked Data Process
Component

Complexity

Execution of original SQL request
O(nrR ∗ nrC ∗ sizeWhereClauses) +

C(DataTransfFromDP )

Execution of modified SQL request O(1) + C(DataTransfFromDP )

Getting annotations O(1)

Computing Mask O(max(nrC, nrR, nrAnnttnsOpSubj))

Applying Mask O(nrC ∗ nrR)

Table 4.1: Complexity Analysis

Table 4.1 shows that the most demanding process component is the execution of the
original SQL request. If there are no “WHERE” clauses then the execution of the original
SQL request is equal to application of the mask operation. Even so the execution of original
SQL request contains also the data transfer from the digital platform latency.

The complexities analysis cannot show precisely how expensive the data transfer is.
Strictly speaking data transfer is not part of retrieving and enforcing the annotations, but it
is a significant part of the total latency for user experience, which makes retrieval of masked
data close in matter of time complexity to the retrieval of unmasked data. Data retrieval
time is roughly linear to data size.

4.3.4 Geolocation

4.3.4.1 Objectives

Geolocation control is intended to deal with the following issues:
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• Data that may not leave a certain country or countries, e.g. for privacy legislation;

• Device enablement on a per-country basis. Application services may not be offered to
certain countries or markets for managing regulatory clearance or because of marketing
reasons.

Geolocation control for data may integrate to authorization and also sensitivity annota-
tions discussed above through an geolocation attribute of the user/subject (e.g. in the
Attribute-Based Access Control paradigm)

The geolocation control security model assumes semi-trusted users, e.g. employees or
parties such as customers with which a contractual relationship exists. The geolocation control
therefore mostly is intended to keep honest people honest and to ease compliance rather than
attempting to achieve an impossible 100% security. This is an intrinsic technical limitation
of location control.

Geolocation by definition has a margin of error, which may result in false positives and false
negatives. False negatives are inconvenient for the client because he may not access the service
or obtain the requested data. False positives may inappropriately make the service or data
available to unauthorized geographic locations and thereby e.g. violate privacy legislation. A
balance is required.

Geolocation should not constitute a hard barrier for the user access to the service or its re-
sources. If geolocation is unavailable the default will be to allow user access. Therefore, when
the location of the user cannot be decided because of services being down or contradicting,
the geolocation should not be taken as input in the authorization decision.

4.3.4.2 Architecture and process

Figure 4.4 presents an architecture for a digital cloud platform with geolocation platform
service. The geolocation service exposes an API towards application services that require
geolocation control. The geolocation service may also interact with the authorization service
for enforcement. Both for efficiency and cost reasons the geolocation service employs a cache.

Optionally, also clients such as mobile applications, desktop applications and web browsers
include geolocation functionality, which assist the geolocation service in determining the loca-
tion of the user of the client. In certain situations end-users may interact with the geolocation
service via their client to deal with exceptions.

The geolocation platform service is supported by third party. The same holds for client
geolocation support. These services translate IP-addresses, GPS coordinates, radio beacon
proximity, etc., to normalized locations, e.g. addresses, including country.

To determine location of the user the components execute the following process. The
application service or a common platform service like authentication extracts the IP address
belonging to the request of the client. The service invokes the geolocation application service
with the IP address as parameter. The geolocation service checks its cache for a match. In
case of no hit it invokes a third party IP geolocation service.

Above steps yield a location (may be ‘unknown’), accuracy (‘country 98% accurate’) and
trust (‘trusted service’) indication. If sufficient the process is completed, otherwise it may
continue to improve.

Geolocation service may continue to send a request to the client for its location. The
related work section described how mobile apps and desktop browsers may determine location.
This results in a location and accuracy indication returned to the geolocation service, which

Access Policy Enforcement Techniques to Protect Data Shared Across Domains 35



CHAPTER 4. DATA SENSITIVITY

Third Party Services 

IP Geolocation 
Service 2 

Geolocation 
Service 1 

Digital Platform 

Authentication 
Service … 

Authorization 
Service 

Geolocation 
Service 

Cache 

Application Service 
(e.g. PACS Service) 

 

PC 

Browser 

… 

Geolocation 
Extension (WAP) 

Mobile device 

App 

GPS 
Cell-phone 

signal 

Geolocation 
Extension 

Wifi 
signals 

End-user 

Figure 4.4: Geolocation architecture

adds the (lower) trust indication depending on the client. If sufficient the process is completed,
otherwise it may continue.

Finally, the geolocation service may continue to involve the authenticated end-user to
determine the location if the client supports it, e.g. by presenting a web page in the users
browser. It requests the user to provide his location or to confirm / deny a certain location.
It also informs the user the provided information may be subject to audit. This results in
a location indication returned to the location service which adds a (lower) trust indication.
Optionally it queues it for audit. Geolocation determines if it accepts or denies the provided
location in which it may use all information obtained as part of above steps. Optionally, in
case of denial it offers the user with a break-the-glass functionality (with default audit).

Geolocation service returns location and accuracy to the requesting application (or plat-
form) service. It also caches the results.

The supported location sources and threshold configuration may be policy configurable.

4.4 Experimental Validation

4.4.1 Implementation

To validate the architecture and design these have been implemented in a proof of concept.
This includes an application service implemented using Java Servlet and JavaScript technolo-
gies. This web application resides in our case on a server in Amazon Elastic Compute Cloud.
The setup was such as to represent a realistic deployment.
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The data is stored in and retrieved from Amazon Relational Database Service (RDS,
MySQL). The annotations are stored in a different server in Amazon Elastic Compute Cloud,
but on a different server than our application service. Initially, the same database was used,
but after various performance optimizations a nosql solution in form of DynamoDB has been
selected for the annotations.

For performance optimization also the table structure and queries have been rearranged
for performance, i.e. reducing the number of queries, enable use of indices and avoid expens-
ive operations like text matching. It is expected that further optimizations are possible as
the optimization process was stopped when performance was sufficient to determine positive
feasibility.

4.4.2 Validation

To validate our proposal we performed tests where we increased the amount of data that
is retrieved from the database. Next we performed tests where we increased the amount of
annotations that are attached to the data. The tests are characterized by the parameters
illustrated in Table 4.2

Parameter
Value

Varying amount of
database entries

Varying amount of
annotations

Total amount of database
columns (nrC)

40

Total amount of database
entries (nrR)

200 - 20000 (step: 200) 12000

Amount of retrieved
columns

1/2 of total amount of database columns

Amount of retrieved rows 1/3 of total amount of database entries

Maximum amount of
annotations

(maxAmountAnnttns)

(nrR + nrC) ∗ 2 ∗ 10 ∗ 28 (2 operations: read and export,
10 roles and 28 countries)

Amount of annotations
10% of

maxAmountAnnttns
1%-25% (step: 1%) of
maxAmountAnnttns

Table 4.2: Data sensitivity annotations, tests parameters and values

In the test scenarios the subjects (users) have two attributes: country and role. The
country attribute has 28 possible values (the European Union countries) and the role attribute
has 10 possible values. The resources are represented by the combinations: table columnName
or table rowPkV alue. Therefore the number of resources is nrC + nrR.

4.4.2.1 Retrieving data test - data size

In this test the amount of retrieved data was varied and we measured the duration (in
milliseconds) of retrieving up to 7000 database entries: masked and unmasked. It can be
seen in Figure 4.5 that the retrieval of masked data is more expensive than the retrieval of
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unmasked data, but that the performance of retrieving masked data is close to the performance
of retrieving unmasked data.
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Figure 4.5: Retrieving Data (increasing amount of retrieved data)

When the data transfer (from application service) latency is added (see Figure 4.6), it
can be seen that the red curve (retrieval of unmasked data) is almost covering the blue curve
(retrieval of masked data), making the curves even closer than the above test. In practice,
the data transfer (from application service) latency is part of the user experience, when the
application service is used directly by other applications or by the users. Therefore the
retrieving and enforcement of annotations affects the retrieval of data in a minimal way.

The non-linearity of the curve is caused by the SQL request where clause has the size
equal with the amount of retrieved rows and looks like this: “where id in (value1, value2, ...,
valueN)”.

4.4.2.2 Masking components weights test - data size

In this test the amount of retrieved data was varied and we measured the weights of the
components of the retrieving masked data process. The plot depicted in Figure4.7 shows that
with the increase of the amount of retrieved data (up to 7000 database entries), the summed
up weight of the specific masking components (ExecModfdSQLReq, GetAnnttns, CompMask
and ApplyMask) decreases, achieving less than 20% out of the whole process. This means that
the retrieving and enforcement of annotations counts less in the whole process of retrieving
masked data with the increment of the amount of retrieved data.

4.4.2.3 Retrieving data test - annotations size

In this test the amount of annotations attached to the data was varied and we measured
the duration (in milliseconds) of retrieving 4000 database entries: masked and unmasked,
with up to 25% of the maximum number of annotations attached. It again can be seen in
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Figure 4.8 that the retrieval of masked data is more expensive than the retrieval of unmasked
data, but that the performance of retrieving masked data is close to the performance of
retrieving unmasked data.

More important is the fact that the duration of retrieving masked data from the database
is influenced in a minimal way with the increase of the annotations attached to the data. This
shows that the specific masking components (ExecModfdSQLReq, GetAnnttns, CompMask
and ApplyMask) are efficient.
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Figure 4.8: Retrieving Data (increasing amount of annotations)

When the data transfer (from application service) latency is added, it can be seen in
Figure 4.9 that the red curve (retrieval of unmasked data) is getting closer to the blue curve
(retrieval of masked data). This test shows that the user experience response times are even
less affected in real world scenarios, when several latencies are part of users’ experience.

4.4.2.4 Masking components weights test - annotations size

In this test the amount of annotations attached to the data was varied and we measured
the weights of the components of the retrieval of masked data process. The plot depicted
in Figure 4.10 shows that with the increase of the amount of annotations (up to 25% of the
maximum number of annotations), the summed up weight of the specific masking compon-
ents (ExecModfdSQLReq, GetAnnttns, CompMask and ApplyMask) stays constant. Each
masking component has also the same behavior.
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4.5 Results

Figure 4.11 depicts a print screen of an application service (web application) which is
making use of geolocation in order to enforce data annotations and retrieve masked data.
The application service contains the user/client side, but also information which is present
on server side and about his location and his status of successfully being logged in.

Figure 4.11: Geolocation and data sensitivity annotations proof of concept
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Conclusions

In this thesis we focused on the problem of unauthorized access to data shared across
storage systems with different administrative domains. The risk of unauthorized access to
the data is increased within collaborations because the collaborative parties may use different
authorization mechanisms, which have to be synchronized. Furthermore supporting dynamic
access control granularity levels in collaborations is also needed. However state of the art
solutions for these problems have certain shortcomings. Therefore there is need in collabor-
ations for developing interoperable, scalable and flexible authorization mechanisms to cope
with conflict resolution and fine-grained access control.

A two-layer authorization architecture could be an answer to the research question on
How to manage and enforce policies across domains efficiently?. The first layer is managing
and enforcing the collaboration abstract policies, and the second layer uses domains specific
policies. The abstract policies (agreed upon by all domains) use abstract resources and ab-
stract operations, concepts shared by the collaborative parties. The two-layer architectural
design facilitates overruling of the domains specific policies by the collaboration abstract
policies. This is answering the research sub-question on How to solve conflicts between col-
laboration access policies and domains specific access policies? Conflict resolution becomes
easier to perform within the domains. If the abstract policies permit or deny access to the
data, then this decision is enforced. Otherwise, the policy enforcement point is enforcing the
decision determined by the domain specific policies.

Besides being able to solve conflicts easier, the two-layer authorization architecture facil-
itates also efficient enforcement of abstract policies. This is done by abstracting the subject’s
request and evaluating the resulted abstract request against the abstract policies. This is more
efficient than the traditional approach of evaluating subject’s request against the domain spe-
cific policies because the number of abstract policies is smaller. We proved by complexity
analysis and by experimental validation that abstracting the subject’s request is not affecting
the performance of the authorization system.

Additionally it was proven by complexity analysis that the administration of the policies
is also more efficient. The administrators manage a smaller number of policies (only centrally)
and manage the resources/operations mappings in the domains. The latter is again smaller
than the possible number of extracted domain-specific policies.

An answer to the research question on How to enhance the granularity level of the au-
thorization to data based on its sensitivity status and using user attributes? could be data
sensitivity annotations. For the annotations we developed an approach to annotate rows
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and columns in a database with a sensitivity attribute or authorization policy. Like data,
annotations are managed by a (new) platform service. Enforcement is left to application ser-
vices via a policy component or SDK. Technically, it derives an annotations-query from the
data-query. Experimentally the concept and performance for row-based and column-based
annotations have been validated for practical use.

The results also carry a number of learnings especially with respect to obtain a per-
formance level that is acceptable for data sensitivity annotations and data masking to deem
practical and feasible. Most impactful factors here are efficient database interaction and
optimization of data structures. In some cases NoSQL may prove useful, e.g. to retrieve
annotations.

For geolocation control we developed a platform service that reliably determines the coun-
try of a remote user. It allows combination of location sources including IP-addresses, sensors
as well as human input, which lends itself to be policy configurable to achieve the required
level of trust and can also be combined with a break-the-glass option. It leverages location
features present in clients such as mobiles and browsers a third party location services. We
leveraged various sources for geolocation in order to minimize and deal better with false pos-
itives and false negatives. The proposed solution uses the geolocation as subject attribute in
the authorization policy attached to data sensitivity annotations.

5.1 Future Work

Future work regarding the policy administration research question will include further
analysis on how the placement of the policy decision point is affecting the level of trust
between the collaborative domains. The discussion in section 3.2 is the basis for such an
analysis. The minimization of the communication latency between a central policy decision
and the domains policy enforcement points could also be addressed in future work.

Additionally we should validate the policy administration proposed solution against other
XACML implementations, besides Sun XACML. Moreover we should leverage NoSQL for
storage of resources/operations mappings.

Although the applied research provided many questions with an answer also new problems
and questions appeared for the data sensitivity research questions. The open problems and
the questions to be addressed in future work include:

• Newly inserted rows annotations. What annotations should be attached to the newly
inserted rows and how? Should the solution leverage dynamic identification of data-to-
annotate (e.g. where clauses)?

• Performance. Which parts of the algorithms involved in retrieval and enforcement of
annotations could be improved? What are the implications of replacing the double
execution of the original SQL request and obtain the required primary keys directly?
Furthermore an SQL request analyser could be employed to output the tables involved
in the SQL request. How performant is such an analyser.

• Cell-based annotations. How performant is the proposed solution when the annotations
store contains cell-based annotations?

• Annotation algorithm. Does an efficient algorithm exist to lookup relevant annotations
when the annotations are stored in a Key-Value store and the key is represented by the
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data identifiers?

• Database changes. What updates have to be done when the database tables and columns
change their names? Are these changes done automatically (database triggers leveraged)
or by administrators, or semi-automatically assisted by administrators when needed?

The open problems and the questions to be addressed in future work for geolocation
include:

• Accuracy: How to balance false positives and false negatives generated by IP-based
geolocation services? “For IP-to-country database, some vendors claim to offer 98% to
99% accuracy although typical Ip2Country database accuracy is more like 95%.” [36]

• Trust: How much does the server trust in the location received from the client? Is there
need for tamper proofing location-related components on client side?

• Decision: How is it decided if the geolocation determination action is successful or not?
What happens if the information from the server and the client contradict?

• Integration: How to support minimal developer integration effort with protocols and
API while also supporting a good user experience for user interaction parts?
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Appendix A

Use Case: Translational Research
(Movember)

A.1 Description

The Movember Global Action Plan 3 (GAP3) on Active Surveillance (AS) of prostate
cancer (PC) includes the activity of 14 areas (Research Institutes and University Medical
Centres) in the 5 Movember regions (Australasia, Europe, UK, Canada, USA) to construct
a sustainable worldwide database for clinical, marker-related, and imaging data for scientific
analyses and improvement of clinical guidelines.

Movember GAP3 aims at:

1. creating a global consensus on selection and monitoring of men with low risk cancer;

2. managing a worldwide platform with information and guidelines on AS as acknowledged
treatment option for PC;

3. reduction of number of men switching towards active therapy within one year after start
of the AS protocol;

Movember is a translational research use case. The translational medical research is an
emerging field of work, which aims to bridge the gap between basic medical science research
and clinical research/patient care. Figure A.1 shows high-level translation research data flows.

Given that Movember must deal with very sensitive data, accessed from different organ-
izations (Research Institutes and University Medical Centres) and by different users (biostat-
isticians, technicians or radiologists) in a distributed system, it is of paramount importance to
ensure proper user authentication and authorization, data protection, consent management
and enforcement and information trustworthiness (reliability).

Figure A.2 shows the use case flow. The Use Case Flow also emphasises in several places
the need for user authentication and authorization:

• In order to comply with the legislation, in translational research patient permissions
to anonymise/pseudonymise and to use their data must be properly regulated (proper
patient digital consent management).

Access Policy Enforcement Techniques to Protect Data Shared Across Domains 51



APPENDIX A. USE CASE: TRANSLATIONAL RESEARCH (MOVEMBER)

Figure A.1: High level translation research data flows

• The Demilitarised Zone (DMZ, Figure A.2: Use Case Flow) is a temporary landing zone
for the anonymised data which comes from the organizations (Research Institutes and
University Medical Centres). The data uploaded in the DMZ by each organization is
anonymised before the upload by the organization itself. The DMZ must be separated
in landing zones, which are mapped to the organizations that are uploading anonymised
data. The DMZ must have authentication and authorization in place in order to regulate
the access to the landing zones and protect them. Only the organizations can upload
data to their DMZ corresponding landing zone. The access control policy of the DMZ
must forbid the organizations to have access to any other part of the DMZ, except their
DMZ landing zone. The separation of the DMZ in landing zones facilitates respecting
the legislation of all the 5 Movember regions (Australasia, Europe, UK, Canada, USA).

• The access to the DMZ data is different when the correct data anonymization checking
step (step 2, Figure A.2: Use Case Flow) is realised. Authentication and authorization
must be present again in this situation. Only the data stewards belonging to the organ-
ization that is hosting: “Globally accessible shared translational data” must be able to
do the checking step.

• Finally, access to sensitive anonymised medical information (step 3 in Figure A.2, e.g.
PACS records) is usually regulated by authentication and access control policies, which
specify which parties and under what conditions may access information. If the informa-
tion is confined within a single, trusted system, policy enforcement can be achieved using
traditional enforcement mechanisms. When information needs to be disclosed across dif-
ferent organizational and jurisdictional domains (e.g. different Research Institutes and
University Medical Centres that host biostatisticians and researchers), however, guaran-
teeing policy enforcement becomes more challenging. Therefore attribute-based policy
enforcement techniques will play an important role here.

In order to put in practice this use case, security and privacy related criteria that have to
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be satisfied are:

• The research institutions are able only to write data into their DMZ partitions.

• The research institutions are not able to read data from DMZ.

• Only the Quality Checker (person or tool) is able to read data from DMZ.

• The Quality Checker is not able to write data in the DMZ.

• If the Quality Checker’s test fails, then this means that the incorrect anonymised data
is rejected and the Quality Checker communicates this to the owner of the incorrect
anonymised data.

• When the research institution is informed that its uploaded data is not correctly an-
onymised, the research institution can:

– re-anonymise its data and re-upload it in its DMZ partition. Now the Quality
Checker will verify the new updated data.

– not do anything. In this case none of its anonymised data goes to “Globally
accessible shared translational data”.

• Not all the members from an organization will necessarily have the same access privileges
to “Globally accessible shared translation research data”.

• Access to the “Globally accessible shared translational research data” is limited to those
who have the knowledge to make statistical analysis.

A.2 Actors

The list of actors is:

• Patients. The patients give consent for their clinical data to be used in the Movember
statistical research;

• Project Leaders and IT Experts from the organizations (Research Institutes and Uni-
versity Medical Centres). These actors are uploading anonymised data to DMZ (step1,
Figure A.2: Use Case Flow);

• Data Stewards. The data stewards are responsible for the execution of steps in 2
(2.Accept, 2.Reject) from the Use Case Flow (Figure A.2). They belong to the company
which is hosting the “Globally accessible shared translational data”;

• Clinical Researchers at Research Institutes and University Medical Centres. These
clinical researchers are: biostatisticians, technicians and radiologists. They are using
the data (e.g. making statistics) in step 3 of Use Case Flow (Figure A.2);
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A.3 Trigger

There is need to:

• address one of the critical issues facing men diagnosed with prostate cancer today –
whether to treat low risk prostate cancer or monitor it via active surveillance;

• accelerate health outcomes for men living with prostate and testicular cancer;

Translational Research (Movember) is breaking down barriers to research, funding world-
wide collaboration, uncovering the best talent and bringing them together to work as a team.
This is done by collecting data and by undertaking clinical research.

A.4 Preconditions

To Be Decided

A.5 Postconditions

To Be Decided

A.6 Priority

The priority of this use case is high as the use case is being implemented in real practice
and if security is not properly regulated, given the sensitivity of health information, this might
be a big barrier for the acceptance of the use case.

A.7 Frequency of Use

The frequency of use is determined by the frequency of anonymised data uploads to
DMZ (step 1, Figure A.2: Use Case Flow). The data uploads happen when an organization
(Research Institute or University Medical Centre) wants to upload data in the DMZ. As
estimation, this operation is expected to happen 3-4 times per year for each organization.
Each time the process shown in Figure A.2 will be executed.

The frequency of use may be affected also by the rejection of the anonymised data. In this
case the upload of the data to the DMZ may happen multiple times because of the incorrect
data anonymization. The checker (step2, Figure A.2: Use Case Flow) will delete the incorrect
anonymised uploaded data and will ask the organization to re-execute the anonymised data
upload (step 1, Figure A.2: Use Case Flow).

A.8 Use Case Flow (Normal Course + Alternative Courses of
Events)

The flow of the AU2EU Translational Research Use Case is shown in Figure A.2 and is
compound of the next steps:
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Figure A.2: Use Case Flow

1. The organizations (Research Institutes and the University Medical Centres)
upload the anonymised data in the Demilitarised Zone (DMZ). The data
uploaded in the DMZ by each organization is anonymised before the upload by the
organization itself. In order for this upload to become possible the DMZ has to be
proven that is secure:

• It has to be proven that the landing zones are separated and that the organizations
have access only to their landing zone.

• It would be preferable for the organizations to have only the right of uploading
the anonymised data (only one way, from the organization to their DMZ landing
zone).

• The DMZ must be a solution which respects the legislation of all the places that
the data is held and made available.

• The DMZ must not be reachable from outside except for the organizations (Re-
search Institutions and University Medical Centres) in this step 1. For step 2 the
DMZ must be reachable also by the data stewards who are doing the checking.

• The question “Who is responsible for the DMZ?” must also be solved. This depends
also on the DMZ requirements (mentioned above).

• DMZ is a temporary storage of the anonymised patient data and the data in the
DMZ is consumed by the checker in step 2.

2. The uploaded data is checked if it is properly anonymised. The checking is
done by data stewards. The data stewards are able to read and delete the data from
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the DMZ. They are also in charge of harmonizing the data. Depending of the result of
the checking two things can happen; the upload may be accepted or rejected:

• Accept. If the uploaded data is correctly anonymised, then the data is moved
in “Globally accessible shared translational research data”. Now the data can be
used by biostatisticians in step 3.

• Reject. If the uploaded data is not correctly anonymised, then the data is removed
from the DMZ and the organization which uploaded the data is asked to upload
the correctly anonymised data, step 1.

3. The data is consumed (e.g. read, export) by the organizations actors: bios-
tatisticians, technicians and radiologists. Here user authentication and authoriz-
ation must be present in order for the data protection to be provided.

• Not all the members from an organization will necessarily have the same access
privileges.

• Access to the “Globally accessible shared translation research data” is limited to
those who have the knowledge to make statistical analysis. This is meant to prevent
that people derive conclusions on the large data set and derive bad conclusions.

• The access control policy will be most probably role-based (specialization of attribute-
based access control policy)

• The system may need to export the data as specialised statistical tools may be
present only at the biostatisticians’ organization.

The main flow of the use case is: 1 → 2.Accept → 3.

A.9 Exceptions

Error conditions can be:

• The anonymised data passed the checker, but it is not actually anonymised correctly
(e.g. birthday is visible in the data). This type of error can be observed by humans,
not automatically. The solution in this case is a process solution. The error is reported
to a data steward. The data steward removes the incorrectly anonymised data and asks
the data owner organization to re-upload the correctly anonymised data.

A.10 Includes

N/A (Not Applicable)

A.11 Special Requirements (Non-Functionals)

The organizations must have the patients’ consent in order to use their data in translation
research.
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The DMZ part of the data upload from the organizations (Research Institutes and Uni-
versity Medical Centres) to the “Globally accessible shared translational research data” must
affect the least the total duration of the data upload. (performance requirement)

The DMZ must respect all data protection regulations and laws from all 5 Movember
regions (Australasia, Europe, UK, Canada, USA).

A.12 Assumptions

A legislative solution of putting all the data from all 5 Movember regions (Australasia,
Europe, UK, Canada, USA) together is achievable.

A.13 Notes and Issues

To Be Decided
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Use Case: Collaborative PACS

B.1 Description

A picture archiving and communication system (PACS) is a medical imaging technology
that provides storage of, and convenient access to, images from multiple modalities. PACS
has four main uses, namely: (i) hard copy replacement; (ii) remote access that provides cap-
abilities of off-site viewing and reporting enabling practitioners in different physical locations
to access the same information simultaneously; (iii) an electronic image integration platform
that provides interfacing with other medical automation systems such as Electronic Medical
Record (EMR) systems; and (iv) radiology workflow management.

Given that PACS must deal with very sensitive data, accessed from different organizations
(hospitals) and by different users in a distributed system, it is of paramount importance to
ensure proper user authentication and authorization. In order to comply with legislation,
in medical systems like PACS patient permissions to access data must be properly regulated
(proper patient digital consent management). Such a user-centric, federated approach
contrasts to the “back-end attribute exchange” model, which typically involves transmission
of user information without involvement or consent by the user, and the use of common
identifiers across domains. Furthermore remote access by healthcare providers from their
own mobile devices to PACS is also emerging. Assurance of trustworthiness of the mobile
device and attribute claims play an important role here as well. Finally, access to sensitive
medical information as PACS records is usually regulated by access control policies, which
specify which parties and under what conditions may access information. If the information is
confined within a single, trusted system, policy enforcement can be achieved using traditional
enforcement mechanisms.

At this moment PACS is a standalone product which is used in hospitals by installing
the PACS solution in the hospital including image database and the necessary software. The
workflow / administrative use scenarios are:

1. Displays and provide interaction with worklists for radiologists;

2. Assign work to one or more radiologists;

3. Communicate to other clinicians via chat/messaging functionality (only in system bound-
ary);

4. Perform administrative tasks to manage the system.
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Figure B.1: Single Hospital PACS Architecture

In Figure B.1: Architecture the system shows that the PACS system is a Client-Server
architecture. This architecture involves a user (Client) which can be outside the hospital and
can use a Desktop or a Tablet. In this architecture the hospital has a Server which contains
a main building block: PACS Broker. PACS Broker is the frontend component of the PACS
system and it is handling the Client-Server connections. So PACS Broker is also handling the
Client authentication and authorization, which are the main security mechanisms contained
in this architecture. The PACS Database contains patient data (demographic and medical
data) and audit data. Authorization is also present from the PACS Broker to PACS Database.
Consent though is not applicable as only the hospital is dealing with the consent of the patients
and in consequence the management and enforcement of the patients consent is not taken in
account during authorization in Figure B.1: Architecture.

More challenging from authentication and authorization, data protection, consent man-
agement and enforcement and information trustworthiness points of view is the scenario when
information needs to be disclosed across different organizational and jurisdictional domains
(e.g. different hospitals that host practitioners involved in teleradiology). The logical archi-
tecture of collaborative PACS is summarised in Figure B.2: Collaborative PACS Architecture.

Figure B.2: Collaborative PACS Architecture shows two hospitals which are sharing im-
ages. The need for sharing is given by the collaboration present in the Tumour Board part
of the picture. A Tumour Board is formed of people (e.g.: radiologist, cardiologists) from
different hospitals/organizations. The Tumour Board in the picture uses the PACS sharing
system by accessing images from two hospitals in their reviews and discussions regarding the
medical condition and treatment options of a patient.

In this scenario two hospitals which are sharing their images are present. In one case the
images are stored in the hospital (e.g. Hospital B). In the other case the images are stored
using a Cloud Service (e.g. Hospital A). This makes this use case more challenging from the
needed security mechanisms point of view. As this picture is a logical view of Collaborative
PACS, instead of/next to the PACS Brokers from all the hospitals a central Broker which
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Figure B.2: Collaborative PACS Architecture

has no affiliation to any hospital might be present in order to intermediate the users requests.
The users can use desktops or tablets for getting access to the patients data.

In the sharing system the consent management becomes suddenly very important. Inside
a hospital the consent was collected and used only at the moment of patient giving consent
for their personal data to be used inside that hospital. Once the sharing and collaboration
between hospitals become part of the picture, the patients consent gets highly involved in the
policy enforcement and consequently in the authentication and authorization of user across
organization even from different countries.

In this scenario security mechanisms like SSO (Single Sign-On) might be present. In
this case federation of identities from the hospitals might be taken in consideration in the
authentication solution.

It is desired that the authorization policies take in consideration the location of the user.
For instance, a French physician using his mobile device to access images while he is on
holiday in Peru should be restricted. Moreover, the granularity of the authorization has to
be at the level database tables fields. The authorization policies should be able to specify
for the database tables fields: sensitivity of the field, level of encryption required, permitted
locations for storage. This implies database segmentation and different sensitivity levels.
Therefore attribute-based policy enforcement techniques might play an important role here.

Furthermore the data can reside partially in the cloud; partially in the hospital. This
leads the Collaborative PACS system to a hybrid cloud solution. The system should support
policies which specify geographical boundaries for the storage and traffic of data.

In order to put in practice this use case, security and privacy related criteria that have to
be satisfied are:

• Users should be able to login using the credentials from their hospital.

• The patients consent must be collected and enforced before any patient data lands in
the PACS database.
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• Patients consent must be enforced every time the patient data gets accessed.

• The geographical localisation of the user who wants to get access to data must be used
in authorization enforcement.

• The policies must be stored in or next to the PACS database.

• Modifications of the policies must be reflected immediately (5 seconds) in all policy
enforcement actions from the whole Collaborative PACS system.

• Not all the users belonging to the same hospital will necessarily have the same access
privileges to the patients data.

B.2 Actors

The list of actors is:

• Advanced users: radiologist, technician, clinical researcher, general practitioner, per-
haps the patient and other roles;

• System Administrators (hospital employee, or a role of the service engineer);

• Service Engineers (PACS vendor employee, but also service engineers for third party
products, e.g. the hardware).

B.3 Trigger

There is need to make possible and then accelerate collaboration between healthcare insti-
tutions involving picture archiving domain. The acceleration will make possible for patients
to receive collaborative treatments. Research can be another beneficiary.

B.4 Preconditions

To Be Decided

B.5 Postconditions

To Be Decided

B.6 Priority

MEDIUM
This use case aims at (no so distant) future use. It supports trends like collaboration in

expert panels and cloud-based PACS services. From innovation point of view, it should be
addressed now.
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B.7 Frequency of Use

The frequency of use depends on the amount of collaboration between hospitals and
especially on the hospitals to which the patients are going or on the specialised tools from
within the hospitals.

For example an image processing tool might be available only in hospital H. Then whenever
a patient P (from any collaborative hospital CH) needs in his treatment the tool from H then
hospital H has to be able to retrieve Ps needed image in order to be able to process it. In this
case, as the specialised tool is present only in H, the frequency of collaborative PACS is big.

B.8 Use Case Flow (Normal Course + Alternative Courses of
Events)

The use case flow for the collaborative scenario implies more hospitals, each hospital with
its PACS Broker and PACS database. This use case presents how a patient data request is
dealt with in Collaborative PACS. The flow of the Collaborative PACS shown in Figure B.3:
Use Case Flow and is compound of the next steps (only red links):

1. Hospital B radiologist connects to the Hospital B PACS Broker using a tablet.

2. Hospital B radiologist authenticates to the Hospital B PACS Broker.

3. Hospital B radiologist requests patient data which resides in Hospital A PACS database.

4. Hospital B PACS Broker redirects the radiologist to Hospital A PACS Broker.

5. Hospital A PACS Broker puts together the policies from the Policies Logical Storage
and the attributes of the radiologist and decides if to disclose the requested patient data
or not.

6. Hospital A PACS Broker enforces the authorization rules by disclosing or rejecting
radiologists request and sending the answer to Hospital B PACS Broker.

7. Hospital B PACS Broker forwards the answer to Hospital B radiologist.

The black links are not part of the use case and they show only that other connections
are present in the system. For example Hospital B PACS Broker has a connection with
Policies Logical Storage component. This connection is needed when a request for an image
in Hospital B PACS Database has to be honored. In this case Hospital B PACS Broker follows
the policies (policy enforcement) from the Policies Logical Storage.

The steps in the above use case flow may be slightly different and this depends on where
the broker functionality is located. Also the Policy Logical Storage in reality can be at
different places, as long as it is associated with the data.
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Figure B.3: Use Case Flow

B.9 Exceptions

Error conditions can be:

• An error is when a broker uses an old policy (which was updated in the meantime).

B.10 Includes

N/A (Not Applicable)

B.11 Special Requirements (Non-Functionals)

To be determined.
As a guideline, in transitioning from to the collaborative system, the the user should not

notice more than a 10% decrease in system responsiveness.

B.12 Assumptions

Like in the translational research use case, depending on the size of the collaboration
(national or international), legislative problems should not be encountered (e.g. a solution
for sharing patient consent has to be possible).

B.13 Notes and Issues

To Be Decided
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Requirements: Translational
Research (Movember)

Glossary

Acronym Full name/Description

ABC4Trust An EU-funded research and development project advancing
the federation and interchangeability of technologies sup-
porting trustworthy and at the same time privacy-preserving
Attribute-based Credentials.

TAS3 Trusted Architecture for Securely Shared Services. A pro-
ject aiming to have a European-wide impact on services
based upon personal information, which is typically gener-
ated over a human lifetime and therefore is collected and
stored at distributed locations and used in a multitude of
business processes.

TDL Trust in Digital Life. An FP7 funded research community
for the research and development of trustworthy ICT solu-
tions.

Trust-PDP Trust Policy Decision Point. Responsible for coordinating
and combining trust services for nested policies.

C.1 Description

C.1.1 Introduction and background

The Movember Global Action Plan 3 on active surveillance of prostate cancer aims to
construct a sustainable worldwide database for clinical, marker-related, and imaging data for
scientific analyses and improvement of clinical guidelines.

Given that the Movember project must deal with very sensitive data, accessed from dif-
ferent organisations (Research Institutes and University Medical Centres) and by different
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users (biostatisticians, technicians or radiologists) in a distributed system, it is of paramount
importance to ensure proper user authentication and authorisation, data protection, consent
management and enforcement and information trustworthiness (reliability).

C.2 Functional Requirements

A part of the identified requirements below are inspired by TAS3, ABC4Trust and TDL
security requirements. These requirements are signalled by references to the inspiring require-
ments. Such a reference has the form

TAS3|ABC4Trust|TDL, requirementnumber

The requirement number is the one from AU2EU State-of-the-Art Requirements document.

C.2.1 Authentication

• Authentication method

1. The system MUST support authentication, for example, using a username and
password pair as authentication information.

2. If a password is used, then it SHOULD comply with a set of constraints in order
to increase its strength. Such a set of constraints MAY be:

(a) The password MUST contain numbers.

(b) The password MUST contain special characters.

(c) The password MUST have a length greater than 10 characters.

3. The system MAY provide (e.g. administrator) authentication from specific whitel-
isted IP addresses only. (device authenticity)

4. Users MUST be able to authenticate to services using their existing authentica-
tion credentials without needing to be issued with new authentication credentials
(whatever form those credentials may take). [TAS3, 27]

5. Users MUST be enrolled with an Identity Provider in order to use the services of
its mutually trusted Service Providers. [TAS3, 28]

6. Users SHOULD be allowed to enrol with multiple Identity Providers under different
unrelated identities. [TAS3, 29]

7. In case of strong authentication, a hardware card which generates presentation
tokens based on privacy attribute based credentials solution MAY be used. [ABC4Trust,1]

8. Privacy attribute based credentials MUST be able to be bound to the hardware
card and/or to the user. [ABC4Trust,3]

9. The user MUST not be able to manipulate the presentation tokens or the privacy
attribute based credentials without damaging their integrity. [ABC4Trust, 4]

10. Privacy attribute based credentials MUST be stored on the hardware card. [ABC4Trust,
5]

11. A user MUST be able to read all contents of his/her hardware token (except the
private key contained in the card). [ABC4Trust, 7]
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12. If the hardware token contains a users secret, the user MUST not be able to read
the users secret. [ABC4Trust, 7]

13. The system MUST prevent the users from generating tokens from attributes not
certified by their own privacy attribute-based credentials. [ABC4Trust, 17]

14. A replay of the same presentation token MUST not be allowed by the system.
[ABC4Trust, 19]

15. The audit logs MUST never reveal the values of non-public keys and secrets.
[ABC4Trust, 21]

• User accounts

16. A user SHOULD be forced to change his/her password at least once in 6 months.

17. All user accounts SHOULD have expiration dates.

18. The administrator MUST be able to delete or deactivate user accounts which have
reached their expiration dates.

19. The systems administrator MAY check once or twice per year for expiring user
accounts.

20. People SHOULD be able to use their existing accounts when taking part in pro-
cesses of organisations they did not have contact with before. [TAS3, 1]

21. The system SHOULD minimise the amount of data collected from the users. [TDL,
17]

• User identification

22. The system MUST uniquely identify each user using an email address.

C.2.2 Authorisation

• Access Control Policy

1. The systems access control policy MUST support role-based access control (indi-
viduals are assigned to roles and roles are assigned different permissions).

2. The systems access control policy MAY support the concept of groups of users.

3. Service Providers MUST be able to set the policies (authentication, authorisation
and trust) that control access to the resources under their control. [TAS3, 30]

4. Users SHOULD be able to set the policies that control access to their personal
identifying information (PII), and this policy SHOULD stay with their PII regard-
less of where this PII is subsequently held. [TAS3, 31]

5. Administrators MUST be able to set the policies that control legal access to PII.
[TAS3, 32]

6. It MUST be possible to specify separation of duty constraints, i.e. that some tasks
MAY not be performed by the same person. [TAS3, 5]

7. It MUST be possible to change permissions to individually identifiable information
at any time, and the updated permissions MUST be honoured immediately. [TAS3,
6]
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• Access Privileges

8. The specific permissions supported by the systems access control policy MUST
be: read, write (add, upload, create, update, delete, rename), execute, export and
download.

9. Every role in the system MUST have a set of the permissions existing in the access
control policy.

10. The administrator user MUST have all the access rights.

11. Only the data stewards SHOULD upload the study data.

12. The non-administrator users SHOULD have access only to data elements and
SHOULD not have access to the administrative elements (e.g. users, user roles,
access rules).

13. The system MUST grant access to the systems data only for users registered in
the system.

14. The research institutions MUST be able to write data into their DMZ partitions.

15. The research institutions MUST be forbidden to read data from the DMZ.

16. The Quality Checker (person or tool) MUST be able to read data from the DMZ.

17. The Quality Checker MUST be forbidden to write data in the DMZ.

18. The Quality Checker MUST reject the incorrect anonymised data.

19. The Quality Checker MUST communicate the incorrect anonymisation of the data
to the research institute owner of this data.

20. In case of incorrect anonymised data, the research institute MUST re-anonymise
its data and re-upload it in its DMZ partition.

21. In case of incorrect anonymised data followed by no re-anonymisation and no re-
upload of data, the research institute’s anonymised data MUST not arrive in the
”globally accessible shared translational database”.

22. Not all the members from an organisation SHOULD necessarily have the same
access privileges to the ”globally accessible shared translation research database”.

23. Access to the ”globally accessible shared translation research database” MUST be
limited to the people who have statistical analysis knowledge.

24. The DMZ MUST be separated into landing zones, which are mapped to the or-
ganisations that are uploading anonymised data.

25. The access control policy of the DMZ MUST forbid the organisations to have access
to any other part of the DMZ, except their DMZ landing zone.

• User Roles / Document Classes / Permissions Changes

26. The ”globally accessible shared translational research database” administrator
MUST be able to create and administrate the user roles inside his/her study.

27. The system MUST support the changing of user roles / document classes / per-
missions by the administrator.

28. The system MUST support the mapping of its users to different user roles inside
and outside of a study.
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29. The system MUST limit the collection of data to what is needed. [TDL, 17]

• Access Control Granularity

30. The granularity of the access control MUST be at study level.

C.2.3 Confidentiality

• Methods of providing data confidentiality

1. The confidentiality of the data MUST be protected using access control and an-
onymisation.

2. The anonymisation of the data MUST be done by the research institute that owns
the data.

3. The transfer of data from the research institutes to the ”globally accessible shared
translational research database” MUST be secured.

4. In case of losing a study’s data anonymity, the study MUST become invalid and
the study MUST be anonymised again.

5. At a user’s login in the system, the user’s password SHOULD be encrypted over
the network.

• General

6. Disclosure of any data (even anonymous data) MUST be avoided.

7. The most sensitive data MUST be the personal identifiable information and the
Intellectual Property (IP) data.

8. Adding more data to a study SHOULD not decrease the level of anonymity of the
dataset.

C.2.4 Trust Requirements

1. The Trust-PDP MUST support user-selected policies. [TAS3, 8]

2. The Trust-PDP MAY support trust decisions based on dynamic data such as Key
Performance Indicators. [TAS3, 9]

3. The Trust-PDP SHOULD be able to request required credentials from external sources.
[TAS3, 12]

4. The authorisation component MAY be able to make use of information from the Trust
component when making an authorisation decision. [TAS3, 39]

5. The architecture MUST provide a facility (PEP) to determine when trust policies need
to be evaluated and call the appropriate component (the Trust PDP). [TAS3, 43]

6. The Trust-PDP SHOULD provide sufficient performance. [TAS3, 45]

7. Audit Guard Service: a service SHOULD be able to log outgoing requests, policies, and
transactions. [TAS3, 49]
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8. All components of the system MUST be constructed and configured in such a way that
no single failure of any component can reduce the security and trustworthiness level of
any other component or the system as a whole. NOTE this does not mean that the
system MUST be reliable in terms of uptime or throughput performance. [TAS3, 50]

9. If any component encounters trouble, the system MUST be able to correctly identify
the root cause of the problem using log escalation and other techniques. [TAS3, 51]

10. To improve trustworthiness, the system MUST have a clear time limit on failure fix
attempts. Beyond the time limit, a routine rollback to a known-secure state MUST be
executed. [TAS3, 52]

11. Wherever possible, the system MUST deploy standard software components to perform
well-defined tasks instead of integrating these tasks into custom software. NOTE the
reasoning is that this SHOULD reduce the chance of error and lowers the maintenance
burden on the developers. [TAS3, 53]

12. The relevant interface specifications SHOULD be published on a revision-controlled
system with mandatory subscription, so that any changes can be guaranteed to reach
the relevant developers. [TAS3, 54]

13. All components of the system SHOULD be built using strict quality assurance proced-
ures, with evidence of the process available. [TAS3, 55]

14. To improve trustworthiness, the system SHOULD implement Audit Guards in all rel-
evant places as early as possible. [TAS3, 57]

15. To improve trustworthiness, the system SHOULD implement constellation-wide testing
facilities as early as possible. These facilities will be used to do early certification testing
and run-time monitoring. [TAS3, 58]

16. To improve trustworthiness, the system MUST have clearly distinct roles and duties for
developers and administrators. [TAS3, 59]

17. The system MAY have means to indicate trustworthiness of data, products and services.
[TDL ,5]

18. The system MUST ensure enforcement, auditing and rollback in case of failure. [TDL,
14]

C.3 Non-Functional Requirements

1. All the systems studies MUST comply with the Good Clinical Practice (GCP) require-
ments.

2. The DMZ MUST respect all data protection regulations and laws from all five Movember
regions (Australasia, Europe, UK, Canada, USA).

3. The changes made to user roles / document classes / permissions MUST take effect
within five minutes.
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4. The systems access control policy SHOULD provide flexibility and dynamicity in order
for new user roles to be created anytime within five minutes.

C.4 Out of Scope Items

1. The organisations MUST have the patients consent in order to use their data in trans-
lational research.

NOTE
It is assumed that obtaining and recording consent is outside the scope of the system.
If an investigator can obtain data from the system, then this implies that consent
must have been granted.

C.5 Assumptions

• Nil.
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Appendix D

Requirements: Collaborative PACS
(Picture Archiving and
Communication System)

Glossary

Acronym Full name/Description

ABC4Trust An EU-funded research and development project advancing
the federation and interchangeability of technologies sup-
porting trustworthy and at the same time privacy-preserving
Attribute-based Credentials.

PEP A PEP passes a complete set of validated and aggregated
attributes to a Policy Decision Point for the latter to make
access control decisions

TAS3 Trusted Architecture for Securely Shared Services. A pro-
ject aiming to have a European-wide impact on services
based upon personal information, which is typically gener-
ated over a human lifetime and therefore is collected and
stored at distributed locations and used in a multitude of
business processes.

TDL Trust in Digital Life. An FP7 funded research community
for the research and development of trustworthy ICT solu-
tions.

Trust-PDP Trust Policy Decision Point. Responsible for coordinating
and combining trust services for nested policies.
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D.1 Description

D.1.1 Introduction and background

PACS (picture archiving and communication system) is a medical imaging technology
that provides storage of, and convenient access to, images from multiple modalities. PACS
has four main uses, namely: (i) hard copy replacement; (ii) remote access that provides cap-
abilities of off-site viewing and reporting enabling practitioners in different physical locations
to access the same information simultaneously; (iii) an electronic image integration platform
that provides interfacing with other medical automation systems such as Electronic Medical
Record (EMR) systems; and (iv) radiology workflow management.

Given that PACS must store and transmit sensitive data, accessed from different organisa-
tions (hospitals) and by different users in a distributed system, it is of paramount importance
to ensure proper user authentication and authorisation. In order to comply with legisla-
tion, patient permissions to access data must be properly regulated (patient digital consent
management).

Access to medical information such as PACS records is usually regulated by access con-
trol policies, that specify which parties and under what conditions those parties may access
information.

D.2 Functional Requirements

Some of the PACS requirements are derived or taken directly from the TAS3, ABC4Trust
and TDL security requirements. These requirements are signalled by references to the relevant
sources (from the AU2EU State-of-the-Art Requirements document).

D.2.1 Authentication

• Authentication method

1. Users SHOULD be able to login using the credentials from their hospital.

2. Users MUST be able to authenticate to services using their existing authentica-
tion credentials without needing to be issued with new authentication credentials.
[TAS3, 27]

3. Users MUST be enrolled with an Identity Provider in order to use the services of
its mutually trusted Service Providers. [TAS3, 28]

4. Users SHOULD be allowed to enrol with multiple Identity Providers under different
unrelated identities. [TAS3, 29]

5. In case of strong authentication, a hardware card which generates presentation
tokens based on privacy attribute based credentials solution MAY be used. [ABC4Trust,1]

6. Privacy attribute based credentials MUST be able to be bound to the hardware
card and/or to the user. [ABC4Trust,3]

7. The user MUST not be able to manipulate the presentation tokens or the privacy
attribute based credentials without damaging their integrity. [ABC4Trust, 4]

8. Privacy attribute based credentials MUST be stored on the hardware card. [ABC4Trust,
5]
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9. The user MUST be able to read all contents of his hardware token. [ABC4Trust,
7]

10. If the hardware token contains a users secret, the user MUST not be able to read
the users secret. [ABC4Trust, 7]

11. The system MUST prevent the users from generating tokens from attributes not
certified by their own privacy attribute based credentials. [ABC4Trust, 17]

12. A replay of the same presentation token MUST not be allowed by the system.
[ABC4Trust, 19]

13. The audit logs MUST never reveal the values of non-public keys and secrets.
[ABC4Trust, 21]

• User accounts

14. People SHOULD be able to use their existing accounts when taking part in pro-
cesses of organisations they did not have contact with before. [TAS3, 1]

15. The system SHOULD minimise the amount of data collected from the users. [TDL,
17]

D.2.2 Authorisation

• Access Control Policy

1. The system’s access control policy MUST support role-based access control (indi-
viduals are assigned to roles and roles are assigned different permissions).

2. The system’s access control policy MAY support the concept of groups of users.

3. A patien’s consent MUST be collected and enforced before any patient data enters
the PACS database.

4. Patient consent policy MUST be enforced every time patient data are accessed.

5. The geographical localisation of the user who wants to get access to data MUST
be used in authorisation enforcement.

6. The policies MUST be stored in or next to the PACS database.

7. The system MUST support the fact that not all the users belonging to the same
hospital have the same access privileges to a patient’s data.

8. It MUST be possible to specify separation of duty constraints, i.e. that some tasks
MAY not be performed by the same person. [TAS3, 5]

9. It MUST be possible to change permissions to individually identifiable information
at any time, and the updated permissions MUST be honoured immediately. [TAS3,
6]

10. Service Providers MUST be able to set the policies (authentication, authorisation
and trust) that control access to the resources under their control. [TAS3, 30]

11. Users SHOULD be able to set the policies that control access to their data, and this
policy SHOULD stay with their data regardless of where this data is subsequently
held. [TAS3, 31]
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12. Administrators MUST be able to set the policies that control legal access to data.
[TAS3, 32]

13. The authorisation system MUST support the setting of multiple authorisation
policies by multiple authorities and be able to resolve any conflicts between these
in a mutually acceptable manner. [TAS3, 33]

14. The authorisation system MAY be able to support history based access control
decision making i.e. where the current decision is based on both the current context
and previous decisions. [TAS3, 34]

15. The system MUST support a tamper proof audit capability in which the audit logs
are visible to trusted third parties. [TAS3, 35]

16. The Trust-PDP MUST support user selected policies. [TAS3, 8]

17. The Trust-PDP MAY support trust decisions based on dynamic data such as Key
Performance Indicators. [TAS3, 9]

18. The Trust-PDP SHOULD be able to request required credentials from external
sources. [TAS3, 12]

19. The Trust-PDP SHOULD be open and flexible enough to support multiple systems.
[TAS3, 46]

20. The system MUST provide tracking of location with differentiated access to the
data. [TDL, 11]

• User Roles / Document Classes / Permissions Changes

21. The system MUST support the changing of user roles / document classes / per-
missions by the administrator.

22. The systems access control policy SHOULD provide flexibility and dynamicity in
order for new user roles to be created anytime.

23. The system MUST support the mapping of its users to different user roles inside
and outside of a study.

24. The system MUST limit the collection of data to what is needed. [TDL, 17]

• Access Control Granularity

25. The system MUST support different access control policies for data with different
sensitivity levels.

26. The access control policy SHOULD support various levels of granularity aligned
with data granularity (e.g. up to very fine grained such as database cells).

D.2.3 Confidentiality

1. The confidentiality of the data MUST be protected using policy enforcement and/or
encryption.

2. If the data anonymity of a study is compromised, the study MUST become invalid and
the study MUST be anonymised again.

3. Disclosure of any data (even anonymous data) MUST be avoided.
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D.2.4 Auditability

1. The information that is sent to the audit function SHOULD be dependent upon the
state of the system, and events (external or internal) MUST be able to dynamically
effect what information is sent to the audit function.[TAS3, 42]

2. The system MUST support a tamper-proof audit capability in which the audit logs are
visible to trusted third parties. [TAS3, 36]

3. All system components MUST be able to write to the audit function. [TAS3, 38]

D.2.5 Trust Requirements

1. The authorisation component MAY be able to make use of information from the Trust
component when making an authorisation decision. [TAS3, 39]

2. The architecture MUST provide a facility (PEP) to determine when trust policies need
to be evaluated and call the appropriate component (the Trust PDP). [TAS3, 43]

3. The Trust-PDP SHOULD provide sufficient performance. [TAS3, 45]

4. Audit Guard Service: a service SHOULD be able to log outgoing requests, policies, and
transactions. [TAS3, 49]

5. All components of the system MUST be constructed and configured in such a way that
no single failure of any component can reduce the security and trustworthiness level of
any other component or the system as a whole. NOTE this does not mean that the
system MUST be reliable in terms of uptime or throughput performance. [TAS3, 50]

6. If any component encounters trouble, the system MUST be able to correctly identify
the root cause of the problem using log escalation and other techniques. [TAS3, 51]

7. To improve trustworthiness, the system MUST have a clear time limit on failure fix
attempts. Beyond the time limit, a routine rollback to a known-secure state MUST be
executed. [TAS3, 52]

8. To improve trustworthiness, the system SHOULD implement Audit Guards in all rel-
evant places as early as possible. [TAS3, 57]

9. To improve trustworthiness, the system SHOULD implement constellation-wide testing
facilities as early as possible. These facilities will be used to do early certification testing
and run-time monitoring. [TAS3, 58]

10. To improve trustworthiness, the system MUST have clearly distinct roles and duties for
developers and administrators. [TAS3, 59]

11. The system MAY have means to indicate trustworthiness of data, products and services.
[TDL,5]

12. The system MUST ensure enforcement, auditing and rollback in case of failure. [TDL,
14].

13. The PACS users SHOULD have the ability to choose between different levels of trust
and privacy. [TDL, 16]
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D.2.6 Miscellaneous

1. The system MUST provide users with a) an understanding what is going on, and b) the
ability to deal with privacy issues themselves. [TDL, 2]

D.3 Non-Functional Requirements

1. The collaborative scenario SHOULD not affect more than 10% of the PACS systems
performance.

2. Modifications of the policies MUST be reflected immediately (5 seconds) in all policy
enforcement actions from the whole Collaborative PACS system.

3. Database segmentation MAY be a solution for limiting exposure in case of systems
breach.

4. The architecture SHOULD provide secure data repositories. [TAS3, 24]

5. Processes MUST be able to react to and recover from security violations in a secure
way. [TAS3, 26]

6. Wherever possible, the system MUST deploy standard software components to perform
well-defined tasks instead of integrating these tasks into custom software. NOTE the
reasoning is that this SHOULD reduce the chance of error and lowers the maintenance
burden on the developers. [TAS3, 53]

7. The relevant interface specifications SHOULD be published on a revision-controlled
system with mandatory subscription, so that any changes can be guaranteed to reach
the relevant developers. [TAS3, 54]

8. All components of the system SHOULD be built using strict quality assurance proced-
ures, with evidence of the process available. [TAS3, 55]

D.4 Out of Scope Items

• Nil.

D.5 Assumptions

• Nil.

78 Access Policy Enforcement Techniques to Protect Data Shared Across Domains


	Contents
	List of Figures
	List of Tables
	Introduction
	Problem Description
	Research Questions
	Approach
	Use Cases

	Structure of the report

	Related Work
	Authorization Reference Architecture
	Access Control Models
	Cross-Domain Authorization
	Cross-Domain Policy Administration
	Access Control Granularity
	DataBase Management Systems (DBMS)
	Data Sensitivity Annotations

	Geolocation
	Conclusions

	Cross-Domain Policy Administration
	Gaps Analysis
	Proposed Solution
	PDP position
	Performance Analysis
	Deployment performance
	Enforcement performance


	Experimental Validation
	Implementation
	Validation
	Abstract policies enforcement - amount of domain-specific resources
	Abstract policies enforcement - amount of abstract policies



	Data Sensitivity
	Objectives
	Architecture
	Data sensitivity annotations
	Annotations management
	Identification of annotated data
	Policy annotation

	Annotations enforcement
	Data masking solution design
	Data masking process
	Performance and complexity analysis

	Geolocation
	Objectives
	Architecture and process


	Experimental Validation
	Implementation
	Validation
	Retrieving data test -â•ﬁ data size
	Masking components weights test â•ﬁ- data size
	Retrieving data test â•ﬁ- annotations size
	Masking components weights test â•ﬁ- annotations size


	Results

	Conclusions
	Future Work

	Bibliography
	Appendix
	Use Case: Translational Research (Movember)
	Description
	Actors
	Trigger
	Preconditions
	Postconditions
	Priority
	Frequency of Use
	Use Case Flow (Normal Course + Alternative Courses of Events)
	Exceptions
	Includes
	Special Requirements (Non-Functionals)
	Assumptions
	Notes and Issues

	Use Case: Collaborative PACS
	Description
	Actors
	Trigger
	Preconditions
	Postconditions
	Priority
	Frequency of Use
	Use Case Flow (Normal Course + Alternative Courses of Events)
	Exceptions
	Includes
	Special Requirements (Non-Functionals)
	Assumptions
	Notes and Issues

	Requirements: Translational Research (Movember)
	Description
	Introduction and background

	Functional Requirements
	Authentication
	Authorisation
	Confidentiality
	Trust Requirements

	Non-Functional Requirements
	Out of Scope Items
	Assumptions

	Requirements: Collaborative PACS (Picture Archiving and Communication System)
	Description
	Introduction and background

	Functional Requirements
	Authentication
	Authorisation
	Confidentiality
	Auditability
	Trust Requirements
	Miscellaneous

	Non-Functional Requirements
	Out of Scope Items
	Assumptions


