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Abstract 

Mobile ad hoc networks (MANETs) are wireless networks without any fixed infrastruc­
ture. When nodes use maximum transmission range, not only the power consumption 
increases but also the interference on each other increases. This has a negative effect 
on both energy conservation and network capacity. This becomes even worse when the 
network density further increases. One method to avoid this problem is to reduce the 
transmit power level with the constraint that the network should be connected. This is 
called power-based topology control. The problem of topology control has been exten­
sively studied and protocols are proposed by authors. The methods can be catagorized 
into three groups. Methods which rely on the availability of location information (e.g. 
GPS) for the protocols to work are called location-based methods. Methods which rely 
on the availability of direction of nodes (e.g. using directional antenna and angle-of­
arrival estimation techniques) are called direction-based methods. Methods which leave 
the assumption of additional hardware and rely on the quality of the links with their 
neighbors are called neighbor-based methods. 

We have a network of mobile nodes which are equiped with a single omnidirectional 
antenna. The nodes are not equiped with any hardware which give location or direction 
of nodes. So the neighbor-based methods are possible candidates for our problem at 
hand. The XTC protocol is a neighbor-based topology control protocol which relies on 
distance estimation using received signal strength indicator (RSSI) and which preserves 
network connectivity under the assumption that the distance estimated by both of the 
communicating nodes is the same. Practically, this is not true, in which case the XTC 
protocol does not preserve connectivity. A number of protocols were proposed to avoid 
the disconnectivity problem of XTC. However, some of the protocols use link quality 
metrics which may not give efficient topology interms of energy or capacity. Still some 
authors use assumptions which are not practical. Moreover, the protocols proposed 
assume that the network topology is statie. However, since we have mobile nodes, the 
network topology is dynamic. They also assume that the transmit power of anode can 
vary continuously. However, there are fixed discrete power levels. 

In this thesis, we study a power-based topology control solution which can be practically 
implemented, is mobility adaptive and takes into account the available power levels for 
the wireless card. We study the various steps of power-based topology control solution 
from the practical point of view using XTC algorithm as our link selection algorithm. 
A mathematical analysis is clone for the various performance parameters such as energy 
consumption, capacity and network delay. The analytical results show that decreasing 
the transmission range of anode, which also means decreasing the node degree, improves 
the network capacity and energy efficiency. However, this results in communication along 
multiple hops, and consequently, the network delay increases. The performance of our 
studied solution is compared to two (modified) protocols by simulation. The simulation 
results show that our studied solution performs better than the others interms of con­
nectivity and throughput, but the XTC protocol performs better interms of node degree 
(and consequently energy consumption), but it has some proportion of disconnected 
nodes. 
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Chapter 1 

Introduction 

Mobile ad hoc networks (MANETs) are wireless networks without any fixed infrastruc­
ture where nodes can be deployed randomly and the nodes are free to move [1]. Nodes 
communicate directly to each other possibly along multiple paths. Ad hoc wireless net­
works are more advantageous than infrastructure-based networks in applications like 
rescue and disaster relief operations. In case of disaster where no infrastructure is left, 
infrastructure-based networks can not be used because the infrastructure should be re­
installed before they are used. On the other hand, since ad hoc networks do not need 
any infrastructure to work, they can be used for such applications. Even distant res­
cuers would be able to communicate using other rescuers in between as a relay. Another 
application of wireless ad hoc networks is in military where building fixed infrastructure 
is not possible. 

Because of the fact that wireless ad hoc networks lack centralized control, there are 
many challenges to be faced for a practical implementation of ad hoc network services. 
These challenges include [1]: 

• Energy conservation: Nodes in MANETs are battery equipped most of the time. 
To increase the network lifetime, the limited energy resource should be used as 
efficiently as possible. 

• Dynamic network topology: Network nodes are deployed arbitrarily in a certain 
region and are mobile. Hence, the network topology is dynamic. This arbitrary 
and time-varying nature of the network topology imposes challenges in network 
design. 

• Low quality communication: The quality of communication on a wireless channel 
is influenced by environmental factors such as presence of obstacles between the 
transmitter and the receiver, and interference from other sources. As the nodes 
are typically mobile, the environmental factors are also time-varying. Thus, this 
time-varying link conditions put a challenge on MANET applications. 

• Limited network capacity: Generally, the bandwidth availability for MANETs is 
small compared to other wireless networks, eg. cellular networks. Protocols for 
MANETs should use this small bandwidth as efficiently as possible. 

Among the above outlined challenges, energy conservation and network capacity, can be 
tackled by using topology control. 

1 



2 1.1. Topology Control 

1.1 Topology Control 

Topology control is t he art of coordinating nodes' decisions regarding their transmitting 
ranges in order to generate a network with desired properties (eg. connectivity) while 
reducing node energy consumptions and/or increasing network capacity [2]. In [2], a 
motivation for topology control regarding energy conservation and network capacity is 
given. 

1.1.1 Topology Control and Energy Conservation 

Suppose node u must send a packet to node v, which is at distance d as shown in 
Figure 1.1. Node v is within u's transmitting range at maximum power, so direct 
communication between u and v is possible. However, there exists also a node w in 
the region C circumscribed by the circle of diameter d t hat intersects both u and v. 
Since ó(u,w) = d1 < d and ó(v,w) = d2 < d, sending the packet using was a relay is 
also possible.We want to see which of the two alternatives is more convenient from the 
energy-consumption point of view. Assuming the radio signal propagates according to 
the free space model and that we are interested in minimizing t he transmit power only, 
the power needed to send the message directly from u to v is proportional to d2 . In case 
the packet is relayed by node w, the total power consumption is proportional to dÎ + d§. 
Consider t he triangle uwv, and let 'Y be the angle opposite to side uv. By elementary 
geometry, we have d2 = dÎ + d§ - 2d1d2cos1. Since w is in the maximum transmission 
range of both u and v, cos"( ~ 0, we have that d2 2 dÎ + d§. It follows that, from t he 
energy-consumption point of view, it is better to communicate using short, multihop 
paths between the sender and t he receiver. 

c 

FIGURE 1.1: A network of three nodes to demonstrate energy consumpt ion and topol­
ogy control 

1.1.2 Topology Control and Network Capacity 

The amount of interference between concurrent transmissions is related to t he trans­
mission range of a node. Based on the interference model used in [3] as shown in 
Figure 4.5, the packet transmitted by a certain node u to node v is correctly received if 
ó(v, w) 2 (1 + 'Tl)ó(u , v) for any other node w that is transmitting simultaneously, where 
'Tl > 0 is a constant which models situations where a guard zone is specified by the 
protocol to prevent a neighboring node from transmitting on the same channel at the 
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FIGURE 1.2 : The protocol model for modeling interference. 

same time. Thus, when a certain node is receiving a packet , all the nodes in its inter­
ference region must remain silent in order for the packet to be correctly received. The 
interference region is a circle of radius (1 + T/ )<5 ( u, v) (the interference range) centered at 
the receiver. Since concurrent nonconflicting communications occur only outside each 
other interference region, the area of the interference region measures the amount of 
wireless medium consumed by a certain communication. Suppose node u must transmit 
a packet to node v , which is at distance d. We want to see if it is preferable to send the 
packet directly from u to v or to use two short transrnissions using w as a relay from the 
network capacity point of view. Consider Figure 1.1. Let us consider the interference 
range(s) in the two scenarios. In case of direct transmission, the interference range of 
node vis (1 + T/)d, corresponding to an interference region of area 7rd2 (1 + T/) 2

. In case 
of the two-hop transmission, we have to sum the area of the interference regions of each 
short, single-hop transmission. The interference region for any such transmission is: 
7rdÎ(l + T/) 2 + 7rd§(l + "7) 2 = 7r(l + T/) 2 (dÎ + d§) . Since w is in the transmission range 
of both u and v implies that cos1 :S 0, we have that d2 2::: dÎ + d§. We can conclude 
that, from the network capacity point of view, it is better to communicate using short, 
multihop paths between the sender and the destination. 

1.2 Thesis Overview 

This thesis is organized as follows. Chapter 2 reviews the various works on topology 
control. It revises the three categories of topology control protocols with ernphasis on 
neighbor-based techniques. Chapter 3 discusses the various steps of topology control 
solution from the practical point of view, including neighbor discovery, neighbor in­
formation exchange, link selection and power adjustment. It also discusses how we can 
handle node mobility. Chapter 4 is dedicated to the mathematica! analysis of the various 
performance parameters including energy consumption, network capacity and network 
delay. A reconfiguration interval for the topology control algorithm and the duration 
of the reconfiguration and the consumed energy consumed during the reconfiguration is 
also discussed in this chapter. In Chapter 5, we presented the simulation results for the 
various protocols and we evaluate the performances of the various protocols with respect 
to the various performance metrics including connectivity, node degree, throughput and 
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energy consumption. Finally, Chapter 6 concludes this thesis with summary of the work 
and recommendation for possible extension of this work. 



Chapter 2 

Literature Review 

Topology control using transmit power adjustment has been extensively studied. Dif­
ferent protocols have been suggested by authors. We can classify them into centralized 
and distributed computing methods. 

The centralized topology control methods, such as [4, 5] assume that a central entity 
knows the location of each node and is capable of determining the optimum transmission 
power of each node through the collected global information. Although this centralized 
method looks simple, it is not scalable. Moreover, such a central entity is against the 
nature of ad hoc networks in which it normally lacks infrastructure. 

The distributed topology control methods such as [6- 16] have the advantage of scalability 
and adaptation to mobility of nodes whereby each node makes a local decision of the 
suitable transmission power based on the gathered information from nearby neighbors. 
Therefore, centralized methods are not practical for mobile ad hoc networks and are 
not discussed here. Distributed methods can be classified into three groups [1]; namely, 
location-based methods, direction-based methods and neighbor- or cost-based methods. 

The first group of algorithms, such as [6, 8, 11 , 12, 16] are called location-based methods. 
In location-based methods, it is assumed that each node knows its accurate location 
(e.g. using GPS receivers). Location-based methods are not practical because, to be 
equipped with a positioning device not only increases the cost of hardware deployment 
but also brings about several other disadvantages. On one hand, currently, location­
based methods work best outdoors, but new methods may appear indoors. On the 
other hand, the acquisition of location information will introduce computation delay, 
extra message overhead and energy consumption at each node. 

The second group of algorithms, such as [7, 15] are called direction-based methods. 
In direction-based methods, it is assumed that each node knows the direction of its 
neighbors by using direction of arrival (or angle of arrival-AoA) estimation by equipping 
nodes with more than one directional antennas [1 7]. So, in the case of directional 
information also, extra hardware on the nodes is needed in order to provide the requested 
information. 

The third group of algorithms, such as [9, 10, 13, 14], called neighbor-based methods, 
relies on the nodes ' ability to determine the number and identity of neighbors within the 
maximum transmission range and to determine and compare the qualities of the links 
to all the neighbors and choose the best links. 

5 



6 2.1. The CBTC Protocol 

Given the fact that our nodes which make up the MANET are equipped with single 
omnidirectional antenna and that they are not equipped with any extra hardware which 
can give location information of the mobile node, neighbor-based methods seem to be 
the most convenient methods for our problem at hand. 

In the following, we present one direction-based protocol, the Cone-based Topology Con­
trol (CBTC) protocol presented in [7], one location-based protocol, the Local Minimum 
Spanning Tree (LMST) protocol presented in [8], and five neighbor-based protocols, 
the k-Neighbors (K-Neigh) protocol presented in [9], the X1 Topology Control (XTC) 
protocol presented in [10], the Randomized Topology Control (RTC) and f -RTC proto­
cols presented in [13] and the Localized Topology Control Algorithm (LTCA) protocol 
presented in [14]. 

2.1 The CBTC Protocol 

The CBTC protocol [7] is the first distributed topology control protocol. It is based 
on direction information. The CBTC protocol is composed of two phases. In the first 
phase, every node determines the minimum power needed to reach a neighbor in every 
direction (i.e. every cone with angle a). Initially, node u sends a broadcast beacon 
message, which contains the node ID at power PO· Every node which receives the beacon 
messages responds with an acknowledgment (ACK) message with the same power used 
to send the beacon messages. When receiving the ACK message, node u stores the 
identity of the new neighbor and determines its relative direction using angle-of-arrival 
technique ( using directional antenna). After all the AC K s for power level Po have been 
collected, each node u sends beacons with a growing power. If node u discovers a new 
neighbor node v, node u will put v into its neighbor list. Node u will continue to grow 
the transmission power until its neighbor set is big enough such that, for any cone with 
angle a, there is at least one neighbor, or until node u hits the maximum transmit power 
Pmax· 

In the second phase, energy-inefficient links are identified and removed from the topology 
by exchange of local transmission powers. If node u has two neighbor no des v, w E N ( u), 
such that the power needed to send from u to w directly is not less than the total power 
to send via v, we can remove w from N ( u). This way the final topology is o btained. 

To sum up, the CBTC protocol has several nice features: it is fully distributed, is local­
ized, preserves network connectivity and has bounded logical node degree (see Appendix 
A fora difference between logical and physical node degree). However, it requires direc­
tional information which is typically provided using expensive directional antennas. 

2.2 The LMST Protocol 

The LMST protocol [8] is a distributed topology control protocol based on location 
information. In this protocol, it is assumed that all the nodes have the same maximum 
transmit power and that the wireless medium is symmetrie. 

1By the date of submission the authors have not yet been able to agree on the meaning of the letter 
"X" in "XTC" . However, the authors list the candidates comprising terms such as "exotic" , "extreme", 
"exceptional" , or "exemplary" , but also "extravagant" or even "extraterrestrial" . 
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Initially, each node sends its ID and location to all nodes in the visible neighborhood by 
sending a broadcast beacon message at maximum power . Once all the beacon messages 
of the visible neighbors have been received, each node constructs its local minimum 
spanning tree (MST) by applying the Prim's algorithm [18]. The link weight used to 
build the MST is its length (Euclidean distance). After Prim's algorithm execution, 
every node u in the network knows its MST connecting u to all its visible neighbors. 
Then every node u selects its final neighbor list . Node v is a neighbor of node u if and 
only if v is a one-hop neighbor of u in its minimum spanning tree. Finally, the transmit 
power is set to the level to reach the farthest neighbor node. 

In [8], it is shown that the topology produced by LMST preserves connectivity and has 
maximal logical node degree equal to 6. It only requires exchanging n messages, where 
n is the number of network nodes. However, since it requires location information, it 
has additional cost of hardware and energy consumption at each node .. 

2.3 The k-Neigh Protocol 

The k-Neigh protocol introduced in [9] is a distributed topology control protocol based on 
distance estimation. The algorithm is based on distance estimation using received signal 
strength indication (RSSI). Initially, a node broadcasts a beacon message at maximum 
power. When a node receive the beacon message, it registers the IDs of its neighbors 
along with their estimated distances from it. Then every node makes a distance-based 
ordering of the neighbors. Based on this ordering, every node selects the first k neighbors 
and broadcast this to its neighbors at maximum power. Then every node determines 
the set of symmetrie neighbors and the asymmetrie links are removed. The k-Neigh 
protocol is simple, is based on low-quality information (i.e.distance between nodes), has 
low message exchange (i.e. only 2n messages) and generates a topology with bounded 
physical node degree. However, k-Neigh does not preserve network connectivity in the 
worst case (i.e. for any node placement). More details on worst-case and average-case 
network performances can be found in [19]. 

2.4 The XTC Protocol 

In [10], a neighbor-based topology control protocol called the XTC protocol is presented. 
XTC also uses distance estimation as the link metric. Before presenting the protocol, 
we need some notation. Let us consider a certain node u, and let N(u) beits neighbor 
set (i.e. the set of nodes within u's transmitting range at maximum power). In the 
following, we denote the order relation on N(u) by -<u; in particular, w -<u v means 
that node w precedes node v in the ordering of node u. In terms of link quality, w -<u v 
indicates that link ( u, w) has relatively higher quality than link ( u, v) . 

Initially, each node sends broadcast beacon messages at maximum power. When a node 
receives the beacon message, it measures the signal strength ( using RSSI) and estimates 
the distance of the node and registers this distance along with the node ID. Then every 
node makes a distance-based ordering. Each node then broadcasts this ordered list at 
maximum power. The final step of XTC is the link selection procedure and this can be 
clone locally. When considering a certain node, say node v, node u checks if there is a 
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third node w with w -<u v such that w -<v u. If this condition is satisfied, v is removed 
from u's neighbor list; otherwise, it is included in u's neighbor list . The authors in [10] 
show that, in the ideal case that RSSI gives exact distance estimate, the XTC protocol 
preserves network connectivity and has bounded logica! node degree. 

2. 5 The RTC and E-RTC Protocols 

XTC, which is the first location-independent protocol to produce a connected topology 
is based on the assumption that RSSI gives correct distance estimate. However, RSSI 
does not give correct distance estimate. When nodes estimate distances with errors , 
XTC does not preserve connectivity. An instance where XTC produces disconnected 
network when nodes estimate distances with errors is shown in [13] and [14] which is 
also shown here. 

a b 

d 

FIGURE 2.1: Topology at maximum 
power. 

a b 

d c 

FIGURE 2.3: Topology produced by 
XTC when nodes estimate distance in­

correctly. 

a b 

d 

FIGURE 2.2: Topology produced by 
XTC in the ideal case. 

Let the distance-based neighborhood ordering-< for the ideal case (i.e.no error in distance 
estimation) be: d -<a b -<a c, c -<b a -<b d , b -<c d -< c a, and a -<d c -<d b. The topology 
after application of the XTC algorithm based on this ordering is shown in Figure 2.2. 
Let us now consider that nodes b and c estimate distances incorrectly and the distance­
based ordering be: d -<a b -<a c, c -<b d -<b a , b -<c a -<c d, and a -<d c -<d b. When 
XTC algorithm is run based on this ordering, it gives the disconnected topology shown 
in Figure 2.3 . Therefore errors in distance estimation makes XTC produce disconnected 
nodes. 

Kevin and Sriran in [13] carne up with two randomized protocols to avoid the disconnec­
tivity property of XTC: RTC and é-RTC. RTC uses randomized link labeling to produce 
a sparse topology. It consists of two phases. In the first phase, one of the two nodes u 

or v which has a higher ID picks a real number from the range [O, 1] to serve as a link 
label (u, v). Each node makes a neighborhood ordering in increasing order based on the 
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link labels. In the second phase, XTC is executed with the neighborhood ordering as 
input . 

c-RTC uses distance estimates like XTC; however, to account for errors in distance 
estimation, c-RTC first does a random perturbation of the distance estimates. It is 
assumed that every node knows the amount of perturbation E. c-RTC has two phases. 
In t he first phase, every node u estimates the distance of its neighbors v . Due to errors, 
the distance estimated by u , ó ( u , v ) and the distance estimated by v, ó ( v, u) can be 
different. The average of these distances is computed and a value is picked uniformly at 
random from the interval [(1 - c)ó, (1 + c)ó] . This value is assigned to both ends of the 
link ( u, v) and this is used as the link label. Then every node makes a neighborhood 
ordering based on the link labels. In the second phase of c-RTC, XTC is called with the 
neighborhood ordering as input. 

The authors in [13] show that the topologies produced by RTC and c-RTC are connected 
with bounded logical node degree. However, in the case of RTC, the resulting topology 
may not be efficient in terms of energy and network capacity because the link metric 
used is not related to any performance metric. In the case of c-RTC, it is assumed that 
every node knows the amount of perturbation E . However, it is not indicated how we 
can determine E. 

2.6 The LTCA P rotocol 

Another improvement towards the disconnectivity problem of XTC is t he LTCA pro­
tocol presented in [14]. LTCA is a deterministic protocol which relies only on node ID 
and connectivity information to produce a sparse topology. Initially, every node sends 
broadcast beacons at maximum power. Up on receiving t he beacon messages, every 
node broadcast s its ID and the IDs of the nodes at maximum power. Then every node 
u checks a pair of nodes (v, w) if they are in the range of each other at maximum power 
(this is possible because the IDs of both neighbors is known by node u) . If they are not 
in the range of each other, u keeps both as its neighbors. If they are in the range of each 
other , if the ID of u is less than the IDs of both v and w, u removes none; otherwise, 
node u removes the node with the higher ID. This way the final topology is produced. 

The authors in [14] show that the topology produced by LTCA is connected with 
bounded logical node degree. However , since the neighbors are selected based on node 
ID , and not based on the quality of the links, the result ing topology may have unbounded 
physical node degree and may not be efficient in terms of energy consumption or network 
capacity. 

2.7 Sum mary 

Various topology control protocols have been discussed with emphasis on neighbor­
based techniques. We discussed one direction-based protocol, the CBTC protocol, one 
location-based protocol, the LMST protocol and five neighbor-based protocols, the K­
Neigh protocol , the XTC protocol, the c-RTC protocol, the RTC protocol and the LTCA 
protocol. 



10 2. 7. Summary 

The neighbor ba.sed techniques are definitely of our interest, because our nodes are 
neither equipped with directional antennas ( a.s in the case of CBTC) nor do we want to 
rely on availability of GPS (a.s in the case of LMST). The authors in the papers show 
the various properties of the resulting topologies produced after the application of the 
topology control protocol. 

The properties of resulting network topology include node degree, connectivity and 
bidirectionality. Some authors also refer to node degree as sparsity. Lower node degree is 
a desirable property, which reduces interference and energy consumption. For instance, 
one of the nice features of the XTC protocol is its sparsity. The authors explicitly 
indicated that the number of links is in the order of the number of nodes. It is also 
shown that in all the protocols, the links in the topology produced are bidirectional. The 
properties of the topologies produced by the various protocols presented is summarized 
in Table 2.1. 

It is not possible to compare the various protocols on the ba.sis of performance parameters 
such as throughput, delay and power consumption because the authors in the papers 
did not mea.sure performance with respect to such performance metrics. 

The other issue which is not addressed by the protocols presented is mobility. Some 
recent papers, such as [20, 21] presented mobility aware algorithms; however, they require 
the availability of GPS receivers and they are not in the domain of our interest. However, 
the fact that all the protocols presented are local and distributed makes them suitable 
for adapting them to a mobility aware protocol. 

To sum up, all the neighbor-ba.sed protocols are ba.sed on XTC algorithm ( excepting K­
Neigh). The disconnectivity and unbounded degree problems of the XTC protocol are 
solved in the c-RTC protocol, by giving an error margin for distance estimates (a.ssuming 
bounded error); the RTC protocol by using random edge labeling to produce a sparse 
topology; and the LTCA protocol, by using node IDs and connectivity information to 
produce a sparse topology. From the protocols presented, the LTCA protocol ha.s many 
nice features including the fact that it is deterministic, is computationally simple, is local 
a.s well a.s distributed, guarantees connectivity, ha.s bounded logica! node degree and uses 
little a.ssumptions. But it does not use some link quality metric to select links and may 
not produce a topology with the most efficient links in terms of energy or throughput. 
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Protocol Connectivity Node degree Remark 
CBTC Guaranteed Bounded Requires directional antennas 
LMST Guaranteed Bounded Requires location information (GPS) 
k-Neigh Not guaranteed Bounded Uses distance estimation using RSSI 

( assuming correct 
distance estimate) 

XTC Connected Not Guaranteed Uses distance estimation using RSSI 
( assuming correct 
distance estimate) 

.s-RTC Connected Bounded Uses RSSI for distance estimation 
Gives margin for error 
in distance estimation, 
Assumes t hat t he error 
margin is known 

RTC Connected Bounded Relies on randomization 
to build sparse topology 
Does not consider the quality of links 

LTCA Connected Bounded Relies on ids to build sparse topology 
Does not consider the quality of links 

T AB LE 2 .1: Summary of the various topology control protocols 



Chapter 3 

Solution Direction 

As pointed out in the previous chapter, neighbor-based topology control protocols are 
suitable for our problem at hand. The various desirable properties that a topology 
control protocol (for MANETs) should have include: 

• It should rely on low-quality information which does not require additional hard­
ware; 

• It should have small number of message exchange; 

• It should use realistic assumptions; 

• It should be distributed as well as local; 

• It should generate a topology with an upper bound on node degree, which is 
fundamental to maintain a relatively low level of interference in the network; 

• It should preserve connectivity in mobility; 

• It should generate a topology that contains only bidirectional links, which is es­
sential for successful MAC layer operation. 

The previous chapter introduces various neighbor-based protocols. Among the protocols 
presented, the LTCA protocol has many of the above properties. However, it does not 
use some link quality metric to select links and may not produce a topology with the 
most efficient links in terms of energy or throughput. All the protocols do not guarantee 
connectivity in mobility as they are based on the assumption that the network topology 
is statie. 

A power-based topology control solution has several steps including: 

l. Neighbor discovery, 

2. Link quality determination, 

3. Neighbor information exchange, 

4. Topology construction or link selection, 

13 
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5. Transmit power adjustment. 

This chapter explains the above steps from the practical point of view. We first discuss 
the methods of neighbor discovery and then the various link quality metrics are dis­
cussed. Then we discuss the link selection phase. We use the XTC algorithm as the link 
selection phase, with a simple remedy to avoid the disconnectivity property of XTC. 
Then we discuss about how we can practically vary the transmit power levels. Finally, 
we study how we handle mobility. To facilitate discussion, we first present definitions 
and assumptions. 

Definitions: 

The communication graph: The communication graph defines the network topology, 
that is, the set of wireless links that the nodes can use to communicate with each other. 
Let N be a set of wireless nodes located in a certain bounded region V , with INI = n. 
A d-dimensional mobile ad hoc network is then represented by an undirected graph 
Md = (N, L) , where N = { u1 , u2, ... , un} is the set of nodes in the network and Lis the 
set of bidirectional links. 

1 - hop neighbor: The directed wireless link ( u, v) exists if and only if nodes u and v 
are at distance of at most R( u) at time t , where R( u) is the range assigned to u. In this 
case, v is said to be a 1 - hop neighbor of node u. 

Bidireetional neighbors: A wireless link is said to be bidireetional at time t if ( u, v )EL 
and ( v, u)EL. In this case, nodes u and v are said to be bidireetional neighbors and 
the link connecting the two neighbors is called bidireetional link. Many authors use the 
terms symmetrie and bidirectional interchangeably; however, in this thesis, the term 
symmetry is used to refer the same received power by both nodes. More specifically, 
nodes u and v are symmetrie neighbors if the received power by u from V is equal to 
the received power by v from u. The link between these two neighbors is referred to as 
symmetrie link. 

Assumptions: Since communication on links which are not bidirectional is not practical 
in wireless multihop networks [22], in this thesis , only bidirectional links are concerned. 
We also assume that , since we have a synchronization capability element in the MAC 
frame, it is logical to assume that all nodes which are in the reach of each other are 
time-synchronized. 

3.1 Neighbor Discovery 

A broadcast beacon message is used for neighbor discovery. The beacon frame is one of 
the ieee 802.11 MAC management frames. A typical beacon frame is approximately fifty 
bytes long, with about half of that being a common frame header and cyclic redundancy 
checking (CRC) field. As with other frames , the header includes source and destination 
MAC addresses as well as other information regarding the communications process. 
The destination address is always set to all ones, which is the broadcast Medium Access 
Control (MAC) address. This farces all other stations on the applicable channel to 
receive and process each beacon frame. The beacon's frame body resides between the 
header and the CRC field and constitutes the other half of the beacon frame. Each 
beacon frame carries, among others, the Neighbor List element , which is used by anode 



Chapter 3. Solution Direction 15 

to advertise its neighbor list and a Timestamp Element which anode uses to update its 
local doek (which enables synchronization among all nodes) in the frame body. 

Initially every node sends beacon messages at maximum power along with the node 
ID and the network ID. Based on the network ID, a node decides whether or not it 
should associate with the broadcasting node. The node requests association using the 
credentials for that network. After successful authentication, every node stores the IDs 
of all the nodes from which it received the beacon. Beacon messages are also sent 
periodically to discover newly introduced neighbors. 

3.2 Link Quality Determination 

After nodes discover their neighbors, they should determine the qualities of the links 
to their neighbors. A link quality metric optimizes a certain performance metric. For 
example, power consumption is directly affected by the distance between two nodes. 
Distance is predicted by RSSI value. So distance between nodes ( estimated from RSSI 
value) or the RSSI value itself can be considered as power-aware link quality metrics. 
This means that using distance between nodes or RSSI value as a link quality metric 
gives the best topology in terms of power consumption. The resulting topology is also 
expected to have a minimal transmission range under the constraint that the network is 
connected. Every node measures the RSSI value when it receives the beacon message. 

On the other hand, the minimal transmission range topology might not give the best 
throughput. So we can also take throughput-aware link quality metrics. Such link 
quality metrics may not minimize the transmit power and hence may not give the most 
energy efficient links. However, using such link quality metrics has an advantage of 
maintaining the links which give best throughput and which would be removed if we 
used power-aware metrics. The metrics which can be used to predict the throughput of 
a link are: 

• Packet delivery ratio (PDR): PDR from anode A to node B is the ratio of the re­
ceived packets on node B divided by the transmitted packets on node A. The PDR 
is easily measured by generating measurement packets to neighboring nodes. These 
packets are generated at the higher layer; for example, the Neighbor Acknowledg­
ment (NA) packets are generated by FLAME for the purpose of measuring t he 
PDR [23]. 

• Expected tmnsmission time (ETT): This is the expected time needed to transmit a 
packet over a link. This also takes the transmission rates and the packet loss of the 
links into account. The idea is that a high speed link with some packet loss might 
still be better than a low speed link without packet loss. It gives an indication 
of the time spent in transmitting the packet. The ETT (in microseconds) can be 
determined by the formula [23]: 
ETT _ packetsize 

- PDR*rate' 

where P DR is the packet delivery ratio on a link, rate is the rate of the link (in 
Mbits/ sec), and packetsize is the packet size (in bits). 

More details on using ETT as a link quality metric can be found in [23 , 24]. 
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Whether we use RSSI value or ETT to determine the link quality, we may get different 
link qualities measured by the two nodes for the same link, in which case the link is called 
an asymmetrie link. The average of the two values of the link qualities is computed and 
this value is assigned as a common link quality for both nodes. 

3.3 Neighbor Information Ex change and Link Selection 

After neighbor discovery and link quality calculation, every node exchanges t his infor­
mation at maximum power ( using the beacon frame). So at this step, every node u has 
the following minimal set of information about its neighbors: 

• IDs of its neighbors v and the IDs of the neighbors of v, 

• its link quality to every other node v and the link qualities of its neighbors v to 
every other neighbors of v , 

Based on the above information, every node locally decides which neighbors it has to 
choose based on some rule. The link selection phase of the various protocols is discussed 
in Chapter 2. The link selection phase is as follows. In considering node v as its neighbor, 
node u takes another node w and sees if they are maximum transmission range of each 
other . 

• If they are not in the transmission range of each other, u keeps both as its neigh­
bors. 

• If they are in the transmission range of each other and the quality of the link from 
u to w is greater t han the quality of the link from u to v and the quality of the 
link from w to v is greater than the quality of the link from uto v , v is dropped 
from u's neighbor list . 

This is similar to the link selection phase of XTC, the difference is the that we do not 
use neighbor ordering here and we use the same value (i.e. the average of the link quality 
values measured by the two nodes) for the link quality. This avoids the disconnectivity 
problem of the XTC protocol. 

In the case of using ETT as a link quality metric, which is also a routing layer link 
quality metric, we want to keep the links ( called essential links) selected in the form 
of a table so that it can be used by upper layer routing algorithm, which can be an 
advantage in reducing overhead. Through the construction of the topology, each node 
can construct a local table which is described as, 

1 Next hop 1 Link quality 1 

Each selected neighbor (in the new topology) has an entry in the table. The link quality 
represents the quality of the link connecting the current node and the next hop. lt can 
be used by upper level routing algorithm to find the best link. 
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3.4 Transmit Power Adjustment 

After a node selects its neighbors, the next step is the determination of the transmit 
power needed to send a message to any neighbor node. The mechanisms for transmit 
power information exchange in IEEE 802.11 wireless cards is described in [25]. Power 
information is exchanged using the TPC Report element which contains transmit power 
and link margin information sent in response to a TPC Request element. The TPC 
Report element is included in TPC Report frames, Beacon frames, and Probe Response 
frames. The Transmit Power field is set to the transmit power used to transmit the 
frame containing the TPC Report element. 

We assume that each node knows its own threshold rece1vmg power (or sensitivity), 
Pth· By measuring the received power, Pr of the beacon messages, which are sent at 
maximum power, and comparing it with Pth, anode can determine its link margin to 
every other neighbor. 

The nodes exchanging power information (the transmit power level, which is Pmax in 
this case because we send beacon messages at maximum power) and the link margins. So 
every node can know which neighbor is logically the farthest. The node with the smallest 
link margin is logically the farthest node. In the case that there are no obstacles between 
the nodes, that node is also physically the farthest. Every node also knows the path loss 
to every other node by the relation 

PL(dB)=Pmax(dBm)-Pr(dBm) . 

The transmit power level of node u is set to the power level to reach the farthest neighbor, 
so that the received power by the logically farthest neighbor is equal to its receiver 
sensitivity. This is equivalent to saying that the link margin to the logically farthest 
neighbor is set to 0. So the transmit power of node u is set to 

P( u) ( dBm)=Pth( dBm)+ P L( dB). 

Previous works on power based topology control assume that nodes can be assigned 
any transmit power level continuously between the minimum and the maximum power, 
which is impractical. So we have to take into account our practical degree of freedom to 
vary the transmit power. In some commercial IEEE 802.11 cards, transmit power level 
can be dynamically adjusted. For instance, the CISCO Aironet IEEE 802.11 a/b/g card 
can use certain discrete transmit power levels ranging from 1 mW to 100 m W. 1 The 
nodes in the Figo network at WMC can change their transmit power from 1 mW to 63 
mW in discrete levels. 

Note that our goal is to adaptively adjust the transmit power of each node instead 
of using the maximum transmit power. So our algorithm should assign an available 
transmit power level by taking the next power level greater than or equal to the computed 
transmit power so that connectivity is maintained. 

1 http: //www.cisco.com/ en/ US/ prod/ collateral/wireless/ ps6442/ ps4555 / ps5818 / product 
_data_sheet09186a00801ebc29.html 
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3.5 Accounting for Mobility 

To account for mobility, an algorithm should not only be distributed but also local: 
Each node is allowed to exchange messages with its neighbors a few times and then 
must decide which links it wants to keep. Several neighbor-based protocols, such as 
K-Neigh, and XTC, are locally computed where each node only communicates with its 
neighbors twice. 

In all the protocols, it is assumed that, for any given network, the topology control proto­
col is computed just once, thereby assigning powers to the nodes so that the MANET is 
continuously connected throughout the network lifetime. However, for mobile networks, 
since the nodes are mobile, the distance between nodes may change as nodes move. Most 
of the protocols presented did not incorporate what should be clone to make the network 
continuously connected throughout the network lifetime. Some recent papers, such as 
[20, 21] presented mobility aware algorithms; however, they require the availability of 
GPS receivers and/or direction information to predict the future location of anode and 
they are not in the domain of our interest . The authors of [7] proposed, as their future 
research direction, that if the mobility is high, an on-demand approach to reconfigure 
the network topology may be used ; and if mobility is low, proactive methods may be 
used. 

The first approach falls in the category called reactive methods. A node is triggered, 
based on a certain condition, to run the topology control algorithm and establish a new 
set of links. The node can be triggered by the MAC layer or the routing layer . 

The MAC layer can trigger re-execution of the topology control protocol in case it 
discovers new neighbor nodes. The MAC level can detect new neighbors by overhearing 
the network traffic and analyzing the message headers to discover new neighbors to 
ensure a quick response to changes in the network topology. 

The routing layer can trigger the re-execution of the topology control protocol in case 
it detects many route breakages in the network, since this fact is probably indicative 
that the actual network topology has changed a lot since the last execution of topology 
control. On the other hand, the topology control protocol, which creates and maintains 
the list of the immediate neighbors of a node, can trigger re-execution of the routing 
protocol in case it detects that the neighbor list is considerably changed. 

An advantage of this approach is that, since all the nodes do not need to run the 
algorithm, reconfiguration control traffic is kept low. Only the node which loses a link 
or a newly introduced node and/or anode which overhears the newly introduced node 
needs to re-execute the algorithm. So, all the other nodes do not need to go back to 
the maximum transmit range. This is advantageous in terms of power efficiency and 
reduced interference. An obvious disadvantage is that reactive methods are vulnerable 
to disconnectivity - that is the network connectivity at any time instant may not be 
guaranteed. 

The second approach falls in the category called proactive methods. In order to maintain 
the connectivity of the network as a whole, rather t han as a set of specific connections 
between pairs of nodes, we set a reasonable time interval and focus on maintaining 
network connectivity throughout each time interval. That is, to assign power levels to 
the nodes such that t he network is connected throughout the prespecified interval of 
time. This can be incorporated, for example, by setting the transmit range equal to 
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the distance of the farthest node (at the time of computing the topology) plus the sum 
of the distances both nodes can move ( taking the worst case that both nodes move in 
the opposite direction) to account for possible node movement. An advantage of this 
approach is that connectivity is maintained at any instant in time. The best topology 
is also constructed every time the algorithm is executed. A disadvantage is that we will 
have a high reconfiguration control traffic. The fact that all the nodes go to the maximum 
transmit range also implies higher power consumption and increased interference. 

In both approaches, anode can increase or decrease its transmit power by detecting and 
following the farthest node at any instant until the entire topology control algorithm is 
executed. This can be dorre by continuously requesting power information (link margin) 
from all the neighbors and recalculating the transmit power based on that link margin. 
But this has a disadvantage of increased overhead. 

3.6 Summary 

In this chapter, we discussed the various steps of our topology control solution for 
MANETs from the practical point of view, including neighbor discovery, determination 
of link quality, neighbor information exchange and link selection and transmit power 
level adjustment. How to make the algorithm mobility adaptive is also studied. 

For neighbor discovery, a broadcast beacon message at maximum power is used. The 
beacon is one of the ieee 802.11 MAC management frames. Beacon messages are also 
sent periodically to discover newly introduced neighbors. 

The next phase is the determination of link quality. Distance between nodes and RSSI 
value are energy aware link quality metrics. Packet delivery ratio (PDR) and expected 
transmission time (ETT) are throughput-aware link quality metrics. 

After neighbor discovery and link quality calculation, every node exchanges this infor­
mation at maximum power (using the beacon frame). Based on the above information, 
every node locally decides which neighbors it has to choose based on some rule. This is 
called the link selection phase. 

After a node selects its neighbors, the next step is the determination of the transmit 
power needed to send a message to any neighbor node. 

Two approaches have been presented to make the algorithm adaptive to node mobility: 
reactive and proactive. In the reactive method, a node is triggered, based on a cer­
tain condition, to run the topology control algorithm and establish a new set of links. 
The node can be triggered by the MAC layer or the routing layer. Advantages of this 
approach is that, since all the nodes don't need to run the algorithm, reconfiguration 
control traffic is kept low. A disadvantage is that reactive methods are vulnerable to 
disconnectivity. In the proactive method, we set a reasonable time interval and the al­
gorithm is re-executed at the beginning of each interval. An advantage of this approach 
is that connectivity is maintained at any instant in time. A disadvantage is that we will 
have a high reconfiguration control traffic. 

In the coming chapters, we are going to investigate the effect of the various parameters 
such as the transmission range, the node degree and the message complexity on the 
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various performance metrics such as energy consumption, capacity and network delay 
by analysis and/ or simulation. 



Chapter 4 

Analysis 

The previous chapter explains the various steps of topology control for MANETs from 
the practical point of view. We also pointed out the various desirable properties that 
a topology control protocol should have including small message exchange, low degree, 
and connectedness. For a topology to have a low degree, the transmission range of a 
node should be kept small as long as the network stays connected. 

In this chapter, we analyze the effect of the transmission range, node degree and the 
message complexity on the performance of mobile ad hoc network including energy 
consumption, capacity and delay. We also determine the reconfiguration interval of a 
topology control algorithm using statistica! model. For analysis, we employ the IEEE 
802.11 DCF MAC protocol. Hence, we start with brief overview of the IEEE 802.11 
DCF. 
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FIGURE 4.1: Four-way handshaking access mechanism. 

4.1 The IEEE 802.11 MAC 

Distributed Coordination Function (DCF) is the fundamental MAC technique of the 
IEEE 802.11 wireless LAN standard. DCF employs a CSMA/CA distributed algorithm 
and an optional virtual carrier sense using RTS and CTS control frames and a random 
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backoff time following a busy medium condition, or when a transmitting node infers a 
failed transmission. The four-way handshaking DCF is shown in Figure 4.1. 

If a node wants to send data, it sends a Request-to-send (RTS) control packet. If 
the receiver receives the RTS , it answers with a Clear-to-send (CTS) control packet. 
During RTS/CTS handshaking, a sender and a receiver perform the virtual carrier­
sense mechanism, which reserves the medium against interfering nodes. Specifically, an 
RTS and a CTS packet contain information about the time duration needed to finish 
delivering the data packet corresponding to the RTS/CTS packet. When anode receives 
an RTS or a CTS packet, the node updates the Network Allocation Vector (NAV) which 
indicates the expected duration of future traffic on the medium. When the sender 
receives the CTS packet, it sends the data. At last , the receiver responds with an 
Acknowledgment (ACK) packet. 

The time interval between frames is called the interframe spacing (IFS). Short interframe 
spacing (SIFS) is the shortest of the IFSs. SIFS shall be used when nodes have seized 
the medium and need to keep it for the duration of the frame exchange sequence to be 
performed. Using the smallest gap between transmissions within the frame exchange 
sequence prevents other nodes, which are required to wait for the medium to be idle for 
a longer gap, from attempting to use the medium, thus giving priority to completion of 
the frame exchange sequence in progress. DCF interframe spacing (DIFS) denotes the 
time a node has to wait after the medium is determined to be idle. 

A node desiring to initiate transfer of data invokes the CS mechanism to determine the 
busy / idle state of the medium. If the medium is busy, the node defers until the medium 
is determined to be idle. When the medium is determined to be idle, the node waits 
for a period of time equal to DIFS. After this DIFS medium idle time, the node then 
generates a random backoff period ( using Equation 4.1 ) for an additional deferral time 
before transmitting, unless the backoff timer already contains a nonzero value, in which 
case the selection of a random number is not needed and not performed. 

Backoff Time = Random() * SlotTime, ( 4.1) 

where: 

• Random() = Pseudo-random integer drawn from a uniform distribution over the 
interval [O, CWi], where CWi is an integer within the range of values of the PRY 
characteristics CWmin and CWmax, CWmin,:::; CWi :::; CWmax· 

• SlotTime = The value of the correspondingly named PRY characteristic. 

The contention window (CW) parameter shall take an initial value of CWmin· Every 
node maintains a short retry count (SRC) as well as a long retry count (LRC), both 
of which shall take an initial value of zero. The CW shall take the next value in the 
series every time there is an unsuccessful attempt to transmit, until the CW reaches 
the value of CWmax· In the case of exponential back-off procedure, CWi takes values 
2iCWmin, for 0 :::; i < m and 2mcwmin , for m :::; i :::; SRC. A retry is defined as the 
entire sequence of frames sent, separated by SIFS intervals, in an attempt to deliver 
data. Once it reaches CWmax , the CW shall remain at the value of CWmax until the 
CW is reset. 
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A node performing the back-off procedure shall use the CS mechanism to determine 
whether there is activity during each backoff slot. If no medium activity is indicated for 
the duration of a particular backoff slot, then the backoff procedure shall decrement its 
backoff time by SlotTime. If the medium is determined to be busy at any time during 
a backoff slot , then the backoff procedure is suspended; that is, the backoff timer shall 
not decrement for t hat slot . If the medium is determined to be idle for the duration of a 
DIFS period, the backoff procedure is allowed to resume. Transmission shall commence 
when the Backoff Timer reaches zero. 

4 .2 Modeling a Node as a Queue 

In this section, we introduce a queuing model for a node in a network. This model 
is used for analysis of energy consumption and network delay. We consider that N 
nodes are initially distributed uniformly at random over a deployment area of sides a 

by b. Each node generates traffic at a rate of À packets per second on average with a 
characteristic of i.i.d. Poisson process [26]. Every node can be a source, a destination 
and/ or a relay node. When a packet is received by a node, the node determines that it is 
the destination of the packet at reception time with probability of Pd· A node forwards 
a packet to every neighbor wit h an equal probability. This implies that a relaying node 
spreads a forwarding packet to every node within its transmission range. 
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FIGURE 4.2: Queuing model for a node. 
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The message queuing within a node, which is used in [27] is shown in Figure 4.2 . The 
node i has a radio range of R, and every node in the system is symmetrie in traffic; each 
node generates the same amount of traffic and forwards an equal number of packets from 
the same number of neighbor nodes, denoted as Ài· However, packet delivery over the 
wireless channel may fail (eg. due to collision) . Ps denotes the probability of successful 
delivery. An application layer generates messages at the rate of À, and the messages are 
passed to the network layer. Before the messages are transmitted from the node to the 
next hop, they are stored in a message buffer located between the network layer and 
the MAC/PHY layer. Node i also receives messages from neighbor nodes at the rate of 
PsÀi, and the messages are passed to the network layer for routing decisions. Packets 
destined to the node are dispatched to the application layer, and the remaining packets 
are enqueued to be forwarded to their next hop. From the system model, an application 
layer accepts packets at the rate of PsÀiPd on average, and packets which should be 
forwarded to other nodes are appended to the message buffer at the rate of PsÀi(l - Pd) 

on average. Accordingly, the message buffer has two sources of packet arrivals (i.e., the 
application layer and packet forwarding) . Therefore, since the node is modeled as an 
M/M/1 queuing system, the buffer maps to a queue, and the MAC/ PHY layer to a 
server of the queue. 

4 .3 Analysis of Energy Consumption 

The network interface has four possible energy consumption states: transmit, receive, 
idle and sleep. transmit and receive are for transmitting and receiving a message. In 
the idle mode, the interface can transmit or receive. This is the default mode for ad hoc 
environment. The sleep mode has extremely low power consumption. The interface can 
neither transmit nor receive until it is waken up. 

Energy consumpt ion of a node is affected by the following factors: 

• Message complexity: In [28], it is shown that the energy consumed by the network 
interface when a node sends, receives or discards a packet at maximum power can 
be described using a linear equation: 

energy cost = m * size + b, (4.2) 

where b is a fixed component associated with device st ate changes and channel 
acquisition overhead and m*size is an incremental component which is proportional 
to the size of the packet. Experimental results are used to determine values for 
the linear coefficients m and b for various operations. 

• Sparcity: One major factor contributing to the extra energy consumption in IEEE 
802.11 cards is contention [29]. Contention increases when the number of neighbors 
of a node increases. Experimental results show that , for wireless mesh networks, 
the power consumption generally grows linearly with the number of connections 
[30]. A lower degree then consequently leads to lower power consumption. 

• Transmission range: For communication systems that can individually adjust the 
transmit power , energy is saved by reducing the transmit power to the level that is 
just needed to reach the worst selected neighbor and not the whole neighborhood 
anymore. 
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In this section, we analyze the energy consumption of IEEE 802.11 wireless card using 
the 802.11 DCF scheme. Our analysis is based on [29]. Referring to the IEEE 802.11 
DCF scheme, the total energy consumed by a certain node to transmit a packet has four 
parts: the energy consumed during back-off, Eb, the energy consumed during freezing 
or overhearing other nodes transmitting, Ej, the energy consumed during collision, Ec 
and the energy consumed during successful transmission, E 8 • It can be assumed that 
the node stays in the receiving mode if it doesn't transmit. 

Consider n contending nodes, where ( n - 1) is the node degree. We assume that every 
node has a packet to be transmitted. Similar to [29], we assume that for each time 
a node transmits a packet, the collision probability with other nodes, denoted as p, is 
constant. 

When node u tries to send a packet, the packet may collide with packets from other 
nodes, or transmission may fail due to transmission errors or due to mobility, in which 
case retransmission is scheduled. Similar to [29], we assume ideal channel conditions 
and that mobility is low compared to the propagation delay so that retransmission is 
only due to collisions. For each node, the probability that a node successfully transmits 
a packet after i failures is given by: 

(4.3) 

where pis the probability that any one of the (n - 1) nodes transmit other than node 
u. This is also equal to the collision probability. p can be written as: 

(4.4) 

where T is the probability that a station transmits in a randomly chosen slot time. T is 
given by [31]: 

T= 2(1-2p) . (4.5) 
(CWmin + l)(CWmin + 1) + pCWmin(l - (1 - (2p)m))' 

where CW min is the minimum size of the contention window ( CW) and m is the maxi­
mum stage of the exponential back-off procedure. p and T are solved simultaneously by 
numerical methods. 

The back-off time can be determined from the random access MAC model. From the 
IEEE 802.11 specification, the contention window size increases exponentially depending 
on the back-off stage, i, and the window size is given by: 

(4.6) 

until it reaches the maximum limit CW max for i = m. So the average back-off timer 
value B for four-way handshaking is1 : 

m CW· SRC CW 
B = (L -;/-Pi + L TPi) * SlotTime. 

i=O i=m+l 

(4.7) 

1In [29], CW is taken from the interval [O, CWi - 1, and the average back-off timer value B for four­
way handshaking is given by: B = CI::':o cwr 1 Pi + I:T~;;+ i c w!f- 1 Pi) *SlotTime. However,referring 
to [32], CW is chosen from the interval [O, CW;], and, hence the average back-off timer should be given 
by Eq. 4.7. 
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Let Nc be a random variable representing the number of collisions before a packet is 
successfully transmitted. The average value of Nc is given by the mean of the geometrie 
distribution: 

E[Nc] ~ _P __ 
l-p 

(4.8) 

The node will back-off for Nc + 1 times before successful transmission. Hence, the time 
the node spends in back-off state, n is given by: 

Tb= (Nc + 1) * B. (4.9) 

Let F reons refer to the instantaneous power consumption when the node is in the receiving 
mode. So, Eb is given by:: 

(4.10) 

When collision happens (assuming collision happens at RTS/CTS stage), the sending 
node should wait for a timeout interval of TcTS + 2Ts1Fs + 2"(, where "( is the propa­
gation delay. If we denote the instantaneous power consumption of a node when it is 
transmitting by Ptcons, E c can be written as: 

(4.11) 

To find E1, we used a different approach from the approach used in [29] because the 
approach they used to determine the number of overheard transmissions by node u 

during its back-off is not clear. Since the back-off timer in a node is frozen whenever its 
interfering neighbors start to transmit, nt represents the average number of nodes which 
are ready to transmit among the interfering neighbors of node i. nt can be expressed as: 

nt = pn, (4.12) 

where n is the average number of interfering nodes and p is the utilization factor (i.e. 
the amount of time that the MAC works in transmitting a packet). pis given by: 

(4.13) 

where Ài is the packet arrival rate, µi is the packet service rate. Referring to the queueing 
model introduced in Section 4.2 , at steady state, the average packet arrival rate at node 
i is: 

(4.14) 

Then the packet arrival rate Ài is given by: 

,\ . - ___ >-__ 
i - 1 - Ps + PsPd' 

(4.15) 

where Ps and Pd are introduced in Section 4.2 . Ps is given by (considering all the cases 
before the packet is finally discarded and assuming that packet delivery fails only due 
to collision): 

Ps = 1 - PSRC, (4.16) 

where p is given by Eq. 4.4. 
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To find Pd, let N h be the average number of hops which can be expressed as: 

( 4.17) 

For high density network, the path from t he source to t he destination is almost a straight 
line [33]. Hence, t he average hop count can be written as : 

(4.18) 

where E [Dds ] is t he average distance between an arbitrary source-destination pair. Fur­
thermore, in a rectangular area of sides a, b, E[Dds ] is given by [34]: 

1 a3 b3 a2 b2 1 b2 ) a2 + b2 a2 ) a2 + b2 
E[Dds ] = -[-+-+J a 2 + b2(3----)]+-[- arccos +- arccos ]. 

15 b2 a2 b2 a2 6 a b b a 
(4.19) 

From Eqs. 4.17, 4.18 and 4.19, we can determine Pd: 

r 
( 4.20) 

The packet service rate is equal to the reciprocal of the packet service time, Ti: 

( 4.21) 

To find t he packet service time, we use the IEEE 802.11 DCF. The average service time 
for a packet in a node can be expressed as: 

SRC-1 
Ti = L pk(l - p)(kTJ + Ts) + PSRC(SRC)Tj , 

k=O 

( 4.22) 

where T8 is the expected time spent in a packet delivery if successfully delivered and T1 
is the expected time in delivery failure. The first term corresponds to the case in which 
the packet delivery succeeds in the kth t ry, ( k :S S R C), and t he second term corresponds 
to the case in which the packet delivery finally fails and t he packet is dropped. 

Let Tt be t he duration of successful transmission and Te be t he t ime consumed when a 
collision happens. Tt and Te are given, respectively, by: 

Tt = TDI FS + TRTS + Tcrs + T DATA + TAcK + 4Ts IFS + 41, 

Te = TDIFS + TRTS + Tc rs + 2Ts 1Fs + 2T 

Then T8 is t hen given by: 

( 4.23) 

( 4.24) 

( 4.25) 

where Bis t he duration of the back-off timer and is given by Eq. 4. 7, Tjreeze is t he amount 
of time for which the back-off timer is frozen due to t ransmissions from interfering nodes 
and Tt is the time required to send the data packet and is given by Eq. 4.23. 

Let Po be the probability that any of the ( n - 1) nodes other than node u successfully 
transmits a packet. This happens when any one of the ( n - 1) nodes are transmitting 
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and the other ( n - 2) nodes are not transmitting, conditioned on p: 

Po= 
(n - l)T(l - Tr- 2 

p 
( 4.26) 

Since an interfering node can succeed to send data with probability of Po and can fail 
with probability 1 - Po with the timeout mechanism, and based on the assumption that 
packet delivery fails in the phase of RT S /CTS handshaking, Ttreeze is expressed as: 

where Tt and Te are given by Eq. 4.23 and Eq. 4.24, respectively. 

Similarly,we can derive expression for Tt. 

Thus Et is given by: 
Et = ntPreonslPoTt + (1 - Po)Tc] , 

where Tt and Te are given by Eq. 4.23 and Eq. 4.24 , respectively. 

( 4.27) 

( 4.28) 

( 4.29) 

Finally, the energy spent by node u to successfully transmit a packet Es is given by: 

Es = Pteons(TRTS + TvATA) + Preons(Tt - TRTS - TvATA)· ( 4.30) 

Thus, the total energy consumed by node u to transmit a packet is: 

(4.31) 

The parameters we used for numerical analysis are given in Table 4.1. The power 
consumed during the transmit and receive modes were measured at WMC for the FIGO 
node [35]. The power consumed during the transmit mode was measured for the different 
transmit power levels (i.e. RF output power levels) set in the FIGO node. Figure 4.3 
shows the results. The figure shows that the measured consumed power by the wireless 
card decreases when the transmit power level decreases. The power consumed during 
the receiving mode was also measured to be 1122 mW. 

Figure 4.4 shows the energy consumed per successfully transmitted packet versus net­
work density for varying transmit power level. The figure shows that, when the transmit 
power level increases, the energy consumed significantly increases. Increasing the trans­
mit power level not only consumes high power, but also increases the transmission range 
(which also increases the node degree) and the MAC layer procedure takes nodes a 
longer time to successfully transmit the packet. So, decreasing the transmit power level 
is crucial for low energy consumption with the constraint that the network should be 
connected. 
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m 5 
SRC 7 
CWmin 32 
Channel bit rate 106 bps 
RTS 44 bytes 
CTS 38 bytes 
ACK 38 bytes 
Slot Time 50µ s 
TDJFS 50µ s 
T s 1Fs lOµ s 

'Y 2µ s 

TAB LE 4 .1: Parameters used in numerical analysis. 

4.4 Capacity Analysis 

In [36], capacity is defined as the maximum possible information transfer rate over a 
channel. The network capacity depends on the achievable channel capacity at each 
individual wireless link and the level of spatial reuse - the total number of concurrent 
transmissions that can be accommodated in the network. The channel capacity at each 
individual wireless link depends on the SINR at the receiver. The spacial reuse can be 
increased by decreasing t he transmit power. However , when we decrease t he transmit 
power , t he SINR decreases as a result of the smaller received signal. So, studying 
the effect of varying t he transmit power and its effect on t he SINR at t he receiver is 
important for capacity analysis. 

A formula for E[C / J] is derived in [36]. They proposed the Honey-grid model to 
calculate the interference experienced by a node in ad hoc networks where nodes are 
uniformly distributed over a two-dimensional area larger than the coverage area of a 
node. Figure 4.5 shows the Honey-grid model. When a node, say node 0, is transmitting, 
there will be no interference from other nodes inside the coverage area of node 0 ( due to 
MAC layer restrictions). In the worst case situation , the first set of interfering signals 
will come from signals t ransmitted from nodes just outside the coverage area of node 
0 (at distance R + E to node 0) for small E, where R is t he t ransmission range. In 
Figure 4.5, nodes are placed in co-centered hexagons. The first hexagon has a side of 
size D. and contains six nodes. D. depends on the network density. The ith ring has a 
side of size iD. and contains 6i nodes. If the total number of nodes in the network is N , 
the maximum reach, k , and N are related as : 

k 

N = 1+L6j = 1+3k(k + 1). 
j= l 

( 4.32) 

Wit h uniform distribut ion of nodes, each node has n ot her nodes inside its coverage area 
( except for nodes at t he borders of the network). n is called the node degree and is gi ven 
by: 

a 

n = L 6j = 3a(a + 1), 
j=l 

( 4.33) 
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FIG URE 4.5: The Honey-grid model for modeling interference. 
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where a is the number of hexagonal rings inside the range of anode. Therefore, a gives 
indication of the transmission range of anode. Around node 0, the first set of interfering 
signals will come from signals that are transmitted from nodes just outside the coverage 
area of node 0. On the assumption that an entire ring is either included or excluded 
from the coverage area, the first ring of interference consists of 6 nodes positioned at 
distance (a + l)R to node 0. The number of co-centered interference rings seen from 
node 0 is k / ( a + 1), and the number of interfering nodes is given by: 

k 

a +l k k 
Ni = L6j = 3-(- + 1). 

. a+l a+l 
J = l 

( 4.34) 

To calculate the amount of interference experienced at node 0, we add the interference 
power received at node 0 from all interfering nodes. The yth interference ring contains 
6j nodes at approximated distance j(a + 1).6. to node 0. Using the path-loss power 
law model for radio propagation, the mean value of the received signal power is given 
by Prx = cd-a, where Prx is in Watts), dis the distance between the transmitter and 
the receiver, c is a constant that depends on transmitted power, the receiver and the 
transmitter antenna gains and the wavelength and a is the path loss exponent. 

The mean power of interfering signals originating from ring j is 6jqc(j(a + 1).6.)-a, 
where q is the probability of transmission ( transmission of own signals or relay signals) 
per node in a given slot time. q depends on the mean of the total traffic arriving at 
a node, A. The number of packets arriving per unit time is A/ tts· Since we assumed 



32 4.4. Capacity Analysis 

Poisson arrivals, the probability of k arrivals in a given time interval t is given by: 

(At)k _11 

(t) tt s t t Pk =--e ts . 
k! 

( 4.35) 

So q can be written as: 
q = 1 - Po[tts] = 1 - e- /\. ( 4.36) 

The total traffic arriving at anode consists of its own traffic and the traffic that the node 
relays for other nodes. Consider any two nodes i and j. When the average hop count is 
E[h], there are (E[h] - 1) relay nodes between any source and destination. Node i may 
be a relay node for node j with a probability of (E[h] - 1) / (N - 1). The expected value 
of the traffic arriving at node i from node j is then .Àtts(E[h] - 1) /(N - 1). Any node 
in the network can be a relay for (N - 1) other nodes. Hence the expected value of the 
traffic arriving at any node is .Àtts(E[h] -1) . The average total traffic per node, Ais the 
sum of its own traffic, .Àtts and all relay traffic that reach that node: 

A = .Àtts + .Àtts(E[h] - 1) = ÀttsE[h], ( 4.37) 

where E(h) is the average hop count and .Àtts is the nodes own traffic. A formula for the 
average hop count is derived in [36] from the hop distribution in the Honey-grid model: 

E[h] = 0.53N~·5 + 2(1 - ~ ) , ( 4.38) 

where Nr is the number of relay nodes. The number of relay rings as seen by node 0 is 
k / a (assuming minimum hop routing). Hence, the number of relay nodes including the 
source node is given by: 

!>_ 

a k k 
Nr = 1+L6j = 1+3-(- + 1). 

a a 
j=l 

. The total amount of interference mean power is then: 

k 
a+ l 

I = 6qc((a + 1)~)-a L J-(a- 1) , 
j = l 

( 4.39) 

( 4.40) 

In the Honey-grid model the lowest expected value for wanted signal power, C, is related 
to the situation that the wanted signal (signal from the source) is transmitted from the 
farthest neighbor of node 0 at distance a~. The highest value of C is related to the 
situation that wanted signal is transmitted from the nearest neighbor of node 0, which 
is at distance ~ . The expected value for C is found then by taking into account all 
possible positions of the wanted signal transmitter: 

( 4.41) 
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The expected value of C / I for anode in the center of an ad-hoc network is then given 
by: 

6c~ -<> "a J· - (a- 1) 
n L.;J=l E[C/ I] = k 

6qc((a + 1)~)-a LJ~~ j-(a-1) 

"a ·-(a-1) 
L.;j=l J 

k 

nq(a + 1)-a LJ~~ j - (a-1) 
( 4.42) 

An upper bound on the reliable data transmission speed between two nodes over the 
radio channel (with additive white Gaussian noise (AWGN) channel model) can be 
expressed by the Shannon channel capacity formula: 

W = Blog2 (1 + E[C/ I]) , ( 4.43) 

where W (bits per second) is the upper bound on the time-averaged error free bit 
transmission speed over the radio channel, Bis the channel bandwidth in Hz and E[C / J] 
is the expected carrier to interference ratio. In other words, Wis the maximum capacity 
of the wireless channel. When the expected value of C / I decreases, the capacity of the 
link between two nodes calculated with the Shannon formula decreases as well. An 
additional restriction on capacity is imposed by the MAC protocol. At any moment in 
time only one of the neighboring nodes may transmit. With node degree n, the channel 
capacity needs to be divided by n + 1 to obtain the capacity, W , per node: 

B 
W = -- log2 (1 + E[C / IJ) , 

n+l 

where E[C / J] is the average value of the signal to interference ratio at that node. 

FIGURE 4.6: The consumed area for communication in the Honey-grid model. 

( 4.44) 

The number of concurrent transmissions which are allowed under physical carrier sense 
in an area of A can be determined. The transmitters that can transmit concurrently 
will be positioned as shown in Figure 4.6 . As each three transmitters shares a regular 
triangular with side length of a~ and every transmitter is the vertex of six such triangles, 
each transmitter consumes an area of A0 = 1(a~)2 . The network capacity can then 
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be expressed as: 
A B 

W = -A -- log2 (1 + E [C / I J) , 
0 n + 1 

4.5. Delay Analysis 

( 4.45) 

where A is t he total network area and J
0 

is the tot al number of concurrent transmissions 
under physical carrier sense. 
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Figure 4. 7 shows t he channel capacity per node versus t he density of nodes for different 
values of a. From t he figure, we can see that as t he number of nodes per square km 
increases, the channel capacity decreases. This is because, as the network density in­
creases, t he node degree n increases and the available channel capacity is shared among 
( n + 1) nodes. Figure 4. 7 also shows that , as the maximum reach of a node ( a), which 
gives an indication of the transmission range of a node, increases for a given ~ ' t he 
channel capacity per node increases. This is because, if we have higher t ransmission 
range, which also means we have high transmit power , we have high expected value 
of t he wanted signal, E [c]. So, E [C / J] increases as a increases, which means as t he 
transmission power increases. So t he per channel capacity increases . 

4.5 D elay A nalysis 

The delay of a packet in a network is the t ime it takes the packet to reach the destination 
after it leaves t he source. We do not take delay at t he source into account, since our 
interest is in the network delay. In this section we analyze t he packet delay in mobile ad 
hod networks. This delay is t he sum of the delays on each link traversed by the packet. 
Each link delay in t urn consists of four components [26]: 

• The processing delay between the time the packet is correctly received at node and 
the time the packet is assigned to an outgoing link queue for t ransmission. 



Chapter 4. Analysis 35 

1400 
--.- a=1 
---6-- a=2 

1200 --&- a=3 

(.) 1000 Q> 

~ 
(J) 

:0 
:2: 800 
.~ 
(.) 

"' 0.. 
600 "' (.) 

.::.:. 
0 
3 a; 
z 400 

200 

0 
10 20 30 40 50 60 70 

Number of nodes per square km 

FIGURE 4.8: Network capacity. 

• The queuing delay- t he time t he packet is assigned to a queue for transmission and 
the time it starts being transmitted. 

• The transmission delay between the times that t he first and last bits of the packet 
are transmitted. 

• The propagation delay from the time the last bit is transmitted at the transmitted 
node of the link until the time it is received at the received node. 

The authors in [27] use the queuing model as shown in Figure 4.2 to study the packet 
delay in MANETs, namely, M/ M/ 1 queue. We also use their model for delay analysis, 
but we do not take mobility into account since in our case we consider pedestrian nodes 
and the propagation time is negligible compared to the time a destination node takes 
to go out of the transmission range of the source node. The processing delay is not 
considered . 

Average delay in each node in M/ M/ 1 queue is given by: 

1 
E[t] = µ i - Ài' ( 4.46) 

where Ài is the packet arrival rate and µ i is the packet service rate. To find the packet 
arrival rate and the packet service rate, we follow the approach used in [27]. 

The average delay in each node can be found by putting the values of Ài and µ i in 
Eq. 4.46. This delay consists of the delay in the queue plus the service time. To find the 
average network delay, E[D], we multiply the node delay by t he number of hops, Nh: 

( 4.47) 
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FrGURE 4.9: Numerical results for network delay vs. network density for varying 
lambda. 

Figure 4.9 shows the numerical result for the average network delay versus network 
density for different packet generation rates at maximum transmission range. From t he 
figure, we can see that as the number of nodes per square km increases, t he network 
delay increases. This is because, as the number of nodes per square km increases, t he 
node degree increases. As t he node degree increases, the time the node spends in the 
MAC layer procedure also increases. This consequently leads to increase in average 
network delay. Numerically, we found that as the network density becomes a very high 
value, the average network delay becomes very high. We can also see that , when the 
packet generation rate À increases, the network delay increases. However , the increase 
in the network delay is not significant. 

Figure 4.10 shows the average network delay vs network density for varying transmis­
sion ranges for same packet generation rate (>. = 0.5). From the figure, we can see 
t hat decreasing transmission range increase network delay. Specifically, we can see t hat 
halving the transmission range almost doubles the network delay. This is because, as 
the transmission range is decreased, the number of links traversed by a packet is also 
increased and this increases the network delay. 

4.6 Reconfiguration Interval 

Two approaches for mobility adaption have been presented in Section 3.5; namely, reac­
tive and proactive. In this section, we analyze the proactive approach. In the presence of 
node mobility, there is a clear trade-off between the message overhead generated by the 
repeated execution of a TC protocol and the quality of the constructed topology: the 
more frequently the protocol is re-executed (i.e. the higher the message overhead), the 
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higher the quality of the constructed topology (e.g. a topology that preserves connectiv­
ity). In [8], the interval between two broadcast reconfiguration messages is determined 
using a probabilistic model and we use the same approach to calculate the reconfigura­
tion interval. 

Let us assume that all nodes are randomly distributed within a disk of area Ao and the 
total number of nodes is N and for a short time interval of length t , each node moves 
independently toward a random direction in [O, 27r] , with a constant speed v. Under 
these assumptions, we can calculate the probability that an existing neighbor moves 
into or out of the transmission range of node u, within a time interval of t. 

Suppose node u is located in position A, with its neighbor v in position B as shown in 
Figure 4.11. The maximum transmission range of node u is r , and t he distance between 
nodes u and v is x ( > r). Let d = v * t be the distance that node v moves in time interval, 
t. We assume that d is less than the transmission range, r, of node u. The probability 
that node v moves into u's transmission range can be is given by: 

ir+d 27rx A(S1) 
Pjoin = r So 7rd2 dx, ( 4.48) 

where 

x2 + r2 - d2 x2 + d2 - r2 x2 + d2 - r2 
A(Sl) = arccos( 

2
xr ) + arccos( 

2
xd ) - xdsin(arccos( 

2
xd )), 

( 4.49) 
is the area of the shaded region 81 in Figure 4.11 ; d is the distance that node v moves; 
and r is u's transmission range. 
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A 

FIGURE 4.11: The probability that node v joins the transmission range of node u. 

The probability that an existing neighbor v moves out of the maximum transmission 
range of node u within timet is given by (Figure 4.12): 

ir 2nx A(S2) 
Pleave = -

8 
-d2 dx, 

r - d 0 7r 
( 4.50) 

where 

x2 + d2 - r2 x2 + r2 - d2 x2 + d2 - r2 
A(S2) = (n - arccos( d ))d2-(arccos( )r2- xdsin(arccos( 

2 
d ))). 

2x 2xr x 
(4.51) 

is the area of the shaded region S2 in Figure 4.12. 

FIGURE 4.12: Probability that node v moves out of the transmission range of node u. 
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Given that node u has n neighbors and the total number of nodes is N, the probability 
that no new neighbor enters the visible neighborhood of node u is: 

(1 )N-n-l 
Pl = - Pjoin , ( 4.52) 

and the probability that no neighbor leaves the visible neighborhood of node u is: 

P2 = (1 - Pleave t · ( 4.53) 

Thus, the probability that the visible neighborhood of node u changes is: 

Pchange = 1 - PlP2 · ( 4.54) 

Given a predetermined probability threshold Pth, we can determine the topology update 
interval t such that Pchange < Pth· Assuming we have a high probability that the visible 
neighborhood of a node changes, say Pchange = 1 - P1P2 > 0.9, the reconfiguration 
interval is determined. For pedestrian nodes, (i.e. v=2 mps), the reconfiguration interval 
is plotted for varying node densities as shown in Figure 4.13. From Figure 4.13 , we can 
see that as the node density increases, the reconfiguration interval decreases, which 
means we have to run the topology control algorithm more frequently. This is expected 
because the more densely the deployment region is, the greater the probability that the 
visible neighborhood of a node changes, so we need to reconfigure the algorithm more 
frequently. 
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FIGURE 4.13: Reconfiguration interval for varying node densities. 

It can also be interesting to see the effect of node speed on the reconfiguration interval. 
Figure 4.14 shows the reconfiguration interval for varying node speed (for a network 
density of 50 nodes per square km.). From the figure we can see that as the node speed 
increases, the reconfiguration interval decreases. 
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FIGURE 4.14: Reconfiguration interval for varying node speed. 

The duration of the reconfiguration is the time it takes for t he network nodes to exchange 
messages (i.e. for neighbor discovery and link quality exchange) and the t ime each node 
takes to run the algorithm (i.e. the computation time). The computation t ime depends 
on t he hardware computing capability. Since the algorithm is simple, we assume that 
the computation t ime is negligible. 

The time for packet exchange can be determined in the same way we calculate the delay 
on a link as the same back-off procedure is performed by each node. However , in this 
case, Tt (Eq. 4.23) and T e (Eq. 4.24)are equal and are given by: 

T t =Te = TDJFS + Tbeaeon + T s 1FS + "(, ( 4.55) 

where Tbeacon is the duration of the beacon frame. Since a node exchanges such a frame 
twice, the total time a node takes to reconfigure is twice the delay on a link: 

( 4.56) 

Taking the length of the beacon message to be 50 bytes and at maximum transmission 
range, we plot the amount of time for reconfiguration versus the network density. 

From Figure 4.15 , we can see that the time required for reconfiguration (based on the 
assumpt ion that the computing time is negligible) is small (compared to t he t ime it takes 
a node to send a packet successfully) , but increases with the network density. Since 
the reconfiguration interval is relatively large, the reconfiguration period is negligible 
compared to the reconfiguration interval. 

The energy consumed during the reconfiguration duration can be calculated in the same 
way as the energy consumed to send a data packet (Section 4.3). However , in this case, 
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Tt and Te are given by Eq. 4.55. Taking the length of the beacon message to be 50 bytes 
and at maximum transmission range, we plot the consumed energy for reconfiguration 
versus the network density. 
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FIGURE 4.16: Energy consumed for reconfiguration. 

From Figure 4.16, we can see that the energy consumed for reconfiguration per node is 
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considerably less than the energy consumed to send a data packet successfully from its 
source to its destination. Hence, we can see that the network takes a small duration of 
time and costs less amount of energy to compute the topology, and uses this topology 
for a relatively longer t ime (i.e. the reconfiguration interval, e.g. 8 seconds for a walking 
speed and a network density of 50 nodes per square km.). 

4.7 Summary 

In this chapter, we analyzed the effect of the transmission range, node degree and t he 
message complexity on the performance of mobile ad hoc network including energy 
consumption, capacity and delay. 

The numerical results of the analyses show that a small transmission range ( which also 
gives a low physical node degree) is necessary to reduce energy consumption and to limit 
interference (and hence to increase the network capacity). This results in communication 
along multiple hops, and consequently, the network delay increases. The numerical 
results also show that, as the message complexity increases, the energy consumption 
and the network delay increase, but the increase is not significant. 

We also studied the reconfiguration interval, the duration of t he reconfiguration and the 
energy consumed during the reconfiguration for a proactive topology control algorithms 
using statistical model. The numerical results show that , typically, a network takes a 
small duration of time and costs less amount of energy to compute a topology, and uses 
this topology for a relatively longer time (i.e. the reconfiguration interval, e.g. 8 seconds 
for a walking speed and a network density of 50 nodes per square km.) 



Chapter 5 

Simulation Results and 
Performance Evaluation 

In Chapter 3, we explained the various steps of topology control algorithm and the 
properties that a topology control algorithm should have. In the previous chapter, we 
analyzed the effect of the various parameters, such as node degree, transmission range 
and message complexity on the performance of MANETs including power consumption, 
capacity and delay. 

In this chapter, simulation results of our proposed scheme are presented along with the 
simulation results of two (modified) protocols, the XTC protocol and the LTCA protocol, 
for comparison. We use ajava simulator package developed by Jan Stemerdink at WMC. 
The performance metrics we are interested in include: 

• Connectivity - percentage of connected nodes in a given time interval. 

• Sparsity - average physical node degree vs network density. 

• Throughput - the average number of correctly received packets in a given time 
interval vs network density. 

• Energy consumption vs network density. 

5.1 Simulation setup 

The number of nodes per square km is varied from 0 to 70. The nodes are randomly 
placed in the simulation area. Nodes are allowed to move in the simulation area in 
a direction randomly chosen from the interval [O, 27r] with a speed of 2m/ s (walking 
speed). When the nodes reach at the boundary of the simulation area, they again choose 
a direction randomly from the interval [O, 27r] and move in that direction. The maximum 
power used is 18dBm. A radio link between a transmitter unit u and a receiver unit v 
is established if and only if the power of the radio signal received by node v is above a 
certain threshold, called the sensitivity threshold. 
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5.2 Simulation Results 

5.2.1 Topology 

For inspection of the topologies generated with the various algorithms, we set the number 
of nodes equal to 50. The simulation area is a rectangular region of sides lOOOXlOOO 
meters. 

Figures 5.1 ,5.2,5.3 and 5.4 show a snapshot of the resulting topologies produced using 
maximum power , after application of the XTC protocol, after application of the LTCA 
protocol and after application of our proposed algorithm, respectively. The maximum 
power topology many links many links. The topology produce using application of the 
XTC protocol is the most sparse of all the topologies. The topology produced by the 
proposed scheme has more sparse topology than the maximum power topology and the 
topology produced using the LTCA protocol, but a litt le bit denser than that produced 
by XTC. However, it usually consists of disconnected nodes if it is not shown in this 
snapshot . 

FIGURE 5 .1: Network topology at maximum power. 

5.2.2 Connectivity 

Figure 5.5 shows the connectivity, i.e., the fraction of nodes which are connected in a 
given simulation t ime versus network density. When the network density is very low, all 
the protocols have small connectivity This is because, many nodes may be out of the 
maximum t ransmission range of each other. For XTC protocol, we can see that up to 
203 of t he nodes become disconnected. For LTCA and the proposed scheme, almost 
1003 of the nodes remain connected. 
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FIGU RE 5 .2: Network topology after application of XTC topology cont rol protocol. 

FIGU RE 5 .3 : Network topology after application of LTCA topology control protocol. 
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FIGURE 5.4: Network topology after application of proposed algorithm. 
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5.2.3 Node Degree 

Figure 5.6 shows the average physical node degree versus the network density for the 
various protocols . The figure shows that the proposed algorithm and the XTC protocol 
have a low degree which is almost constant , particularly less than 5, when the network 
density increases. The XTC protocol produces protocol has the lowest average physical 
node degree; however, this is at the cost of disconnectivity. The LTCA protocol has the 
highest average physical node degree. It also increases as the network density increases. 
This is reasonable because, LTCA algorithm works based on node identity, and hence 
there is a chance that a node v which is farther in distance may be chosen as a neighbor 
by node u, and consequently, all the nodes within the transmission range of node u to 
reach node v are also neighbors of node u, because we are now talking about physical 
node degree. 
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FIGURE 5.6: The average node degree versus density of nodes. 

5.2.4 Throughput 

Figure 5. 7 shows the average throughput per node versus network density. The figure 
shows that the throughput per node first increases and then decreases as the network 
density increases. It finally tends to be constant. The first increasing part is due 
to the fact that , at the beginning, there were disconnected nodes and the per node 
throughput for disconnected nodes is zero. Then it increases to the point where the 
network density is low but where the network becomes connected. After this point, the 
per node throughput decreases as the network density increases. This is because, as the 
network density increases, both the node degree and the interference from other nodes 
on a receiving node increase. The fact that the node degree increases means that the 
node spends a longer time in the MAC procedure to send a packet successfully. The fact 
that the interference on a receiving from other nodes increases means that the packet is 



48 5.2. Simulation Results 

not received correctly. Both of these factors reduce the number of successfully received 
packets in a given slot time. 

From Figure 5. 7, we can also see that the LTCA protocol has the lowest throughput. 
This is obvious because it has the highest node degree, which also means that it has 
the highest transmission range and a higher interference on receiving nodes from other 
nodes. The proposed algorithm has the highest throughput. The XTC protocol has 
lower throughput than the proposed one although it has the lowest average physical 
node degree. This is because it has a large proportion of disconnected nodes, since 
the throughput for such disconnected nodes is zero, the average per node throughput 
becomes small . 
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FIGURE 5.7: The average number of correctly received frames per node per slot time 
versus density of nodes. 

5.2.5 Energy Consumption 

Simulation results for the energy consumed per packet per node is shown in Figure 5.8. In 
this simulation, the instantaneous power consumption by a node is equal to the transmit 
power level. The figure shows that the energy consumed per successfully transmitted 
power for the XTC protocol and the proposed algorithm first decreases and then tends 
to be constant. This is because, as the network density increases, the transmission 
range becomes smaller and the transmit power used becomes smaller. So, this reduces 
the energy consumed even if the average physical node degree slightly increases. For 
LTCA protocol, the energy consumption tends to increase. This is obvious because 
the average physical node degree for the LTCA protocol increases significantly as the 
network density increases. 
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In this chapter, simulation results of our proposed scheme along with the simulation 
results of two (modified) protocols, the XTC protocol and the LTCA protocol were 
presented and the performances were evaluated. The performance metrics of our interest 
were the connectivity, the node degree, the throughput and the energy consumption. 

In terms of connectivity, the proposed scheme and the LTCA protocol perform well. In 
terms of node degree, the XTC protocol produces a topology with the smallest physical 
node degree; however, this is at the cost of disconnectivity. The LTCA protocol produces 
the highest physical node degree. 

Regarding the average throughput, the proposed scheme gives the highest throughput 
(i.e. the average number of correctly transmitted packets per slot time). The XTC 
protocol gives a lower average throughput despite the fact that it has the lowest average 
physical node degree. This is because, the XTC protocol produces some proportion of 
disconnected nodes and the throughput per node for those nodes is zero. 

The XTC protocol outperforms the others in terms of energy consumption per success­
fully transmitted packet. This is expected because it has the lowest average physical 
node degree. 

Generally, the simulation results show that a lower transmission range (and hence a small 
physical node degree) is important to reduce the energy consumption and to increase 
the throughput, but with the constraint that the network connectivity is maintained. 



Chapter 6 

Conclusion and Future Work 

In the subsequent chapters, we studied a power-based topology control solution for 
mobile ad hoc networks. This chapter summarizes what has been studied in those 
chapters and gives a recommendation on possible extension of this work. 

6 .1 Conclusion 

In this thesis , we studied a power-based topology control solution which can be prac­
tically implemented, is mobility adaptive and takes into account the available power 
levels for the wireless card. We study the various steps of power-based topology con­
trol solution from the practical point of view using XTC algorithm as our link selection 
algorithm. 

The topology control starts with neighbor discovery. For neighbor discovery, a broadcast 
beacon message at maximum power is used. Beacon messages are also sent periodically 
to discover newly introduced neighbors. The next phase is the determination of link 
quality. Distance between nodes and RSSI value are energy aware link quality metrics. 
Packet delivery ratio (PDR) and expected transmission time (ETT) are throughput­
aware link quality metrics. After neighbor discovery and link quality calculation, every 
node exchanges this information at maximum power ( using the beacon frame). Based 
on this information, every node locally decides which neighbors it has to choose based 
on some rule. This is called the link selection phase. We use XTC algorithm as our link 
selection algorithm. After anode selects its neighbors, the next step is the determination 
of the transmit power needed to send a message to any neighbor node. We took into 
consideration our available transmit power levels for this phase. 

Two approaches have been presented to make the algorithm adaptive to node mobility: 
reactive and proactive. In the reactive method, a node is triggered, based on a certain 
condition, to run the topology control algorithm and establish a new set of links. The 
advantage of this approach is that, since all the nodes don't need to run the algorithm, 
reconfiguration control traffic is kept low. A disadvantage is that reactive methods are 
vulnerable to disconnectivity. In the proactive method, we set a reasonable time interval 
and the algorithm is re-executed at the beginning of each interval. An advantage of this 
approach is that connectivity is maintained at any instant in time. A disadvantage is 
that we will have a high reconfiguration control traffic. 
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A mathematical analysis is clone for the various performance parameters such as energy 
consumption, capacity and network delay. The numerical results of the analyses show 
that a small transmission range (which also gives a low physical node degree) is nec­
essary to reduce energy consumption and to limit interference (and hence to increase 
the network capacity). This results in communication along multiple hops, and con­
sequently, the network delay increases. The numerical results also show that, as the 
message complexity increases, the energy consumption and the network delay increase, 
but the increase is not significant. 

We also studied the reconfiguration interval, the duration of the reconfiguration and 
the energy consumed during the reconfiguration for proactive topology control methods 
using statistical model. The numerical results show that, typically, a network takes a 
small duration of time and casts less amount of energy to compute a topology, and uses 
this topology for a relatively langer time. 

The simulation results of our proposed scheme along with the simulation results of 
two (modified) protocols, the XTC protocol and the LTCA protocol were presented 
and the performances were evaluated. The performance metrics of our interest are t he 
connectivity, the node degree, the throughput and the energy consumption. In terms 
of connectivity, the proposed scheme and the LTCA protocol perform well whereas the 
XTC protocol has some proportion of disconnected nodes. In terms of node degree, 
the XTC protocol produces a topology with the smallest physical node degree whereas 
the LTCA protocol produces the highest physical node degree. Regarding the average 
throughput, the proposed scheme gives the highest throughput (i.e. the average number 
of correctly transmitted packets per slot time). The XTC protocol gives a lower average 
throughput despite the fact that it has the lowest average physical node degree. This 
is because, the XTC protocol produces some proportion of disconnected nodes and the 
throughput per node for those nodes is zero. The XTC protocol outperforms the others 
in terms of energy consumption per successfully transmitted packet. This is expected 
because it has the lowest average physical node degree. 

Generally, the simulation and analytical results show that a lower transmission range 
(and hence a small physical node degree) is important to reduce the energy consumption 
and to increase the throughput, but with the constraint that the network connectivity 
is maintained. 

6.2 Future Work 

Topology control works in cooperation with the MAC layer and the routing layer. In 
Section 3.3, we indicated that, in the case of using ETT as a link quality metric, which 
is also a routing layer link quality metric, the links ( called essential links) selected are 
kept in the form of a table so that it can be used by upper layer routing algorithm, 
which can be an advantage in reducing overhead. 

Further study can be clone so that, instead of two different layers (i.e. the topology 
control layer and the routing layer) working in coordination, they can be incorporated 
into a single layer. This means that a protocol will be developed which selects best 
links and use those best links for routing and keep the transmission range to cover the 
selected nodes. 



Appendix A 

Logical versus Physical Node 
Degree 

One of the motivations for topology control is its potential to reduce interference be­
tween concurrent transmissions [2]. A typical measure used to quantify the expected 
interference is the node degree of the communication graph: if the transmitting node 
u has small degree, relatively few nodes will experience interference during us trans­
mission. For this reason , it is desirable to generate topologies with small average node 
degree. 

In the literature, authers use the term node degree as the number of logically selected 
nodes by the topology control algorithm. This is referred to as logical node degree. 
However, there may also be other nodes in the transmission range of node u which are 
not selected by the topology control algorithm, but which can affect its communication. 
Physical node degree refers to the total number of nodes which are in the transmission 
range of a node u. For instance, in Figure A. l , node u selects two neighbors v and w 
by a certain topology control algorithm. Thus the logical node degree is two. However, 
there are four other nodes which are in the transmissio range of node u. Thus node u 
has a physical node degree equal to six . 

• 
• • • 

FIGURE A.l: Logical versus physical node degree. 
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