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In this work, we have used computational methods to study the early
stages of C-S-H nucleation at the atomic scale. Cement is the most
widely used construction material in the world, and the C-S-H gel is the
most important phase in cement, in�uencing the hydration rate and the
development of the cement microstructure. However, many questions
about C-S-H nucleation at the atomic scale remain unanswered. To ad-
dress this, we have explored two main hypotheses for the formation of
C-S-H: the nucleation of C-S-H from a portlandite monolayer, and the
formation of C-S-H via pre-nucleation clusters (PNCs) from the main
species in solution.

In the �rst hypothesis, we have studied the stability and phase tran-
sition from portlandite of a new theoretical polymorph of Ca(OH)2 with
the crystal structure of Sr(OH)2, known as Phase V. We found that Phase
V is metastable and that the phase transition between portlandite and
Phase V has an energy barrier of 10.13 kcal/mol. However, when we
studied the transformation of a portlanditemonolayer into a C-S-H layer,
we found that the internal energy of the transformation is favorable, but
the free energy is unfavorable. This suggests that othermechanismsmay
also be involved in the formation of C-S-H and that the transformation
of a portlandite monolayer into a C-S-H layer may not be the dominant
pathway for C-S-H nucleation.

In the second hypothesis, we have used evolutionary algorithms to
search for the most stable clusters for di�erent C-S-H stoichiometries.
We found that the most stable clusters for small sizes contain a silicate
tetrahedron bonded to a 6- or 7-folded Ca atom. For medium size clus-
ters, it was found that silicate dimers are the most stable arrangement
and therefore, they would form at the early stages of cement hydration.
For larger sizes, we found that the most stable clusters contain silicate
trimers but it is already known that trimers are not formed during ce-
ment hydration, probably because the aggregation of smaller clusters
with dimers does not allow the formation of trimers. We also found that
the dehydration of the clusters stabilizes the dimers and that trimers are
less likely to form in less hydrated clusters. We also identi�ed a very
dehydrated cluster that looks similar to a tobermorite layer, suggesting
that such clusters may form at the early stages of cement hydration.

Overall, our research has provided new insights into the mechanisms
behind the nucleation of C-S-H and has highlighted the potential im-
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portance of PNCs in this process. These �ndings could have important
implications for the design and optimization of cement-based materi-
als and could guide future experimental and computational studies on
C-S-H nucleation. In addition, our work has demonstrated the utility of
computationalmethods for studying the atomic-scale processes involved
in cement hydration and has shown the potential of evolutionary algo-
rithms for exploring the structure of C-S-H clusters. However, further
research is needed to fully understand the role of PNCs in the forma-
tion of C-S-H, and to determine the relative importance of the di�erent
mechanisms that may be involved in C-S-H nucleation.



R������

En este trabajo, hemos utilizado métodos computacionales para estudiar
las primeras etapas de la nucleación del C-S-H a escala atómica. El ce-
mento es el material de construcción más utilizado en el mundo, y el gel
C-S-H es la fase más importante del cemento, ya que in�uye en la veloci-
dad de hidratación y en el desarrollo de la microestructura del cemento.
Sin embargo, muchas cuestiones sobre la nucleación del C-S-H a escala
atómica siguen sin respuesta. Para abordar esta cuestión, hemos explo-
rado dos hipótesis principales para la formación del C-S-H: la nucleación
del C-S-H a partir de una monocapa de portlandita, y la formación del C-
S-Hmediante clusters de prenucleación (PNCs) a partir de las principales
especies en disolución.

En la primera hipótesis, hemos estudiado la estabilidad y la transición
de fase desde la portlandita de un nuevo polimorfo teórico de Ca(OH)2
con la estructura cristalina de Sr(OH)2, conocido como Fase V. Encon-
tramos que la Fase V es metaestable, y que la transición de fase entre la
portlandita y la Fase V tiene una barrera energética de 10,13 kcal/mol.
Sin embargo, cuando estudiamos la transformación de una monocapa de
portlandita en una capa de C-S-H, descubrimos que la energía interna
de la transformación es favorable, pero la energía libre es desfavorable.
Esto sugiere que otros mecanismos pueden estar también implicados en
la formación del C-S-H, y que la transformación de una monocapa de
portlandita en una capa de C-S-H puede no ser la vía dominante para la
nucleación de C- S-H.

En la segunda hipótesis, hemos utilizado algoritmos evolutivos para
buscar los cúmulos más estables para distintas estequiometrías del C-S-
H. Encontramos que los clusters más estables para tamaños pequeños
contienen un tetraedro de silicato unido a un átomo de Ca de 6 o 7
dímeros. Para los grupos de tamaño medio, se descubrió que los dímeros
de silicato son la disposición más estable y, por lo tanto, se formarían en
las primeras etapas de la hidratación del cemento. Para tamaños may-
ores, encontramos que los clusters más estables contienen trímeros de
silicato, pero ya se sabe que los trímeros no se forman durante la hidrat-
ación del cemento, probablemente porque la agregación de clusters más
pequeños con dímeros no permita la formación de trímeros. También
descubrimos que la deshidratación de los conglomerados estabiliza los
dímeros y que es menos probable que se formen trímeros en los con-
glomeradosmenos hidratados. Por último, identi�camos un cúmulomuy
deshidratado de aspecto similar al de una capa de tobermorita, lo que
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sugiere que tales cúmulos pueden formarse en las primeras etapas de la
hidratación del cemento.

En general, nuestra investigación ha proporcionado nuevos conocimien-
tos sobre los mecanismos que subyacen a la nucleación de C-S-H, y ha
puesto de relieve la importancia potencial de las PNC en este proceso.
Estos hallazgos podrían tener importantes implicaciones para el diseño
y optimización de materiales basados en cemento, y podrían guiar fu-
turos estudios experimentales y computacionales sobre la nucleación de
C-S-H. Además, nuestro trabajo ha demostrado la utilidad de losmétodos
computacionales para estudiar los procesos a escala atómica implicados
en la hidratación del cemento, y ha puesto de mani�esto el potencial de
los algoritmos evolutivos para explorar la estructura de las agrupaciones
C-S-H. Sin embargo, es necesario seguir investigando para comprender
plenamente el papel de los PNCs en la formación del C-S-H, y para deter-
minar la importancia relativa de los diferentes mecanismos que pueden
estar implicados en la nucleación del C-S-H.



L��������

Lan honetan, metodo konputazionalak erabili ditugu C-S-H-aren nuk-
leazioaren lehen etapak eskala atomikoan aztertzeko. Zementua damund-
uan gehien erabiltzen den eraikuntza-materiala, eta C-S-H gela da ze-
mentuaren faserik garrantzitsuena. Fase hau hidratazio-abiaduran eta
zementuaren mikroegituraren garapenean eragiten du. Hala ere, eskala
atomikoan C-S-H-aren nukleazioari buruzko galdera askok erantzunik
gabe jarraitzen dute. Gai horri heltzeko, bi hipotesi nagusi aztertu ditugu
C-S-H-aren eraketarako: batetik C-S-H-aren nukleazioa portlandita-geruza
bakarretik abiatuta, eta bestetik C-S-H-aren sortzea nukleazio aurreko
klusterren bidez (PNCen bidez) disoluzioan dauden espezie nagusietatik
abiatuta.

Lehenengo hipotesian, Sr(OH)2ren egitura kristalino duenCa(OH)2ren
polimorfo teoriko berri baten egonkortasuna aztertu dugu. Fase berri
hau Phase V deitu dugu eta portlanditatik fase-trantsizioa aztertu dugu
ere. Phase V fasea metaegonkorra dela ikusten dugu, eta portlanditaren
eta Phase V fasearen arteko fase-trantsizioak 10,13 kcal/moleko energia-
hesia duela. Hala ere, portlandita-geruza bakar bat C-S-Hmotako geruza
bihurtzea aztertu dugunean, eraldaketaren barne-energia aldekoa dela
ohartu gara, baina energia librea kontrakoa dela ere. Horrek iradokitzen
du beste mekanismo batzuk ere inplikatuta egon daitezkeela C-S-H-aren
eraketan, eta portlandita-geruza bakarra C-S-H motakogeruza bihurtzea
agian ez dela bide nagusia C-S-Hren nukleaziorako bide nagusia.

Bigarren hipotesian, algoritmo ebolutiboak erabili ditugu C-S-H-aren
estekiometria desberdinetarako kluster egonkorrenak bilatzeko. Tamaina
txikietarako kluster egonkorrenek silikatozko tetraedro bat dute, 6 edo
7 koordinazioko Ca atomo bati lotua. Tamaina ertaineko taldeentzat,
silikatozko dimeroak antolamendurik egonkorrena direla ikusi da, eta,
beraz, zementuaren hidratazioaren lehen etapetan sortuko direal antze-
man daiteke. Tamaina handiagoetarako, kluster egonkorrenek silika-
tozko trimeroak dituzte, baina jakina da trimeroak ez direla zementuaren
hidratazioan sortzen, seguru asko, dimeroak dituzten kluster txikiagoak
gehitzeak ez duelako trimeroak sortzea ahalbidetzen. Era berean, klus-
terretan deshidratazioak dimeroak egonkortzen dituela eta hain hidratatuta
ez dauden klusterretan trimeroak sortzeko probabilitate gutxiago da-
goela deskubritu dugu. Azkenik, tobermoritazko geruza baten antzeko
itxura duen kluster deshidratatu bat identi�katu dugu, eta horrek iradok-
itzen du kluster horiek zementuaren hidratazioaren lehen etapetan sor
daitezkeela.
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Oro har, gure ikerketak ezagutza berriak eman ditu C-S-H-aren nuk-
leazioan dauden mekanismoei buruz, eta prozesu horretan PNCek izan
dezaketen garrantzia nabarmendu du. Aurkikuntza horiek inplikazio
garrantzitsuak izan ditzakete zementuan oinarritutako materialen dis-
einuan eta optimizazioan, eta C-S-H-aren nukleazioari buruzko etork-
izuneko azterketa esperimentalak eta konputazionalak gida ditzakete.
Gainera, gure lanak erakutsi du metodo konputazionalek zementuaren
hidratazioan inplikatutako eskala atomikoko prozesuak aztertzeko duten
erabilgarritasuna, eta agerian utzi du algoritmo ebolutiboek C-S-H klus-
terren egitura aztertzeko duten ahalmena. Hala ere, ikerketa asko egit-
eko dago, PNCek C-S-H-aren eraketan duten zeregina erabat ulertzeko,
eta C-S-Hren nukleazioan inplikatuta egon daitezkeenmekanismoen gar-
rantzi erlatiboa zehazteko.



Note to the reader

Music has been one of my greatest companions in writing this thesis.
There are times when it has helped me to concentrate, times when it
has made me re�ect, and times when it has helped me to overcome dif-
�culties. That is why, at the beginning of each chapter, I have left a
suggestion for listening. I understand that for some people reading with
music can be distracting, but I hope that for the rest of you it will help
you in the laborious task of reading a doctoral thesis. May music always
be with us.
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Danze Veneziana
Musica Nova
Jordi Savall

T hemain objective of this thesis has been to delve into the atomic
mechanisms that occur in cement hydration, speci�cally in the
early stages of hydration, where nucleation is really important.

For this purpose, di�erent atomistic simulation methods have been used,
both ab initio and classical methods. These methods allowed us to cal-
culate energy di�erences, energy barriers, free energy di�erences, and
other thermodynamical properties that let us evaluate di�erent propos-
als for the crystallization of the main phase of hydrated cement. In other
words, the studies presented in this thesis are entirely computational but
the obtained results are, as far as possible, compared with experimental
results to validate the modeling results.

Cement hydration is a very complex process at the atomic level which
contains di�erent sub-processes which are not very well understood.
Therefore, let us �rst introduce the material itself and its most impor-
tant hydrated phase, the so-called Calcium Silicate Hydrate (C-S-H).
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1 | I������������� ���������������
�������

Cement is de�ned as a substance that acts as a binder and sticksmaterials
together. Because of that property, cementitious materials had been used
in construction since the emergence of the �rst civilizations. The Egyp-
tians already used mortar (a mixture of sand and cementitious material)
to join stone blocks and erect their prodigious constructions [1]. Part
of one of the pyramids of Giza (2600 B.C.) was built with concrete (hy-
draulic cement with �ne and coarse aggregates), and themural of Thebes
(1950 B.C.) preserves scenes of men making concrete and applying it to
a building site. However, the oldest concrete construction is the �oor of
a hut in Lepensky Vir (nowadays Serbia), dated 5600 BC [2, 3]. Later,
Greek and Roman builders discovered that certain materials from vol-
canic deposits, mixed with limestone, sand, and water, produced a mor-
tar of great strength, capable of resisting the action of fresh and salt wa-
ter [4]. This is how hydraulic cements were improved and widespread.
The Parthenon of Athens (built in 425 BC) and the Roman coliseum (built
in 82 AD) are examples of the great durability of these mortars.

After the fall of the western Roman Empire, most of the knowledge
about these construction materials was lost. During the dark ages of
the middle ages, the quality of mortars became very poor until the year
1200, when it is used again for the construction of large works such as
the Salisbury Cathedral in England, whose foundations are made of con-
crete [5]. It was not until 1754 that cement took a great leap in quality
due to the investigations of John Smeaton, who. with the mandate to
build a new lighthouse in Eddystone (England), made several experi-
ments and compared the quality of cement produced with lime from dif-
ferent locations [6]. Despite this progress, the mortars used at this time
were still made with lime and pozzolana, very similar to those used by
the Romans. In 1796 it was discovered that cement could be produced by
calcining nodules of argillaceous limestone. Due to this discovery, a lot
of patents of di�erent cement recipes were made at the beginning of the
XIX. century. One of thesewas from JosephAspdinwho in 1824 patented
his recipe for cement with a predetermined combination of limestone
and clay as well as the manufacturing process [7]. Aspdin called this ce-
ment "Portland Cement" because at that time, Portland stone was very
famous for its hardness and durability. Although the mineralogy of As-
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Figure 1.1: The �gure on the left shows the production of cement for each year in
millions of tons. The �gure on the right shows the CO2 emissions produced by the
production of cement for each year in millions of tons.

pdin’s Portland cement is very di�erent from the Portland cement we
know today, his patent was an essential step in developing it.

Cement and its derivatives are the most used manufactured products
in the world with an annual production of 4200 million metric tons (in
2020) [8]. Moreover, cement production has increased substantially in
the last 20 years (see Fig. 1.1) and is likely to continue to rise due to the
economic development of massive countries such as India, Brazil, and
countries in Africa. This massive production has been used to build all
kinds of infrastructure that have led the world to an economic develop-
ment never seen before. However, such a large production generates a
considerable environmental impact, accounting for 5 to 10% of all CO2
emissions. In the last few years, the CO2 emissions related to the pro-
duction of cement have gone over 1500 million metric tons [9]. Due to
the annual increase in production, substantial advances in sustainabil-
ity are needed to achieve the USA International National Agency (IEA)
proposed emission reductions for the cement industry by 2050 [10]. For
this reason, in recent years a tremendous �nancial e�ort has been made
by governments and private cement companies to encourage cement re-
search.

1.1 | C����� ����������

There are several types of hydraulic cement such as Portland, pozzolan-
lime, calcium sulphoaluminate and geopolymeric cement [11]. Among
those, Portland cement and its derivatives are the most common ones.
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Figure 1.2: Schematic representation of the di�erent processes in cement production.

The production of Ordinary Portland Cement (OPC) begins with the rec-
ollection of the rawmaterials (Limestone andClays). Then, thosemateri-
als are mixed with appropriate proportions and ground and stirred until
a homogeneous and �ne powder is obtained, usually called a "raw blend".
This raw blend is introduced into a Kiln, which is a cylindrical oven of
about 4 meters in diameter and 150 meters in length that rotates and is
slightly inclined. The mixture enters at one end and gradually moves
until it reaches the other end. Inside the kiln, the mixture is heated up
to 1400ºC. This high temperature melts the raw materials and produces
several chemical reactions which create the cement clinker. Finally, the
clinker nodules are milled to get the desired particle size, and additives
such as gypsum are added [12]. A scheme of cement production can be
seen in Fig. 1.2. Depending on the exact composition of the raw blend
and the additives employed, di�erent types of OPC are marketed.

1.2 | C����� �������

As mentioned before, a mix of limestone (CaCO3) and clays are intro-
duced in the Klin where it is heated up to 1400ºC. As the temperature of
the mixture rises, di�erent chemical reactions occur. From 70 to 110ºC
free water previously absorbed in the minerals is evaporated. From 400
to 600º clays decomposed in the basic oxide components such as SiO2
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and Al2O3. At higher temperatures, from 600 to 1100ºC limestone reacts
with the previously released silica dioxide to form belite (Ca2SiO4) while
the excess limestone decomposes into calcium oxide (CaO) and carbon
dioxide (CO2). This reaction together with the fuel burned for heating
up the kiln is the main responsible for the carbon dioxide emissions in
the production of cement. Finally, from 1100 to 1400ºC some of the Be-
lite is melted and reacts with the calcium oxide to form alite (Ca3SiO5).
Therefore, the main components of the cement clinker are alite and be-
lite , accounting for 60% and 10%, respectively [13]. The amount of alite
and Belite in the composition depends on the type of cement, but alite
is predominant in most cases. Despite these majority phases, other min-
eral phases such as tricalcium aluminate (Ca3Al2O6) and aluminoferrite
(Ca2(Al1–xFex)2O5) are formed in the process.

2 | C����� ���������

The term hydration in cement chemistry refers to the chemical reactions,
physical changes, and thermodynamic processes that take place when
the clinker is put into contact with water. The hydration of cement is
a fairly simple process from a technological perspective. It consists on
mixing water with cement to obtain a cement paste that will harden over
time. However, at the molecular level, it is a really complex process due
to the large number of reagents in the clinker. The hydration process re-
sults in the formation of an amorphous paste that sets and hardens. The
process is complex due to the great number of variables involved. The
cement powder contains a wide variety of components, clinker phases
and additives, each of them with impurities and random particle sizes
and shapes, distributed heterogeneously among the cement, and with
di�erent reaction rates. Other external factors, such as the water to ce-
ment ratio (w/c, in % wt) and curing temperature, play also a key role in
the �nal properties.

This peculiar process has been investigated from the early 1900s [14]
and continues to be the subject of much research [15, 16]. To reduce
the level of complexity of cement hydration, the hydration of each of
the clinker phases is often studied separately, both experimentally and
computationally. Alite and belite similarly react with water. Both dis-
solve with water and form portlandite (Ca(OH)2) on the one hand and a
nearly amorphous calcium silicate hydrate of variable stoichiometry (the
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Figure 1.3: Illustration of typical heat evolution in alite hydration. Three di�erent
periods can be identi�ed from this heat evolution.

C-S-H) on the other. Despite the similarity in the hydration process, the
hydration rates are very di�erent. At 28 days of hydration, 70% of the Al-
lite has been consumed. In contrast, only 30% of belite has reacted with
water after that time period due to its lower reaction rate. Furthermore,
after one year of hydration, the alite has almost completely reacted while
10% of the Belite is still unreacted.

The other two main components of cement clinker, tricalcium alumi-
nate (Ca3Al2O6) and aluminoferrite (Ca2(Al1–xFex)O5) react very fast with
water in a process called �ash setting. This is not desired since it re-
duces the workability of the paste and hinders the homogeneous mixing
of cement with water. The addition of gypsum solves this problem since
it retards the reaction process of these phases. The reaction products
of these processes are ettringite and monosulphoaluminates with partial
substitution of iron due to the aluminoferrite phase.

2.1 | T�� ��������� �������

There have been many di�erent techniques used to follow the hydration
process, like conductimetry, thermogravimetry, light and electron mi-
croscopies, NMR, X-Ray di�raction and manymore [16]. Due to the heat
evolution curve measured for alite hydration, most of the authors dis-
tinguish three di�erent main hydration periods (see Fig. 1.3), although
sometimes it has been divided into up to seven periods.
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Figure 1.4: Ca2+ concentration evolution in solution. Figure adapted from Gartner et
al. [17]

2.1.1 | P����� I (I�������� ������)

The �rst period goes from the start of the hydration up to the end of the
induction period. At the beginning of hydration, the reaction is highly
exothermic for the �rst few minutes and the heat evolution starts in a
high pick. This is due to the fast dissolution of the clinker grains releas-
ing Si+4, Ca2+ and OH– ions to solution (see Fig. 1.4). The high pick is
followed by a slow deceleration in the heat evolution that lasts until a
few hours. At a macroscopic level, the cement mixture remains plastic
and workable during this period.

At the atomistic level, it is no fully understood the reason of the decel-
eration. It was believed that a metastable C-S-H formed in alite surface
thus creating an impermeable layer [18]. This layer prevents the alite
from hydrating until this layer became more permeable or breaks due to
osmotic pressure. However, this protective uniform and tightly bounded
layer has never been found even with the most modern methods. More-
over, this approach fails to explain the annealing experiments on alite,
which exhibit much longer induction periods without a change in the
driving force [19]. That is why this theory is losing the support of the
scienti�c community in the last decades.

Therefore, another theory based on the dissolution controlled by un-
dersaturation is the more plausible one to explain the induction period.
Several articles have shown experimentally that the dissolution rate of
alite decreases non-linearly as the undersaturation of the system de-
creases, that is to say, as the system moves towards equilibrium [20, 19,
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21]. These experiments have all been done in very diluted conditions
where the precipitation of hydrates is prevented. Therefore, they show
that the decrease in the heat evolution of the induction period is not re-
lated to the formation of a layered hydrated but to the undersaturation
of the system.

2.1.2 | P����� II (A����������� ��� ������������
������)

This period consists of two subperiods, the acceleration period followed
by the deceleration period. In this period, the main peak of the heat re-
lease corresponds to the massive precipitation of C-S-H and portlandite.
This is coupled with an increased dissolution of alite, which is mainly
responsible for the heat release measured. There are several theories for
the mechanism of heat evolution during this period.

The �rst one is the di�usion layer hypothesis [22]. Here, the authors
state that C-S-H precipitates on the surface of the cement grains, form-
ing a thickening layer that ultimately becomes thick enough to act as a
di�usion barrier. However, there is some evidence that does not support
this hypothesis. There is no activation energy change at the peak time,
thus not making a transition of mechanism plausible [23]. Moreover, it
was found that the di�usion coe�cients of the reactive species of C-S-
H had to be varied over one order of magnitude to �t the particle size
distribution (PSD) experiment from Costoya [24, 25].

Another theory proposes that the progressive impingement of C-S-
H from neighboring grains leads to the transition from acceleration to
deceleration. As the hydrates impinge against each other the surface
in contact with water decreases, thus decreasing the reaction rate [25].
However, it has been shown that the main hydration peak barely evolves
from water to cement ratio 0.4 to 0.8 [26]. The water to cement ratio is
directly related to the interparticle distance and therefore if the impinge-
ment was the main mechanism, it would a�ect the hydration peak.

The con�ned-growth hypothesiswas also presented, where the growth
of C-S-H was restricted to one micron from the grain surface in agree-
ment with SEM observations [27]. Nevertheless, the imposition of the
distance limit for hydrate formation is completely arbitrary. Nicoleau
and Nonat [28] proposed that the dissolution controlled by undersatura-
tion presented for the induction period (period I) continues to determine
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the rate of reaction throughout themain heat evolution peak. They claim
that the acceleration period is due to the opening of etch pits which in-
creases the alite surface area. At some point, the surface area decreases,
for example by etch pits coalescence, thus leading to the deceleration
period.

Finally, the theory by Bazzoni [29] states that clusters of C-S-H (nee-
dles) progressively nucleate on the cement grains and grow rapidly to
a certain length. Then, when the surface of the grain is mostly cov-
ered there is a decrease in C-S-H growth, thus creating the deceleration
period. The needle model quantitatively shows that the peak coincides
with the time at which most of the needles have nucleated and are in
their fast growth regime [30, 31].

2.1.3 | P����� III (D�������� ������)

This period is de�ned as the period over the �rst day of hydration. The
slow decrease in the heat evolution from here is mainly explained by
the space-�lling hypothesis [32]. The are two ways in which the lack of
space can a�ect the hydration of C-S-H, taking into account that it can
only precipitate in water-�lled regions.

The �rst way is that the volume of water available for precipitation is
depleted. Recently it has been shown, that the gap between the hydrated
product and the reacting grain can have an important impact on the wa-
ter content in the grain surface since the water �ows from the external
space (the space outside of the C-S-H shells) to the gap [30]. The other
way inwhich the lack of space limits the hydration is by the limiting crit-
ical pore size. There is evidence of the importance of the lack of water-
�lled pores greater than a limiting critical pore size in crystal growth.
This means that below the critical pore size, the crystal needs too much
energy to continue growing due to the increase of its curvature, which
requires a higher concentration of ions in a solution in equilibrium with
it.

In this period of continuous deceleration, the microstructure of the
C-S-H gel is fully developed, and the gel becomes denser. Moreover,
other crystalline phases, specially portlandite, continue growing. It is
considered that the hydration is virtually �nished after one year, though
the process could continue over years.
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Figure 1.5: Graphical representation of a C-S-H layer model where a Ca-O layer is
sandwiched by silicate chains of di�erent lengths. Ca, Si, O and H atoms are repre-
sented by green, orange, red and pink atoms

3 | C�S�H ���������

As presented in the previous sections, the main hydration product of
cement is Calcium Silicate Hydrate. In the cement chemistry notation,
C stands for CaO, S for SiO2 and H for H2O. That is why the Calcium
Silicate Hydrate with a lack of a �xed stoichiometry is noted as C-S-H.
Following this nomenclature portlandite, alite and belite are called CH,
C3S and C2S respectively. C-S-H constitutes up to the 70% of the volume
of the �nal solid phase, thus being themain responsible for the properties
of the material.

The structure of C-S-H is not fully understood due to its poor crys-
tallinity. This has been observed by X-ray di�raction (XDR) where C-S-
H shows very few and di�use picks, which implies that C-S-H does not
have any 3D long-range order [33]. It also means that the exact atomic
structure of C-S-H cannot be resolved by conventional XDR methods.
The resolution of C-S-H structure is evenmore complicated as the chem-
ical composition varies not only between di�erent samples but alsowithin
the same sample. Therefore, simple parameters like the Ca/Si ratio have
been used to characterize the composition of C-S-H. Local energy dis-
persive X-ray analysis (EDS) has proven that in a 100 nm sample of pure
C3S paste the Ca/Si ratio can vary from 1.2 to 2.1 with a mean Ca/Si ratio
of 1.78 [34].
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Although C-S-H not having long-range order, di�erent experiments
such as NMR, IR-spectroscopy, X-ray di�raction and SANS [35, 36, 37, 38,
39, 40] have revealed that locally its structure has similarities with crys-
talline calcium silicate hydrates like wollastonite, jennite, hilebrandite,
and specially tobermorite [41]. The tobermorite supergroup is a fam-
ily of minerals with a layered structure. This family contains di�erent
members of the tobermorite group together with similar minerals like
plombierite, clinotobermorite and riversideite. All these minerals con-
tain a layer of seven folded Ca-O sandwiched between silicate chains.
The distinction between the di�erent types of tobermorite minerals is
due to their basal spacing between layers: 1.4 nm, 1.1 nm and 0.9 nm.

Various methods like trimethylsilylation, chromatography or NMR
were used to study the type of silicate species present in C-S-H [42, 43].
These studies revealed that only silica chains with a �xed length of 3n�1
units were present in C-S-H, where n = 1, 2, 3, .... Each unit is an or-
thosilicic acid group, Si(OH)4, which polymerizes via condensation re-
actions to form the chains. These chains present the so-called drier-
ketten structure where silicate dimers are linked together by a bridging
silicate [34, 44, 45]. In tobermorite, these chains run parallel to the b
crystallographic axis and as denoted by the drierketten structure, the
arrangement repeats every 3 silicates as seen in Fig. 1.6. Two consecu-
tive silicate units are bonded to the central Ca-O layer by sharing two of
their four oxygen atoms. These silicate units are denoted as pairing sites.
The remaining silicate unit, denoted as the bridging site, is not bonded to
the central Ca-O layer and shares two oxygen atoms with adjacent sili-
cate units, thus creating a chain. The structural module, named "complex
module", comprises the central Ca-O layer with a zig-zag arrangement
of the seven-fold coordinated Ca atoms sandwiched between the silicate
chains [46]. It is important to emphasize that although these silicate
chains are in�nite in the tobermorite crystal, in C-S-H some bridging
site silicates are missing, thus creating �nite length silicates of length
3n � 1, as shown in Fig. 1.5. Moreover, it has been shown experimen-
tally that in cured C-S-H 60% of the silicate species are dimers and the
other 40% are longer chains with a mean chain length of about 3.3[42].

One of the problems with tobermorite serving as a C-S-H model is the
disagreement in the Ca/Si ratio. While C-S-H has a mean Ca/Si ratio of
1.78 tobermorite has a Ca/Si ratio of 0.83. To overcome this problem,
Taylor and Howison proposed in 1956 a C-S-H model based on the to-
bermorite crystal but with missing bridging site silicates and replacing
them with Ca ions. This is supported by NMR and infrared spectroscopy
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Figure 1.6: Experimental atomic structure of Tobermorite

measurements, which indicate the existence of Ca-OH groups in C-S-
H [47, 35, 48]. It was found that in a C-S-H with Ca/Si ratio of 1.78,
about 23% of the charge of the Ca2+ ions is compensated by OH groups.
Removing the bridging silicate and adding Ca ions provokes an increase
in the Ca/Si ratio from 0.83 up to 1.5 [49]. However, the obtained Ca/Si
ratio with this model was still far from the mean C-S-H Ca/Si ratio of
1.78. Therefore, this model was extended by adding a hydrogen atom
to the end of the �nite silicate chains where the bridging site is miss-
ing instead of adding a Ca ion [39]. This way allows us to adjust the
Ca/Si ratio to the desired one by replacing as many bridging silicates as
needed. This explanation of C-S-H is the basis of all themodels presented
lately [50, 51].

Recently, the pair distribution function from high energy X-ray ex-
periments on C-S-H suggested that a portlandite signal must be added
to the clinotobermorite signal to obtain a compatible result [52, 40]. From
these experiments, it is concluded that portlandite mono- and bi-layers
coexist between tobermorite-like layers in C-S-H. This implies that the
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Figure 1.7: Schematic representation of the sum of the bulk free energy and the inter-
facial free energy. The critical nucleus size r⇤ is the particle size where the free energy
starts to decrease and thus, the cluster can grow spontaneously.

accepted tobermorite-based models may be reconsidered, bringing back
the possibility of a mixed tobermorite/portlandite C-S-H. Be that as it
may, although there is agreement that C-S-H has tobermorite-like mo-
tifs, the exact structure of C-S-H is still far from being unequivocally
determined.

4 | N��������� �� ��� C�S�H ���

Nucleation is the �rst step in the formation of a new phase of matter.
This is the process whereby nuclei (seeds) act as templates for later crys-
tal growth. The nucleation processes are classi�ed into two main cate-
gories: Homogeneous and heterogeneous nucleation. In homogeneous
nucleation, the nucleation probability is homogeneous throughout the
system whereas heterogeneous nucleation forms at structural inhomo-
geneities (container surfaces, impurities, grain boundaries, dislocations).
Heterogeneous nucleation, which induces nuclei at the interface of ves-
sel walls, dust particles, and impurities can occur at a lower supersatu-
ration compared to homogeneous nucleation, where large supersatura-
tions are needed to initiate the nucleation [53, 54].

4.1 | C�������� ���������� ������ (CNT)

Traditionally Classical Nucleation Theory (CNT) has been used to ex-
plain nucleation. CNT was developed by Volmer and Weber, Becker and
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Döring, and Frenkel [55, 56, 57]. It is based on the condensation of vapor
to a liquid. However, this process can be extended to other liquid-solid
equilibrium systems, such as crystallization from melts and solutions.
The thermodynamic description of the nucleation is based on the free
energy (�G) which is de�ned as the sum of bulk free energy and the
interfacial free energy between the nucleus and the solution. Therefore,
the free energy change of a system during homogeneous nucleation from
an ideal gas of a spherical nucleus of radius r is de�ned as:

�G = 4⇡r2�p +
4

3
⇡r3�GV (1.1)

where �p is the speci�c surface energy per unit and �GV is the bulk
free energy per volume. This factor is given by

�GV =
�kBT ln(S)

⌫
(1.2)

where kB is the boltzman constant, S is the vapor supersaturation de-
gree of the solution and ⌫ is the molar volume. Therefore, the �rst term
in Eq. 1.1 represents the interfacial energy that dominates for small par-
ticles or clusters and the second term represents the bulk energy of the
cluster that dominates for bigger particles. Consequently, there is a crit-
ical nucleus size r⇤ = 2�/�GV where the trend of the total free energy
changes and starts to decrease. Particles with a size below the critical
nucleus size will dissolve whereas there would be a tendency to grow
in particles with a bigger size than the nucleus critical size. The nucle-
ation rates predicted by CNT are in fair agreement with water vapor
system [58]. Moreover, the critical supersaturation can be predicted for
the nucleation of ethanol, methanol, water and ethanol-water systems
at low water concentrations [59]. However, the predictions of the nucle-
ation rates for these systems are erroneous bymany orders ofmagnitude.
That is why for most of the systems (including C-S-H) CNT is not valid
and non-classical nucleation has to be used.

4.2 | N������������ ���������� ������

In recent years nucleation has been experimentally studied at the micro-
scopic level and even visualized with high spatial and temporal resolu-
tion. This has resulted in nucleation being revealed as amore diverse and
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Figure 1.8: Schematic representation of the di�erent possible pathways for non-
classical nucleation.

complex process than that represented by CNT [60]. In fact, the main
non-classical nucleation pathways are the formation of pre-nucleation
clusters PNC, the aggregation of primary particles and the formation of
nuclei with nonequilibrium geometries (shown in Fig. 1.8).

The PNC pathway was �rst discovered in calcium carbonates, where
nucleation is not triggered by the energy di�erence between the bulk
and surface energy (as in CNT), but by an entropy increase due to the
hydration water loss of hydrated anions. These PNC have the following
characteristics [61]:

• They are composed of the constituent atoms, molecules or ions of
a forming solid, yet can also contain additional chemical species.

• They are small and thermodynamically stable, thus having no phase
boundary between the cluster and the solution.

• PNCs are molecular precursors to the nucleating phase and hence
participate in the phase separation.

• They are very dynamic and change their con�guration on a scale
of picoseconds.

• The structure of the PNCs can encode structural motifs related to
the corresponding crystalline polymorphs.

Figure 1.9: DOLLOP type
PNC in calcium carbonate. Fig.
from ref. [62]

In the mentioned case of calcium carbon-
ate, the PNCs were evidenced employing
a combination of potentiometric titrations
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and analytical ultracentrigufation [63, 64].
It was demonstrated that calcium and car-
bonate ions were bonded at a ratio of 1:1
prior to nucleation and that those formed
clusters were larger than simple ion pairs.
The occurrence of larger associates was
corroborated using cryogenic transmission
electron microscopy (cryo-TEM) [65]. Us-
ing the experimentally determined ion as-
sociation it was discovered that those clusters were indeed thermody-
namically stable [63]. All this evidence leads to the de�nition of PNC
which then would form a liquid-like amorphous calcium carbonate [66].
Later, the use of atomistic simulation allowed the study of these PNCs by
simulating a range of concentrations and pH values [62]. It was revealed
that the PNCs tend to form ionic polymers, composed of alternating cal-
cium and carbonate ions, with a dynamic topology of chains, branches
and rings. By examining the free energy of these PNCs it was observed
that the radius of gyration could be changed by almost a factor of 2 at an
almost zero energy cost. These PNCs were named dynamically ordered
liquid-like oxyanion polymers (DOLLOP) and it is proposed that these
DOLLOPs may appear also in other systems [67].

Another type of non-classical nucleation is the assembly of primary
particles. In CNT the particles with a size below the critical nucleus size
tend to dissolve. However, if the dissolution rate is slower than the colli-
sion rate between those particles, is possible that more than two subcrit-
ical nuclei syncretized into a stable postcritical nucleus. For example, it
has been shown using cryogenic transmission electron microscopy the
existence of primary particles consisting of Fe2+ and Fe +

3 before mag-
netite nucleation. Looking at the free energies of these primary particles
they show that the nucleation fromprimary particles favors a direct crys-
tallization rather than an amorphous phase [68]. This type of nucleation
pathway has also been observed in the initial crystal growth stages of
gold nanoparticles by in situ small-angle X-ray scattering (SAXS). These
gold primary particles presented a size of 0.8 nm in an aqueous solution.
With the rapid decrease in the concentration of nanoparticles the par-
ticle eventually increased from 0.8 to 1.7 nm, which indicates that the
nucleation of gold is performed by the aggregation pathway [69].

Although CNT assumes closely packed 3D ordered arrangements for
molecules within the nuclei to minimize surface energy, recent research
revealed that deviation from the CNT allows for the nuclei to adopt the
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lattice of the emerging crystal with equilibrium shape [70]. This type of
nucleation create nuclei with nonequilibrium geometries. This has been
seen in the crystallization of protein apoferritin using atomic force mi-
croscopy (AFM) [71]. They showed that instead of forming closely pack
particles, molecules are arranged along the <110> direction, resulting
in arrays with 4-8 molecules. This kind of nucleation pathway has also
been found during Au nucleation with aberration-corrected TEMs.

Although in this section the main non-classical nucleation pathways
have been explained (shown in Fig. 1.8), there are some other nucleation
pathways that have been recently observed [60] such as cluster-cloud
mediated nucleation, multistep nucleation in solid-solid transitions or
nonclassical homogeneous nucleation from vapor.

4.3 | C�S�H ����������

The early stages of cement hydration which contains the nucleation of
C-S-H have not been studied in depth until a few years ago. In 1999
Garrault-Gau�net et al. used conductivity results to study the homo-
geneous nucleation within the CNT framework [72]. They concluded
that the interfacial energy of C-S-H is very low giving a very low nu-
cleus critical size. However, it is known that nucleation seeding with
calcium silicate hydrate accelerates the hydration period, which means
that heterogeneous nucleation is the main nucleation mechanism in C-
S-H [73, 74].

The more recent work by Krautwurst et al. [75] used time-resolved
potentiometry and turbidimetry combined with dynamic light scatter-
ing, small-angle X-ray scattering, and cryo-TEM to study the nucleation
of C-S-H. By the characteristic evolution of the turbidity, they claim that
the nucleation of C-S-H can be divided in three steps. The �rst turbidity
change in stage I corresponds to the formation of amorphous calcium
silicate spheroids with diameters of around 50±10 nm. The chemical
composition of the spheroids is that of C-S-H but with a lower calcium
concentration. The solution reaches the solubility limit of C-S-H dur-
ing stage II, where the chemical potential of the spheroids and C-S-H
are similar. In stage III, the transformation of the spheroids in C-S-H
occurs. These C-S-H crystallites would then aggregate to form C-S-H
platelets. In summary, they proposed a two-step nucleation method in
which �rst a dense spheroid forms and from that spheroid C-S-H starts
to crystallize. Anyway, these studies were done in synthetic C-S-H and
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therefore, the nucleation in real cement hydration could be di�erent. The
nucleation of C-S-Hwas also studied in presence of polycarboxylates and
the formation of the spheroids is reported to be similar, yet the crystal-
lization is delayed, probably due to slower di�usion of water from the
spheroid [76]. These amorphous spheroids could be framed within the
PNC nucleation pathway explained in section 4.2.

Numerical models have also been used to study C-S-H nucleation.
Models such as boundary nucleation and growth (BNG) ormicrostructure-
based kinetics (MBK) have been tested to predict cement hydration rate [77,
78, 79, 80]. In addition, a model with colloidal nanoparticles was used to
study both primary and secondary nucleations on C-S-H [81, 82]. Pri-
mary nucleation represents the nucleation in the absence of parent crys-
tal structures, while secondary nucleation is the birth of new crystals in
the presence of parent crystals of the same substance.

Going back to the PNC pathway, a few studies based on atomistic sim-
ulation have suggested clusters which thenwould later participate in nu-
cleation. Precursor nanoclusters have been proposed based on the struc-
ture of tobermorite and jennite, and their aggregation has been studied
using ab initio methods [83]. They suggested that these PNCs could ag-
gregate di�erently depending on the Ca2+ content in the solution. Den-
sity functional theory (DFT) was also used to �nd the lowest energy
complexes of the main dissolved species in C-(N)-A-S-H systems [84]
(where N stands for nitrogen oxide and A for aluminum oxide) and then
their pair-wise interactions Gibbs free energies were computed. They
showed that the Ca-Ca interactions were the most favorable followed by
the strong ion-paring reaction between Ca and the silicates. Moreover,
they claim that the calcium species are largely driving the early-stage
formation mechanism of C-S-H and that the Ca-Ca association interac-
tion instigates the formation of the silicate chains. Similar to this work,
Li. et al explored the energy di�erence in terms of Ca coordination in
[Ca(H2O)n(SiO2(OH)2)] and [Ca(H2O)n(SiO(OH)3)]+ complexes by ab ini-
tio metadynamics [85]. They show that the most favorable Ca state is
that with one Ca-O-Si bond and �ve Ca-O-water bonds, giving a total of
six-fold coordination. However, higher coordination numbers have not
been explored.

Although both the real and computational experiments described above
make it possible to create some nanoscale models, they o�er very little
insight into the atomic mechanisms of hydration. The understanding of
such atomic mechanisms is crucial because how species in solution in-
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teract and rearrange to form the �rst clusters will set the path for the
posterior nucleation and growth.

5 | M��������� ��� ����������

The nucleation of C-S-H is one of the most important processes in ce-
ment hydration and would determine the growth and formation mech-
anisms. Therefore, understanding how C-S-H nucleates is crucial to im-
prove the characteristics of futuristic cements. As explained in the pre-
vious section, in the last two decades several studied have been done
around this subject. The experiments carried out provide evidence about
whether the nucleation is homogeneous or heterogeneous, about the
e�ects of nucleation seeds or about properties of the environment in
which the nucleation process takes place [72, 73, 74]. Moreover, recent
studies have stated that C-S-H nucleation is a non-classical nucleation
process [75]. All these investigations helped us to understand mainly
macroscopic properties of nucleation which have served to make some
conjectures about the atomic process of nucleation. However, these stud-
ies do not o�er any evidence about the atomic processes that occur in
C-S-H nucleation.

Therefore, the main motivation of this thesis is to try to understand
these processes at the atomic level and for that, there is no better tool
than atomistic simulation. As we have seen in section 4.2, there are sev-
eral nucleation pathways within the non-classical nucleation. That is
why in this thesis two hypothetical C-S-H nucleation pathways have
been studied.

The �rst one is based on the similarity of the Ca-O layer in C-S-H
and the Sr-O layer in bulk Sr(OH)2. This similarity may seem irrelevant
but since Ca and Sr are isoelectronic portlandite may transform into a
structure with the atomic arrangement of bulk Sr(OH)2. If this transfor-
mation is possible it may be reasonable to think that a portlandite layer
may be transformed into a C-S-H layer by the interaction of the silicate
in solution. This hypothesis would be further explained later.

The other studied nucleation pathway is the pre-nucleation cluster
(PNC) pathway. This type of pathway has been explored for other mate-
rials, mostly CaCO3. This pathway is based on the formation of clusters
that then would aggregate to form bigger particles of C-S-H. Therefore,
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the main goal of this nucleation pathway is to �nd the structure of the
PNCs that could be formed in the early stages of cement hydration. To
see how the level of hydration or the size of the cluster a�ects their struc-
tures, di�erent clusters with di�erent stoichiometries have been studied
using evolutionary algorithms.

6 | T����� �������

After a brief introduction to the C-S-H structure and its nucleation, in
chapter 2 all the computational methods used in this thesis are explained
in detail. From very common methods like Density Functional Theory
(DFT) to more speci�c methods used in this thesis like Targeted Molec-
ular Dynamics (TMD) or sketch-map.

Chapter 3 deals with the transformation of portlandite to Phase V of
Ca(OH)2. Phase V has been discovered in this thesis and its stability is
analyzed before proposing a transformation mechanism. The transfor-
mation mechanism has been studied using Cell Variable Nudge Elastic
Band (CV-NEB). The results of this chapter serve as a foundation for the
research proposed in Chapter 4.

Following the results of chapter 3, in chapter 4 the same transfor-
mation is studied in a portlandite layer. In this chapter, we propose a
mechanism for the formation of a C-S-H layer starting from a portlandite
layer which undergoes a topochemical transformation by means of sili-
cate dimers. This has been studied using enhanced sampling techniques
like targeted molecular dynamics (TMD) and umbrella sampling (US).

Finally, in chapter 5 the possible pre-nucleation clusters (PNC) of C-
S-H are studied using evolutionary algorithms. The best clusters for
di�erent stoichiometries are studied and a formation mechanism for a
tobermorite-like cluster is proposed. Additionally, the aggregation of
some of these clusters is studied using molecular dynamics and the re-
sults are compared with experimental results.
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C������ 2

M������

The Tunnel
The Other Side

Tord Gustavsen trio

1 | A�������� ��������

The modeling of materials at the atomistic scale is all about de�ning the
interactions between the di�erent atoms in the system by a mathemat-
ical model. Once those interactions are de�ned it is easy to calculate
the atomic forces on the system or to calculate its energy. Knowing the
forces and total energy of a systemwill allow us to minimize those quan-
tities or to predict howwould the system behave in real life. It goes with-
out saying that to perfectly model systems with more than a few atoms
is rather impossible with the computational power we have nowadays.
Therefore, some approximations are needed to model larger systems in a
faster way. Essentially, all existing methods for modeling materials dif-
fer in the degree of approximations they use. That is to say, the more
approximations the method uses the larger the system it can model us-
ing the same computational time. Moreover, the methods with more
approximations are capable of modeling a system for longer time scales.
As shown in 2.1 the existing methods can be divided into three cate-
gories: the quantum methods, the classical methods and the mesoscale
methods. The systems modeled in this thesis range from 5Åto 10nm and
the simulated time never exceeded a couple of ns. Therefore, in this the-
sis, DFT has been used as the main quantum modeling method and the
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Figure 2.1: Scheme of time and size scales that can be modelled with each simulation
technique.

ReaxFF force-�eld as the main classic method.

2 | DFT

Quantum methods, usually called ab-initio methods, are based on di-
rectly solving the time-independent Schrödinger equation to get the ground
state energy of a system:

Ĥ | i = E | i (2.1)

where Ĥ is the hamiltonian operator, E is the energy and | i is a
vector that represents the wave function in the Hilbert space. The most
interesting quantity that can be computed by solving this equation is the
ground-state energy E0, which can be calculated by �nding the wave
function that minimizes the energy in eq. 2.1 as

E0 = min h |Ĥ| i (2.2)

where h |Ĥ| i represents the inned product in the Hilbert space,
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h |Ĥ| i =
Z
 ⇤(r)Ĥ(r) (r)dr. (2.3)

Any system is composed of M positively charged ions and N nega-
tively charged electrons that interact via the Coulomb interaction. There-
fore, the hamiltonian can be separated in di�erent terms as

Ĥ =
NX

i

p̂2
i

2
+

MX

I

P̂2
I

2MI

+
NX

i

MX

I

ZI

|r̂i � R̂I |
+
1

2

X

i 6=j

1

|r̂i � r̂j|
+
1

2

X

I 6=J

ZIZJ

|R̂I � R̂J |
(2.4)

where electrons are denoted by lowercase subscripts (i and j), ions are
denoted by uppercase subscript (I and J ), ZI and MI repressent the
charge and mass of the I-th ion, r̂i and p̂i express the position and mo-
mentum operators of the i-th electron and R̂I and P̂I denote the position
and momentum operators of the I-th ion respectively.

The �rst two terms in the hamiltonian represent the kinetic operators
for the electrons (T̂elec) and the ions (T̂ion) respectively. The remaining
terms express the operators for the ion-electron interaction (V̂ion�elec),
electron-electron interaction (V̂elec�elec) and the ion-ion interaction (V̂ion�ion).
Hence, the previos equation can be condensed as

Ĥ = T̂elec + T̂ion + V̂ion�elec + V̂elec�elec + V̂ion�ion. (2.5)

As can be noticed, the many-body problem is very well de�ned by
the fundamentals of quantum physics. However, the analytical solution
for most systems is not accessible, those being limited to the two-body
hydrogen-like systems. Moreover, the exact numerical solution for the
time-dependent Schrodinger equation is computationally very expen-
sive and is mostly limited to very few electrons. Hence, some approxi-
mations are needed to solve the Schrodinger equation for molecules and
crystals.

One of the mainly used approximations is the Born-Oppenheimen ap-
proximation where the wave function in the former Schrödinger equa-
tion can be separated into two terms, the electronic term and the ionic
term which can be solved separately. This can be justi�ed since the typi-
cal electronic velocities are 103 times larger than the typical ionic veloc-
ities. Hence, ions can be computed �xed with an e�ective in�nite mass
(M ! 1) when computing the electronic states. This approach sim-
pli�es dramatically the many-body problem since T̂ion can be neglected
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when calculating the electronic state. Therefore, the electronic Hammil-
tonian Ĥel depending parametrically on the ionic con�guration R̂ can
be written as:

Ĥel = T̂elec + V̂ion�elec(R̂) + V̂elec�elec. (2.6)

It may be helpful later to de�ne the ion-electron interaction as a sum
of a potential vext acting on each of the electrons in the system.

V̂ion�elec(R̂) =
X

i

vext(ri) =
X

i

 
�
X

I

ZI

|ri �RI |

!
(2.7)

Once the electronic ground state is computed the ionic hamiltonian can
be de�ned in terms of the ground-state electronic energy Eel ⇤ 0(R̂) as

Ĥion = T̂ion + V̂ion�ion + E0
el
(R̂) (2.8)

where V̂ion�ion represents the classical pairwise Coulomb interaction
between two static ions. The ionic hamiltonian allows us to compute the
total ground energy of the system in terms of the ionic con�guration
which can be used to de�ne a potential energy surface (PES). This is
extremely useful to compute the local stability, geometry and transition
states of the system.

2.1 | F����������

Before proceeding with the formal formulation of the theory, it is conve-
nient to introduce explicitly what a functional is. As wewill see later, the
wave function of the system (r1, ..., rN) can be completely determined
by the electron density, or in other words, the wave function is a func-
tional of the electron density. That is,  is a function of the 3N spatial
coordinates, but a functional of the density n(r), which is represented
as follows:  =  [n](r1, ..., rN).

In the same way, a function f(x) gives us a rule that takes us from
one number (x) to another (y = f(x)), a functional F [n] takes as in-
put a function n(x) and provides the rule to go from this function (or
set of functions) to a number. Another tool that will be needed later is
the functional derivative. The objective is to determine the change of
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the functional F [n] under a variation of the function n(r), which is its
argument. Considering a functional of the form [86]

F [n] =

Z
f

✓
x, n(x),

dn(x)

dx
,
d2n(x)

dx2
, ...,

dmn(x)

dxm

◆
dx (2.9)

its functional derivative can be de�ned as

�F [n]

�n(x)
=
@f

@n
� d

dx

@f

@n0 + · · ·+ (�1)m
dm

dxm

@f

@n(m)
. (2.10)

2.2 | E��������� D������

Since the �nal intention is the use of the electron density as the main
variable, it is necessary to de�ne it in terms of the wave function, which
is obtained after solving the electronic Schrödinger equation (Eq. 2.6).
The square modulus of the wave function | (r1, ..., rN)|2 represents the
probability density of�nding the electrons in the con�guration (r1, ..., rN).
Therefore, the electron density can be de�ned as the number of elec-
trons per unit volume that can be found around the spatial position
r = {r1, ..., rN}. Following this de�nition, the electron density can be
written as the mean value of the operator n̂ =

P
i
�(r� ri):

n(r) = h | n̂ | i = N

Z
d3r2

Z
d3r3· · ·

Z
d3rN | (r, r2, r3, . . . , rN)|2.

(2.11)

This equation implies that the electron density is a functional of the
wave function. Since the wave function is normalized to 1, the conditionR
d3rn(r) = N is satis�ed. It should be noted that by taking the electron

charge as the unit, n(r) describes both the electron distribution and the
charge distribution.

Using the de�nition of the electronic density (2.11), the ion-electron
interaction Vion�elec = h | V̂ion�elec | i can be redi�ned as Vext[n] and
written as a functional of the electron density:
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Vion�elec[n] = Vext[n] =
NX

i=1

Z
d3r1...

Z
d3rN| (r, r2, r3, . . . , rN)|2vext(ri)

=

Z
d3rn(r)vext(r)

(2.12)

There is not an analytic solution for the kinetic energy (T̂elec of the
electrons and the interaction between them (V̂elec�elec). However, vari-
ous methods to solve this problem will be discussed later.

2.3 | T�� H���������K��� T�������

The next approximation came in 1964 by Hohenberg and Kohn and de-
�nes two fundamental mathematical theorems for the development of
Density Functional Theory (DFT)[87]. Shortly, following the work of
Thomas and Fermi in 1927, Holenberg and Kohn stated that the many-
body problem could be formulated in terms of the electron density n(r).
That is to say, they demonstrated that all the properties of the elec-
tron system are completely and uniquely determined by the ground-state
electron density n0(r). This approach made the problem easier to solve
since it decreases dramatically the dimensionality of the system. Within
this new framework, they de�ned the energy of the electron system in
its lowest energy as a functional of the electron density:

Eel ⌘= Eel[n] = F [n] +

Z
vext(r)n(r)dr, (2.13)

where F [n] is a universal functional of an electron gas and thus, in-
dependent of any external potential acting on the electrons. They also
showed that the ground-state energy of the electronic system is the global
minimum value of the energy functional in Eq. 2.13. Therefore, the elec-
tron density that minimizes the energy functional is that of the exact
ground state. Although the system was simpli�ed by reformulation of
the electronic many-body problem in terms of the electron density no
practical methodology was given for calculating the ground-state elec-
tron density, since the exact dependence of F [n] respect to n(r) is un-
known.
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2.4 | K����S��� ��������

To overcome this problem, Walter Kohn and Lu Jeu Sham gave a new
approach to the problem. This consists of mapping the system of many
interacting electrons moving in the external potential onto an auxiliary
system made of as many non-interacting electrons moving in an e�ec-
tive potential, i.e. the electronic screened external potential, on the con-
dition that both systems have the same ground-state electron density.
Therefore, the energy of this auxiliary system can be expressed by the
Kohn-Sham energy:

EKS[n] = Ts[n] + EH [n] + Exc[n] + Vext[n], (2.14)

where Ts is the single-particle kinetic energy, EH is the Hartree en-
ergy andExc is the exchange-correlation energy. Within the Kohn-Sham
representation of non-interacting electrons, the electron kinetic energy
can be written as the sum of the kinetic energies of single electrons

Ts = �1

2

NX

i=1

h�i|r2
i
|�ii = �1

2

NX

i=1

Z
d3r�⇤

i
(r)r2�i(r), (2.15)

where |�ii is the Kohn-Sham single particle state of i-th electron. The
many-body electron-electron interaction is replaced by the Hartree and
exchange-correlation energy. TheHartree energy represents the electro-
static interaction between the electronic density with itself. Therefore,
instead of summing the coulombic interaction between all the electron
pairs, we can de�ne the Hartree energy as

EH =
1

2

ZZ
d3r1d

3r2
n(r1)n(r2)

|r1 � r2|
. (2.16)

The exchange-correlation energy accounts for all the quantum many-
body e�ects missing in the Hartree energy. Namely, the exchange en-
ergy [88] accounts for the anti-symmetric property of the many-body
electronic wave function with respect to particle exchange, since elec-
trons are de�ned as indistinguishable fermions [89]. The correlation en-
ergy [90] accounts for the interaction e�ects beyond the independent
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single-electron picture within the Hartree-Fock approximation. Unfor-
tunately, the exact expression of the exchange-correlation energy func-
tional is unknown, and therefore, appropriate approximations must be
made. The success of DFT relies on the ability to account for these energy
terms, even if only approximately. One of the most important approx-
imations for the exchange-correlation energy Exc[n] is the local den-
sity approximation (LDA) in which the density is treated like a constant
locally [91, 92]. Although the electron density in many systems is far
from being locally constant, LDA has proven to be very useful. This is
mainly since with this approximation the correlation energy is overesti-
mated, but the exchange energy is underestimated, and thus both errors
are compensated [93]. Due to the success of the LDA, the generalized-
gradient approximation (GGA) was proposed in which the local func-
tional was replaced by a semi-local functional depending also on the
neighboring points [94].

Following the Hohenberg-Kohn theorems, the electron density min-
imizing the electronic energy functional in Eq. 2.13 is the ground-state
one. Thereby, we minimize this functional using Lagrange multipliers
under the restriction that the Kohn-Sham states are orthonormal, i.e.
h i| ji = �ij :

�

� ⇤
i
(r)

"
F [n] +

Z
Vext(r)n(r)dr�

X

j

"j

✓Z
| j(r

0)|2dr0 � 1

◆#
= 0.

(2.17)

Deriving this equation and taking into account the de�nition of F [n]
in Eq. 2.14 together with Eqs. 2.15 and 2.16 the Kohn-Sham single-
electron Schrödinger equation is obtained:

ĤKS i(r) =

 
r̂2

2
+ VKS

!
 i(r) = "i i(r), (2.18)

where VKS represents the Kohn-Sham potential whose form is:

VKS = Vext(r) +
�EH [n]

�n(r)
+

Exc[n]

�n(r)
= Vext(r) + VH(r) + Vxc(r)

= �
X

I

ZI

|r�RI |
+

Z
dr0

n(r0)

|r� r0| + Vxc(r).
(2.19)
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Note that the Kohn-Sham potential is the one-body e�ective counter-
part of the many-body electronic potential. It operates independently
and equivalently on each non-interacting electron of the Kohn-Sham
system at any spatial position r. The solutions of the Kohn-Sham hamil-
tonian ĤKS are the Kohn-Sham eigenstates i(r)with energy "i for each
i-th electron. Finally, the electron density distribution is given in terms
of the Kohn-Sham wave functions as follows:

n(r) =
X

i

| i(r)|2 (2.20)

In conclusion, the DFT formalism allows us to reformulate the di�-
cult many-body problem in Eq. 2.1 into a set of Nel solvable one-body
schrödinger equations (Eq. 2.18). Moreover, if the expressión for the
exchange-correlation energy Exc[n] was known, the exact ground-state
electron density and energy of the interacting electronic system could be
obtained. This is why DFT is considered an "exact" quantummany-body
method even if in practice some approximations are needed.

2.5 | DFT �� ��������

2.5.1 | S�������������� �����

Once an approximate form of the exchange-correlation functional is cho-
sen a set ofNel one-body Schrödinger equations (Eq. 2.18), the so-called
Kohn-Sham equations, have to be solved. To do so, a self-consistent
method is needed since the solutions of Eq. 2.18, the Kohn-Sham wave
functions, are at the same time the ones used to calculate the electron
density on which the external potential depends. An iterative procedure
of 5 steps is needed to solve these equations self-consistently:

1. An arbitrary electron density is chosen to initialize the method.

2. The Kohn-Sham potential is computed using the electron density
(Eq. 2.19).

3. The set ofNel Kohn-Sham Schrödinger equations is solved by get-
ting the Kohn-Sham eigenstates (Eq. 2.18).

4. A new electron density is computed using the obtained Kohn-
Sham eigenstates.



50 M������

5. The convergence of the obtained results is checked. There are var-
ious ways of determining the convergence of the calculations: the
di�erence between the electron density corresponding to two con-
secutive iterations must be su�ciently small, and the variation of
the total energy must be small...If the calculation is not converged
the new electron density is used to calculate again the Khon-Sham
potential in step 2 and continue with the procedure. Conversely, if
the calculation is converged the obtained electron density is con-
sidered the ground-state electron density and thus, the electronic
energy computed with that electron density will be the ground-
state electron energy.

2.5.2 | B��� ���������

Another tool to facilitate the calculation of the Kohn-Sham schödinger
equations is to expand the Kohn-Sham orbitals  i(r) in a function basis
{f↵(r)} and solve the equations for the coe�cients of that expansion:

 i(r) =
X

↵

ci
↵
f↵(r). (2.21)

Of course, there are many types of bases to choose from, each with
its advantages and disadvantages. However, we can divide them into
two main types of bases. On the one hand, we have localized atomic
orbitals such as the LCAO in which the wave function of the electrons is
expanded as a function of the atomic orbitals (of the isolated atom). The
problem with this method is that the atomic orbitals must be correctly
characterized, which requires further auxiliary calculations. As these
orbitals are centered on the position of the atom itself, they are very
useful in systems such as isolated molecules or systems where there are
isolated atoms. In any case, they are alsowidely used in the calculation of
bulk systems. On the other hand, planewave bases are also often used for
the expansion of Kohn-Sham orbitals. Plane waves are exact solutions to
the Schrödinger equation at a constant potential. The expansion in these
bases is conceptually very simple since it is only a matter of performing
the Fourier series of the wave function. This basis is especially useful
when the system to be treated is periodic.
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2.5.3 | P���������������

In the previous sections, the total electron density has been presented
as a variable for the description of the system. However, in practice,
it is easier to treat the valence electrons and the rest (core electrons)
separately. The reason for treating them di�erently is simple: only the
valence electrons interact in chemical bonds, and the rest of the elec-
trons remain located close to the nucleus as if they were frozen. There-
fore, the ensemble formed by the nucleus and the non-valence elec-
trons can be characterized by an e�ective nucleus that, to a large extent,
maintains an atomic con�guration and whose orbitals hardly change
under external agents. However, the interaction between valence elec-
trons and nuclei is no longer solely Coulombian: on the one hand, the
charge of the nucleus is shielded by the electrons that remain bound to
it; and on the other hand, the interaction between the electrons forming
the pseudo nucleus must now also be included here. This new inter-
action between the valence electrons and the e�ective nuclei is charac-
terized by an external pseudopotential: Vext(r) ! V PP

ext
(r). Thus, the

Kohn-Sham equations are solved only taking into account the contribu-
tion of the valence electrons. Therefore, the Kohn-Sham energy func-
tional is also a functional of the valence electron density: EKS[nv] =
Ts[nv] + EH [nv] + Exc[nv] + V PP

ext
[nv].

The advantage of this approximation is obvious since it reduces the
number of electrons to be studied explicitly, which simpli�es all the cal-
culations to be performed. In addition, by considering the set of nuclei
and electrons, the e�ect of the Coulombian potential produced by the
nuclei and the singularity that occurs when the radial distance tends to
0 is smoothed, which is also an improvement for the numerical calcula-
tions. However, it also has its disadvantages. In the same way as when
incorporating the exchange-correlation functional, we have now intro-
duced a new potential that is unknown. Thus, it requires a new e�ort to
characterize these pseudopotentials in a way that adequately represents
the ensemble of the bounded nucleus and electrons.

2.6 | P������� ����������

The calculation of the ground-state electronic structure can be simpli�ed
by taking into account the properties of the system. In this case, the
periodicity of the structure can be implemented into the method so that
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it is more e�cient. In an ideal crystalline structure, the atoms are located
in a unit cell that repeats periodically. The unit cell is spatially delimited
by the set of primitive real lattice vectors {a1, a2, a3}. The real or direct
Bravais lattice is generated by all the possible translations of the unit
cell given by the real primitive lattice vectors [95]. Due to the crystal
periodicity, the Kohn-Sahm potential acting on the electrons must be
periodic too:

VKS(r) = VKS(r+T) (2.22)

where T is the lattice vector de�ned as T = n1a1 + n2a2 + n3a3

for ni 2 Z and r is the vector of the real space de�ned within the unit
cell. Bloch’s theorem states that in a system of these characteristics the
solution of the Schrödinger equation is the superposition of functions of
the form of a plane wave times a crystal periodic function [96]:

 k = eik·ruk(r)

where uk(r) has the same periodicity as the system uk(r) = uk(r+T).
The wave vector k is commonly known as the crystal momentum. It is
sometimes is very useful to work in terms of the crystal momentum k.
The space in which the kwave vectors are de�ned is called the reciprocal
space. In the same manner, the lattice vectors and the unit cell are de-
�ned in real space, the same procedure can be done in reciprocal space.
In this case, the reciprocal lattice vectors {b1,b2,b3} are de�ned so that
the relation aiaj = 2⇡�ij , where �ij is the Kronecker delta, is satis�ed.
Similarly, a primitive unit cell known as the �rst Brillouin zone (1BZ)
is de�ned as the most compact possible unit that repeats periodically
to form the reciprocal space. By imposing Born-von Karman boundary
conditions on the Kohn-Sham wave functions, it is demonstrated that
the momentum k is real and restricted to the following allowed values:

k =
3X

i

mi

Ni

bi (2.23)

wheremi 2 N and |mi| < Ni being Ni the number of unit cells along
the crystal direction i.

In practice, Bloch’s theorem allows us to replace some integrals that
should be done in the whole real space by integrals done in the 1BZ.
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Therefore, those in�nite volume integrals can be simpli�ed in into �nite
volume integrals of the type:

g =
Vcell

(2⇡)3

Z

1BZ

d3k g(k) (2.24)

Since these integrals are computed with numerical methods, the inte-
gral is performed by only taking into account a �nite number of k points.
A correct choice of the number of points, as well as the position of the
points themselves, is essential for the optimization of resources when
making calculations.

Another tool very used in systems with a periodic structure is the
expansion of the functions uk(r) into plane waves as:

uk(r) =
X

G

CG eiG·r (2.25)

where the wave vectors are of the form G = m1b1 + m2b2 + m3b3.
Hence, the Block’s wave function can be rewritten taking into account
this expansion:

 k =
X

G

Ck+G ei(G+k)·r. (2.26)

As has been mentioned before in sec. 2.5.2, the Konh-Sham orbitals
can be expanded in wave planes of the form of Eq. 2.26. The sum in
this equation goes over all the possible G vectors. That is to say, it is
an in�nite sum. However, in practice the series is cut o� at certainGcut

and the vectors with higher modulus are not taken into account. Thus, a
cuto� energy is de�ned, which is the energy corresponding to the plane
wave characterized by the vectorGcut:

Ecut =
~2
2me

G2
cut

(2.27)

The expansion into plane waves is not limited only to the Kohn-Sham
orbitals but to other functions that have to be computed in reciprocal
space. Therefore, as well as the choice of the k points, the choice of
a proper Ecut is very important for the accuracy and e�ciency of the
method.
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2.7 | U�� �� DFT �� ���� ������

DFT has been used to optimize the atomic structure of bulk crystals, lay-
ers and clusters. For example in chapter 3 DFT was used to minimize the
energy of all the portlandite polymorphs and calculate the forces for the
VC-NEB method that will be explained later in Sec. 7. In chapter 4, DFT
was used to calculate the forces in the VC-NEB calculation for the sili-
cate reaction on the portlandite surface. Finally, DFTwas used in chapter
5 to minimize the structure of every cluster found by the evolutionary
algorithms. In total, more than 10.000 DFT calculations have been done.

3 | R���FF

While traditional force �elds use �xed connectivity for the chemical
bonds, ReaxFF is a reactive force �eld that enables bond formation and
rupture. To do so, ReaxFF employs the bond order concept to model
chemical interactions. This is very helpful when sampling transforma-
tions in which chemical reactions occur. This force �eld requires both
quantum and experimental data to parametrize the functions so that the
reactivity is accurate.

As in non-reactive force �elds, the total potential energy in ReaxFF
can be expressed as a sum of di�erent contributions:

Usystem = Ubond+Uover+Uunder+Ulp+Uval+Utor+UvdWaals+UCoulomb

(2.28)

whereUbond is the bond energy,Uover is the over-coordination penalty,
Uunder the under-coordination penalty,Ulp the lone-pair energy,Uval and
Utor the valence angle and torsion energies, UvdWaals the van der Waals
energy and Ucoulomb the coulombic energy. The ReaxFF force �eld, in-
stead of �xing a certain coordination to an ion, imposes energetic penal-
ties for low and high coordination numbers, which makes the reactions
possible. The over-coordination and undercoordination energies, de-
pending on the local environment which is de�ned by the bond order.

The bond order for a pair of atoms is de�ned as the sum of the � bond
order, ⇡ bond order and the double ⇡ order:
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BO0
ij
= BO

0
�

ij
+BO

0
⇡

ij
+BO

0
⇡⇡

ij
(2.29)

where each of the bond order is almost 1 under a certain distance and
negligible above a certain distance. For instace, for carbon the � bond
order is unity below 1.5 Åand negligible above 2.5 Å, the ⇡ bond is unity
below 1.2 Åand negligible above 1.75 Åand �nally, the double ⇡ bond is
unity below 1.0 Åand negligible above 1.4 Å.

Once the bond order is calculated, the bond energy Ebond can be cal-
culated bymultiplying each of the bond order with the energy of a single
bond, D�

e
for a � bond, D⇡

e
for a pi bond and D⇡⇡

e
for a double pi bond.

The degree of deviation of the sum of the uncorrected bond orders
around an atomic center �0

i
is calculated by:

�0
i
=

nbondX

j

BO0
ij
� V ali (2.30)

where V ali is the valence of atom i. This deviation together with
the over-coordination and under-coordination parameters give the over-
coordination and under-coordination energies.

3.1 | U�� �� R���FF �� ���� ������

As with DFT, ReaxFF was used to minimize a lot of structures when
DFT was too slow for our time requirements. Moreover, a lot of calcu-
lations like the VC-NEB in chapter 3 were performed �rst with ReaxFF
to see rapid results and the with DFT to obtain more accurate results. In
chapter 4, all the molecular dynamic simulations were performed using
ReaxFF and in Chapter 5 all the clusters were optimized �rst with ReaxFF
before doing it with DFT. Therefore, ReaxFF has been a very important
tool for longer simulations.

4 | M�������� D�������

Both with ab initio methods like DFT and with the use of Force Fields
atomic forces and energies of di�erent con�gurations can be computed.
However, the computation of some equilibrium properties requires the
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sampling of other con�gurations that the system may adopt. In the past,
Monte Carlomethodswere the onlymethods that allowed this to be done
but in the 1950s, with the development of the early computers, methods
to solve the time evolution of the equations of motion for a many-body
system were used. For example, in 1964 the Indian physicist Aneesur
Rahman published a simulation of liquid Argon using a Lenard-Jones
potential [97].

All the con�gurations a system may adopt are de�ned by the position
q = (q1, ..., qN) and the momentum p = (p1, ..., pN) of all the particles
where N is the number of particles. All the di�erent con�gurations are
represented in the phase space (q,p) and all the con�gurations together
form the ensemble. Hence, any system property A can be computed as
an ensemble average

hAi =
ZZ

dqdpA(q,p)P (q,p) (2.31)

where A(q,p) represents the value of that property at that con�gu-
ration and P (q,p) is the probability density of the system to be in that
con�guration. The probability density is given by

P (q,p) =
1

Q
e�H(q,p)/kBT (2.32)

whereH(q,p) is the Hamiltonian, kB is the Boltzmans constant, T is
the temperature and Q is the partition function

Q =

Z Z
dqdpe�H(q,p)/kBT . (2.33)

The calculation of the partition function is very important since several
thermodynamical quantities can be derived from it.

This approach requires the totality of the phase space to be sampled to
compute the value of A at each con�guration and the partition function
Q. However, the probability of the system being in most of the con�gu-
rations is near zero and therefore, those con�gurations do not contribute
to the ensemble average. This is why Monte Carlo methods are based on
sampling the most probable con�gurations to get the ensemble average.
On the other hand, molecular dynamics uses an approach more similar
to a real experiment in which a series of measurements are performed
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during a time interval and then the average of these measurements is
determined. This is done by initializing the system in a con�guration
near the equilibrium and by solving Newton’s equations of motion to
get a realistic trajectory of the system. In the interest of computing the
ensemble average, the "ergodic hypothesis" must be assumed. That is to
say, it must be assumed that for a su�ciently long simulation the tra-
jectory will sample the most probable con�gurations and therefore the
ensemble average can be computed by computing the time average

hAi = Ā = lim
⌧!1

1

⌧

Z 1

⌧=0

A(q(t),p(t))dt. (2.34)

All the observable quantities that wanted to be measured with molec-
ular dynamics have to be de�ned �rst as a function of the positions and
momenta of the particles in the system. For example, the temperature
can be de�ned using the equipartition of energy between all the degrees
of freedom. Hence, the total kinetic energy can be expressed as

NX

i=1

p2
i

2mi

=
1

2
NkBT (2.35)

where mi is the mass of the i-th particle. Thus, the instantaneous
temperature can be de�ned as

T =
1

NkB

NX

i=1

p2
i

mi

. (2.36)

Since the total kinetic energy �uctuates during the simulation, so does
the temperature. Thus, a time average over many �uctuations should be
made to get an accurate measurement of temperature.

4.1 | O������� �� ��� ���������

As stated before, molecular dynamics is all about integrating Newton’s
equations of motion to get a realistic trajectory of a system. This is done
iteratively in a couple of steps:

1. Initialize the system (positions and velocities).
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2. Compute forces (DFT or Force Fields).

3. Integrate Newton’s equations of motion to get new positions for
the next time interval. Go to step 2 again until a maximum number
of desired time steps are reached.

4. Compute the average of measured quantities.

The initialization of the system is usually done by giving as an input
a structure near the equilibrium. If the starting con�guration is very far
from equilibrium it can take a substantial computational time to equili-
brate the system. The starting velocities are usually chosen to get the de-
sired temperature in the system following Eq. 2.36. To do so, a Gaussian
distribution of velocities is taken to produce the desired temperature.

The next two steps are the main core of the molecular dynamics algo-
rithms. The forces can be computed with any force �eld that describes
the particle interaction properly or by an ab initio method like DFT.
However, ab initio methods are much slower than force-�eld, and there-
fore, they are only capable of simulating some picoseconds for a small
system containing 20-30 atoms. There are several methods for integrat-
ing Newton’s equations of motion but all of them are based on the Taylor
expansion of the coordinate of a particle around time t

r(t+�t) = r(t) + v(t)�t+
f(t)

2m
�t2 +

...
r

3!
�t3 + ... (2.37)

where r is the position of a particle, �t is the time step (which has
to be small), f is the force experienced by the particle and ...

r is the third
time derivative of the positions. Using this expansion various methods
were developed but one of the most used ones (and also the one used in
this thesis) is called Velocity-Verlet. This method only takes into account
the Taylor series to the second order and uses an intermediate time step
to compute the positions and velocities of the following time step. This
is usually done in three steps as

v(t+�t/2) = v(t) +
f(t)

2m
�t

r(t+�t) = r(t) + v(t+�t/2)�t

v(t+�t) = v(t+�t/2) +
f(t+�t)

2m
�t.

(2.38)
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This method, allows us to have a deterministic trajectory of a system
in the microcanonical ensemble (NVE) where the number of atoms, the
volume and the total energy remains constant. However, as done in a real
experiment, sometimes it is desired to perform the simulation at constant
temperature or constant pressure or both. To do so, a thermostat and a
barostat have to be added to the algorithm.

4.2 | P������� B������� C���������

When dealing with bulk systems, it is essential to choose boundary con-
ditions thatmimic the presence of an in�nite bulk surrounding ourmodel
of a �nite N particle system. This is usually done by the use of peri-
odic boundary conditions where the volume containing the N particles
is considered the primitive cell of an in�nite periodic lattice of identical
cells. That is to say, a particle in the primitive cell not only interacts with
the other particles in the primitive cell but also with all the other par-
ticles in all other cells (including identical images of the same particle).
Thus, assuming that all interactions are pairwise additive, then the total
potential energy of theN particles in a periodic cell can be computed as,

Utot =
X

i,j,n

u(|rij + nL|) (2.39)

where u is the pairwise interaction, rij the vector between two par-
ticles in the primitive cell, L is the length of the periodic box (assumed
cubic for simplicity) and n is an arbitrary vector of three integers, while
the prime over the sum indicates that that the term i = j is excluded
when n = (0, 0, 0). It is important to note that for a periodic system
this sum is in�nite and therefore practically unfeasible. However, most
of the pairwise interactions are short-range interactions and therefore it
is legitimate to truncate all interactions beyond a certain cuto�.

The truncation of the interactions must be done since abrupt trunca-
tions will lead to discontinuities in the potential energy surface. There-
fore, there are several methods of implementing this truncation. The
simplest truncation would be to ignore all interactions beyond a cut-
o� radius rc. As mentioned before, this will create discontinuities in
the potential energy surface and thus, is not particularly suitable for an
MD simulation. Another way of truncating the interaction is to mod-
ify slightly the interaction potential adding a smooth tail that turns the
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value of the potential interaction almost to zero at rc. Similarly, the po-
tential can be truncated and shifted utr�sh so that the potential vanishes
at rc:

uts�sh(r) =

⇢
u(r)� u(rc), r <= rc

0, r > rc.
(2.40)

Due to the continuity of these two modi�ed potentials, they are very
suitable for MD. Finally, another way of truncating the interaction is the
use of the minimum image convention. In this case, instead of having a
spherical cuto�, the interaction with the nearest image of all the parti-
cles in the simulation box is calculated. As a consequence, the potential
is not a constant on the surface of a cube around a given particle. Hence,
for the same reasons mentioned in the previous paragraph, the simple
minimum image convention should never be used in Molecular Dynam-
ics simulations.

4.3 | T��������� ��� B�������

Molecular dynamics calculations at constant temperature (NVT ensem-
ble) are done by including a thermostat in the algorithm. Since ther-
mostats simulate the system coupled to an imaginary thermal reservoir,
the energy can �uctuate but the temperature and the number of atoms
will remain constant. Many di�erent methods have been proposed for
this purpose such as velocity rescaling[98], theAndersen thermostat[99],
the Berendsen thermostat[100] or the Nose-Hoover[101, 102] thermo-
stat. The latter is the one used in this thesis.

The Nose-Hoover thermostat introduces an additional degree of free-
dom s together with its conjugate momentum ps to represent the imag-
inary thermal bath coupled to the system. Hence, the system is now
represented by the Nose Hamiltonian Hn,

Hn =
NX

i

p2
i

2smi

+
1

2

X

i 6=j

U(ri � rj) +
p2
s

2Q
+ gkBT ln(s). (2.41)

The �rst two terms in the Nose Hamiltonian Hn describe the usual
Hamiltonian for a classical many-body system but the momentum pi is
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replaced by pi/s since the interaction between the system and s is rep-
resented by the scaling of the velocities. This can be interpreted as an
exchange of heat between the system and the thermal reservoir. The
third term in the Nose Hamiltonian Hn is the kinetic energy of the co-
ordinate s whereQ determines the time scale of the temperature �uctu-
ation. Finally, the last term in the Nose Hamiltonian is associated with
the potential energy of the thermal reservoir where g is the number of
degrees of freedom in the system. This choice of potential ensures that
the canonical ensemble (NVT) averages are recovered[101].

Taking into account Nose Hamiltonian, the equations of motion read
as

mi

d2ri
dt2

= fi � ⇣mivi

Q
d⇣(t)

dt
=

1

2

NX

i

miv
2
i
� 3N + 1

2
kBT

(2.42)

where the friction constant is de�ned as ⇣ = ps/Q. These equations of
motions can be easily implemented into the velocity Verlet algorithm:

v(t+�t/2) = v(t) +
�t

2

✓
f(t)

m
� ⇣(t)v(t)

◆

r(t+�t) = r(t) + v(t)�t+

✓
f(t)

m
� ⇣(t)v(t)

◆
�t2

2

⇣(t+�t/2) = ⇣(t) +
�t

2Q

"
1

2

NX

i

mivi(t)
2 � 3N + 1

2
kBT

#

⇣(t+�t) = ⇣(t+�t/2) +
�t

2Q

"
1

2

NX

i

mivi(t+�t)2 � 3N + 1

2
kBT

#

v(t+�t) =


v(t+�t/2) +

f(t+�t)

2m
�t

� 
1 +

�t

2
⇣(t+�t)

�1
.

(2.43)

In a similarway to the thermostat, we can use the extended Lagrangian
method to calculate the equations of motion in the NPT ensemble. For
this, the system pressure Pext must be held constant Ṗext = 0. The baro-
stat is introduced by the variables ", p" andW [103, 104]. " is de�ned as
the natural logarithm of the system volume
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" = ln

✓
V

V0

◆
(2.44)

where V0 is the volume at t = 0. p" is the conjugate momentum of
the epsilon variable andW is the mass associated with the barostat. This
associated mass W represents the level of coupling with the barostat.

Therefore, the NPT HamiltonianHNPT describing the system at con-
stant temperature T and pressurePext is similar to the NVTHamiltonian
HNV T written in Eq. 2.41 but with two added terms related to the baro-
stat:

HNPT = HNV T + PextV +
p"
2W

. (2.45)

The equations of motion can be easily computed from the hamilto-
nian. The reader is referred to the original paper by Hoover where the
equations of motion are computed [104].

5 | E������� �������� �������

Most complex systems have di�erent minima in their free energy sur-
face. This is because these systems contain di�erent phases or confor-
mations with low energy, usually with high energy barriers between
them. Transition state theory can be used to compute reaction rates
from energy barriers [105]. However, these reaction rates are usually
much larger than the periods that can be simulated with MD. While the
integration time step of MD is usually limited to femtoseconds or shorter
(dictated by the fastest degrees of freedom, such as bond vibrations), the
observation of the slow domain motion requires simulations extended
to the micro/millisecond time scale. Therefore, conformational changes
or phase transitions in a complex system are considered rare events in
MD. This is why enhanced sampling techniques are needed to acceler-
ate the dynamics of such systems in simulation. This enhanced sampling
technique will allow us to sample the phase space much better and thus,
calculate the partition function in Eq. 2.33.

There are many enhanced sampling methods but most of them can be
categorized into two main groups: collective variable-based and collec-
tive variable-free methods. The collective variable-based method uses
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a prede�ned reaction coordinate to somehow modify the potential en-
ergy surface by adding biased potentials along that reaction coordinate
so that the sampling around transition regions is increased. Such meth-
ods include hyperdynamics [106], conformational space annealing [107],
metadynamics [108], umbrella sampling (US) [109] and targeted molec-
ular dynamics (TMD) among others. The drawback of these methods is
that for some complex systems, it is really hard to prede�ne a collective
variable to sample the system along its di�erent minima in the free en-
ergy landscape. For this reason, collective variable methods do not use
any prede�ned reaction coordinate. In this case, the canonical proba-
bility distribution is altered to a distribution that will induce a broader
sampling of the potential energy. This category of methods includes
temperature-accelerated dynamics [110], parallel tempering [111] and
replica exchange molecular dynamics [112] to name a few.

These enhanced samplingmethods are very useful to compute the free
energy barrier between two local minima. For example, in chapter 4 the
following enhanced sampling methods were used to compute the inter-
nal and free energies of the transformation from a portlandite monolayer
to a C-S-H layer.

From statistical mechanics, it is known that the free energy can be
computed as the natural logarithm of the probability of a point in phase
space. Therefore, de�ning a collective variable ⇢ as a reaction coordinate,
the free energy can be de�ned in terms of this reaction coordinate as:

G =
1

�
lnP (⇢) (2.46)

Hence, the di�erence in free energy can be computed by calculating
the probability of the system of being at di�erent points along the reac-
tion coordinate. It is important to note that in this way, only the di�er-
ence of free energy with respect to the reaction coordinate is calculated
and it could be that if the reaction coordinate is not well chosen, this free
energy is very di�erent from the real free energy. That is why usually
the free energy di�erence along a reaction coordinate is called the po-
tential of mean force (PMF). For simplicity, in this work, we will just call
it free energy di�erence.

The main problemwhen calculating the probability along the reaction
coordinate is that the high-energy regions are sampled rarely due to the
limited running time of the simulations. For rare events, those with an
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energy barrier signi�cantly larger than kBT , direct sampling is infeasi-
ble. To obtain a pro�le ofG(⇢), however, also those high energy regions,
those rare events, are required. This is where enhanced sampling tech-
niques are required allowing us to sample low and high-energy zones
equally well.

In this work, both TMD and US have been used to sample the tran-
sition regions between two di�erent minima. These methods are very
useful to calculate the free energy barrier in a phase transition.

5.1 | T�������M�������� ��������

Targeted molecular dynamics (TMD) is also a method to sample the
phase transitions. In this case, the system is pulled from tje starting
con�guration xA to the target con�guration xB [113, 114]. The distance
from each con�guration x to the target con�guration is de�ned as the
root mean square distance between the atoms in each con�guration and
the atoms in the target con�guration:

⇢ =

sX

i

(~xi � ~xB

i
)2, (2.47)

where the sum is computed over the atoms involved in TMD. Al-
though the root means square distance would be a free variable in unbi-
ased MD, in TMD the system is forced to be in a certain ⇢c(t) at each
timestep and ⇢c(t) linearly evolves towards the �nal distance with a
given velocity v as ⇢c(t) = ⇢(0) + vt. This drags the system monotoni-
cally to the target con�guration xB . This is accomplished by introducing
the constraint

�(⇢(t)) = ⇢(t)� ⇢c(t) = 0 (2.48)

by means of a Lagrange multiplier �, given rise to an additional con-
straining force

fc(⇢) = �
d�(⇢(t))

d⇢
= �. (2.49)

Here � has to be chosen so that the system satis�es Eq. 2.48. The work
W performed by the forces that are produced by the constraint � can be
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de�ned as [115, 116]

W (⇢) =

Z
⇢

⇢0

d⇢0fc(⇢
0) =

Z
⇢

⇢0

d⇢0�. (2.50)

Various ways of computing the free energy di�erence have been pre-
sented for systems in which external forces are encountered. In the qua-
sistatic limit of very slow pulling thermodynamic integration can be per-
formed, which writes the free energy di�erence using the potential of
mean force

�F (⇢) =

Z
⇢

⇢0

d⇢0
dF

d⇢0
=

Z
⇢

⇢0

d⇢0 hfc(⇢0)ieq , (2.51)

where hfc(⇢0)ieq represents a canonical average of the constrained
force fc at ⇢ = ⇢0. Despite being a straightforward way of calculating
the free energy di�erence this method is computationally very expen-
sive since numerous and very long simulations are required to converge
to equilibrium.

However, nonequilibrium trajectories can be used to compute the free
energy di�erence using Jarzynski’s equality [117]

e���F (⇢) =
⌦
e���W (⇢)

↵
neq (2.52)

where � = (kBT )�1 and h·i
neq

represents the ensemble average of
di�erent trajectories all starting from an equilibrium distribution at ⇢ =
⇢0. This method provides a way to speed up the free energy calculation
since non-equilibrium trajectories can be employed.

Because of the di�culty in estimating the exponential average, there
are several ways to tackle the numerical computation of Jarzynski’s equal-
ity. Among those methods, the cumulant expansion used in the present
work allows a faster convergence. Thismethod is based on the expansion
of the natural logarithm of an exponential average in terms of cumulants
ln hexi = hxi + 1/2(hx2i � hxi2) + .... Taking the expansion up to the
second order and using it in Equation 2.52 the free energy di�erence can
be computed as

�F (⇢) = hW (⇢)ineq �
�

2

⌦
(W (⇢)� hW (⇢)ineq)2

↵
neq . (2.53)
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This approximation is only exact if the work W (⇢) has a gaussian dis-
tribution.

Jarzynki’s equality directly reproduces the free energy pro�le along
the pulling coordinate ⇢. However, sometimes this coordinate is not a
reaction coordinate and in order to �nd the transition-free energy some
collective variables have to be used. Collective variables are widely used
in unbiased MD but it is not straightforward to use them in biased non-
equilibrium techniques like TMD. Post et al. [116] showed that for a
collective variable r(x) the free energy can be calculated as

��F (r) = � ln

"R
d⇢
⌦
�(r� r(x|⇢))e��W (⇢)

↵
neqR

d⇢0 he��W (⇢0)ineq

#
(2.54)

where r(x|⇢) represents the collective variable r(x) restricted to a given
value of ⇢.

Regarding the application of equation 2.54 to the set of TMD simula-
tions, the integral can be represented by the sum over all the frames in
each trajectory which combined with the mean value over all di�erent
trajectories the sum can be converted to a sum over all frames in the set:

��F (r) = �ln

"⌦
e��W (⇢)�n(r)

↵
set

he��W (⇢)iset

#

= �ln

"P
Nf

n
e��W (⇢)�n(r)P
Nf

n
e��W (⇢)

#
,

(2.55)

where h·iset represents the mean value over the whole set, Nf is the
number of frames in the set and �k,⇢(r) is a counting function in some
bin size �r

�k,⇢(r) =

⇢
1 if r� �r

2  rk(⇢) < r+ �r
2

0 else . (2.56)

Since we are only interested in the di�erence of the free energy be-
tween di�erent structures, all the summing or subtracting constants can
be removed from the equation since they will only change the origin.
Therefore, taking into account the properties of the logarithmwe can re-
move the denominator inside the logarithm since it does not depend on r.
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Apart from that, computing the �n(r) function in the term
⌦
e��W (⇢)�n(r)

↵
set

will transform the mean value over the whole set to the mean value over
the frames in the bin �(r):

⌦
e��W (⇢)�n(r)

↵
set =

N�(r)

Nf

⌦
e��W (⇢)

↵
�(r)

(2.57)

where h·i
�(r) represents themean value over the frames in the bin �(r),

andN�(r) the number of frames in that bin. Thus, applying equation 2.57
and the cumulant expansion the free energy di�erence can be computed
for any collective variable with the following formula:

�F = hW (⇢)i�(r) �
�

2
h(W (⇢)� hW (⇢)i�(r))2i�(r) �

lnN�(r)

�
(2.58)

5.2 | U������� ��������

This is very useful when a transition is a rare event and therefore it
would need an enormous simulation time to sample this event. In um-
brella sampling, to sample the transition state between statexA = (~xA

1 , ..., ~x
A

N
)

and state xB = (~xB

1 , ..., ~x
B

N
), the system is restrained by a bias potential

wi to a certain window i along the reaction coordinate ⇢:

Eb(x) = Eu(x) + wi(⇢) (2.59)

where the superscript ’b’ and ’u’ denote bias and unbiased quantities
respectively and the bias additional energy wi only depends on the re-
action coordinate ⇢. In this work, a harmonic bias potential of strength
K has been chosen to sample the con�gurational space of each window
with a reference ⇢ref

i
:

wi =
K

2
(⇢� ⇢ref

i
) (2.60)

The reference values for each window were taken from a TMD sim-
ulation in which the reaction was divided into 40 equidistant windows.
The strength of the bias potential has been chosen so that the overlap
between the probability of adjacent windows is around 30%.



68 M������

In order to calculate the free energy of each window Gi(⇢) the unbi-
ased probability distribution P u

i
(⇢) is needed since

G(⇢) =
�1

�
lnP u

i
(⇢). (2.61)

From statistical mechanics, it is known that the probability distribu-
tion is computed by

P u

i
(⇢) =

R
e��E(x)�(⇢‘(x)� ⇢)dNxR

e��E(x)
(2.62)

but since umbrella sampling is a biased molecular dynamics method
the obtained probability distribution from the simulation is biased. There-
fore, the biased distribution can be written as

P b

i
(⇢) =

R
e��[E(x)+wi(⇢‘(x))]�(⇢‘(x)� ⇢)dNxR

e��[E(x)+wi(⇢‘(x))]
. (2.63)

Combining equations 2.62 and 2.63 a relation between the biased prob-
ability distribution and the unbiased probability distribution can bemade:

P u

i
(⇢) = P b

i
(⇢)e�wi(⇢)

⌦
e��wi(⇢)

↵
. (2.64)

Inserting equation 2.64 into 2.61 we can get the Gibbs free energy for
each window as

Gi(⇢) =
�1

�
lnP b

i
(⇢)� wi(⇢) + fi (2.65)

where fi is the free energy coming from the adding of the biasing
potential wi:

fi =
�1

�
ln
⌦
e��wi(⇢)

↵
. (2.66)

Since fi does not depend on the reaction coordinate ⇢ it only describes
the origin of the free energy of each window. This is non-important for
the calculation of the free energy in each window but it is crucial for the
calculation of the free energy G(⇢).
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There are a variety of methods to compute fi but in this work, we used
the so-calledWeightedHistogramAnalysisMethod (WHAM) [118]. This
method uses aweighted average of the distribution of the individual win-
dows to compute the global distribution:

P u(⇢) =
X

i

pi(⇢)P
u

i
(⇢) (2.67)

where pi(⇢) are the weights that have to be normalized as

NX

i

pi(⇢) = 1. (2.68)

The weights are calculated by minimazing the statistical error of the
total probability distribution, that is to say,

�2[P u(⇢)] =
NX

i

p2
i
(⇢)�2[P u

i
(⇢)]. (2.69)

To minimize this statistical error with the constraint in eq. 2.68, the
standard method of Lagrange multipliers has to be used. Therefore, the
following equation has to be solved:

@

@pi

"
NX

i

p2
i
(⇢)�2[P u

i
(⇢)]� µ

 
NX

i

pi(⇢)� 1

!#
= 0 (2.70)

where µ is the Lagrange multiplier. Solving eq. 2.68 and 2.70 we get that
the weights only depend on the statistical error of the unbiased proba-
bility of each window:

pi(⇢) =
(�2[P u

i
(⇢)])�1

P
N

i
(�2[P u

i
(⇢)])�1 . (2.71)

The statistical error of the biased probability distribution can be ex-
pressed as

�2[P u

i
(⇢)] =

gi(⇢)

ni�⇢
P b

i
(⇢) (2.72)
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where P b

i
(⇢) is the computed histogram for an in�nite length simula-

tion, ni is the number of frames used to compute P u

i
(⇢) and �⇢ is the

width of the bins used to calculate the histogram. Furthermore,

gi =
⇣
1 +

⌧i
�t

⌘
(2.73)

where ⌧i is a correlation time and �t is the time step between two
adjacent frames. The biased probability distribution P b

i
(⇢) can be rep-

resented in terms of the unbiased probability distribution using eq. 2.64
and 2.66. In this case, since the probability densities would be the ones
computed for an in�nite time P u

i
can be replaced by P u,

P b

i
(⇢) = e��[wi(⇢)�fi]P u(⇢) (2.74)

6 | E����������� A���������

One of the objectives of material science is to �nd the atomic structure
of a material so that its properties can be predicted. Although this is
always done experimentally predictions of the atomic structures can be
done computationally exploring the potential energy surface of a ma-
terial and �nding the most stable structures [119]. The main problem
of exploring the whole potential energy surface is the huge amount of
di�erent possibilities that even a few atoms can o�er to create a crystal
structure. Doing a basic calculation we could compute the number of
combinations as

C =

✓
V/�3

N

◆Y

i

✓
N

ni

◆
(2.75)

where V is the volume of the unit cell, N is the number of atoms, �
is the relevant discretization parameter and ni is the number of atoms
of ith type in the unit cell. Taking rounded numbers like a unit cell vol-
ume of V = 10A3, a discretization parameter of � = 0.1A and N = 20
atoms of the same type the number of combinations rises to the order of
1061. This massive number of di�erent combinations makes the search
for the absolute minimum of the potential energy landscape rather dif-
�cult. One thing that can be done to simplify the problem is to combine
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the search of the absolute minimum with local minimum optimization.
This reduces the dimensionality of the system since only the di�erent
local minima have to be searched to �nd the absolute minimum. How-
ever, the problem still has a huge amount of di�erent combinations for
most materials making a random search quite useless.

There are several methods to �nd an absolute minimum in complex
functions like the potential energy landscape but the most used ones
are called Evolutionary Algorithms (EA). Like most of the solutions hu-
man beings �nd to any big problem, this one is also based on nature,
speci�cally in Darwin’s theory of evolution. Evolutionary algorithms
(sometimes also called genetic algorithms) have three main steps. The
�rst one is to create a group of random solutions to the problem. This
group of solutions is called a generation. Then, these solutions are com-
pared between them like in nature and only the solutions that �t best
the problem survive. This way, the bad solutions are discarded. Finally,
the solutions that have survived are used to create a new generation by
small mutations or combinations between them. Once a new generation
is created the whole process can be repeated by the survival of the �ttest
and creating new generations over and over again. Every generation, a
solution that �ts better the problem should appear until the best solu-
tion is found. It is now easy to see the analogy with Darwin’s evolution
theory in which only the species that �t better in their environment will
survive optimizing little by little the animals to their conditions.

In this work, evolutionary algorithms have been used to �nd the best
structure of a material with certain stoichiometry both in bulk phase
and in a nanocluster. For example, in chapter 5 EA were used to �nd the
best clusters for di�erent C-S-H stoichiometries. For that purpose, the
USPEX code was used [120]. The code works as shown in Fig. 2.2. First,
given a certain stoichiometry, the �rst generation of structures is created
semi-randomly and locally optimized. Then, after discarding the worst
structures, the remaining structures of that generation are used to create
a new generation by mutating a parent structure or by the inheritance
of various parent structures. Moreover, a small group of the very best
structures is directly incorporated into the next generation.

6.1 | I�������������

The �rst generation of structures could be generated by fully random-
izing the positions of the atoms. However, it has been shown that fully
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Figure 2.2: Flowchart of the evolutionary algorithm implemented in USPEX. Image
from ref. [121]
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random structures lead to a generation with structures that have similar
(high) energies and a low degree of order, especially for large systems.
Therefore, two techniques are applied to get more realistic structures.
The �rst one is to divide the unit cell into smaller subcells [122]. Then,
some atoms are placed randomly in the subcell and then replicated in the
other subcells. This method provides more ordered structures, which are
usually much better from the energetic and chemical points of view. This
method really accelerates the process of �nding the best structure when
dealing with big structures. The other technique used to create a better
initial structure is the use of space groups [121]. To do so, one of 230
space groups compatible with the number of atoms is selected and the
structure is created following the symmetry operations. A small number
of semi-randomly created structures can be added to each generation to
improve the diversity of the population.

6.2 | V�������� ���������

Variation operators play a key role in evolutionary algorithms since they
are responsible for creating a better and more diverse population from
the last generation. Variation operators are usually only applied to the
best-�tted structures of the last generation (frequently around 60% of the
best structures from the last generations are used). There are two main
variation operators: heredity and mutation.

Two parent structures are needed for the heredity operator. In this
operator, spatially coherent blocks are taken from the parents’ struc-
ture and they are merged into a new single-child structure. To choose
the blocks in the parent structures, the order parameter of the environ-
ments are calculated. The order parameter de�nes the degree of order of
a certain environment around an atom. Having this information allows
the algorithm to choose the blocks depending on the degree of order.
For most of the systems, a greater degree of order is preferred for lower
energy structures but in some cases, it can be the other way around.

Within the mutation operators, di�erent types of mutations can be
found such as softmutation, lattice mutation or permutation. These op-
erators somehow mutate a parent structure to create a new structure
for the new generation. Softmutaions are based on slightly moving the
atoms along the softest eigenmodes. This is done because low-frequency
eigenmodes correspond to low curvature directions in the potential en-
ergy surface and probably also low energy barriers [123]. Cell mutation
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refers to the transformation of the unit cell so that other parts of the po-
tential energy surface are explored. If evolutionary algorithms are used
to �nd a cluster the cluster will be expanded or contracted in some direc-
tion. Another very used mutation operator is the permutation of atoms.
In this operator, two atoms of di�erent types are exchanged generating
a completely new structure. This can be done a variable number of times
for every structure.

7 | V������� ���������������� ����

Variable cell nudge elastic band (VC-NEB) is a method to study structural
phase transitions in solids [124]. To do so, this method creates a set m
of images {Y1,Y2, ...,Ym} connecting the initial Y1 = YA and �nal
Ym = YB structures, where A represents de initial structure and B
represents de �nal structure. Each image is described in con�guration
space by a vector of 9+3M components. That is to say, 3 coordinates
for each atom a 9 coordinates to represent the unit cell. This vector
can be written asY = ("1i, "2i, "3i, ~y1, ..., ~yM)(i = 1, 2, 3)where " is the
stress tensor, ~yi is the position vector of each atom andM the number of
atoms. Every image Yi is connected to the previous Yi�1 and following
Yi+1 images by a spring.

Under an applied pressure P , the enthalpy H = E � P⌦ of every
structure is determined by the (9+3M)-dimensional potential energy sur-
face. Here ⌦ is de�ned as ⌦ = det[(1 � ¯̄")h0] where h0 are the initial
cell vectors used as a reference con�guration and ¯̄" contains the 9 co-
ordinates of the stress tensor. The expanded force vector F with 9+3N
components can be de�ned then by the derivative of the enthalpyH as :

F =
@H

@Y

����
P

(2.76)

This force vector is composed of the forces acting on the lattice f¯̄" and
the forces acting on the atoms fv. The tangent vector ⌧ along the path in
the NEBmethod is represented as the unit vector to neighboring images.
Therefore, we can decompose the forces in the tangent vector and the
vector connecting the images. The VC-NEB force FVC-NEB is composed of
the tangent force of the potential force acting on the lattice and atoms,
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de�ned as fr?
¯̄" and fr?

v
respectively, and the spring force linking to-

gether the lattice vectors and atoms of consecutive images, f sk
¯̄" and f sk

v

respectively. Therefor, the VC-NEB force FVC-NEB can be de�ned as:

fVC-NEB
¯̄" = fr?

¯̄" + f sk
¯̄" (2.77)

fVC-NEB
v

= fr?
v

+ f sk
v

(2.78)

FVC-NEB =
�
fVC-NEB
¯̄" , gfVC-NEB

1 , gfVC-NEB
2 , ..., gfVC-NEB

M

�
(2.79)

where the metric tensor g = hTh is introduced to keep the symmetry
during structure relaxation.

Therefore, once an initial path is set up all the images are relaxed min-
imizing the FVC-NEB force which contains the spring forces and the trans-
verse components of the potential forces which were computed with
density functional theory (DFT). This method was used both in chap-
ter 3 and 4 to study the transfomation between portlandite and Phase V.
The images were relaxed until the forces were below 0.01 eV/Å.

8 | C�������� ����������

One of the reasons for using the methods explained above like US, TMD
or evolutionary algorithms is to explore the potential energy surface to
�nd local minimums, global minimums, minimum energy paths, etc...
Linking those properties with structural properties like distances, an-
gles, coordination numbers, type of atoms or many others is vital to
understand the behavior of those systems. Some basic structural prop-
erties like the distance between two types of atoms or the angle be-
tween 3 types of atoms can be easily computed but most of the time
the structural properties linking the system to the energetical properties
are much more complex. This complexity together with the amount of
structural data that we can create with the mentioned methods requires
the automation of structural comparison to analyze, classify and repre-
sent such a large amount of data.

To do these things, �rst, the similarity between two structures has to
be de�ned mathematically. The simplest metric for that could be the Eu-
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clidean distance between the cartesian coordinates of the atoms, usually
called root mean square displacement (RMSD). Moreover, this distance
could easily be made invariant to rotations and translations, two indis-
pensable features for a global metric. However, the RMSD cannot be
easily extended to systems in which the atoms cannot be unequivocally
mapped between di�erent structures. Therefore, in addition to transla-
tion and rotation invariance, the chosen metric must also be invariant to
permutations. The RMSD metric can be made invariant by considering
all possible rotations of the structure and by �nding the smallest RMSD
by a minimization process. However, this increments substantially the
computational cost [125].

In the last decade, a variety of structural descriptors, also called �n-
gerprints, have been proposed using di�erent approaches. Some de-
scriptors have been developed based on graph-theoretic procedures (e.g.
SPRINTS[126]). Others have used analogies with electronic structure
methods using descriptors based on the Hamiltonian matrix, Hessian
matrix, overlap matrix of Gaussian Type Orbitals (GTOs) or even Kohn-
Sham eigenvalue �ngerprints [125]. Other methods such as Coulomb
matrices [127], bags of bonds [128], symmetry functions [129], and scat-
tering transformation applied on a linear superposition of atomic densi-
ties [130] have been used to generate descriptors to be used in machine
learning, to predict properties of materials and molecules thus avoiding
computationally expensive ab initio calculations.

Although the aforementionedmethods are very useful, themost promis-
ing methods, which are also invariant to translations, rotations and per-
mutations, are those that describe the atomic environment of each atom.
These environments are then combined in variousways to create a struc-
tural descriptor that can be compared to that of another structure. One
of the most common ways to compare these structures is to look for the
atomic environment that is most similar in both structures. However,
other ways such as averaging all environments or a mix between av-
eraging and comparing the best environment are also used. Various de-
scriptors based on the atomic environment have been proposed and used
before [131], however, in this thesis the smooth overlap of atomic posi-
tions (SOAP) [132, 133] has been mostly used since it has been proven to
be very robust when comparing materials and molecules. That is why
SOAP has been used to compare the structure of the MD trajectories
in chapter 4 and to compute the similarities between all the clusters in
chapter 5. For this reason, we will now see how the SOAP �ngerprints,
its similarity kernel k(�,�0) and the kernel distance d(�,�0) are con-
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structed.

8.1 | S����� ������� �� ������ ���������
(SOAP)

As its name suggests, SOAP is based on calculating the overlap between
di�erent environments in a way that is invariant to rotations, transla-
tions and permutations. In this way, the similarity kernel k(�,�0) be-
tween two environments centered on an atom can be calculated. The
similarity kernel between two environments can then be extended to
calculate the similarity between two structures. But let us �rst start by
de�ning the environment � around an atom.

8.1.1 | K����� �������� ������� ��������� �����
��������

The environment centered on an atom can be calculated using the atomic
neighbor density. Although the atomic density is usually computed by
a sum of Dirac-delta functions, this would lead to a discontinuous sim-
ilarity kernel. Therefore, the atomic neighbour density ⇢�(r) of the en-
vironment � is constructed here using gaussian functions of a width �
as

⇢�(r) =
X

i2�

exp

✓
r � ri
2�

◆
(2.80)

where ri represents the position of every atom in the environment
within a certain cut-o�. For simplicity, the atomic neighbor density can
be expanded in terms of spherical harmonic functions:

⇢�(r) =
X

i2�

exp

✓
r � ri
2�

◆
=
X

i2�

X

lm

ci
lm
(r)Y m

l
(r̂). (2.81)

With this simple expansion, we can now describe the atomic neighbor
density with the desired accuracy depending on the number of spherical
harmonic functions, which is very important when it comes to saving
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computing time. However, the computation of the atomic neighbor den-
sity is still very dependent on the number of atoms inside the cut-o�
radius of the environment. Therefore, in the same manner, done with
the spherical harmonic functions, we can also expand the atomic neigh-
bor density into a set of radial functions gn(r) that form an orthonormal
basis, i.e.,

R
drgn(r)gn0(r) = �nn0 :

⇢�(r) =
X

i2�

exp

✓
r � ri
2�

◆
=
X

n

X

lm

cnlm(r)gn(r)Y
m

l
(r̂). (2.82)

Thus, the environment � can be described by the set of the expan-
sion coe�cients cnlm. The overlap between two di�erent environments
S(⇢, ⇢0) can be computed as the inner product of their atomic neighbor
densities,

S(⇢, ⇢0) =

Z
dr⇢(r)⇢0(r). (2.83)

It has to be noted that from now on ⇢� = ⇢ and ⇢�0 = ⇢0. This overlap
certainly satis�es the invariance under translation or permutation but it
does not comply with the invariance under rotations since it depends on
the reference axes. This can be overcome by integrating one of the envi-
ronments under every possible rotation R̂ getting the desired similarity
kernel

k(⇢, ⇢0) =

Z
dR̂|S(⇢, R̂⇢0)|2 (2.84)

By inserting the expansion of the atomic neighbor density in Eq. 2.82
into Eq. 2.84, the similarity kernel can be written in terms of the expan-
sion coe�cients cnml,

k(⇢, ⇢0) =
X

nn0lmm0

cnlm (c0
nlm0)

⇤ (cn0lm)
⇤ c0

n0lm0 (2.85)

where the power spectrum p of the environment ⇢ can be de�ned as:

pnn0l =
X

m

cnlm (cn0lm)
⇤ . (2.86)
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Finally, since the kernel distance has to be a metric de�ned between
[0,1), the kernel similarity has to be slightly tweaked so that it ful�lls
that requirement. Thus,

d(⇢, ⇢0) =
p
2� 2k(⇢, ⇢0) (2.87)

8.1.2 | F��������������� �� �������� ����������

Now that the distance between two di�erent environments is de�ned,
we can extend that to the distance between two complete structures.
For simplicity, let us �rst focus on structures with a single specie and
the same number of atoms. It is important to notice that a structure
with N atoms will have N di�erent environments, each centered on one
of the atoms. Therefore, given two di�erent structures A and B with
N atoms each a covariant matrix can be computed with every possible
paring between environments:

Cij(A,B) = k(�A

i
,�B

j
). (2.88)

The covariant matrixCij contains all the information on the pair-wise
distance between all the environments of the two structures. From the
covariant matrix, there are several ways of computing a distance be-
tween two complete structures. The �rst option is to compute the dis-
tance between two structures with the average SOAP �ngerprints of the
environments in each structure. Then, a kernel is computed with this
averaged SOAP �ngerprint:

K̄(A,B) =

"
1

N

X

i

p(�A

i
)

#
·
"
1

N

X

j

p(�B

j
)

#
=

1

N2

X

ij

Cij(A,B)

(2.89)

where p contains the elements of the power spectrum Pnn0l collected
into a unit length vector.

Another way of comparing two structures is to use the best-match
structural kernel. In this case, all the environments of structure A are
compared with all the environments of structure B so that the best-
matching environment is found. The best-match kernel is then con-
structed with these two environments:
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K̂(A,B) =
1

N
max

⇡

X

i

Ci⇡i
(A,B) (2.90)

Although some other methods to compare structures have been pro-
posed like the regularized entropymatch kernel or the permutation struc-
tural kernel, these methods are combinations or extensions of the meth-
ods presented here. In this thesis, the best-match structural kernel has
been mostly used.

Dealing with di�erent species is straightforward with the SOAP �n-
gerprints. This is done by building di�erent atomic densities for each
specie. That is to say, di�erent environments are de�ned for each specie.
Similarly as done in Eq. 2.85 the kernel distance can now be written as

k(�,�‘) =
X

↵↵0��0

p↵�(�)p↵0�0(�0)↵↵0��0 (2.91)

where↵� is de�ned as the alchemical similarity kernel between species
↵ and � which is one for pairs that should be considered interchange-
able, and tend to zero for pairs that one wants to consider as completely
unrelated.

8.2 | D��������������������������������

One of the problems when analyzing the similarity between a big set
of structures is the high dimensionality of the kernel in Eq. 2.90 which
contains the pair-wise similarity kernel between all the structures. To vi-
sualize the similarity between structures and identify clusters of similar
structures which share common structural properties, a dimensionality
reduction algorithm is needed. There are several methods of doing a
dimensionality reduction but the kernel component principal analysis
(KPCA) and Sketchmap have been mostly used in this work.

8.2.1 | K����� ��������� ��������� ��������

KPCA is a dimensionality reduction algorithm based on principal com-
ponent analysis (PCA). PCA is a linear dimensionality reduction method
in which the covariant matrix of a dataset is diagonalized so that the
eigenvectors represent the main components of the dataset. However,
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in most cases, the dataset is non-linear (as in structural similarity data)
and the PCA will not reproduce a correct dimensionality reduction. In
these cases, a non-linear dimensionality reduction method like KPCA
can be used.

The idea of KPCA relies on the intuition that many datasets, which
are not linearly separable in their space, can be made linearly separa-
ble by projecting them into a higher dimensional space. The added di-
mensions are just simple arithmetic operations performed on the orig-
inal data dimensions. Projecting the dataset into a higher dimensional
feature space, it becomes linearly separable and therefore, PCA can be
applied to this new dataset. Performing this linear dimensionality re-
duction in that space will be equivalent to a non-linear dimensionality
reduction in the original space.

Practically speaking, the kernel matrix is calculated as a result of cal-
culating the kernel distance between all the pair structures. Then, that
matrix is diagonalized and the eigenvalues and eigenvectors are calcu-
lated. Since the eigenvectors with higher eigenvalues are the most im-
portant components the eigenvectors are sorted from high eigenvalues
to low eigenvalues. Choosing the �rst eigenvectors to represent our data
will reduce the dimensionality of our system and represent them in terms
of themost important eigenvectors. Let us not forget that themeaning of
these eigenvectors is a priori unknown and that more complex analyses
have to be performed to know their physical meaning.

8.2.2 | S��������

A sketch-map is another dimensionality reduction strategy speci�cally
designed to represent the high-dimensionality data produced in atom-
istic simulation. This tool is based on reproducing the distance between
a set of high-dimensionality data points in a space of lower dimension.
As reproducing all distances correctly is a very complicated task, sketch-
map takes care of reproducing very accurately the most interesting dis-
tances. To do this, it transforms distances in both the high and low di-
mensional spaces so that structures separated by a distance greater than
Rc are considered very far away and structures that are at a distance
smaller than Rc are considered very close.

The dimensionality reduction is done by minimizing a stress function
� which calculates the error between the distances in the high and low
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dimensional spaces:

�2 =

 
X

i 6=j

wiwj

!�1X

i 6=j

wiwj [F (Rij)� f(rij)] (2.92)

where Rij and rij are the distances between structure i and j in high
and low dimensionality space respectively, wi and wj are the weights
of these structures in high and low dimensional spaces and F and f are
sigmoid functions of the form:

Sa,b,�(r) = 1� (1 + (2a/b � 1)(r/�)a)�b/a (2.93)

where Sa,b,�(�) = 1/2 and the exponents a and b represent the rate
at which the function approaches 0 and 1 respectively.
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A s explained in the Introduction, one of the hypotheses of this
thesis is to evaluate if small portlandite monolayers can act as
precursors of C-S-H nucleation. Thus, proposing a hydration

mechanism that can be complementary to other mechanisms. In our hy-
pothesis, the portlandite monolayers will be transformed by the inter-
action with the silicate dimers, creating a C-S-H layer. The interaction
between the silicate dimers present in cement hydration and the port-
landite layer will be studied in chapter 4. For now, we will focus on
the similarity between the Ca-O arrangement in tobermorite (the C-S-H
crystal structure with space group P 3̄m1) and the Ca-O arrangement
in bulk Sr(OH)2 with space group Pnma, as shown in Fig. 3.1. There-
fore, in this chapter we will study the possible phase transition between
portlandite and Ca(OH)2 with symmetry Pnma.

Portlandite, the main phase of bulk Ca(OH)2, is formed together with
C-S-H as a result of Alite and Belite hydration. It represents as much as
20-25%[134] of the cement paste volume. Therefore, it is of great inter-
est to the cement and concrete industry since it plays a big role in the
mechanical properties of the �nal product of hydration. In addition to
the importance it has for cement, portlandite powder is also used for the
�ue desulfurization process, providing a low-cost SO2 control option for
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coal-�red power plants [135, 136]. Moreover, it is used for the absorp-
tion of atmospheric carbon dioxide which is crucial for controlling CO2
emissions [137, 138, 139, 140]. Calcium hydroxide can also be used as
a thermochemical energy storage by means of reversible gas-solid reac-
tions [141] and it is a very important material to bu�er the pH against
steel corrosion [142].

Unlike portlandite, whose space group is P 3̄m1, the structure of bulk
Sr(OH)2 is Pnma. This structure contains a zig-zag Sr-O structure very
similar to that of Ca-O in tobermorite as shown in Fig. 3.1. Since Ca and
Sr are isoelectronic, it would be reasonable to think that there could be
a Ca(OH)2 phase with the same structure as Sr(OH)2, i.e., hypothetical
Pnma Ca(OH)2 structure. Therefore, in this chapter, the stability of the
Ca(OH)2 structure with Pnma is analyzed and compared to the other
Ca(OH)2 phases found before. Then, the possible structural transforma-
tion from portlandite to the Pnma Ca(OH)2 phase is studied since it is
of great interest to then study the monolayer transformation that would
form the C-S-H layer.

1 | C�(OH)2 ����������

T he atomic structure of portlandite has been well established for
many years [143]. It belongs to the P 3̄m1 space group and con-
tains stacked layers of CaO6 edge-sharing octahedra, that is to

say, it comprises six-fold coordinated CaO6[144]. Each of the O atoms at
the edges of the octahedron is bound to an H atom which interacts with
three hydroxyl groups from the adjacent layer (see Fig. 3.1).

Figure 3.2: Atomic structure of
portlandite.

Besides portlandite [145], the sta-
ble phase at room conditions, various
high-pressure polymorphs of Ca(OH)2
have been reported [146, 147, 148, 149].
As early as 1963, the pressure decom-
position of portlandite was studied at
di�erent temperatures determining the
phase boundary at 2GPa [144]. Due
to the grain size used in the experi-
ments of references [145, 150, 151], these
authors claimed that portlandite suf-
fered an amorphization at high pres-
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Figure 3.1: In the upper images the di�erence between the portlandite layer and the
tobermorite layer is shown. The bottom images show the similarities between the bulk
Sr(OH)2 structure and tobermorite.

sures. However, a high-pressure polymorph with P21/c space group
was found in 1996 using in situ X-ray di�raction in a multi-anvil high-
pressure device (DIA) [152]. This new polymorph was named as Phase
II in the literature and although initially it was reported with a similar
crystal structure to that of Baddeleyite (ZrO2), it has been proven later
that this was not accurate. 12 years later phase II’ was discovered at high
pressure and temperature with I121 space group [153, 154]. This phase
was found as an intermediate step in the phase transition between port-
landite (Phase I) and Phase II. Finally, in recent years two more phases
were found theoretically using DFT: Phase III and Phase IV [149]. Phase
III is a monoclinic P21/c phase which is energetically superior to phase
II above 23 GPa at 0 K, where the phase transition pressure becomes
higher with increasing temperature. After 78 GPa, it transforms into



88 T������������� �� ���� �����������

Phase Pressure (GPa) Lattice Parameters (A)
Phase I (portlandite) [143]
P 3̄m1
(Exp)

0 a=b=3.5853
c=4.9110

↵=�=90º
�=120.0º

Phase II (Baddeleyite) [147]
P21c
(Exp)

0
a=5.3979
b=6.0931
c=5.9852

↵=�=90.0º
�=103.581

Phase II’ [154]
I121
(Exp)

11
a=5.793
b=6.733
c=8.845

↵=�=90.0º
�=104.46

Phase III [149]
P21c (Z=4)
(Theory)

40
a=4.6333
b=4.9778
c=6.2391

↵=�=90.0º
�=69.8

Phase IV [149]
Pnma
(Theory)

80
a=4.5288
b=3.7000
c=6.7873

↵=�=�=90.0

Phase V
Pnam
(Theory)

0
a=9.4282
b=5.7342
c=3.5854

↵=�=�=90.0

Table 3.1: Space groups and lattice parameters of the di�erent polymorphs of Ca(OH)2
at di�erent pressures.

phase IV with Pnma space group. Although the structure we are inter-
ested in, that of Sr(OH)2, also shares the Pnma space group, Phase IV
has a di�erent structure. Therefore, we have named Phase V the Ca(OH)2
phasewithPnma space groupwith a structure similar to that of Sr(OH)2.
In table 3.1 all the phases together with the corresponding space groups
and lattice parameters are presented.

2 | P���� V: S�������� ���
(����)���������

a mong the phases reported in the literature (Phases I-IV) none of
them has a similar layered structure to the Ca-O layer found in
tobermorite. Nonetheless, such a layered structure can be found

in Phase V. Therefore, this phase becomes very interesting to later study
the transformation between a portlandite monolayer and a C-S-H layer.

To study the stability of the new Phase V, its energy together with that
of portlandite and other polymorphs was calculated using DFT for dif-
ferent pressures. As expected, portlandite is the most stable structure at



P���� V: S�������� ���
(����)��������� 89

Figure 3.3: Energy di�erence of the di�erent found polymorphs of Ca(OH)2 compared
to portlandite. Phase IV was not included since its energy is too big in this pressure
range compared to that of portlandite.

low pressures (see Fig. 3.3). Phase V is a metastable polymorph, with an
energy di�erence with respect to portlandite of 2.78 kcal/mol at 0 GPa.
Although Phase V is not the lowest energy polymorph at any pressure,
it is always among the lowest energy structures (at least in the 0-12 GPa
range). The low energy di�erence between portlandite and Phase V at
0 Gpa is small compared with the other reported polymorphs at normal
pressure [155, 156]. However, the Phase III polymorph presents a similar
energy di�erence to that of Phase V.

Simulation details:
The DFT minimzations were done using VASP [157, 158] with a revised Perdew-
Burke-Ernzerhof for solids (PBE-sol) functional [92] of the generalized grandient
approximation (GGA) [94]. The energy cut-o� for the plane waves was set to 400
eV and the electronic SC-loop was stopped when the energy di�erence was less
than 10�4 eV. A �-centered k-points mesh was used for the reciprocal lattice with
a spacing between the points of 0.025 Å�1. The ionic minimization was performed
using a quasi-Newton method (RMM-DIIS) [159] until all the forces were less than
0.01 eV/Å.

The relaxed atomic structure of Phase V can be found in table 3.2.
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Figure 3.4: Radial distribution function of Ca-Ca distances and Ca-O distances in
portlandite and Phase V.

Atom x y z
Ca 0.1606 0.2500 0.9033
O1 0.3973 0.2500 0.6546
O2 0.3716 0.2500 0.1350
H1 0.4769 0.2500 0.1458
H2 0.4088 0.2500 0.8264

Table 3.2: Atomic structure of Phase V in internal coordinates calculated with
DFT. The crystal structure has Pnma symmetry with cell parameters a=9.2536Å,
b=3.5751Å and c=5.7116Å.

The structure of Phase V contains a seven-folded Ca-O zig-zag layer.
Each of the Ca atoms shares a hydroxyl with a Ca atom of the above or
below the layer, thus joining the layers together. The radial distribution
function has been computed for portlandite and Phase V and compared
in Fig. 3.4. It is important to notice that both the Ca-Ca distance and the
Ca-O distance are bigger in Phase V. However, the cell volume of Phase
V (47.24Å/f.u) is smaller than that of portlandite (54.41Å/f.u). This
means that phase V is more densely packed despite its larger interatomic
distances.
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3 | S��������� ��������������

T he structural transformation between portlandite and Phase V
was studied using the variable cell nudge elastic band (VC-NEB)
method. In this method, intermediate images (structures) along

the reaction path are created by interpolation of the atomic coordinates.
To do so, each atom at the beginning of the transformation has to be
mapped with an atom of the �nal structure. This can be quite delicate
since the mapping of these atoms could lead to di�erent transformation
paths. Two di�erent methods have been used to choose this initial path.
First, since the interest of this study is to investigate if this transforma-
tion could then happen in a monolayer, the atoms at the initial structure
have been mapped with the closest atoms of each type at the end of the
structure maintaining the orientation of the layers (as shown in Fig. 3.5).
Secondly, to search other transformation paths di�erent polymorphs of
Ca(OH)2 have been found in sec 3.2 using evolutionary algorithms and
used as an intermediate step in the transformation.

3.1 | I��������� ��������������

As stated just before, the �rst method to create an initial path is to map
the atoms in portlandite to the closest atoms in Phase V maintaining the
direction of the layer as shown in the upper �gures in Fig. 3.1. The cre-
ated images are then optimized simultaneously using VC-NEB to �nd
the optimal transformation path. More information about how the min-
imization process can be found in section 7 of chapter 2.

Simulation details
The VC-NEB method [124, 160] was used within the USPEX code [119]. To calcu-
late the forces for each image the VASP [157, 158] code was used with the GGA-
PBE-sol functional[92, 94]. The electronic SC-cycle was performed until the energy
di�erence was less than 10�3 with a �-centered k-point mesh with a spacing of
0.025Å�1 . 25 imageswere used for the VC-NEB calculation and the spring constant
was set between 2-6 eV/Å2 depending on the structural distance between consec-
utive images. Finally, once the �nal path is obtained all the �nal image energies
were computed using more re�ned DFT parameters as used in section 2.

In Fig. 3.5(a) the transformation enthalpy is shown as a function of
the image number. The computed transformation path shows a direct
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transformation with no local minimum in between. During the transfor-
mation, the � angle between three adjacent Ca atoms in the portlandite
layer folds gradually to a 120 zig-zag layer [Fig. 3.5(g)]. This folding
together with the Ca-O coordination is what characterizes the di�er-
ence between portlandite and Phase V. This folding is accompanied by
a slight shift between layers and the readjustment of the H atoms to
form the structure of Phase V. Several structural parameters were exam-
ined to understand the origin of the energy barrier. The evolution of the
mean distance between the bonded Ca-O atoms is the parameter that
better correlates with the enthalpy [Fig. 3.5(d)]. As the Ca-O distance
increases, the enthalpy increases up to the transition state. Then, the
Ca-O distance decreases to the �nal value, accompanied by an increase
in the Ca-Ca mean distance. Regarding the volume, it can be stated that
until the transition state the volume remains almost constant and then
starts to continuously decrease until almost the end where it su�ers a
small readjustment (�nal increase in volume). The energy barrier for this
transformation is 10.13 kcal/mol. This enthalpy barrier is very similar
to other energy barriers calculated for di�erent bulk phase transitions
as in bulk thorium monocarbide (ThC) or bulk GaN [161, 124]. The low
energy barrier and the fact that this transformation can occur in a port-
landite monolayer are promising factors for the study of the proposed
mechanism for C-S-H formation.

3.2 | L������ ��� ����� ��������������
�����

The VC-NEBmethod �nds the path of least energy closest to the initially
proposed path. This has two main problems: on the one hand, the path
depends too much on the initial guess. On the other hand, more com-
plicated paths farther away from the initial guess are not explored and
therefore, we cannot know if the path found is the lowest energy path
globally. This happens in any kind of minimization where it is impossi-
ble to know if the minimum is global unless the whole con�gurational
space is explored. The only thing that can be done is to explore other
paths that traverse other parts of the potential energy surface. To do
so, �rst, we try to �nd metastable polymorphs of Ca(OH)2 that could
potentially become intermediate steps of the transformation, using evo-
lutionary algorithms. Evolutionary algorithms allow us to explore the
potential energy surface �nding di�erent local minima and, in the end,
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Figure 3.5: Intralayer transformation path from portlandite to Phase V. (a) Enthalpy
di�erence along with the structural transformation for each image used in the VC-NEB
method. (b) Graphical representation of the di�erent stages along with the structural
transformation. The calcium, oxygen and hydrogen atoms are illustrated with green,
red and pink spheres respectively. [(c)-(g)] Respectively, the evolution of the Ca-Ca
intralayer distance, Ca-O mean distance, volume, c cell vector and the folding angle �
between three adjacent Ca atoms in the intralayer transformation path.

�nding the absolute minimum. In this case, we are only interested in the
di�erent local minima since we already know that portlandite is the ab-
solute minimum. To avoid being stuck in one minimum metadynamics
can be used together with evolutionary algorithms, that method is called
evolutionary metadynamics.

Simulation details:
Evolutionary algorithms were used using the USPEX code [120, 119]. The stoi-
chiometry used for the calculation was Ca4O8H8 so that bigger unit cells are also
included. Each generation contained 30 individuals and each individual was min-
imized using DFT in the VASP [157, 158] code with the same parameters used in
sec. 2. The best 70% of the individuals of each generation were used to create the
next generation. The structures of the next generation were obtained by the fol-
lowing methods: %60 heredity operator, %10 permutation operator, 10% of lattice
mutation operator and 20% of random structure generation. After the �rst 25 gen-
erations, the evolutionary metadynamics calculation was triggered by introducing
an energy penalty to the already visited structures. This is done by adding a gaus-
sian to the potential energy surface around the already visited structures so that not
only the visited structures are penalized but also similar structures. The Gaussian
width was set to 0.1 Åand the maximum gaussian height to 100 Å3·kbar. In total,
100 generations were produced.
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3.2.1 | R������

After the evolutionary algorithms simulations, the best 40 polymorphs
were selected. Then, the structural similarities between them were cal-
culated using the SOAP descriptor [132]. The SOAP similarity gives 0
for completely equal structures and approaches 1 for completely di�er-
ent structures. Since the purpose of looking for these polymorphs is to
see if any of them could be an intermediate step in the transformation,
it is important to see how di�erent these polymorphs are from the path
we have previously found. For that reason, Sketch-map was used to rep-
resent the similarities between the di�erent polymorphs and the found
transition path in a 2-dimensional plot. In �gure 3.6 each circle rep-
resents a polymorph of Ca(OH)2 and the blue line is the intralayer path
found previously. The distance between the points in the plot represents
the structural similarity between the structures. The closer they are the
more similar they are, and the farther apart they are the more di�erent
they are.

To �nd new paths, di�erent low-energy polymorphs were selected as
intermediate steps. In this case, since the mapping of the atoms was not
as easy as in the intralayer path we have found before, this task was
done by using the pmpath utility from USPEX. This utility uses a geo-
metric method for predicting solid-solid phase transition mechanisms.
After mapping the atoms, the VC-NEB method was used to minimize
the di�erent transformation paths. Although most of them presented a
considerably higher energy barrier, there was one path that had a lower
energy barrier than the previous intralayer transformation. This path is
represented in Fig. 3.6 as a purple dashed line. Although this transfor-
mation path is very interesting since it has the lower energy barrier, it
is an interlayer transformation path, thus not being possible to occur in
a Ca(OH)2 monolayer.

3.3 | I��������� ��������������

The interlayer transformation path has the lower enthalpy barrier of all
the paths found from portlandite to Phase V. This path contains an in-
termediate step (IS) and two transition states. One from portlandite to
the IS (TS1) and the other one from the IS to Phase V (TS2). The IS is
less stable than both portlandite and Phase V with an enthalpy di�er-
ence of 6.31 kcal/mol with respect to portlandite. The enthalpy barrier
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Portlandite

Phase V

IS

Figure 3.6: Sketch-map representation of di�erent polymorphs and transformation
paths of Ca(OH)2. The dots represent the di�erent polymorphs and the distance be-
tween the points represents the structural distance. The black line represents the orig-
inal transition path and the red line is the path found by taking a polymorph as an
intermediate step.

from portlandite to the IS and from the IS to Phase V is 8.17 kcal/mol and
9.51 kcal/mol respectively. Therefore, the enthalpy barrier for the whole
transformation is 9.51 kcal/mol. This information is shown in Fig. 3.7(a).

To �nd any correlation between the structural changes in the trans-
formation and the enthalpy change, di�erent structural properties have
been plotted in Fig. 3.7(c-i). It can be observed that the layers of port-
landite are joined together during the transformation by looking at the
Ca1 Ca3 and Ca2 Ca4 distances. It is important to mention that in port-
landite Ca1 is in a di�erent layer than Ca3 and Ca4, as shown in Fig.
3.7(b). Although both Ca1 Ca3 and Ca2 Ca4 distances decrease during
the transformation, thus causing the sheets to move closer together, the
approaching of the layers does not occur at the same time in all parts
of the sheet. The distance Ca1 Ca3 decreases substantially at the TS1
while the Ca1 Ca3 distance decreases gradually between the TS1 and
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Figure 3.7: Interlayer transformation path from portlandite to Phase V. (a) Enthalpy
di�erence along with the structural transformation for each image used in the VC-
NEB method. (b) Graphical representation of the di�erent stages along with the struc-
tural transformation. The calcium, oxygen and hydrogen atoms are illustrated with
green, red and pink spheres respectively. [(c)-(i)] Respectively, the evolution of di�er-
ent structural properties during the transformation. The atoms are named according
to the shiny colors present in (b).



T������������� ��M�S�H 97

TS3. Anotherway to see how the di�erent layers in portlandite are joined
together is to observe the Ca4 O2 distance which corresponds to a Ca
atom and an O atom in a di�erent layer at the beginning of the transfor-
mation. This distance, shown in 3.7(f), is gradually decreased from the
beginning of the transformation to the IS and then remains constant un-
til the end. In summary, the transformation can be split into three parts.
In the �rst part of the transformation, a section of the portlandite layer
will join another portlandite layer until getting to the IS. The other part
of the layer will join from the IS until the TS2. Finally, the energy will
decrease due to the rearrangement of the atoms to form the tobermorite
layer in the perpendicular direction of the original portlandite layer.

4 | T������������� ��M�S�H

G iven that calcium and magnesium are isoelectronic, portlandite
and brucite [Mg(OH)2] share the same crystal structure. Hence,
the possible stability of Phase V for MgOH2 is also checked. The

structure is broken during the energy minimization process, which indi-
cates that the phase is not evenmetastable. The impossibility ofMg(OH)2
to adopt the crystalline arrangement of Phase V polymorph could be the
reason why the M-S-H gels have a completely di�erent structure from
the tobermorite-like C-S-H gel [162].

5 | C����������

Thestructure of Sr(OH)2 contains locally a Sr-O arrangement very
similar to the Ca-O arrangement in tobermorite. Therefore, since
Ca and Sr are isoelectronic, the stability of the Sr(OH)2 struc-

ture replacing the Sr atoms with Ca atoms was studied. This new phase,
called Phase V, was found to be stable with an energy di�erence of 2.78
kcal/mol to respect to portlandite.

The transformation path from portlandite to Phase V was studied us-
ing VC-NEB. Two low-energy transformation paths were found: an in-
tralayer one and an interlayer one. The intralayer transformation presents
a direct transformation with an enthalpy barrier of 10.13 kcal/mol. The
interlayer transformation was found by using a Ca(OH)2 polymorphs as
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an intermediate state for the transformation. Therefore, the interlayer
transformation presents an IS with two TS, TS1 and TS2. The enthalpy
barrier for this transformation is 9.51 kcal/mol, thus lower than the in-
tralayer transformation.

Although the interlayer transformation is lower than the intralayer
one, the intralayer transformation is more interesting since the port-
landite layer and the tobermorite layer present the same direction. This
means that a similar transformation could occur in a portlandite mono-
layer, which is very promising to study the formation of C-S-H from a
portlandite monolayer.
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Asmentioned in the introduction, the nucleation of the C-S-H gel
is crucial in the early stages of cement hydration. Using X-ray
scattering together with cryo-TEM Krautwurst et al. [75] have

claimed that the nucleation of C-S-H is governed by non-classical nu-
cleation containing at least two main steps. The �rst step would involve
the formation of amorphous spheroids from dense liquid regions, while
the second step implies the crystallization of C-S-H from the spheroids.
While these experimental studies give very relevant microscopic infor-
mation about the C-S-H nucleation, the atomic-scale mechanism is still
unknown.

In the previous chapter, it has been proven that a phase transition be-
tween portlandite and Phase V is feasible. This is very interesting since
the Phase V layers are very similar to the Ca-O layers present in C-S-H.
Therefore, on this basis, here we propose and study a hypothesis of C-
S-H crystallization where portlandite monolayers su�er a topochemical
transformation to a tobermorite layer.

In this chapter �rst, the hypothesis is presented. Then, the proposed
formation process is studied in three steps. In the �rst one, the inter-
action of a single silicate dimer with a portlandite monolayer is stud-
ied using a nudge elastic band (NEB). This would provide insight into
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Figure 4.1: Proposed mechanism for the early stage formation of C-S-H. Within this
model, the ions in solution would create highly dense amorphous spheroids which
then would form portlandite monolayers surrounded by silicate dimers. Finally, these
monolayers would su�er a topochemical phase transformation into a C-S-Hmonolayer
which then would create the �nal C-S-H by stacking them.

the condensation reaction necessary for the transformation and would
quantify the energy barrier for these reactions. Then, enhanced sam-
pling techniques are used to sample the whole transformation path from
a portlandite monolayer to a C-S-H monolayer. On the one hand, tar-
geted molecular dynamics (TMD) is used to look for di�erent transfor-
mation paths. On the other hand, umbrella sampling (US) is used with a
previously found path to quantify the free energy barrier for this trans-
formation.

1 | T�� ����������

Assuggested by Krautwurst et al. [75] the �rst step in the C-S-H
nucleation is the formation of a dense region. It is reasonable
to think that this dense region would contain the main species

in dissolution, complexes and pre-nucleation clusters formed by these
species [Fig. 4.1(2)]. The portlandite monolayers are very stable [144]
and therefore, it is very likely that portlandite monolayers are formed
during the early stages of C-S-H. Moreover, it is also known that silicate
dimers are formed at the beginning of cement hydration.

Therefore, in our hypothesis, those dense regions presented byKrautwurst
et al. could contain portlandite monolayers and silicate dimers in sub-
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stantial quantities. From the previous chapter, we know that portlandite
could transform into Phase V by an intralayer transformation. This trans-
formation could also occur in a portlandite monolayer. Therefore, the
portlandite monolayer could su�er a similar transformation due to the
interaction with the surrounded silicate dimers.

The silicate dimers will approach the portlandite monolayer so that a
condensation reaction would occur, releasing water molecules and join-
ing together silicate dimers with the portlandite monolayer. These con-
densation reactions would provoke the transformation in the portlandite
monolayer going from a �at Ca-Ca arrangement to the known zig-zag ar-
rangement found in tobermorite [Fig 4.1(3a)]. That is, the dimers would
attach to the portlandite layer, thus creating a tobermorite layer [Fig.
4.1(3b)]. Finally, as shown in Fig. 4.1(4) these tobermorite layers would
form the C-S-H gel by stacking them.

2 | S����������������������������
�������

T he energy barrier of the condensation reaction was studied us-
ing nudged elastic band (NEB), taking 47 images between the ini-
tial (I) and �nal (F) stages of the transformation [see Fig. 4.2(b)].

The initial stage consists on a portlandite monolayer and a silicate dimer
placed at 5 Å from the surface. In the �nal stage, the silicate dimer
is bonded to the portlandite layer with a Si-O-Ca bond, and a water
molecule has been released in the process. The conformations at the ini-
tial and �nal stages were minimized using DFT, and intermediate images
were created by interpolation of the atomic coordinates. Only one con-
straint was imposed on the basis of our experience: As the covalent Si-O
bond is generally stronger than the ionic Ca-O bond, the released water
was formed by an oxygen atom belonging to the portlandite layer. This
assumption was con�rmed a posteriori in the MD simulations from Sec-
tion 3.1, where we veri�ed that in 99% of the reactions, water molecules
were formed by oxygen atoms from portlandite.

The minimized transition path presents di�erent stages. In Fig. 4.2(a)
we show the energy pro�le, together with bond distances of interest,
to characterize the reaction in Fig. 4.2(c-f). The calculated di�erent
bond distances are shown in Fig. ??. First, there is a reorientation of
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Figure 4.2: Reaction path of the condensation of water in a Portlandite monolayer. (a)
Enthalpy di�erence along the reaction path for each image used in the NEBmethod. (b)
Graphical representation of the di�erent stages along the condensation reaction. The
calcium, silicon, oxygen and hydrogen atoms are illustrated with green, orange, red
and pink spheres respectively. [(c)-(f)] d1 represents the distance between the hydrogen
atom in the silanol group and the oxygen atoms in the layer, d2 the distance between the
oxygen and hydrogen atoms of the silanol group, d3 the distance between the oxygen
in the layer and the calcium atom and d4 the distance between the oxygen atom in the
silanol group and the calcium atom. All these distances are plotted along the reaction
path.

the silanol and hydroxyl groups involved in the condensation reaction,
forming a hydrogen bond in which the silanol is the donor and port-
landite the acceptor. This can be noticed in a sharp decrease of d1 in Fig.
4.2(c). The reorientation enthalpy barrier is 5.92 kcal/mol, and the re-
sulting conformation I0 is more favorable than our initial guess I (�H =
�2.13 kcal/mol). From that stable conformation I0, there is a proton
transfer reaction from the silanol to the hydroxyl group to form a water
molecule in the intermediate step (IS) [see Fig. 4.2(a)]. This can be ob-
served in the increase of the distance between the oxygen and hydrogen
atom of the silanol group d2 in Fig. 4.2(d), which breaks the O-H bond.
The associated activation enthalpy of this concrete process (I0 to IS) is
16.61 kcal/mol. In the transition state (TS) in Fig. 4.2(a) both the sili-
cate and the water molecule are bonded to adjacent Ca atoms from port-
landite. Finally, the water molecule is released and the silicate oxygen
is bonded to the layer, completing the transition. This is characterized
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by the increase in the distance between the acceptor oxygen and the Ca
atoms d3 in Fig. 4.2(e) and the distance between the donor oxygen and
the Ca atom d4 in Fig. 4.2(f). The energy barrier from stage I0 to the TS
is 20.96 kcal/mol and the enthalpy gain from stage I0 to the �nal stage
is 8.83 kcal/mol. It is important to notice that the condensation reaction
does not alter the portlandite conformation. That is to say, the layer
remains almost �at. Further reactions are needed to trigger the transfor-
mation, as we will see in the following subsection. The energy barrier is
twice as high as that of the bulk portlandite transformation, and hence,
the condensation reaction is likely the limiting process.

3 | S������� ��� ���������������
���������������������������
������

N�� that the mechanism of the condensation reaction between
a silica dimer and a portlandite layer is understood, the whole
process from a portlandite layer to a tobermorite layer can be

sampled using molecular dynamics (MD). To get a tobermorite layer
from a portlandite layer all the O-H groups in the layer should be re-
leased as water molecules due to the condensation reactions with the
silica dimers. Therefore, this transformation is based on the concatena-
tion of condensation reactions. Each of the condensation reactions can
be considered a rare event and therefore, the whole process is compu-
tationally very hard to replicate in the simulation time accessible for a
system of this size. Using the Eyring-Polnayi equation we can estimate
the condensation reaction rate k:

k = 
kbT

h
e

�S
‡

R e�
�H

‡
RT (4.1)

where  is the transmission coe�cient, kb is the Boltzmann constant,
h is the Planck’s constant,�S‡ is the activation entropy,�H‡ the activa-
tion entropy andR the gas constant. Assuming that the entropy remains
constant (�S‡=0) and the transmission coe�cient is  = 1, and using
the previous result of the activation enthalpy (�H‡ = 20.96 kcal/mol)
at T = 300 we can estimate that the reaction rate is k = 0.003 s�1.
That is to say, each reaction will occur every 5+ minutes. Nevertheless,
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accessible simulation times are about a few nanoseconds. That is why a
sampling technique such as TMD is necessary to speed up the conden-
sation reaction rate and make it comparable to the accessible simulation
time.

Figure 4.4: Initial con-
�guration of the sys-
tem for the TMD calcu-
lations.

As explained before in chapter 3, TMD uses a
time-dependent geometrical constraint to pull the
system from the initial con�guration towards the
target structure [113, 114]. In this case, the initial
con�guration would be a portlandite layer sur-
rounded by silica dimers and the target con�gura-
tion would be the tobermorite layer. This method
allows sampling the conformational space around
a collective variable (a generic reaction coordi-
nate) during the process [116, 163]. To perform
these simulations a portlandite monolayer (with
periodic boundary conditions) was placed in a

simulation box, with silicate dimmers at 3.3 Å above and below it, as
shown in Fig. 4.4. This system does not contain the bridging silicate
present in tobermorite but it has been proven that at the early stages of
cement hydration dimers are the most common silica species and longer
chains are very rare [164, 165]. Moreover, the bridging silicate would not
participate in the condensation reactions needed for the transformation
so they are not needed to study the transformation.

The target position of every atom could be included in the pulling
coordinate for TMD. Nevertheless, the target positions of some atoms
depend on the transformation path. For example, it is hard to know
where the released water molecules would be at the end of the trans-
formation and including them in the pulling coordinate would be too
restrictive. Moreover, even if the target positions of Ca and Si atoms in
the tobermorite layer are known, we have decided to only include the
target positions of the silicon atoms, thus giving full freedom to the rest
of the atoms. That is to say, the transformation from Ca(OH)2 to CaO is
not prede�ned nor are the condensation reactions explained in section
2. Therefore, the pulling coordinate

⇢ =

sX

i

(~xi � ~xB

i
)2 (4.2)

was de�ned as the root mean square distance of the silicon atoms to the
targeted position, which was set as the position of the dimers in a tober-
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Small cell
Big cell

Figure 4.5: Graphical description of the two types of unit cells used for the simula-
tions. The small cell contains a portlandite layer with 4 formula units and 2 dimers.
The small cell contains a portlandite layer with 16 formula units and 8 dimers.

morite monolayer. The silicon atoms were dragged over and restrained
to the collective coordinate ⇢. In this way, the average distance of the
silicon atoms is controlled but at the same time, they are able to move
freely. In this manner, the system is pulled from ⇢ = 3.3 to ⇢ = 0.0

Due to the di�culty of sampling this process two systems with di�er-
ent sizes have been used. First, a set of small cell calculations containing
a portlandite layer of 4 formula units surrounded by 2 silicate dimers
have been performed to study the explore the con�gurational space of
the transformation in a reasonable simulation time. Then, to have a bet-
ter sampling another set of simulations have been done using a 4 times
bigger cell with a portlandite layer of 16 formula units surrounded by 8
silicate dimers.

3.1 | S���� ���� ������������

To study the underlying mechanism of the portlandite to tobermorite
layer transformation, the �rst set of TMD simulations were done with
the small system containing a portlandite layer of 4 formula units sur-
rounded by 2 silicate dimers.
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3.1.1 | S��������� �������

100 trajectories were performed to have enough statistics of the trans-
formation paths and the ReaxFF force �eld was used for the interaction
between atoms. The reaxFF force-�eld has been used before for this kind
of systems [166, 167] since it uses a length-bond order scheme to de-
scribe atomic interactions allowing chemical bonds to break and form.
This property of the force �eld is essential to reproduce the condensation
reactions needed for the transformation under study.

As the simulations were done in the NVT ensemble there is a cell mis-
match between tobermorite and portlandite. The cells di�er in their �
angle which is 120� for portlandite and 123� for tobermorite. Therefore,
the portlandite unit cell has been modi�ed from � = 120� to � = 123�

which barely changes the crystal structure. Another di�erence is that
portlandite unit cell is slightly bigger than that of tobermorite. In the unit
cell with 4 formula units of Ca(OH)2 the cell parameters are a = 7.35 Å
and b = 7.44Å for portlandite and a = 6.61Å and 7.31Å. To overcome
this di�erence, these cell parameters were modi�ed linearly during the
simulations. This change in the unit cell parameters would have an im-
pact on the free energy of the system since an external force is being
included but will not change the underlying transformation mechanism.
. However, at the moment we are mostly interested in the internal en-
ergy.

Figure 4.6: Reaction rate and success
rate with di�erent pulling velocities.

Another critical point of the TMD
calculation is the pulling speed along
the coordinate ⇢. In principle, any ve-
locity is valid for sampling the con�g-
uration space. Faster speeds require
more simulations to represent the
con�guration space correctly. How-
ever, in the system under considera-
tion, the condensation reactions limit
the pulling speed because if this speed
is too fast therewill not be time for the
reactions to occur. That is why this
system is very complicated to sample.
On the one hand, we need to acceler-
ate the processwith a su�ciently high
pulling speed for computational reasons, but on the other hand, it cannot
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be too high because otherwise, the reactions will not occur.

To determine a correct pulling velocity �rst we tried doing 1 ns sim-
ulations with a pulling velocity of v⇢ = 1.5 Å/ns. This simulation had
an 86% of reaction rate but only a few simulations ended up with a full
transformation. in other words, the transformation success rate was 36
%. Therefore, we tried another set of 2 ns simulations with a pulling ve-
locity of v⇢ = 0.75 Å/ns. These calculations presented a reaction rate of
97% which means that almost all the condensation reactions occurred.
The transformation success rate was 77% which was more than enough
to have good statistics about the transformation. Slower pulling veloci-
ties could have been tried but the simulation time was a limiting factor
(see Fig. 4.6). Therefore, after having to change a bit the initial distance
between the portlandite layer and the dimers for technical reasons, sim-
ulations were performed taking the system from ⇢=3.3 Å to ⇢=0.1 Å at
a pulling speed of v⇢ = 0.83 Å/ns. This pulling speed gave a 91% rate of
condensation reactions in an a�ordable simulation time.

Simulation parameters: 100 trajectories were performedwith the LAMMPS [168]

code. The temperature was set to 500K to accelerate the condensation reaction rate

and the simulations were performed in the NVT ensemble using the Nosé-Hoover

thermostat [169].The timestep was set to 0.1 fs. The interactions between atoms

were modeled with the ReaxFF force-�eld [170, 171, 172] with the Ca/Si/O/H set of

parameters from ref. [172, 173].

3.1.2 | A������� �� R���FF

To check the accuracy of ReaxFF with respect to ab initio methods such
as DFT, we have performed a benchmark byminimizing 6 di�erent struc-
tures along the portlandite to C-S-H transformation with ⇢ =3.3, 2.0, 1.5,
1.0, 0.5, 0.0. The energy di�erences were computed using the starting
point of ⇢ = 3.3 as a reference.

The di�erence in energy with respect to the portlandite monolayer is
almost always underestimated by ReaxFF, with a maximum error of 3.7
kcal/mol. However, the energy di�erence in the tobermorite monolayer
(⇢ = 0.0) is overestimated by ReaxFF.
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Figure 4.7: Energy di�erences of di�erent stages during the portlandite to C-S-H
transformation respect to the initial state ⇢ = 0.0

3.1.3 | R������

The internal energy of every snapshot in all the 100 trajectories was
collected and analyzed. It is shown in Fig. 4.8(a) as a function of the
collective variable ⇢. The color of each point indicates the percentage
of condensation reactions that took place with respect to a fully reacted
system. That is to say, in this system, 8 condensation reactions need
to take place to have a fully reacted system. From ⇢ = 3.3 Å to ⇢ =
1.65 Å no reactions were observed as the silicate dimmers approach the
Ca(OH)2 monolayer. This is because the silicates are not close enough
to the portlandite layer for condensation reactions to take place. From
here, condensation reactions start to take place following themechanism
described in Sec. 2. The distance ⇢ at which the �rst condensation reac-
tions take place is relatively homogeneous across simulations (⇢ ⇡ 1.65).
Subsequent reactions take place at a di�erent rate, and two subsets of tra-
jectories can be identi�ed: those with a completed transformation and
those with an uncompleted transformation. The complete transforma-
tion is de�ned as a transformation where the 8 condensation reactions
(100%) needed for the transformation have occurred. The completion
of the transition depends strongly on the percentage of chemical reac-
tions the system has gone through. When some hydroxyl groups in the
portlandite layer remain unreacted, the structure evolves to a �nal de-
fective tobermorite-like monolayer with interstitial hydrogen atoms on
it. These defects have important energetic consequences. In �gure 4.8(a)
the solid lines represent the average internal energy of all the completed
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Figure 4.8: Topochemically induced transformation from a portlandite monolayer to
a C-S-H layer computed with TMD. (a) Internal energy di�erence of the 100 trajectories
along the pulling coordinate. The dots represent di�erent snapshots of the trajectories
and the solid lines represent the mean value of the internal energy for the completed
(black) and uncompleted (green) trajectories. The color scheme represents the per-
centage of condensation reactions needed for the complete process. (b) The average
percentage of the condensation reactions along with the �rst two components of the
KPCA. The distance in the plot represents the structural distance calculated with SOAP.
The portlandite monolayer is located in the areas where 0 % of the reactions have oc-
curred and the C-S-H monolayer is located in the areas where 100 % of the reactions
have occurred. (c) Internal energy di�erence of 100.000 snapshots of the trajectories
along with the two �rst components of the KPCA. Each dot represents a snapshot and
the distance between dots represents the structural distance calculated with SOAP. The
color scheme represents the internal energy di�erence of each snapshot.



112 C�S�H ��������� ��������� ���� � P���������� ���������

and uncompleted trajectories as a function of ⇢. The black color was
used for fully reacted systems, and green for uncompleted systems. Up
to ⇢ = 1.65 Å, before the chemical reactions start, both sets are equiva-
lent. Then, for ⇢ < 1.65 Å, when the reactions start, the mean internal
energies start to deviate. However, it is not until ⇢ < 0.25 Å that there
is a signi�cant di�erence between both sets. The completed trajecto-
ries experience a �nal energy decrease of �6.24 kcal/mol, making them
more stable. The uncompleted trajectories end up with a 4.19 kcal/mol
increase in energy. It is important to notice that the drop in energy in the
completed trajectories only happens when the percentage of condensa-
tion reactions is close to 100 %. Hence, the system only stabilizes when
the process is totally completed.

To elucidate whether the two sets of trajectories are due to divergent
paths or the existence of two �nal (meta)stable structures, we did a struc-
tural distance analysis. We used the smooth overlap of atomic positions
descriptor (SOAP) [133, 174] to compute structural distances and the ker-
nel principal component analysis (KPCA) to reduce the dimensionality
of the computed distance matrix [175], plotting it in 2D. In the resulting
plots [ Fig. 4.8(b) and Fig. 4.8(c)] the distance between points repre-
sents their structural similarity. In addition, the color scale in Fig. 4.8(b)
indicates the percentage of occurred condensation reactions, while the
color scheme in Fig 4.8(c) represents the internal energy di�erence with
respect to the starting con�guration. The structural distance plotted in
Fig. 4.8(b) clearly shows that there is mostly one single path until 60%
of reactions occur. However, at the end of the simulations, two limiting
regions can be found where a 100% of the chemical reactions have oc-
curred. The upper right area corresponds to uncompleted trajectories,
while the bottom area in the plot corresponds to completed trajectories
where all the reactions have occurred. Since we have already stated that
the transition evolves along with the percentage of chemical reactions,
it is clear now that the completed and uncompleted trajectories end up
in structurally slightly di�erent regions.

This is illustrated in Fig. 4.8(c), where the internal energy di�erence
and snapshots of some obtained structures during the transformation
are shown. The snapshots represent the evolution towards the complete
(number 5) and incomplete (number 5’) transformation. It can be seen
in snapshots 1-3 that for the �rst 30% of the reactions, the layer is not
bent. Until then, both the complete and incomplete trajectories follow
the same trend. It is not until 50-60% of the reactions have occurred
(snapshot 4) that the layer starts to take the zig-zagged form of tober-
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Figure 4.9: Rede�nition and transformation of the unit cells of a portlandite and to-
bermorite layer to get a common unit cell. Black arrows represent the original unit cell,
blue arrows the orthogonal unit cell and orange arrows the uni�ed unit cell for both
structures.

morite. Finally, both the complete and incomplete trajectories (snapshots
5 and 50 respectively) reach the zig-zag structure of tobermorite. How-
ever, Some hydroxyl groups attached to the layer are still found in the �-
nal state of the uncompleted trajectories, which is unfavorable. In terms
of energy, it can be observed again that the �nal state of the completed
trajectory hasmuch lower energy than the �nal state of the uncompleted
trajectory.

3.2 | B�� ���� �����������

In order to have more realistic results, more trajectories were computed
with a bigger cell containing a portlandite layer of 16 Ca atoms and 8
silicate dimers. The use of bigger unit cells reduces the unwanted corre-
lation between the same atoms of di�erent cells.

3.2.1 | S��������� �������

These calculations were done with similar simulation details to that of
sec. 3.1.1. However, since this system is more realistic, it will be valuable
to calculate the free energy di�erence of the layer transformation using
the Jarzynsky equality [176, 116] along the pulling coordinate ⇢. For this
purpose, the approach used in section 2 of changing the unit cell during
the simulation cannot be used in this case. This approach would produce
a contribution to the free energy thus distorting the �nal result.

Therefore, the mentioned mismatch between the unit cells was over-
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Original Supercell Transformed Supercell Di�erence
Portlandite
a 14.72 AA 13.98 AA -5.03%
b 12.73 AA 12.70 AA +0.24%
↵ 90 90 0 %
Tobermorite
a 13.24 AA 13.98 AA +5.59%
b 12.68 AA 12.70 AA +0.16%
↵ 96 90 -6.25%

come by transforming both unit cells into orthogonal unit cells and choos-
ing an intermediate dimension for the calculations. As shown in Fig. 4.9,
the portlandite layer can be rede�ned orthogonal. However, the tober-
morite unit cell cannot be rede�ned completely orthonormal. To over-
come this, the unit cell was transformed by the small-angle ↵ = 6�. This
transformation hardly changes the structure of the tobermorite layer.
Then an intermediate cell between the two orthogonal cells was cho-
sen for the TMD calculation. In any manner, the chosen unit cell has a
maximum error of 5%.

Due to the bigger size system and limited accessible computational
time, the pulling speed has to be increased. In this case, 50 trajectories
were done in two steps. First, the system was sampled from ⇢ = 2.0 Å
to ⇢ = 4.0 Å at a higher pulling rate of v⇢ = 2 m/s. In this part of the
trajectories, such a high speed can be used because there is no chemical
reaction. Then, the system was sampled with a pulling rate of v⇢ =
1 Å/ns from ⇢ = 2.0 Å to ⇢ = 0.1 Å.

3.2.2 | �������

Due to the big size of the system, 36 condensation reactions must occur
for the transformation to be completed. The obtained trajectories were
unsatisfying due to the low condensation rate. That is, due to the big
size of the system and due to the speed limit in the pulling coordinate,
the system was not able to react completely in the accessible simulation
time. Therefore, from the 50 trajectories computed, only two reached the
complete transformation from portlandite to tobermorite. Nevertheless,
the free energy was computed using Jarzynsky’s identity even knowing
that the result will not be entirely correct.

In Fig. 4.10 the potential of mean force along the pulling coordinate
⇢ is shown with a free energy increase of 40 kcal/mol. As it has been
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Figure 4.10: Potential of mean force (free energy) computed using Jarzynsky’s iden-
tity of 50 TMD trajectories.

mentioned before, this result is not accurate since most of the trajec-
tories have not completed the transition. However, it is reasonable to
believe that a set of completed trajectories will have a much lower free
energy increase or even a decrease since the �nal arrangement of the
complete trajectories are more stable from the internal energy perspec-
tive. In any case, this result marks a ceiling of free energy di�erence
and it seems clear that this transformation would have a positive energy
di�erence, i.e., the transformation would not be spontaneous in thermo-
dynamic terms.

Although large cell TMD calculations have not been very useful for
free energy calculation, two trajectories present a complete transforma-
tion, which can be used as an initial trajectory for other methods of cal-
culating free energy such as umbrella sampling (US). For that reason, in
the following section, one of these trajectories has been used and sam-
pled in a more accurate way to obtain a more realistic free energy dif-
ference.
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4 | C���������� ��� ���� ������
�� ��� ������������������U��
������ S�������

A di�erent way to calculate free energy is to use umbrella sam-
pling (US). US, unlike TMD, uses an initial path to sample the
con�gurations around that path to calculate free energy. In this

method, the trajectory is divided intowindows along the reaction coordi-
nate. In other words, some snapshots are taken from the initial trajectory
and then independent simulations are done for each window starting
from each of the snapshots. To maintain the system close to the starting
snapshot, the simulations are done using a biased potential restraining
the trajectories in a window around the initial snapshot [177, 178]. The
free energy is then reconstructed using the weighted histogram analysis
method (WHAM) [118].

4.1 | S��������� �������

An initial trajectory was taken from the TMD big cell calculations. To
perform the calculations more realistically, the simulations have been
done on theNPT ensemble, thus allowing the simulation cell tomove and
avoiding the problem of the unit cell mismatch between portlandite and
tobermorite. Moreover, since the initial trajectory already contained the
condensation reactions needed for the transformation, the temperature
can be now lowered to 300K. To get more freedom to the system, the
reaction coordinate ⇢ has been altered so that it only takes into account
the Z coordinate of the atoms. That is to say, ⇢ now represents the root
mean square distance of the height di�erence to the �nal tobermorite
layer.

In this calculation, 40 equidistant points along the reaction coordi-
nate were taken from the original transformation path calculated with
TMD. To have enough data in each window to correctly sample the
whole transformation path di�erent spring constants were used start-
ing from 1 kcal mol�1/Å and going up to 1000 kcal mol�1/Å. The form
of the gaussian probabilities in each window together with theminimum
overlap of 20% betweenwindowswas the key to deciding the value of the
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spring constant. A spring constant of 50 kcal mol�1/Å was found to be
the most appropriate since there was an overlap of about 30% between
the probability distribution of two trajectories centered in consecutive
points in the reaction coordinate and the probability in each window is
almost perfectly gaussian. Moreover, to �ll the gaps where the overlap
between the probability distributions of two consecutive trajectories was
less than 30% 12 more trajectories were computed centered in strategi-
cally chosen points of the reaction coordinate. Later is shown in Fig.
4.13 that reducing the number of windows (which drastically reduces
the overlap between the probability distribution of the consecutive win-
dows) does not alter signi�cantly the reconstructed free energy. To set
the simulation time for each window, di�erent simulation times ranging
from 10 ps to 500 ps were tried out, and the reconstructed free energies
were compared. As seen in Fig. 4.12 the energy converged completely
for 500ps. With the complete set of 52 trajectories, the reaction path was
completely sampled, as shown by the probability distribution in Fig. 4.11.

Figure 4.11: Probability distribution in each window of the US calculation.

To reconstruct the free energy pro�le along the pulling coordinate ⇢
the weighted histogram analysis method (WHAM) was used where it
uses a weighted average of the distribution of the individual windows to
compute the global distribution [118].
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Figure 4.12: Convergence of the free energy computed with US varying the length
of each simulation from 10 ps to 500 ps.

4.2 | C���������� �� ��� ���� ������

The calculation of the free energy was done using the Weighted His-
togram Analysis Method (WHAM). The trajectories must be su�ciently
long to have an accurate result of the free energy so that the free en-
ergy is totally converged. In Fig. 4.12 the computation of the free energy
change along the reaction coordinate is shown using trajectories of dif-
ferent lengths. The free energy is su�ciently converged using trajecto-
ries of 500 ps with a maximum error with the 400 ps trajectories of 0.018
kcal/mol. The convergence of the number of windows was also checked
by reducing the number of windows to half. In Fig. 4.13 the di�erence
in free energy is shown with all the windows and with half of the win-
dows. Apart from some �uctuations due to the lower overlap between
windows, both free energies look very similar.

4.3 | R������

The results of the umbrella sampling calculations were shown in Fig-
ure 4.15. The internal energy di�erence between the portlandite layer
surrounded by silicate dimers (⇢ = 3.3 Å) and the tobermorite layer
(⇢ = 0.0 Å) is 15 kcal/mol (see Fig. 4.15. This value is larger than that
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Figure 4.13: Free energy computed with US with all the windows and removing half
of the windows. It can be seen that decreasing the number of windows intensi�es the
�uctuations but does not change its general behavior.

from TMD due to the additional volumetric relaxation. As a matter of
fact, the area of the layer decreases by 12.6 % as it reacts. However, this
decrease only starts when at least 20% of the chemical reactions have
ocurred [see Fig. 4.14(c)]. Then it follows this trend almost constantly
until the end of the transition. The compression is not homogeneous
since it is mostly found in the direction perpendicular to the silicate
dimers, which exhibits an 11.1 % decrease [see Fig. 4.14(a)]. In the other
direction, parallel to the silicate dimers, the cell is barely compressed
probably due to the di�culty to compress the dimers. The di�erence in
this direction is only around 2%.

In addition to the internal energy, the sampling made with US allowed
us to compute the main thermodynamical properties of the process, i.e.,
the enthalpy, the free energy and the entropy. As seen in the previ-
ous section, the internal energy drop starts when most (more than 80%)
of the chemical reactions have taken place. As expected from an NPT
simulation, the enthalpy and the internal energy are mostly the same.
However, the reaction free energy increases monotonically for the en-
tire transition as due to the entropic contribution (T�S), see Fig 4.15(b).
This increase has also been observed in the previous TMD simulations
but this time the free energy increase is much lower, making it much
more accessible. However, it implies that the transformation is not spon-
taneous from a thermodynamical point of view. The free energy starts
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Figure 4.14: Change in the cell parameters a and b in terms of the pulling coordinate ⇢.
c)The area of the simulation box in terms of the pulling coordinate. Each dot represents
a snapshot of the simulations and the color of the dot is the percentage of condensation
reactions that had occurred until that snapshot. The black line represents the mean
value.
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Figure 4.15: (a) Internal energy di�erence of the umbrella sampling trajectories along
the pulling coordinate. The color scheme represents the percentage of condensation
reactions needed for the complete process. (b) The thermodynamical properties of the
process along the pulling coordinate.

to grow just when the �rst condensation reactions take place, and no
energy barrier was found. The reason behind the increase in �G is a
decrease of the system entropy,�G = �H�T�S. We suggest that the
condensation reactions impose a decrease in the translational and vibra-
tional degrees of freedom, decreasing the entropy. This scenario should
be usual for any nucleation and growth process, yet in the present case,
the gain on enthalpy cannot compensate for such an entropy diminution.

According to our simulations, the free energy of the transformation
from a portlandite monolayer to a tobermorite-like monolayer is�G0

r
=

1.5 kcal/mol. In the present case, the internal energy and the enthalpy
are both negative andwith a very similarmagnitude (�14.95 and�12.21
kcal/mol), yet there is a decrease in the term T�S0

r
of 13.5 kcal/mol as-
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sociated to the reduction of the translational and vibrational degrees of
freedom during the C-S-H monolayer formation.

4.4 | C�����������������������������
������� ����

We can now compare the studied reaction with the expected results from
thermodynamic data. The comparison can only be qualitative due to
the di�erent thermodynamic conditions. In the proposed transforma-
tion path the reactants are solid portlandite and fully protonated silicate
dimers. From our calculations, we obtain that the free energy for two
mols of Ca(OH)2 is:

2Ca(OH)2(s) + Si2O(OH)6 �! Ca2Si2O5(OH)2 + 4H+H2O
�G0

1 = 3 kcal/mol.

From the literature the standard free energy of reactions for port-
landite [179, 180] and the silicate dimmers [181, 182] are:

Ca2+ + 2H2O �! Ca(OH)2(s) + 2H+

�G0
2 = 31.2 kcal/mol

and

2Si(OH)4 �! Si2O(OH)6 + H2O
�G0

3 = �3.5 kcal/mol.

Therefore, constructing a Hess cycle the �Gf for the reaction from
the monomeric species in solution to form the C-S-H monolayer with
the intermediate step of portlandite formation and silica polymerization
is:

2Ca2+ + 2Si(OH)4 �! Ca2Si2O5(OH)2 + H2O+ 4H+

�G0
f
= 61.9 kcal/mol.



C���������� ��� ���� ������ �� ��� �������������� ����
U������� S������� 123

The result�Gr = 61.9 kcal/mol is considerably higher,⇡ 20 kcal/mol,
than the value calculated by Haas and Nonat for the same reaction to
form aC-S-Hwith the same composition (C-S-H-�,�G0

r
= 40.4 kcal/mol)

[183]. The discrepancy can be ascribed to computational aspects or to
the model. Methodological aspects like a correct trajectory sampling
and the accuracy of the ReaxFF energies have been evaluated, and do
not represent a relevant source of error as discussed before in section
3.1.2. However, the thermodynamic conditions of the simulations might
account for the di�erence. The proposed reaction takes place on a port-
landite monolayer, far from the standard thermodynamic conditions that
assume in�nite crystals. In our system, we can expect that the contribu-
tion of the surface free energy to the total free energy will be important.
Furthermore, the composition of a monolayer will di�er from a bulky
crystal of C-S-H where layers are stacked by interlaminar Ca atoms not
present in our monolayer. Moreover, our simulations are done in the gas
phase, i.e., water as a solvent is not included.

This work aimed to test a hypothetical mechanism for the C-S-H for-
mation at the nanoscale. In this regard, we proved that the mechanism
is feasible and that portlandite can react with silicate species in solu-
tion via condensation reactions to form C-S-H monolayers. The internal
energy and enthalpy of the formation reactions indicate that it is a favor-
able transformation. Nevertheless, the exact thermodynamic conditions
must be carefully evaluated to understand if this could be a feasible step
in C-S-H formation, at least under certain conditions.

The results suggest that the reaction free energy of the proposed sce-
nario for the formation of C-S-H is principally governed by the forma-
tion of portlandite nanoclusters, since the transformation from a port-
landite monolayer to a C-S-H monolayer does not contribute substan-
tially to the overall free energy of formation. As a matter of fact, at
high pH both the formation of portlandite and C-S-H become negative,
�G0

f
= �214.4 kcal/mol [184] and�G0

f
= �855.54 kcal/mol [185, 180]

respectively, while the silicate dimerization free energy becomes posi-
tive [181], supporting the key role of portlandite formation in the pro-
cess. Finally, we must also take into account that Ca and silicic acid
form complexes in solution [186, 187] which could hinder the forma-
tion of nanoportlandite, leading to a di�erent mechanism based on the
aggregation of complexes.
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5 | C���������

A s stated in the introduction, the nucleation of the C-S-H gel
plays a key role in the early stages of cement hydration, in�u-
encing the hydration rate and the cement microstructure devel-

opment. In this chapter, we have proposed amodel for C-S-H crystalliza-
tion process where a portlandite monolayer would su�er a topochemi-
cally induced transformation into a tobermorite layer which then will
lead to C-S-H by the stacking of them.

First, the condensation reaction necessary for the transformation has
been studied in isolation. For that, the condensation reaction between
a silicate dimer and a portlandite layer has been studied using CV-NEB.
The reaction activation enthalpy is found to be 20.96 kcal/mol. This ac-
tivation energy is twice as high as the transformation energy found in
Chapter 3 from bulk portlandite to Phase V. Therefore, the condensa-
tion reaction may be the limiting process of the portlandite monolayer
to tobermorite layer transformation.

With the condensation reaction activation enthalpy the reaction rate
has been calculated and it was found that the condensation reaction
would occur every 5 minutes. Since these long times are not accessi-
ble from a simulation point of view, enhanced sampling techniques have
to be used to study the proposed transformation. Therefore, both TMD
and umbrella sampling have been used to study the systemwith di�erent
system sizes. It was found that the internal energy remains almost con-
stant until the last condensation reaction occurs and the internal energy
decreases by -15 kcal/mol. Although the internal energy of the transfor-
mation is favorable, the free energy of the process is unfavorable with a
free energy increase of 1.5 kcal/mol. From a qualitative point of view, this
free energy value is in a reasonable range that makes the studied process
a potential C-S-H formation pathway. The proposed formation pathway
does not exclude other possible formation mechanisms that could com-
plement our hypothesis and may exist alongside others.
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U ntil here, a speci�c formation mechanism has been studied in
which portlanditemonolayers transform into a C-S-H layer through
the interaction with silicate dimers. However, other nucleation

mechanisms are possible. By comparison with other materials, the PNC
pathway explained in section 4.2 can also be present in the nucleation
of C-S-H in which PNCs may form from Ca and Si ions during the early
stages of cement hydration. The structural properties of those PNCs
might be very important to understand the nucleation and growth of C-
S-H. They would form a dense liquid-like phase before crystallizing into
C-S-H. For instance, an spherical dense phase with a diameter of 50 ±
10 nm has been identi�ed using Cryo-TEM, STEM and EDX [75] which
reinforces the importance of PNC pathway in C-S-H nucleation.

Figure 5.1: Atomic
structure of C-S-H
nanoparticle found by
Manzano et. al. [83].

The structure of C-S-H PNCs has been studied
before using ab initio methods. Manzano et al.
identi�ed a basic building block of C-S-H by iso-
lating a small section of tobermorite and jennite
layer comprising 4 Ca and Si ions and minimiz-
ing its structure using Hartree-Fock [83] (see Fig.
5.1). The aggregation of these building blocks was
also studied and found as a promising candidate
for the formation of a tobermorite-like layer. Yang
et al. used DFT to calculate the formation free en-
ergies of di�erent complexes formed at the early
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stages of hydration including the complexes with
one Ca and one Si ions [84]. They found that the
formation of complexes from a silicate and calcium species in dissolution
is favorable in terms of free energy. Finally, similar clusters containing
one Ca and one Si ion were studied by ab initio metadynamics by Li et
al. [85]. They looked for the best structures for the complex with Ca co-
ordination from 2 to 6 and found that those with 6-fold Ca coordination
are the most stable.

Figure 5.2: Evolution of turbidity
and solution concentration from
ref. [75].

From turbidity results [75] it is known
that the nucleation of C-S-H is governed
by non-classical nucleation (see Fig. 5.2).
Dense spheroids are found to be formed
as an intermediate step in C-S-H nucle-
ation. PNCs are probably formed within
those spheroids from the calcium and sil-
icate species in dissolution. Therefore,
to elucidate what type of cluster can be
formed it is important to know which

are the major species in dissolution. Using inductively coupled plasma
and optical emission spectrometry (ICP-OES) it was determined that the
major Ca species in cement at its commonly observed pH of 12.5 are
Ca(OH)+ and Ca+2 [188]. For the silicates, the major species in disso-
lution were found using deprotonation constant and are H3SiO –1

4 and
H2SiO –2

4 [189]. Therefore, the complexes must be formed from these
mentioned species.

In this chapter, we use evolutionary algorithms to explore the con-
�gurational space of some PNCs. Although PNCs of any stoichiometry
may exist in principle, this study is centered on clusters with a Ca/Si
ratio equal to 1. Hence, even though in theory charged clusters may
form, for simplicity we only studied clusters with neutral charge valance.
Therefore, the studied clusters would have to be formed by the aggre-
gation of Ca(OH)+ and H3SiO –1

4 species or by the aggregation of Ca+2

and H2SiO –2
4 . Therefore, the selected stoichiometries are of the form

nCaO + nSiO2 + xH2O. For simplicity, we will refer to these stoichiome-
tries as CnSnHx using cement chemistry notation, where C stands for
CaO, S stands for SiO2 and H stands for water molecules. In terms of
their size, clusters with 1, 2 and 4 Ca and Si ions have been studied and
di�erent hydration levels have been chosen to study its e�ect in the clus-
ters. To sum up, the following stoichiometries have been studied: CSH10,
CSH6, CSH2, C2S2H20, C2S2H12, C2S2H4, C4S4H8, C4S4H4 and C4S4H2.
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Figure 5.3: Comparision of ReaxFF and DFT energies for di�erent CSH10 clusters.

1 | S��������� �������

T he procedure for �nding the best clusters was similar for each
stoichiometry. First, USPEX was used to create a large number
of semi-random structures of the selected stoichiometry and they

were relaxed using the ReaxFF force �eld. From those relaxed structures,
USPEXwas used to select a small group of the best structures taking into
account that all the selected structures are structurally di�erent. The
number of selected structures depends on the cluster size. This selection
was used as the �rst generation for an evolutionary algorithm using US-
PEX as explained in sec 6. The minimizations in the evolutionary algo-
rithms were done �rst using ReaxFF and then DFT for each structure.
This is done in order to save computational time since reaxFF handles
very quickly the �rst part of the minimization while DFT accurately �n-
ishes the minimization. The di�erence in energy between ReaxFF and
DFT can be seen in Fig. 6.1 which shows that ReaxFF underestimates
the energy of most clusters. That is why de use of "ab initio" methods is
necessary to obtain accurate results.

An example of the energy evolution of clusters after generations can
be seen in Fig. 5.4. This �gure represents the energy evolution of the
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C2S2H12 cluster but will be similar for any other cluster. It can be ob-
served that the randomly generated structures usually have very high
energy. However, the clusters created by heredity and mutation from
the randomly created clusters present much lower energy. Therefore,
the randomly created clusters are very important to explore di�erent ar-
eas of the con�gurational space and the heredity andmutation operators
are essential to obtain low-energy clusters.

Simulation parameters: 500 structures were created by USPEX for the �rst gen-

eration. This �rst generation was relaxed only with ReaxFF [170, 171, 172, 173]

using the GULP code [190]. The relaxations of the structures were done using

the conjugate gradient method. For the next generations, each generation con-

tains between 15 and 25 structures depending on the size of the cluster. 60% of

the best structures were used from the last generation to create the new gener-

ation. The structures were relaxed using ReaxFF �rst and then DFT within the

SIESTA /citesoler2002siesta code. The DFT calculations were done using the GGA-

PBE [94] functional together with the Grimme dispersion correction [191] to in-

clude the van der waals forces. The conjugate gradient was used to relax the struc-

ture until the maximum force is less than 0.04 ev/

A to a maximum of 400 steps.

Once the calculation of the evolutionary algorithm is �nished, we
ended up with a set of thousand of structures and their energies. Al-
though the founding of the energetically best structure is important, it is
also interesting to investigate common properties of the whole set to �nd
structural properties that correlate with their stability. To do so, di�er-
ent characterization parameters like the coordination numbers, gyration
radius, number of water molecules or internal distances were calculated
for each structure. To look for di�erent correlations, the structural sim-
ilarity between all the structures was calculated using SOAP [133, 174],
thus creating a distance matrix between all of them. This information is
used then to represent the set and the similarities between its structures
in a 2d plot. This is done using sketch-map. In sketch-map [192] each
structure is represented by a dot and the distance between dots repre-
sents the structural distance between the structures they represent. In
this way, by plotting the same sketch-map side by side and using a col-
ormap to represent di�erent structural properties, correlations between
these properties (including energy) can be found.
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Figure 5.4: Evolution of the energies of each cluster in each generation. The green
dots represent clusters created randomly, the blue dots represent clusters created by
heredity and the orange dots represent clusters created by permutation of atoms or
sofmutation. The black dots are clusters that have been kept the same since they were
the best of the previous generation.

2 | CSH� ��������

I t is reasonable to believe that the �rst clusters that would form in
the early stages of cement hydration are aggregates from the species
in dissolution. The smallest of these clusters would then be clusters

with one Ca atom and one Si atom. These complexes are studied in this
section with di�erent levels of hydration.
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II

I

Figure 5.5: Sketch-map representation of the complex structures found by evolution-
ary algorithms. Each point represents a di�erent complex, and the distances between
points represent the structural similarity between the complexes. The closer the points
are, the more similar the structures they represent are and vice versa. In each �gure,
the color represents di�erent properties of the structures. The atomic structure of the
best complexes is also shown in (a) where Ca atoms are represented in green, Si atoms
in orange, O atoms in red and H atoms in white.

2.1 | CSH10

Figure 5.5 shows a sketch-map of the clusters found during the global
minimization with energy lower than E0 + 150 kJ/mol, where E0 is the
energy of the lowest energy cluster. In Fig. 5.5(a) the color scale repre-
sents the energy di�erence while in Figs. 5.5(b-g) the colors represent a
mapping of several structural properties. The sketch-map shows 2 dif-
ferent regions that can be distinguished in Fig. 5.5(a). In region I. the
low energy complexes all contain a silicate tetrahedron bonded to a 6 or
7-fold coordinated Ca atom [�g. 5.5(c)]. The silicon and calcium atoms
are mostly bonded by a single Si-O-Ca bond, and 7 or 8 water molecules
are created around the complex, with 4 of 5 �lling the Ca hydration shell
and 3 in the second hydration shell. In region II the complexes include
5-coordinated silicate groups, with energies at least 1.35 kJ/mol higher
than those of region I. In this case, the silicon and calcium atoms are
mostly bonded by two Si-O-Ca bonds [Fig. 5.5 (d)]. The appearance
of pentacoordinate silicate is not a surprise as it is a common transient
structure during condensation or hydrolysis reactions, especially in high
pH environments [193].

The complexes presented here are very similar to those studied before
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Figure 5.6: Sketch-map representation of the complex structures found by evolution-
ary algorithms. Each point represents a di�erent complex, and the distances between
points represent the structural similarity between the complexes. The closer the points
are, the more similar the structures they represent are and vice versa. In each �gure,
the color represents di�erent properties of the structures. The atomic structure of the
best complexes is also shown in (a) where Ca atoms are represented in green, Si atoms
in orange, O atoms in red and H atoms in white.

by ab-initio metadynamics [85]. All those clusters are also formed by a
silicate tetrahedron bonded to the Ca atom by 1 or 2 Ca-O-Si bonds. It is
also important to notice that many complexes within accessible energies
present 7-coordinated atoms (see �gure 1c). That is the coordination of
Ca atoms in the C-S-H gel intralayer region [83, 194], and it is common to
use such a structural feature to characterize the early formation of C-S-H
from Synchrotron X-ray powder di�raction [52, 195]. Our simulations
indicate that the complexes may already display such coordination, and
therefore they may interfere with the characterization of the solid phase.

To see how dehydration a�ects the structure of the complexes and
their stability, similar calculations have been made with less water for
stoichiometries CSH6 and CSH2, as shown in the following sections.

2.2 | CSH6

The structure of the best clusters does not change much. The two same
groups can be identi�ed in the sketchmap shown in Fig. 5.6(a). The
�rst one comprises the complexes with less energy and they all have a
silicate tetramer while the second group is characterized for having a
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Figure 5.7: Sketch-map representation of the complex structures found by evolution-
ary algorithms. Each point represents a di�erent complex, and the distances between
points represent the structural similarity between the complexes. The closer the points
are, the more similar the structures they represent areand vice versa. In each �gure,
the color represents di�erent properties of the structures. The atomic structure of the
best complexes is also shown in (a) where Ca atoms are represented in green, Si atoms
in orange, O atoms in red and H atoms in white.

silicate pentamer with at least 12.86 kJ/mol more energy. Both groups
are very similar to the groups identi�ed in the more hydrated CSH10
stoichiometry.

The calcium coordination has been reduced compared to the CSH10clusters,
as there is less water to be coordinated with. Group I presents a Ca co-
ordination of 4 or 5 having at least always one water molecule in the
second hydration shell. One could expect that the cluster will be more
stable with a higher 6-fold coordinated Ca and no water molecules in the
second hydration layer, but forming hydrogen bonds seems to be equally
favorable from an energetic point of view. The same happens in group
II where Ca is coordinated with 5 oxygen atoms and water is also at the
second hydration layer. Two of the coordinated oxygens are also coordi-
nated to the Si atoms thus creating two Ca-O-Si bonds like in the more
hydrated cluster.

2.3 | CSH2

In the fully dehydrated stoichiometry, there are no clusters with silicate
pentamers due to the small amount of oxygen available. In this stoi-
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chiometry, for Si to be coordinated to 5 O atoms, Ca have to remain very
poorly coordinated, which is known to be unfavorable [85]. Therefore,
all the low energy complexes contain a silicate pentamer bonded to the
Ca ion by two Ca-O-Si bonds, leaving the clusters with only one Ca-O-Si
bond much more unstable.

In the sketch-map shown in Fig. 5.7 two types of clusters are identi-
�ed, although the di�erence is so small that they could be categorized in
the same group. The structural di�erence is based on the Si-Ca-O bond
angle � shown in Fig 5.7(g). The clusters in group I are the most stable
ones and present a � angle of around 70º. The clusters in group II con-
tain a � angle between 145º and 180º which contributes to a gain of at
least 10 kJ/mol.

3 | C2S2H� ��������

Now that the one Ca atom complexes have been studied, it is in-
teresting to investigate how would these complexes aggregate.
For that reason, we executed the same procedure but with big-

ger stoichiometries containing two Ca ions. That is, the following stoi-
chiometries have been studied: C2S2H20, C2S2H12 and C2S2H4.

3.1 | C2S2H20

This stoichiometry contains two Ca atoms, two Si atoms and enough
water so that the clusters are fully hydrated. Since these clusters contain
more ions, the number of di�erent structures is also increased. Besides
the Ca and Si coordination, now the clusters can be also characterized by
silicate polymerization, that is, if it contains two monomers or a dimer.
Moreover, how the two calcium atoms are bonded to each other is also
a parameter that characterizes these clusters.

As can be seen in the sketch-map in Fig 5.8(a), two main groups of
low-energy clusters can be identi�ed. Group I contains the lowest en-
ergy clusters whose main characteristic is that they contain a silicate
dimer. The dimer is usually formed by two silicate tetrahedra although
silica pentahedra are also present. One of the oxygens in the tetrahedra is
used to create the Si-O-Si bond and another one to create a Si-O-Ca bond
leaving each tetrahedron with two hydroxyl groups. The Ca atoms are
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Figure 5.8: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure, the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

mainly bonded by one Ca-O-Ca bond yet some structures contain two
of those bonds. It is interesting that in this group the Ca-O-Ca bonds are
almost always perpendicular to the Si-O-Si bonds. On the other hand,
group II contains clusters with two silicate monomers. These two sili-
cate monomers are usually far apart from each other on one end of the
cluster. The two Ca ions are bonded mostly by two Ca-O-Ca bonds and
the oxygen atoms participating in those bonds are also bonded to a sil-
icon atom. Therefore, in these clusters, there are always two oxygen
atoms that are each bonded to two calcium atoms and one silicon atom.
The mean Ca coordination is 6 in group II while in group I is 6.5, thus
meaning that there are some Ca atoms with 7-fold coordination.

In terms of energy, the best cluster in group II is 5.41 kJ/mol higher
in energy. This di�erence is very low, meaning that both clusters with a
silicate dimer and clusters with two silicate monomers are energetically
very stable and accessible in terms of energy. Moreover, the transfor-
mation from a cluster with two silicate monomers to a cluster with two
silicate dimers is would imply a condensation reaction whose transfor-
mation energy would be of 87 kJ/mol.
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Figure 5.9: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure, the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

3.2 | C2S2H12

Two well-di�erentiated regions can be distinguished for the C2S2H12 see
[Fig. 5.9(d)]: Region I (where the most stable candidates are found)
with independent silicate monomers, and Region II with the two sili-
cates joined by a Si-O-Si bond forming dimmers. The energy di�erence
between the best candidate from group I and the best candidate from
group II is just 4.34 kJ/mol, which indicates that although structures with
independent monomers are more stable, the energy di�erence is low and
both types of structures are accessible. This is very similar to the results
obtained in the more hydrated cluster C2S2H20 although in that cluster
the structures containing a silicate dimer were more stable.

The best structures of region I contain mostly 5-fold coordinated Ca
atoms although some 6-fold coordinated Ca are also present. The two Ca
atoms are bonded by a 1 Ca-O-Ca bond and the silicate monomers are
mostly tetrahedra. In region II, the Ca-O coordination is usually bigger
ranging from a mean value of 5.5 to 6.5. The two calcium atoms are
mostly bonded with 1 or 2 Ca-O-Ca bonds and although silicate dimers
mostly contain 4-fold coordination, some 5-fold coordinated silica are
present as seen in Fig. 5.9(b).



138 L������ ��� C�S�H PNC�

I

II

Figure 5.10: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure, the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

3.3 | C2S2H4

With the less hydrated stoichiometry, two di�erent regions can be iden-
ti�ed. As in the more hydrated clusters, the groups are di�erentiated due
to silicate polymerization. Group I contains clusters with silicate dimers.
However, this time, in contrast to the more hydrated clusters, the Si-O-
Si bond and the Ca-O-Ca bonds are parallel. In this way, although the
cluster is less hydrated, greater coordination of calcium ions is achieved,
which is energetically favorable. The mean coordination of the calcium
ions is indeed between 3 and 4. Among those, 2 or 3 oxygen atoms par-
ticipate in the Ca-O-Ca bonds bonding the two Ca ions. In the case of
3 Ca-O-Ca bonds, one of those oxygen atoms is also bonded to one of
the silicate tetrahedra. The silicate ions are bonded by one oxygen thus
creating a Si-O-Si bond. This type of cluster is very similar to the Ca and
Si arrangement in tobermorite.

In group II the clusters contain two silicate monomers and the best
cluster of this group has 6.29 kJ/mol more energy than the best cluster
in group I. The two Ca ions are bonded mostly by 2 Ca-O-Ca bonds al-
though some 3 Ca-O-Ca bonds can be found in this group. The group
itself can be subdivided into 3 subgroups depending on the silicate co-
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ordination. The subgroup with the more stable cluster contains clusters
with two silicate tetrahedra. There is another subgroup with one silicate
tetrahedra and one silicate pentahedra and the �nal subgroup contains
two silicate pentahedra. These two last subgroups have around 12 kJ/mol
more energy and therefore are accessible from an energetic perspective.

Looking at all the clusters with 2 Ca ions there can be seen that al-
though di�erent hydration levels both the clusters with silicate dimers
and clusters with two silicate monomers are stable and accessible from
an energetical point of view. It is also interesting to see that as the wa-
ter content decreases dimers are more stable. This is in agreement with
the appearance of silicate dimers in C-S-H, which are created when the
structures are dehydrated.

4 | C4S4H� ��������

N ow let us concentrate on the clusters with 4 Ca and Si atoms.
These clusterswould correspond to the aggregation of twoC2S2Hn
clusters. These clusters contain 4 Si ions, thus can create di�er-

ent polymerization of silicate. The di�erent arrangements of the silicate
tetrahedra are 4 silicate monomer, one silicate dimer and two silicate
monomers, 2 silicate dimers, 1 silicate trimer and 1 silicate monomer,
and a closed chain of a silicate tetramer. These di�erent arrangements
are represented in Fig. 5.11(i).

4.1 | C4S4H8

In this case, we divided the similarity map again into two regions. Re-
gion I comprises low-energy PNCs with heterogeneous characteristics
in terms of silicate chain network, the number of water molecules and
OH groups, as shown in Fig. 5.11(a). It is interesting to notice that
the lowest energy structures are well-di�erentiated within region I, and
share similar characteristics: they are formed by a silicate monomer and
a trimer, and their gyration radius is considerably smaller than that of
clusters of other regions. Therefore, a more compact structure is ener-
getically favorable. However, it is known that trimers do not appear at
any stage of C-S-H formation [196, 44], and free energy simulations of
CaCO3 PNCs indicate the opposite trend in the free energy with the gy-
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Figure 5.11: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

ration radius [62]. This could be because larger clusters are formed as
aggregates of smaller clusters that already contain a dimer and therefore,
the previously formed dimers limit the formation of trimers. Region II
contains clusters with a silicate dimer and 2 monomers. The best cluster
in region II has 11.28 kJ/mol more energy than the best cluster in region
I. These clusters agree much more with the experimental results since
dimers appear from the early stages of cement hydration. Additionally,
as mentioned above, the remaining two monomers in these clusters can
easily form another dimer by a condensation reaction. Another inter-
esting thing is that all the clusters present a structure in which Ca ions
are sandwiched by the Si tetrahedra like in the tobermorite layer. There-
fore, this suggests that the arrangement of Ca ions between Si dimers
may appear from the early stages of cement hydration.
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Figure 5.12: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure, the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

Between all the C4S4H8 clusters no low-energy cluster with two dimers
in its structure has been found. This may be because that structure is
not very stable or because evolutionary algorithms have not been able
to explore properly that area of the con�guration space.

4.2 | C4S4H4

The C4S4H4 can be subdivided into three regions depending on the ar-
rangement of the silicate tetramers. The low energy clusters are com-
prised in region I and as in the more hydrated cluster, they all contain a
silicate trimer and a monomer. Again, these type of PNCs are not very
realistic since they have not been observed in any experiments.

Region II contains a small number of clusters in which two dimers are
present. These two dimers sandwich the Ca ions in a similar manner to
what happens in tobermorite. The energy di�erence with the best clus-
ter of region I is 5.28 kJ/mol, which makes these clusters energetically
accessible at room temperature and therefore, this is in agreement with
the dimers found experimentally at the early stages of cement hydra-
tion [196].
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Figure 5.13: Sketch-map representation of the clusters found by evolutionary algo-
rithms. Each point represents a di�erent cluster, and the distances between points
represent the structural similarity between them. The closer the points are, the more
similar the structures they represent are and vice versa. In each �gure, the color rep-
resents di�erent properties of the structures. The atomic structure of the best clusters
is also shown in (a) where Ca atoms are represented in green, Si atoms in orange, O
atoms in red and H atoms in white.

Finally, region III comprises clusters with a ring of silicates and have
10.08 kJ/mole more energy than the best cluster in region I. This is the
only type of cluster in which the silicate is not sandwiching the Ca ions.
This arrangement of silicate has not been observed experimentally and
therefore, this result is probably due to the simulation conditions and
will not be very realistic.

4.3 | C4S4H2

Within the clusters with less water content. we see that all the low-
energy clusters belong to the same region. These clusters contain two
dimers, each on one side of the cluster, and between them a layer of Ca
ions, very similar to tobermorite although the two dimers are perpen-
dicular in the cluster and parallel in a tobermorite layer (see Fig. 5.14).
As a matter of fact, this result is very promising since this cluster is very
similar to the one found by Manzano et al. [83]. They found a C-S-H
nanoparticle by extracting a tobermorite building block and minimizing
its structure. The structure of this nanoparticle is very similar to our
cluster but with parallel silicate dimers. However, we have found that
the cluster found in this work is energetically more stable.
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Figure 5.14: Tobermorite structure inwhich its building blocks are highlighted. These
highlighted building blocks have beend found as C-S-H PNCs.

PNCs that have similar structures to the bulk structure have been seen
before in other materials such as apoferritin protein [71]. Therefore, the
cluster found here is very promising and will probably participate in the
nucleation of a C-S-H layer.

5 | F�������� ����

A fter determined the best clusters for the di�erent sizes, we dis-
cuss a possible formation pathway from the ions in solution up
to the C-S-H prenucleation cluster C4S4H2. For that, we com-

puted the sequential enthalpy of formation of the complexes/PNCs formed
by merging smaller structures. For each size, the lowest energy clus-
ters were further relaxed using DFT using the COSMO implicit solvation
model with an epsilon value of ✏ = 56 to simulate the pH=12.5 found in
cement hydration [197].
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Ca(OH)(H2O)+ Ca(H2O)62+ SiO4H3(H2O)- SiO4H2(H2O)52-

Figure 5.15: Main Ca and Si species in dissolution at high pH.

Product Reagents �G (KJ/mol)
CSH10 CaO2H +

3 + SiO5H –
5 + 6H2O -91.1

CaO6H +2
12 + SiO9H –2

12 - 2H2O -156.7
C2S2H20 2CaO2H +

3 + 2SiO5H –
5 + 12H2O -127.5

2CaO6H +2
12 + 2SiO9H –2

12 - 4H2O -193.2
2CSH10 -36.5

C4S4H8 4CaO2H +
3 + 4SiO5H –

5 - 8H2O -132.7
4CaO6H +2

12 + 4SiO9H –2
12 - 40H2O -198.4

4CSH10 -32H2O -41.7
2CSH10 + C2S2H12 - 30H2O -25.1
C2S2H12 I + C2S2H12 II - 16H2O -14.7

C4S4H2 4CaO2H +
3 + 4SiO5H –

5 - 14H2O -140.4
4CaO6H +2

12 + 4SiO9H –2
12 - 46H2O -206.0

4CSH10 -38H2O -49.3
2CSH10 + C2S2H12 - 30 H2O -32.8
2C2S2H12 - 22H2O -16.2

Table 5.1: Formation free energies.

The �rst step is the formation of complexes from the ions in solution.
The ions have been selected based on the predominant speciation states
of Ca and silicic acid in high-pH environments. According to [188, 189],
Ca is present mainly as Ca2+ and as Ca(OH)+ in a lesser extent. In the case
of Si, the main species in dissolution is H2SiO –2

4 followed by H3SiO –1
4 .

To simulate better these species in dissolution a certain amount of wa-
ter molecules have been added surrounding the species. The number of
water molecules needed to simulate correctly this species was already
calculated by Yang et al. [84]: 6 water molecules for Ca2+, 1 for Ca(OH)+,
5 for H2SiO –2

4 and 1 for H3SiO –1
4 .

All the enthalpies of formation for the complex formation are shown
in table 5.1, and �gure 5.17 shows only the most favorable ones, which
correspond to the pathways starting from the ionic species with the
highest charges Ca2+x6H2O and H2SiO –2

4 x5H2O as reactants. This can be
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Figure 5.16: Molar fraction of the Ca and Si species in dissolution at di�erent pH
values. Data from Refs. [188, 181, 189].

due to a worse stabilization of the charge in the simulations, even with
the implicit solvent approximation.

The enthalpy of formation for the CSH10 complex is 156.75 kJ/mol.
The formation of the complex is very exothermic, indicating a consid-
erable stabilization of the ions. It must be noted that even though the
initial species in solution are charged, the complex is neutral, with a
H3SiO –

4 silicate sharing its deprotonated oxygen atom with the Ca atom,
which completes its hydration sphere with 5 water molecules and a hy-
droxyl group. Nevertheless, we can suggest that the formation of the
CSH10 complex is very favorable and this specie could be dominant in
solution soon after the dissolution.

The second step is the formation of the C2S2H12 PNCs by the associ-
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Species in 
disolution

Ca+2

Si-2
C2S2H20

C4S4H8

C4S4H4

C4S4H2

Tobermorite-like
cluster

CSH10

-156.8 kJ/
mol

- 8.4 kJ/mol

+ 0.7 kJ/mol

- 25.1 kJ/mol

- 5
.2 

kJ/
mol

-193.2 kJ/mol

- 37.48 kJ/mol

- 12.2 kJ/mol

Figure 5.17: Formation mechanism of the pre-nucreation cluster in C-S-H hydration.
Free energy results are given in kJ/mol.

ation of complexes. The formation enthalpy from the CSH10 complex is
-66.11 kJ/mol and therefore merging the complexes into a PNC is favor-
able. The formation enthalpy of the best C2S2H20 PNC was computed,
which contains a silicate dimer. It is well known that silicate dimers ap-
pear from the early stages of C-S-H formation. In particular, it has been
reported by CPMAS Si-NMR [196] that dimers form mainly within the
�rst hour of OPC hydration. Experimentally we cannot determine at
which formation stage the condensation reactions take place, but based
on our computational results we suggest that it can happen at this PNC
characteristic size.

The last step in the formation path involves the formation of C4S4Hx
PNCs. Based on the fact that EA predicts clusters with silicate trimers as
the most favorable ones, we suggest that C4S4Hx clusters are not present
in solution. However, the C4S4H2 structures can be seen as C-S-H basic
building blocks, as shown in �gure 5.17, so we propose that they will be
formed by progressive dehydration within the large C2S2H20 aggregates.
Dehydration has been suggested to be a key step in CaCO3 nucleation,
as releasing water leads to an increase of the entropy, reducing the free
energy of the nuclei [62, 61, 198]. Our DFT simulations of isolated clus-
ters indicate that dehydration is slightly favorable. More interesting is
the evolution of the C2S2H20 aggregates in solution. As can be seen in �g-
ure 4f, the mean number of water molecules attached to the aggregates
decreases with time. The decrease is due to the aggregation itself since
the PNCs lose water molecules from their hydration shells, and also due
to rearrangements within clusters, including condensation reactions be-
tween the C2S2H20 and Ca(OH)2. Despite our simulations being too short
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to observe full dehydration, we suggest that C4S4H2 clusters will be pro-
gressively formed within the aggregates leading to crystallization, fol-
lowing the experimental steps found experimentally by Kraitwurst et al.
[75].

6 | C����������

E volutionary algorithms have been found to be very useful for ex-
ploring the most stable clusters for di�erent C-S-H stoichiome-
tries. Moreover, as the con�guration space is explored, correla-

tions can be found between the structural properties of the clusters and
their energies. That allows us to group the di�erent types of clusters
that can be formed for each stoichiometry.

Exploring the �rst complexes that would appear in cement hydration,
it has been shown that those complexes are formed by a silicate tetra-
hedron bonded to a 6- or 7-folded Ca atom. In addition, the decrease
in water content does not alter the main structure of the cluster, that
is, the silicate tetrahedron bonded to the Ca ion. Another group with
silicate pentahedrons has also been found but with larger energy than
those with a tetrahedron.

The clusters with two Ca and Si ions show that themost stable clusters
contain a silicate dimer. However, clusters with two monomers are also
very stable. Due to this result, it can be stated that silicate dimers may
form in the formation of clusters of this size.

With the exploration of larger PNCs, there are two main conclusions.
The �rst one is that although knowing that trimers do not appear in ce-
ment hydration, in this work it is shown that some of the best clusters
contain silicate trimers within their structures. This di�erence may be
attributed to the fact that the cluster search calculations have been made
in vacuum, to the �xed stoichiometry of the calculations or to the di�-
culty to �nd an energy minimum cluster with a high number of atoms.
Bigger clusters with more Si atoms may present more dimers or pen-
tamers, which are very common in cement hydration. The second con-
clusion is that the dehydration of the clusters stabilizes the dimers, and
therefore, monomers and trimers are less likely to form in less hydrated
clusters.

Finally, a very dehydrated cluster has been found that looks very simi-
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lar to a tobermorite layer. This result is very remarkable since a proposal
of a tobermorite-like cluster was presented before taking a small section
of a tobermorite layer and minimizing it [83]. The fact that we have
now found a similar result with evolutionary algorithms rea�rms the
possibility that these clusters form at the early stages of cement hydra-
tion. Whether these clusters could form larger tobermorite-like clusters
is unknown, but undoubtedly, it would be a study of great interest, as it
could broaden the knowledge of the C-S-H nucleation mechanisms.
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Cement is themost usedmanufacturesmaterial in the entireworld,
and therefore, due to the impact it has in the gloval economy
and in the CO2 emissions, the study of its structure and proper-

ties has great interest to improve its behavior. Once hydrated, the most
important phase in cement is the C-S-H gel, which is the major respon-
sible for the mechanical properties of the �nal product, together with its
durability and impermeability. C-S-H has been studied for years. How-
ever, there are still a lot of questions to be answered at the atomic scale.
One of the most interesting issues is how the species in solution nucleate
into the solid C-S-H gel.

The main objective of this thesis was to study the early stages of C-S-
H at the atomic scale. To do so, computational methods are a very useful
tool as this scale is beyond the scope of the main experimental meth-
ods. However, computational methods require some approximations to
be able to simulate the required systems in an a�ordable simulation time.
For that reason, DFT has been used to relax the structures and to calcu-
late transition paths with VC-NEB, but ReaxFF force �eld has been used
to perform long MD simulations in order to calculate transition free en-
ergies. Several computational tools have also been used for the analysis
of the results of this thesis. SOAP was used to calculate the structural
similarity between di�erent structures, and KPCA and Sketch-map were
used to perform a dimensionality reduction of all the calculated struc-
tural similarities so that correlations between structural properties and
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energy can be made. This is one of the keys to being able to analyze
large databases of structures, such as those generated in this thesis.

As the atomic process of C-S-H nucleation is not yet known, it is open
to hypotheses of all kinds. This thesis is based on two hypothesis. The
�rst one being the nucleation of C-S-H from a portlandite mnonolayer
(studied in chapters 3 and 4) and the second one being the PNC pathway
from the main species in dissolution (studied in chapter 5).

The �rst hypothesis was based on the similarity of the Ca-O structure
in the C-S-H and that of the Sr-O structure in the Sr(OH)2 crystal. Al-
though it seems that there might be little relevance to this similarity, it
must be remembered that Sr and Ca are isoelectronic atoms and there-
fore have similar behavior. That is why the �rst thing that has been
investigated in chapter 3 is the stability of Phase V, a new theoretical
polymorph of Ca(OH)2 with the crystal structure of Sr(OH)2. This new
polymorph, Phase V, has been found to be metastable with 2.78 kcal/mol
higher energy compared to that of portlandite. The phase transition be-
tween portlandite and Phase V has been studied using VC-NEB and an
energy barrier of 10.13 kcal/mol has been determined. This energy bar-
rier is similar to that of phase transitions in other materials and there-
fore energetically accessible. This result opens the door to the possibility
that the C-S-H formation may originate from portlandite. This process
should take place in a single portlandite layer, so it is plausible to think
that portlandite monolayers are formed in the early stages of cement hy-
dration, and then modi�ed by the interaction with silicate dimers into a
C-S-H layer.

To investigate the possibility that a portlandite layer could be con-
verted into a C-S-H layer by interaction with silicate dimers, the con-
densation reaction that will trigger this transformation was �rst studied
with NEB in chapter 4. This reaction is absolutely necessary for the
transformation to occur since it is what creates the Ca-O-Si bonds that
we observe in the C-S-H. The activation energy for this reaction has
been determined to be 21.0 kcal/mol. Then, the transition from a port-
landite layer to a C-S-H layer was studied. Although the formation of
portlandite layers in the early stages of cement hydration has not been
investigated, it is plausible to think that they would be formed due to
their stability. To study the complete transformation we �rst studied its
mechanism and internal energy using TMD and found that the trans-
formation has no energy barrier and that the energy only decreases at
the end of the transformation when all the condensation reactions oc-
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Figure 6.1: Graphical representation of the two formation mechanisms explored in
this thesis for C-S-H.
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cur. Finally, the free energy of the transition has been measured using
US and it has been observed that although the free energy is positive, its
increase is only 1.5 kcal/mol. This result indicates that although a pri-
ori this hypothesis of the transformation of the portlandite layer into a
C-S-H layer is not spontaneous, it cannot be totally discarded.

The hypothesis that portlandite layers could play a key role in the for-
mation of C-S-H has been always �oating around. Back in 1952, Bernal
et al. proposed that the formation of C-S-H was the result of a modi-
�ed portlandite layer by condensation of monomeric silicate anions [199,
200]. Shpynova et al. [201] claimed that C-S-H was the result of the con-
densation of the 4 hydroxyl groups of an orthosilicic acid molecule with
portlandite. However, these models were discarded due to the incongru-
encies with the experimental distribution of silicate groups found by 29Si
NMR measurements. In this thesis, this hypothesis was again restated
and studied at the atomistic level for the �rst time. This could lead to
future studies of this exact process or similar processes. Moreover, This
study opens the door to the reconsideration that the formation of C-S-H
from a portlandite layermay be one of themechanics of C-S-H formation
among others.

The second hypothesis is based in the recent advances in the nucle-
ation of materials such as CaCO3. It has been proposed that PNCsmay be
one of the nucleation kernels. For that reason, it is interesting to know
what kind of C-S-H PNCs could be formed in the early stages of cement
hydration. For this purpose, we have used genetic algorithms to �nd the
best clusters for several stoichiometries: CSHx, C2S2Hx and C4S4Hx. The
study of the smaller clusters with 1 Ca and Si ions showed that Ca ismore
stable when it is coordinated to 6-7 oxygen atoms. In addition, silicates
prefer to be tetracoordinated although some pentacoordinated silicates
have also been found with low energy. As for the polymerization of
silicates, the study of clusters with 2 Ca and Si ions showed that both
dimers and monomers are very similar in energy stability. Studying the
bigger clusters, it is shown that although experimentally we know that
trimers cannot appear in C-S-H, some low-energy clusters have been
found which contained these trimers. This is probably since the earlier
formation of clusters with dimers limits the formation of trimers. The
most interesting �nding is that as the larger clusters dehydrate, they in-
creasingly resemble the tobermorite structure. Moreover, a very dehy-
drated cluster has been found that is basically a building block of tober-
morite. This makes the result very promising as it has been seen in other
materials that PNCs often adopt crystal-like shapes before nucleation.
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On the one hand, the study of the PNCs in C-S-H helps to understand
and proposemodels for the formation of C-S-H since these clusters could
be the key to nucleation. Bigger clusters with di�erent stoichiometries
should be studied in the future to have a more complete understanding
of the aggregates that could form in the early stages of cement hydration.
On the other hand, this work sets a reliable method to look for PNCs of
any kind an opens awhole new opportunity to study the structures of the
PNCs of any other material. As future work, it would be interesting to
see how these PNCs aggregate using MD to see what kind of structures
they create. The experiments we have done so far point to the fact that
the PNCs would aggregate into a kind of DOLLOPS chains.

In conclusion, this thesis has been useful to test successfully di�erent
computational methods never used until now to study the nucleation of
C-S-H. This has helped us to study on the one hand the formation of
a C-S-H layer from a portlandite layer and to investigate on the other
hand the structures of the best PNCs in C-S-H that could be part of the
nucleation. However, this thesis also opens new avenues for research
and generates many other questions about C-S-H nucleation.

Anyway, like anything else in life, this thesis also requires an ending.
Therefore, just as Mozart left his Requiem un�nished, we will leave (for
a di�erent reason) this research for its composition to be continued in
the future.
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It has been long years since I started this thesis. Before I started, I was
not convinced to start a thesis on cement. I considered cement a mate-
rial too messy to be able to do real science. However, Hegoi Manzano
convinced me from the beginning by showing me his great passion for
this subject. I never thought it would take me so long to �nish this thesis
but looking back I realize how many things I have done in these 5 and a
half years besides the thesis. Undoubtedly, these years will mark my life
forever as I feel that I leave as a di�erent person than the one I entered:
with more knowledge, more maturity, more passion and with the feeling
that I still know nothing (which will probably haunt me throughout my
life).

First of all, I would like to thank my directors Hegoi Manzano and
Iñigo Etxebarria who have taught me everything I know about research.
I met Iñigo while I was taking the optics course in the physics degree
at the UPV/EHU. I have to admit that this subject was not one of my fa-
vorite ones but I discovered in Iñigo a great passion for physics as well as
a fun and relaxed way of doing science. On the other hand, I met Hegoi
while I was doing my �nal degree work because he was my work direc-
tor. In that period, Hegoi taught me that computational techniques were
very useful to do science and thanks to that I decided to do a master’s
degree purely dedicated to modeling and computation. After �nishing
my master, Hegoi trusted me completely and o�ered me without hesita-
tion to do a PhD with him. I have to say that I was not very passionate
about the topic he proposed to me, but the con�dence he had in me and
the good relationship with him did not make me doubt that it would be a
good place to do my doctoral thesis. From the beginning, both directors
have treated me as an equal and I was surprised that I could talk about
science with them giving my opinion without it being discredited simply
because I was a young PhD student. With them, I have discovered that
research can be done in a healthy environment where pressure, con-
frontation, competitiveness and hierarchy are replaced by motivation,
understanding, group work and respect. Moreover, with them, I have
learned to look at research from a broader and interdisciplinary point of



view where all disciplines are interested to understand the world around
us. I hope to continue working with you in the future.

I also wanted to thank all the colleagues who have passed through the
department and who have done the thesis with me. To Paul for teaching
me the basics of crystallography, to Santos for the fun conversations we
had in the o�ce, to Iñigo for the long political conversations, to Lafu
for singing James Taylor on any Tuesday at 17:00, to Telmo for his mu-
sical recommendations, to Haritz for sharing my desire to abandon the
thesis in the hardest moments and to Oscar, the Basqueized Castilian. I
also wanted to thank all the young people who have come after me and
who are the future of this department: Malen, Jon Otegi, Jon Gabirondo,
Aitor and Mireia. I would especially like to thank two people who have
passed through here. First of all to Peio who has been the person with
whom I have shared more moments in this o�ce. For the long conver-
sations we have had about politics and whole afternoons singing loudly
in the o�ce. You are a reference for me Peio. The other person I want to
thank personally is Jon (aka Balma) for helping me during the thesis and
for working side by side on the most complicated scienti�c problems I
encountered during the thesis. It is a pleasure to work with you.

I wanted to thank Gose Naiz Taldea (GNT) for the support I have re-
ceived over the years and for those interesting conversation meals. I
would also like to thank Bariku Forala and all its members for the elo-
quent and endless research we have done on the Basque people every
Friday at 13:00. To Calvo, to Delri, to Eukeni, to Mikel, to Alain, to Irune
and despite being a traitor to foral values, I also want to thank Balma for
being our in�ltrated liberal. I especially want to thank the most impor-
tant member of Bariku Forala, Mr. Simon, for being the perfect traveling
companion throughout this thesis. No decision I have made without
consulting him �rst. We have spent this thesis studying everything but
what we had to do for the thesis. For example history, religion, mythol-
ogy, Latin, music theory and much more. It has been a great learning
experience to share with him all these years.

I would also like to thank those who made my stay in Grenoble more
pleasant. To Alejandro and Alexander for helping me in my research and
to Rogier for being such a good co-worker and for accompanying me in
all my meals in Grenoble. I especially want to thank Alicia for her time
with me, who from the �rst moment was willing to help me with all the
problems that a Basque can encounter in France. I hope we will meet
again some other time.
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Finalmenteme gustaría agradecer a la gentemás cercana. Ami cuadrilla
por ofrecerme una vía de escape cuando la he necesitado. A toda la gente
con la que comparto mucho tiempo haciendo música juntos. Ya lo sabéis
pero sois el motor queme hace seguir siempre adelante. Gracias por vue-
stro apoyo constante. Pero sobretodo quería agradecer a los que me han
apoyado a diario. A Inés, por estar conmigo en los buenos momentos
pero sobretodo por soportarme en los malos. Es imposible que hubiera
acabado esta tesis sin tu apoyo diario. Eskertu nahiko nuke ere familia
osoa eta bereziki nire gurasoak. Beti euki duzue nigan kon�antza osoa
eta animatu didazue gustatzen zitzaidana egitera. Horren ondorioz nago
orain nagoen lekuan. Benetan eskerrik asko. Azkenik, amama eskertzea
bakarrik falta zait. Zure etxea beti izan da ikasteko leku aproposa eta
zurekin sofan eduki ditudan elkarrizketak ez ditut inoiz ahaztuko. Danoi
bihotz bihotzez, eskerrik asko!
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