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## 1 Introduction

Color is used in all areas of visualization, including cartography, information visualization and scientific visualization. The prime application is to encode data, but it is also used to highlight certain aspects or for aesthetical purposes. In this thesis we focus on the use of color for data encoding, in which data values are mapped to colors. One solution is to use a continuous mapping, such that each value gets a unique color, which approach is especially popular in scientific visualization. An alternative approach, often used in cartography and information visualization is to use a discrete mapping. Here, a range of values is split into a number of sub-ranges, where each range is assigned a color. The resulting ordered set of colors is called a palette. Selecting the right combination of colors in such a palette is critical for conveying information correctly.

This task is not trivial. A number of sometimes conflicting requirements have to be met; moreover, the peculiarities of the human visual system have to be taken into account. Experts can achieve optimal results by carefully hand-picking colors; for non-experts this is often too difficult and time consuming. A simple solution is to provide the user with a number of standard palettes. However, none of these may be deemed optimal for the application under consideration, and hence a custom palette has to be created.

Therefore, the central question of this thesis is:
How to generate color palettes for visualization applications?
In this thesis, we propose a model for the automated synthesis of palettes. Users are provided with a limited set of intuitive parameters, which they can use to quickly generate a wide variety of palettes.


Fig. 1-1 A weather forecast visualization. The colors represent expected temperatures. The thermometer on the left shows the colors of the palette and their according temperature ranges. (Source: Algemeen Dagblad)

### 1.1 Objectives

The process of using palettes to color a visualization can be visualized by the diagram shown below. This diagram is used to get a structured view of the problem to be solved.


Essentially a visualization aids a user in analyzing certain data. The palette defines the colors used for certain aspects of the visualization. The colors are assigned using a mapping between data values and colors. The entities in the diagram are:

1. The data to be analyzed.
2. The palette is an ordered set of colors, which is created using information about the data and the visualization. The palette can be altered by the user, to better analyze the data or to fit his aesthetic preferences.
3. The visualization shows the data. The colors used in the visualization are determined by a mapping from data values to colors of the palette. The user can alter the visualization.
4. The medium transfers the rasterized image, generated by the visualization, to light. The medium can be, for example, a monitor, beamer or a printed image that reflects light.
5. The human visual system perceives the light.
6. The user interprets the signals from its visual system. Based on perception of the visualization the user can alter the palette or the visualization.

The path from visualization to the user is purposely split in several steps. It shows that, in the end, it is the human visual system that sends an interpretation of what it perceives to the user. Therefore, the set of colors, eventually outputted by the medium, should be tuned to the human perception.

The objective of this thesis is to present a method of generating palettes for computer applications. The requirements are:

- The palettes relay information in a perceptually correct fashion.
- The palettes fit several basic types of data (quantitative and qualitative).
- The palettes can be changed to fit different visualization-specific requirements and user preferences.
- The palettes can be altered in an intuitive way.
- The medium is constrained to be a CRT monitor, because it has a more predictable color representation than an LCD monitor, a beamer or a printer.

Finally, the palette generation techniques are integrated in the visualization tool MagnaView to show a practical application.

### 1.2 Overview

In chapter 2, we examine a small part of the human visual system to better understand how colors are perceived. In chapter 3, we present several color systems that can be used to specify colors on computer monitors. Chapter 4 gives an overview of the different types of palettes and the requirements needed to create them properly. Also, we give an overview of how others have designed and generated palettes. In chapters 5, 6 and 7, we present our models for palette generation of sequential, diverging and qualitative palettes respectively. In chapter 8 , we give an overview of example palettes, we show how the palette generation techniques are integrated in the visualization application MagnaView, and we give a number of recommendations on how the palettes are best used in practice. Following that, chapter 9 presents our conclusions and a number of suggestions for future work. Finally, the appendix gives an overview of the used color transformation formulae and color distance functions.

The pictures used in this thesis are designed for use with CRT monitors. If this document is viewed on other media, the colors might differ substantially from the original pictures.

## 2 Color Vision

In this section we discuss a small part of the human visual system to form a basis for understanding human color vision perception. The pictures in this chapter originate from the www.handprint.com website of Bruce MacEvoy. The website contains a very extensive treatise on the subject of color vision, including information about human visual perception, and historical and modern color models.


Fig. 2-1 The visible electromagnetic spectrum.

The sensation of color is created when light of a certain wavelength falls onto the human retina. The colors visible to the human eye consist of radiation in the range of wavelengths of about 370 to 730 nm (Fig. 2-1). A color can be characterized by its wavelength spectrum.

The light that falls onto the retina is processed by photoreceptors, better known as rods and cones. The rods respond to light of relatively low luminance levels, while the less sensitive cones are more responsive to higher luminance levels. There are three types of cones that together produce the sensation of color. Each cone has a different response curve, shown in Fig. 2-2. The curves represent how sensitive a cone is to different wavelengths of light. The cones are characterized by the peak value of the response curves: S, M and L, which respectively stand for short, middle and long wavelengths. The peak values are shown as white lines on the wavelength spectrum in Fig. 2-2. In the picture the curves are weighed by their population number on the retina. This is the reason that the S-cone curve is so low compared to the others; the number of S -cones on the retina is lower than the M - and L - cone numbers.


Fig. 2-2 The wavelength response curves of the $\mathrm{S}, \mathrm{M}$ and L cones, weighted by their population.

A color of a certain wavelength distribution is converted by the cones to three cone response values (L, M, S). The cones essentially simplify each wavelength distribution to three values. Two important principles follow from this [27]:

- Trichromacy: All spectra can be reduced to precisely three values without loss of information with respect to the human visual system.
- Metamerism: All spectra that create the same trichromatic response are indistinguishable.

In other words, two colors will appear the same to us if they produce the same cone responses. All colors humans can perceive can thus be specified using only three values.

The peaks of the cone response curves lie on the wavelengths corresponding to blue, bluish green and yellowish green and not on blue, green and red as they are often depicted. Nevertheless, humans have a strong perception of blue, yellow, green and red. Opponent-colors theory explains why.

Late in the nineteenth century, Ewald Hering proposed his opponent-colors theory, which said that there are six elementary colors, and that these colors are perceptually arranged in opposing pairs: black/white, red/green and yellow/blue. One of the reasons for this observation was that people can describe colors in terms of combinations of these elementary colors, but they never name combinations of two opposing colors; there is no reddish green, or bluish yellow.

Modern opponent-colors theory backs up Hering's findings by providing it with a physiological basis. The cone response values are not directly transmitted to the brain, but combined to form three new signals:

- The luminance channel is based on the output of all cones.
- The red/green channel is based on output of the $M$ cones subtracted from the $L$ cones (L-M), shown in Fig. 2-4 (left).
- The yellow/blue channel is based on the summed output of the $M$ and $L$ cones minus the $S$ cone output ((L+M)-S), shown in Fig. 2-4 (right).
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Fig. 2-3 Two spectrum distributions that, perceptually, yield the same color. The (L,M,S) stimulus is the same for both spectra and yield a purple color. Two spectrum distributions having the same cone responses are called metamers.


Fig. 2-4 On the left, the red/green curve resulting from subtracting the $M$ curve from the $L$ curve. On the right the yellow/blue resulting from the summed M and L curves minus the S curve.

These three signals are the basis for modern color systems discussed in chapter 3. Trichromacy relates to color vision at the photoreceptor level and opponent-colors theory relates to processing of the three cone responses. Many visual phenomena can be explained by trichromacy and opponent color theory.

An intuitive way of describing a color is to describe its hue, lightness and saturation:

## Hue:

If people describe a color they usually name the hue. Red, blue, violet and lime green are all examples of hues. The hue is characterized by the dominant wavelength of a distribution spectrum.

## Lightness:

Brightness, luminance, intensity and lightness are all closely related concepts.

- Brightness is the attribute of a visual sensation according to which an area appears to emit more or less light.
- Intensity refers to the measure over some interval of the electromagnetic spectrum of the flow of power [20].
- Luminance is radiant power weighted by a spectral sensitivity function that is characteristic of vision. So it is almost the same as intensity, except luminance is weighted by the human cone response curves. Luminance is often normalized according to a specified reference white.
- Lightness is the perceptual response to luminance. The relation between luminance and lightness is not linear, but roughly logarithmic [20].

In short, the most interesting term of the above is lightness, since we are interested in what is perceived.
The reason that we perceive blue colors to be darker is due to the fact that there are fewer $S$ cones on our retina than $M$ and $L$ cones. The contribution of blue to our perception of lightness is therefore less than the wavelengths of other hues.

## Saturation:

Colorfulness, chroma, saturation are also closely related [10]:

- Colorfulness is the attribute of a visual sensation according to which the perceived color of an area appears to be more or less chromatic.
- Chroma is the colorfulness of a stimulus relative to the brightness of a reference white.
- Saturation is the colorfulness of a stimulus relative to its own brightness.

However, the meaning of these terms may vary depending on the used color model. We prefer the term saturation as defined above.

Note that trichromacy is essential to the perception of saturation. If we only had two types of cones, we would not be able to determine the purity of the dominant wavelength. We would only be able to determine the lightness of a given distribution and a hue. However this hue would only be able to distinguish between two main colors. Furthermore, having only two cones would create far more metamers colors (Fig. 2-5).

Apart from defining colors by lightness, saturation and hue, they are often defined by a name. However, these names are highly inaccurate representations of colors. According to research by Berlin and Kay in 1969 [31], there seem to be a number of


Fig. 2-5 Three spectrum distributions that are perceived as being the same color in a two cone system, i.e., they are metamers.
terms that are consistently used across cultures. They defined a number of 'basic color terms', which are monoleximic, high-frequency and widely agreed upon by speakers of a single language. Monoleximic means that a word is not a combination of terms, so blue is monoleximic, but light blue or greenish blue are not. If a language uses only two color words, they are dark and light, or black and white. Languages with three color words use black and white plus red. The next color is either yellow or green, the sixth color is always blue and after that in varying order pink, purple, orange and gray. This is in line with opponent-colors theory, since the six most important color terms are black, white, red, green, yellow and blue according to Kay and Berlin.

Experiments by Post and Greene in 1968 on the naming of colors showed that of the 210 different colors supplied only 8 were consistently named. This is important to note, since Colin Ware suggests that colors with a distinct name are easier to remember [31]. Colors that are very close to ideal green or ideal red are easy to remember, in comparison to colors such as orange or lime green.

In the perception of colors two more phenomena play an important role: simultaneous contrast and chromatic adaptation. The former relates to the effect that colors appear different when viewed with different surrounding colors (Fig. 2-6). Chromatic adaptation refers to the adaptation of the eye to different viewing conditions: when the lighting of a scene changes, the perception of an object's color stays the same.


Fig. 2-6 Simultaneous contrast. The green square appears different when viewed with different surroundings.

## 3 Color Spaces

In this section, we give an overview of color spaces that can be used to specify colors. First, in section 3.1, we discuss absolute color systems, like RGB and HSV. In section 3.2, we discuss perceptually uniform color spaces, like CIELUV.

We use the convention $\operatorname{HLS}(270,60,20)$ to denote a color of a certain color space, in this case a HLS color with hue 270, lightness 60 and saturation 20. To convert a color $c$ to a certain color space we use the notation $\operatorname{RGB}(c)$, which gives the RGB coordinates of $c$. A color component is obtained by adding a suffix, e.g., $c$. L yields the lightness of $c$.

### 3.1 Absolute color systems

The mostly used color system on computers is RGB, which stand for red, green and blue. The colors in RGB space are defined by three values that define the proportions of red, green and blue used to mix that color. These three colors are the three primary colors used in additive color mixing. RGB is a very direct way of specifying colors, since monitor and display hardware usually use pixels comprised of light emitting components of these three colors.

Often a RGB color is specified in hexadecimal numbers or in the range of $[0,1, . ., 255]^{3}$ due to the fact that underlying hardware uses bytes to represent the colors. We, however, prefer a more mathematical notation using the range of $[0 . .1]^{3}$.


Fig. 3-1 The RGB cube

Since RGB values are comprised of three numbers, we can represent each color as a coordinate in three-dimensional space, using R, G and B as axes. All colors definable by RGB then make up a shape called the RGB cube, shown in Fig. 3-1.

The RGB space does not have intuitive dimensions; people do not think of a color as being 0.5 red, 1 green and 0.2 blue. A color system that does have intuitive dimensions is HSV, standing for hue, saturation, and value. HSV is also called HSB, where the B stands for brightness. HSV is a non-linear transformation of the RGB space. The transformation details of RGB to HSV can be found in the appendix. As with RGB, the HSV space can be represented using a three-dimensional model. We chose the commonly used cone to represent the HSV space, shown in Fig. 3-2a. The higher in the cone the lighter the colors get, the further from the center the more saturated, and the hue is determined by the angle. To show how the RGB cube is translated to this cone, the edges of the RGB cube are drawn in Fig. 3-2b. Three sides of the RGB cube make up the top cap of the cone and three sides make up the lower cone.

c. HLS double-cone with RGB edges


Fig. 3-3

b. HLS hue slice


Fig. 3-4 a. A lightness slice of HLS space, the further from the center, the higher saturation. The angle represents hue.

b. A saturation slice of HLS space

Another commonly used system is HLS, which stand for hue, lightness and saturation. Synonyms for this space are HSL and HSI, in which the I stands for intensity. The transformation of RGB to HLS is found in the appendix. The HLS transformation uses a slightly different calculation of the lightness and saturation. The HLS space is often visualized as a double-cone, shown in Fig. 3-2c. The most saturated colors in HLS have lightness of 0.5.

By taking slices of these three dimensional models more information can be obtained. In Fig. 3-3 hue slices of the HSV and HSL spaces are shown. A hue slice shows all colors of equal hue. The axes on the slice are lightness on the vertical axis and saturation on the horizontal axis. Fig. 3-4 shows a lightness slice and a saturation slice of the HLS space.

Although the HSV and HLS space have intuitive dimensions, they are not called perceptually uniform, which is defined as:

- Colors having equal values in a dimension are perceived to be equal in that dimension. For example, two colors of lightness 0.8 have the same perceived lightness.
- Equal steps in a certain dimension should yield equal perceptual differences in that dimension.

Fig. 3-5 shows three examples in which HLS is not perceptually uniform. The first picture shows two hue slices in HLS, which show that the most saturated colors of yellow and blue have the same L value in HLS, but not the same perceived lightness.


Fig. 3-5 Examples of non perceptual uniformity in HLS.

### 3.2 Relative color systems

The color spaces defined in the previous section are called absolute color systems, meaning that they exactly specify all colors displayable by a monitor. The spaces in this section are relative color systems, which try to capture all visible colors, of which the monitor can display a subset. The subset of colors displayable by a certain display device is called its gamut. The systems presented in this section are attempts at perceptually uniform color systems.

The CIE, which stands for Commission Internationale de l'Eclairage, or in English International Commission on Illumination, is an organization founded in 1913 devoted to worldwide cooperation and the exchange of information on all matters relating to the science and art of light and lighting, colour and vision, and image technology [9]. In the early 1920s their attention was focused on predicting the perceptual response on a physical stimulus viewed in isolation by measuring the spectral power distribution of that stimulus. To find color matching functions that translate the spectral power distribution to tristimulus responses that match human perception, experiments were carried out in 1931 and revised in 1964. The subjects were asked to match a certain color, viewed on a neutral background, by adjusting three primary light sources of which the light was mixed. These lead to the specification of RGB color matching functions for a 'standard observer', representative of normal human color vision. These RGB color matching function were linearly translated into more convenient primaries, leading to the definition of XYZ . The function belonging to Y represents luminance, i.e., the total human cone response of a certain spectral power distribution.

The XYZ values can be derived from the spectral power distribution of a stimulus measured by a spectrophotometer. These XYZ values can predict whether colors appear exactly the same to a human being, i.e., whether they are metamers. It can also predict whether a color appears lighter, duller or redder than another, but it can not predict by how much; XYZ can not predict perceived color differences. In order to shape XYZ into a perceptually uniform color system, several transformations of XYZ were proposed. In the 1960 s about 13 to 20 of these formulae were used for different applications. In 1976 the CIE decided to end this diversity. Since no agreement was reached on which transformation to use as a standard, they proposed two, named CIELUV and CIELAB. These color systems were aimed at achieving perceptual uniformity. The CIELUV system is recommended in additive light source conditions, the CIELAB system for use under reflected light conditions [12][22]. Since we aim to create palettes on emissive displays, we choose the CIELUV space as a basis for the palette generation system.

CIELUV and CIELAB share the same lightness axis $L^{*}$, and the $u^{*}, v^{*}, a^{*}$ and $b^{*}$, provide chromaticity information. Since the chromaticity axes do not have an intuitive meaning, the CIE proposed a transformation from CIELUV and CIELAB to respectively $\mathrm{LCH}_{\mathrm{uv}}$ and $\mathrm{LCH}_{\mathrm{ab}}$, in which LCH stands for Luminance, Chroma and Hue. The complete formulae to transform RGB values to XYZ, to LUV to $\mathrm{LCH}_{u v}$ are described in the appendix. We only give the CIELUV formulae, since we use CIELUV for the generation of our color palettes. In the following, LCH is used to denote the $\mathrm{LCH}_{\mathrm{uv}}$ space and $u, v, a$ and $b$ are used in stead of $u^{*}, v^{*}, a^{*}$ and $b^{*}$.

In LCH space, colors can be specified that fall outside the monitor gamut, i.e., that can not be displayed on a monitor. We call the set of colors within the monitor gamut, the displayable colors. The RGB cube defines all displayable colors of a monitor. If an LCH color $c$ yields an RGB color outside displayable color space, i.e., $\operatorname{RGB}(c) \notin[0 . .1]^{3}$, then the RGB value needs to be clamped back to that range to obtain a displayable color. The further a color is outside displayable color space, the worse the representation of the color in RGB. Therefore, our aim is to specify LCH colors that fall within the monitor gamut, to avoid irregularities resulting from clamping.

The HLS double-cone and slices through HLS give insight in how the HLS space is formed; we thought to find similar pictures of displayable CIELUV space. Even more so, since the formulae to
calculate the RGB coordinates of a given LCH color are more complex than the HLS formulae. However, in books and on the internet we found few pictures of those. A figure that is often shown is the CIELUV space plotted within the xyY chromaticity diagram. However, this picture provides little useful information about the color space. Therefore, we decided to develop an application to give us more insight in displayable CIELUV color space. Furthermore, we hoped to get a better idea of how the parameters used to transform a color from RGB to LCH would influence the color space; these parameters being an RGB-matrix, a reference white and gamma value.

The PaletteView application (Fig. 3-6) can display slices of several color spaces. Such a slice is obtained by taking the colors on a plane intersecting with the displayable color space volume. In the following, we explain what is seen on several slices through CIELUV color space. We use these slices to draw conclusions about the palettes of others and about our own palettes.


Fig. 3-6 The PaletteView application shows four viewports that each displays a slice through a color space. On the top left an RGB-matrix, reference white and gamma can be selected.

The RGB cube contains all displayable colors of a monitor. Therefore, to visualize the volume of displayable colors in CIELUV, the RGB-cube is transformed to CIELUV space (Fig. 3-7). The lightness increases in the vertical $L$ axis, the saturation increases for colors further from the center and the hue changes with the angle, just as with the double-cone of the HLS color space.


Fig. 3-7 The volume of displayable colors in CIELUV space, viewed from four sides.. It is obtained by transforming the RGB cube to CIELUV space.


Fig. 3-8 A lightness slice of the CIELUV color space, with $L=50$.


Fig. 3-9 A hue slice of the CIELUV color space, with $H=0$ and $H=180$.


Fig. 3-10 A saturation slice of the CIELUV color space, with $C=80$.

In Fig. 3-8, a slice of CIELUV is shown with colors of equal lightness. The $u$ - and $v$-axes range from -200 to 200 since the highest saturation value of an RGB color, translated to CIELUV with the Adobe 98 RGB-matrix, is about 200. Note that the color in the center of the slice, with LUV (50, 0, 0 ) is gray and colors further from the center are more saturated. In the PaletteView application it is possible to view slices of lightness values from 0 to 100 , sliding the intersection plane up through color space.

In Fig. 3-9, a hue slice through color space is shown. The intersection plane with the RGB cube in CIELUV gives us a slice with two complementary hues. The lightness increases in the vertical direction and the further from the horizontal center the more saturated the colors are. These hue slices show us, for instance, that the most saturated color for hue 0 (red-pink) is darker than the most saturated color for hue 180 (cyan). To change the hues the intersection plane is rotated around the lightness axis.

The last slice we discuss is a saturation slice. Since LCH is a cylindrical transformation of the CIELUV space, the intersection surface yielding colors of equal saturation is not a plane but a cylinder, shown in Fig. 3-10. The slice shows all colors of saturation 80. The lightness increases in the vertical direction and the hues range from 0 to 360 in the horizontal direction. The slice shows that the lightest color with saturation 80 is yellow and the darkest is blue.

The PaletteView application can not only be used for exploring color space, it can also be used to analyze palettes. By clicking on the slices a set of colors can be selected. The colors are displayed on the slices by colored boxes. Each color can be dragged around on a chosen slice, and the position of the color on the other slices changes accordingly. This way, one can see how colors in a certain space relate to color in another space. It makes it possible to create and modify a palette, thus analyzing methods of palette generation. PaletteView also allows to load palettes created by others to analyze them within several color spaces.

## 4 Palettes

In this section we give an overview of various palette types. After that, we discuss the work of others, who have defined and generated palettes.

A palette is an ordered set of colors. In a visualization the colors of a palette are assigned according to a mapping from data values to colors. In case of univariate data, each value is mapped to a single color, with multivariate data, each combination of values is mapped to a single color. In this thesis, we only concern ourselves with generating a palette, without considering the mapping from data values to colors.

### 4.1 Discrete and continuous palettes

A discrete palette contains a finite number of colors; a continuous palette contains an infinite number of colors (Fig. 4-1).

In cartography often discrete palettes are used, while in data visualization people tend to use continuous palettes more often.

However, the choice of using a discrete or a continuous palette often depends on the type of input data. We use the following classification of data types defined by S. S. Stevens [31]:

- Nominal: These are data that display no ordering at all. Examples of nominal data values are: table, chair and couch. There is no logical ordering in this sequence.
- Ordinal: These are data values that are in some way ordered, i.e., the data values can be put in a sequence from low to high. Examples of


Fig. 4-1 A discrete and a continuous palette ordinal data values are: very bad, bad, average, good, very good.

- Interval: These are data in which one can define a distance between two data values, but the zero point is arbitrary. The days of the week are interval data values, because one can say: "Wednesday is two days later than Monday", but we can not say that Thursday is three times as big as Tuesday. To be able to express that, a zero point on the data range is needed.
- Ratio: These are data values for which a zero point can be defined. So data values that represent the height of a person are ratio data, since we can state that 1.5 meter is twice as high as 0.75 meter. The zero point is defined at 0 meter.

For nominal and ordinal data types discrete palettes must be used. For interval and ratio data one can choose to use discrete or continuous palettes. Sometimes the data dictates this, such as with days of the week; there are only seven values, so a discrete palette would be appropriate. However, if the data values are made up of departure times of a train, i.e. interval data, then both types of palettes can be chosen. For all data that can use a continuous palette, a discrete palette can also be used, then the data values need to be categorized in a finite number of ranges.

We make the distinction between quantitative and qualitative data values:

- Quantitative data values display an ordering: ordinal, interval and ratio data values.
- Qualitative data values display no ordering: nominal data values.


### 4.2 Sequential, Diverging and Qualitative palettes

Cynthia Brewer suggests three base categories of palettes: sequential, diverging and qualitative palettes. More complex palette types can be created by combining these base palettes [5].

### 4.2.1 Sequential palettes

Sequential palettes display an ordering in colors from low to high. They can be used for any quantitative data type.

The most important requirements on a sequential palette are

- The colors display a clear ordering.
- The perceived color distances are representative for the intended distances.
- The colors are perceived as equally important; no color stands out between the rest.

The first two requirements are equal to the order principle and separation principle as defined by Trumbo [28]. Brewer and Levkowitz add the third requirement [5][13].

The rainbow color map is a widely used as a sequential palette, however, there are a number of reasons why it is not deemed to be a good choice for a sequential palette [3]. There is no clear perceived ordering in the rainbow palette, and most of the times the hue progression is not perceptually monotonically increasing, which results in some of the data region differences being accented and others being disguised. The rainbow color map is often defined as a palette that only changes in hue, but there is actually a lot of lightness contrast which accounts for a great part of the perceived differences.

It is recommended to use the luminance channel to achieve a perceived ordering in sequential palettes [3][4][31], because the human visual system is much better in assessing lightness differences than for instance saturation differences.

Research by Spence and Kutlesa also shows that the lightness channel is best for conveying quantitative information [26]. Their research showed that people are fastest in judging quantitative differences when only lightness difference is used, e.g., using a grayscale. However, they also showed that if a lightness increase is combined with a linear saturation and hue increase, this improves the ability to detect to which cluster a certain color belongs, others confirm this [3][19][30]. But the speed of judgement is somewhat lower than for palettes that only increase in lightness. A popular palette that increases in lightness and in hue is the heated object scale, or black body radiation scale which ranges from black, to dark red, to orange, to light yellow (Fig. 4-3).


Fig. 4-2 Three seven color sequential palettes defined by Brewer.


Fig. 4-3 Black body radiation scale [3]


Fig. 4-4 Comparison of hue and lightness differences [24]. The top pictures show low frequency information, the bottom pictures high frequency information. However, since the hue difference pictures do have a high lightness difference, this picture is misleading.

It is said the human visual system is better in judging contrast differences when hue difference is used for low spatial frequency images, and when lightness difference is used for high spatial frequency images [10][24]. However, pictures used to show this are often hard to interpret correctly, as can be seen in Fig. 4-4 by Rogowitz and Treinish. In Fig. 4-5 the differences are stripped to bare hue differences without lightness and saturation contrast and show that hue difference alone does not yield a high contrast image. This is also due to the fact that hue differences yield more contrast at higher saturations. Hue differences might work better for low spatial frequency visualizations, but the lightness channel is far better in achieving perceivable contrast. This does not mean that hue contrast in combination with lightness contrast might work better than using only lightness contrast.

a: Red and green as used in Fig. 4-4.
b : Red and green at lightness of red.
c: Red and green at lightness of red and equal saturation.
d: Red and green at lightness of green.
e: Red and green at lightness of green and equal saturation.
f: White and black.

Fig. 4-5 According to CIELUV the original hue difference palette also displays a lightness differences. If this are removed and only a hue difference is left as on palette c and e , the contrast is very low.

The second requirement on sequential palettes is that the differences of colors are monotonically increasing in a way that equal distances in data values yield equal perceptual distances in the colors of the palette [13][26][31]. It is obvious that the more linearly the palette increases in lightness, the better the data values of colors of the palette are judged.

Finally, the third requirement states that all colors of a sequential palette are perceived as equally important. Although saturation differences alone do not yield a high contrast perception, it can be used to make a palette richer on information. Brewer suggests using higher saturation to accentuate more important categories [5]. This implies that saturation differences should be used with caution, because some categories might be regarded as being more important than others.

The previous leads us to believe that the ideal sequential palette is one that increases perceptually linear in lightness. The hue can be constant for faster judgement or can be varying for more accurate judgement. Variable saturation is allowed, but such that no color stands out between the rest.

### 4.2.2 Diverging palettes

Diverging palettes are used with quantitative data values. The difference with sequential palettes is that in a diverging palette a midpoint is defined on the data. This can either be the zero point or some other important point, such as the average of the data values.

The requirements on diverging palettes are similar to the sequential palette requirements, with the addition of:

- Colors on one side of the midpoint are clearly distinguishable from colors on the other side.
- If a neutral color is present, it should be clearly distinguishable from the rest of the colors

Sometimes, a clearly specified midpoint range is needed in a palette; this is represented by a neutral color. For example, if arrival times of a bus are represented by a palette, the range of acceptable times can be represented by the neutral color, while the arrival times that are either too early or too late are represented by different sides of the palette. When expressing profit and loss with a diverging palette, a neutral color might not be desired.

Brewer suggests using a light midpoint and dark end points [4]. For the single-hue palettes she uses a desaturated color as the neutral color, in the multi-hue palettes a light yellow color is used. That way, the neutral color is easy to detect since it is the lightest color in the palette.

One of the options that Rheingans, Robertson and O'Callaghan propose is a scale from one saturated color to gray to another saturated color [21][22], for instance a scale from blue, to gray, to yellow (Fig. 4-7). If the colors are chosen carefully, such a palette can have a monotonically increasing lightness. However, due to simultaneous contrast effects, it is hard to detect the gray color as a midpoint between the saturated colors.

The same arguments as for sequential palettes apply to each side of the diverging palette. Furthermore, the ordering is best expressed by using lightness contrast with a single hue. A varying hue can be used, but for diverging palettes this should be done with care. Using too much hue variation on one side of the palette might make it hard to distinguish between the two sides.

Brewer suggests using different hues for the two sides. Her palettes show that these hues need not necessarily be complementary. As long as the two hues are not too similar, a proper diverging palette is obtained.


Fig. 4-6 Three diverging palettes defined by Brewer.


Fig. 4-7 A diverging
palette with a lightness ordering.

### 4.2.3 Qualitative palettes

The qualitative palettes are used for qualitative data values, i.e., nominal data.

The requirements on qualitative palettes are:

- All colors are distinguishable.
- The palette displays no clear ordering.
- No color stands out between the orders. All colors are perceived as equally important.
- (Preferably colors are nameable.)

Brewer suggests using colors of different hue to create qualitative palettes; in her palettes she allows the lightness and saturation of colors to change [4]. Ihaka, Zeileis and Hornik also vary the hue to create qualitative palettes. However, they use colors of equal lightness and saturation to ensure that no color stands out between the rest [12][32]. Healey uses a similar approach to find a maximum of distinguishable colors, only his approach allows saturation differences [11].


Fig. 4-8 Three qualitative palettes defined by Brewer.

Furthermore, it needs to be noted that colors are easier remembered if they have a basic commonly accepted name [31]. Berlin and Kay define eleven colors that are consistently named across cultures: black, white, red, green, yellow, blue, brown, pink, purple, orange and gray. Post and Greene showed that there are some color names which are very precise, i.e., a similar name is given to only few color variations, such as yellow and red. Other colors are not so precise; a lot of colors are called blue. We call colors with a commonly accepted name nameable. Qualitative palettes with nameable colors are preferred, since their colors are easier to remember.

Note that although the sequential and diverging palettes can be discrete and continuous, the qualitative palette has to be discrete.

In conclusion, the qualitative palette should yield distinguishable colors by changing its hue. Whether lightness or saturation changes are allowed varies between approaches. Nameable colors are preferred.

### 4.2.4 Other palette types

Brewer states that other palette types can be derived from these basic palette types. An example of this is the bivariate palette. A bivariate palette is based on two variables instead of one. An example of this is shown in Fig. 4-9. Rheingans, Robertson and O' Callaghan also define a number of bivariate color palettes using various combinations of hue and lightness, mixing two sequential color scales [21]. Even a trivariate palette is suggested, in which three variables are mapped to the $\mathrm{R}, \mathrm{G}$ and B primaries. Pham also defines a number of methods of generating bivariate and trivariate palettes [18]. However, most of these scales are hard to understand for an untrained user.


Fig. 4-9 An example a bivariate palette defined by Brewer [4].

Ware suggests to only use bivariate palettes in which one variable is mapped to hue differences and one to lightness differences [31], as shown in Fig. 4-9. These bivariate palettes can easily be derived by using several sequential palettes.

Other possible palettes are palettes in which one or several categories are accented by using very high saturation. Another possibility is to make a sequential palette in which the hue suddenly changes at a certain point. There are a lot of possible palettes that can be derived from the three standard palette types.

### 4.3 Related work

In this section we discuss the work of others who have defined palettes and proposed methods to generate them.

### 4.3.1 Color Brewer

Cynthia Brewer is a cartographer who defined a number of palettes based on her experiences as a graduate student and professor. On her website [6] these palettes can be applied to a map that displays low and high spatial frequency data. Moreover, each color is displayed completely surrounded by each other color, so simultaneous contrast effects can be judged. The website is a convenient tool for evaluating her palettes.

She has defined 18 sequential palettes, 9 diverging palettes and 8 qualitative palettes. The sequential and diverging palettes each have single- and multi-hue variants. All palettes are defined from 3 to at least 8 colors.

Furthermore, she defines a number of aspects of each palette: whether they can be viewed properly by colorblind people, whether they can be photocopied, and whether they can be used on LCD screens, projectors or on print.

We value her palettes highly, since they are not biased by a chosen color system or method of palette generation, but carefully created based on experience and expertise.


Fig. 4-10 A picture of the ColorBrewer website with which the Brewer palettes can be tested on a map with low and high spatial frequency data.

### 4.3.2 PRAVDAColor

PRAVDAColor is a color mapping module for Data Explorer that assists the user in choosing color palettes for visualizations [2]. It is based on PRAVDA, which stands for Perceptual Rule-Based Architecture for Visualizing Data Accurately. Rogowitz and Treinish developed a set of rules which used certain aspects of the input data to generate an appropriate color palette. These aspects include data type (nominal, interval, ordinal, ratio), minimum, maximum and whether there is a zero point in the used range of data values. But it also includes spatial frequency, which is used to determine whether a quantitative color palette gets a perceived ordering by using hue or lightness differences.


Fig. 4-11 Left: the Data Explorer using the PRAVDAColor module. Three preset palettes are suggested that are supposed to only differ in hue. Right: Color picking in PRAVDAColor happens by selecting color swatches from the HLS double cone.

They distinguish between two tasks: segmentation or highlighting. When segmenting, they again differentiate between high and low spatial frequency data: more steps can be used effectively for low spatial frequency data than for high [2]. In high spatial frequency data too many steps blur the visualization and make differentiation between colors impossible.

Based on these aspects, which are partially derived from the data and partially given by the user, a number of candidate palettes are suggested. The process of creating a palette is simplified for the user by giving preset palettes between which he can choose.

The HLS color keys of a palette can be edited by moving or selecting swatches from the HLS double cone displayed in Fig. 4-11. The palette is a result from linear interpolation between the color keys through HLS space.

This yields an excellent palette generation process: first analyzing the data, and possibly the user input, then supplying the user with preset palettes, which still can be altered to fit the user's needs. However, they do not use a perceptually uniform color system, which results in irregularities and nonmonoticity in the color palettes.

### 4.3.3 Achim Zeileis, Kurt Hornik

Zeileis and Hornik provide a method of palette generation based on work of Ihaka [12][32]. They use the more perceptually uniform CIELUV color system to generate palettes. Although there are more methods using perceptually uniform color spaces, we discuss the method presented by Zeileis and Hornik seperately, because they provide clear example pictures of how their palettes are formed.


Fig. 4-12 On the left five sequential palettes are displayed that are generated with R by Zeileis and Hornik, on the right four qualitative palettes.

They differentiate between three base categories of color palettes that Brewer defined: sequential, diverging and qualitative. The palettes are specified in R , which is a language and environment for statistical computing and graphics. The sequential palettes are based on straight lines through color space. This means that it is never possible to generate a sequential palette with maximum lightness difference, unless it is a grayscale; the higher the lightness difference, the lower the saturation.

Furthermore, they are not able to cope with the boundaries of color space properly. This leads to an ad hoc method of generating palettes. In Fig. 4-13 two slices are shown with blue and green colors. They show a line through the blue colors that yields a nice sequential palette, however, the same line in terms of lightness and saturation can not be used for the green colors since it would include colors outside of displayable color space. Therefore they simply change the properties of the line, but fail to specify exactly what the line position should be.

The fact that they use a perceptually uniform color system like CIELUV to generate palettes is an improvement on the palette generation of PRAVDAColor. However, the use of straight lines limits the possibilities of palette generation. And because they do not explicitly define the color space boundaries, they always need to test whether a palette yields displayable colors.


Fig. 4-13 Two intersections of CIELUV space each with colors of equal hue. The picture, by Zeileis and Hornik, shows the straight lines used to generate their palettes.

### 4.3.4 Other methods based on perceptually uniform color systems

Zeileis and Hornik are not the only ones who have generated palettes using perceptually uniform color systems.

Healey defined a method for generating qualitative palettes by using colors of equal lightness in CIELUV space [11]. Healey's approach is the same as the one of Zeileis and Hornik, except Healey did not require the colors to have equal saturation. He is therefore able to use a somewhat larger circle on a lightness plane. The center of the circle does not lie at a gray color, leading to colors of varying saturation and some hues being used more than others.

Levkowitz proposes a method for generating color palettes with equally spaced colors [13][14]. A path in RGB space needs to be chosen and then a set of colors along that path is converted to colors in a perceptually uniform colors space. By adding and removing colors the palette is 'linearized' according to a perceptually uniform color space to yield colors that are each at equal perceptual distance from each other. His method is independent of a color system, but in his papers he uses CIELUV.

Another range of palettes is created via a method originally created by Robertson and O'Callaghan [22]. Their univariate palettes are based on straight lines through a perceptually uniform color space, which could be either CIELUV or CIELAB. The straight lines need to take care that the colors are at equal perceptual distance from each other and yield a clear perceived order. However, by using straight lines, the irregularly shaped CIELUV color space can not be used to its full potential. For instance, the only way to achieve maximum lightness difference with a straight line is via gray scale.

Zhang and Montag follow the approach suggested by Robertson and O'Callaghan. They defined ten specific palettes based on line segments in CIELAB space and tested them with several visualizations [33]. Using line segments enables palettes to use a larger portion of color space, however, the discontinuities in first order derivative of the path, draw attention to those parts of the palette, thereby violating the equal-importance requirement on quantitative palettes.

Pham also uses the Robertson and O'Callaghan approach as a basis [18]. She uses B-splines, instead of straight lines, through perceptual color space in order to achieve higher flexibility in the palette definition. By using B-splines the perceptual color space can be used more effectively. The path is specified by giving several color keys and the proposed algorithm calculates the control polygon that defines the B-spline curve through the color keys. By using curves, the first order derivative of the path is continuous, generating a smooth palette.

### 4.4 Evaluation

Cynthia Brewer defined her palettes using experience and expertise; they are not based on a chosen color system or an algorithm for palette creation. Therefore, we use them as reference prototypes for our generated palettes.

Rogowitz and Treinish aid inexperienced users in creating a proper palette. They present a number of preset palettes, based on the data. A chosen preset palette can be changed by the user. However, they do not use a perceptually uniform color system.

Others do use perceptually uniform color system, but they fail to define concrete ways of generating palettes. A recent paper by Zhang and Montag said [33]:
"The construction of color schemes is a subtle task and the design process is mostly ad hoc."
This shows that no standard method of generating palettes with perceptually uniform color spaces is available. There are only guidelines on how palettes should be created. The techniques that use
perceptually uniform color spaces make use of palettes based on color keys. This means that the user needs to have experience in generating palettes to be able to create a proper palette.

Instead of using color keys to specify palettes, we propose to use a limited set of parameters. The first three are hue, saturation and brightness, in accordance with the intuitive dimensions of color spaces. Further parameters are the number of colors of the palette, the cold/warm parameter that controls the hue range, and the contrast parameter that defines the overall lightness contrast of the palette. These parameters make it possible to define palettes that satisfy application-specific requirements; for instance, a palette in a certain lightness range ensures that white labels are always clearly visible, or, using a palette with lowly saturated colors makes it possible to highlight other aspects of the visualization with saturated colors.

In the following chapters, we present our palette generation techniques. In chapter 5, we propose a method for generating sequential palettes. In chapter 6 , the model is extended to a diverging palette generation model. And finally, in chapter 7, a solution for generating qualitative palettes is presented.


Fig. 4-14 Diagram of the intended method of palette generation. Using information about the data, the visualization and input from the user, a palette specification can be created. This is used to generate a palette.

## 5 Sequential palettes

In this section, we present a model for generating sequential palettes. Our aim is to generate both discrete and continuous palettes. The colors of a discrete palette can be defined as a subset of the infinite number of colors of a continuous palette. Therefore, we use a continuous palette as the basis for a discrete palette. This continuous palette is then sampled to obtain a discrete palette.

The first advantage of this approach is that one can easily switch from a continuous to a discrete representation of a palette. And the second advantage is that the number of colors of a discrete palette can be changed without having to generate a whole new palette; the continuous palette stays the same.

We used PaletteView to analyze the Brewer palettes within CIELUV color space. The RGB coordinates of the colors are converted to LCH coordinates. Fig. 5-1 shows the paths of three singlehue palettes of Brewer. Based on these plots, a number of observations can be made:

- As the palettes increase in lightness, the saturation increases and then decreases. This indicates that for a clear order to be perceived a monotonic saturation increase or decrease is not necessary. We observed that as long as the saturation changes are not too abrupt, they do not violate the order or the equal importance requirements.
- The palettes do not increase linearly in CIELUV lightness; the lighter colors have smaller lightness distances between each other than the darker colors.
- The Brewer palette paths have saturation peaks at a different lightness levels, i.e., their shape is different for each hue. The peaks follow the shapes of the hue slices in CIELUV space, which also have saturation peaks at different lightness values.


Fig. 5-1 The Blues, Greens and Oranges palettes of Brewer plotted in LCH space.
The images are generated using PaletteView.

To create palettes similar to the Brewer palettes, we define a path through LCH space, on which colors are sampled. This path should have the following properties:

- The path itself is continuous.
- The path is smooth, i.e., the first order derivative of the path is continuous.

Although we require the path to be continuous, a non-continuous path can sometimes lead to useful palettes. An example of this is a palette in which the emphasis is put on two ranges of data by using different hues; the discontinuity is situated at the point where the hue changes. Another example is a palette in which one part receives emphasis because it is more saturated than the rest. Then, there is a discontinuity in saturation. Nevertheless, these palettes are not as common as palettes with a continuous path, and they can be constructed by using several continuous path palettes.

The second property the path should display is less trivial. If a path through color space does have discontinuities in the first order derivative, attention is drawn to that. This effect is similar to the Mach band effect. Mach bands can be seen at areas with abrupt changes in the first order derivative of a lightness profile, as seen in Fig. 5-3. We also observed these effects for abrupt changes in transitions of saturation or hue. Therefore, the path through color space is required to be continuous in its first order derivative.


Fig. 5-2 Two sequential palettes. The left one with a hue discontinuity, the right one with saturation discontinuity

To create a path through color space, we propose to use a curve, since that yields a smooth continuous path. For completeness and ease of reference, the complete definition of this curve is given below. Each part of the definition is explained in the sections that follow.


Fig. 5-3 Mach bands are a result of discontinuities in the first order derivative of the lightness profile. The Mach bands are visible at the point where the lightness is at $50 \%$ gray and at white.

Single-hue sequential palette definition

## Palette properties:

$\Sigma=[1 . . \infty] \times[0 . .360] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1]$
$\sigma: \Sigma$
$\sigma=\langle N, h, w, c, s, b\rangle$

## Palette:

$P_{\text {seq }}: \Sigma \times[0 . .1] \mapsto L C H$
$P_{\text {seq }}(\sigma, t)=C_{\text {seq }}(\sigma,(1-c) b+t c)$

## Color curve:

$C_{\text {seq }}: \Sigma \times[0 . .1] \mapsto L C H$
$C_{s e q}(\sigma, t)=\left\{\begin{aligned} B_{0}(2 u), & u \leq 0.5 \\ B_{1}(2(u-0.5)), & u>0.5\end{aligned}\right.$
where $u=T(t)$ defined in section 5.4.

## Bézier curve:

$B_{0}$ and $B_{1}$ are quadratic Bézier curves:
$B_{i}:[0 . .1] \mapsto L C H$, where $i$ is 0 or 1 .

$B_{0}(t)=B\left(p_{0}, q_{0}, q_{1}, t\right)$
$B_{1}(t)=B\left(q_{1}, q_{2}, p_{2}, t\right)$
B: $\mathrm{LCH} \times \mathrm{LCH} \times L C H \times[0 . .1] \mapsto L C H$
$B\left(b_{0}, b_{1}, b_{2}, t\right)=(1-t)^{2} b_{0}+2(1-t) t b_{1}+t^{2} b_{2}$

## Control points:

$p_{0}=\mathrm{LCH}(0,0, h)$
$p_{1}=\operatorname{MSC}(h)$
$p_{2}=\mathrm{LCH}(100,0, h)$
where MSC is defined in section 5.2.
$q_{0}=(1-s) p_{0}+s p_{1}$
$q_{1}=\frac{1}{2}\left(q_{0}+q_{2}\right)$
$q_{2}=(1-s) p_{2}+s p_{1}$

## Default values:

$s=0.6$
$b=0.75$
$c=\min (0.88,0.34+0.06 N)$

First, the parameters defining the curve are grouped in six-tuple $\sigma$.

## Palette properties:

$\Sigma=[1 . . \infty] \times[0 . .360] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1]$
$\sigma: \Sigma$
$\sigma=\langle N, h, w, c, s, b\rangle$
The following one letter variable names are used to refer to the corresponding values of tuple $\sigma$ :

- $\quad N$ : the number of colors of a palette. If $N=\infty$, the palette is a continuous palette, otherwise it is a discrete palette.
- $h$ : the main hue.
- $\quad w$ : the multi-hue parameter that defines the hue range of the palette. If $w=0$, all palette colors have hue $h$, otherwise a larger hue range is used. Until section 5.8 , in which the multi-hue parameter is discussed, $w$ is assumed to be 0 .
- $\quad c$ : lightness contrast between the lightest and darkest colors of the palette.
- $s$ : saturation.
- b: brightness.
$P_{\text {seq }}$ represents the family of all sequential palettes that can be generated with the above definition. $P_{\text {seq }}(\sigma)$ represents a single sequential palette of which the properties are defined by $\sigma$, and $P_{\text {seq }}(\sigma, t)$ represents a single color of palette $P_{\text {seq }}(\sigma)$. We define $P_{\text {seq }}(\sigma, 0)$ to be the darkest color of a palette and $P_{\text {seq }}(\sigma, 1)$ to be the lightest color.

In the following sections we elaborate on all parts of the $P_{\text {seq }}$ definition, every time restricting in more detail how the color curve is defined.

### 5.1 Control polygon surface

As mentioned earlier, we first define a method for generating single-hue palettes, which is extended to a multi-hue model. For a single-hue palette, the colors are restricted to a plane in CIELUV in which all colors have hue $h$. The surface needs to be restricted further, to minimize the proportion of colors outside displayable color space, in order to avoid color clamping.

The boundary lines of displayable color space on a hue slice are defined by intersections of surfaces:

The upper diagonal is defined by \{color $\mid L C H$ (color). $H=h \wedge R G B$ (color). $X=1\}$, where $X$ is $R, G$ or $B$.

The lower diagonal is defined by
\{color $\mid L C H$ (color). $H=h \wedge R G B$ (color) $. X=0\}$, where $X$ is $R, G$ or $B$.


Fig. 5-4 A slice through CIELUV space with on the left colors with $H=245$ and on the right $H=65$. The red triangle approximates the boundaries of displayable color space for $H=65$.

Although the shape of the color slice is different for all hues, the shape is always triangular, with a curved upper diagonal edge. This shape can be approximated to yield a simple-shaped control polygon for the curve.

The polygon is characterized by three points

$$
\begin{aligned}
& p_{0}=\text { black }, \\
& p_{1}=\text { the most saturated color of } h, \\
& p_{2}=\text { white } .
\end{aligned}
$$

Although $p_{0}$ and $p_{2}$ are easily calculated, $p_{1}$ is more complex. This point is defined by the most saturated color of hue $h$, which we call the $\operatorname{MSC}(h)$. The calculation of $\operatorname{MSC}(h)$ is given in section 5.2. The three points defining the triangular surface in LCH terms are

$$
\begin{aligned}
& p_{0}=\operatorname{LCH}(0,0, h), \\
& p_{1}=\operatorname{MSC}(h), \\
& p_{2}=\operatorname{LCH}(100,0, h)
\end{aligned}
$$

$\mathrm{LCH}(0,0, h)$ is used, instead of $\mathrm{LCH}(0,0,0)$, in spite of the fact that they yield exactly the same RGB color. The reason for this is that these points are to be used as control points of a curve. By defining the color black like this, it is ensured that all intermediary colors are also of hue $h$. A similar argument holds for $\operatorname{LCH}(100,0, h)$.

Note that we deliberately use coordinates defined in LCH and not in CIELUV. The reason for this is that while interpolating between two colors, of which the hue is different, saturation is not kept equal. This can result in dull, unsaturated intermediary colors (Fig. 5-5). If LCH coordinates are used, the intermediate colors retain their saturation. For single-hue palettes this difference between color spaces is not crucial, since their hue is constant, but for multi-hue palettes it is.


Fig. 5-5 Two lightness slices of CIELUV. Left, two colors are interpolated using CIELUV coordinates. Right, LCH coordinates are used.


Fig. 5-6 Left, the approximation triangle for the red hue. Center, close up of colors within the triangle that are outside displayable color space. Right, the non displayable colors within the triangle are clamped.

Because the triangular surface is an approximation of the displayable colors surface, it does not exactly capture the displayable colors of all hues:

- There are colors within the triangle that fall outside displayable color space.
- There are colors within displayable color space that fall outside the triangle.

The first effect is most noticeable for reddish hues, an example of which is shown in Fig. 5-6. A part of the triangle does not have a displayable representation in RGB space. This, however, is easily solved by clamping the colors to the range $[0 . .1]^{3}$. This yields acceptable color representations as can be seen in Fig. 5-6.

The second effect is that some displayable colors fall outside of the triangle. This happens for colors of the hues in the range of 240 to 320 , with the peak on hue 266 (pure blue), where the effect is greatest. This means, the triangular approximation surface does not contain the whole range of displayable colors. The colors that lie outside the triangle are the lighter, more saturated, bluish colors.

However, we discourage the use of very saturated palettes, hence this effect is of relatively little influence; it concerns only the very saturated colors of certain hues.


Fig. 5-7 A portion of displayable blue colors falls outside the approximation triangle.

### 5.2 Most saturated color calculation

This section focuses on the calculation of the $\operatorname{MSC}(h)$. The function takes an LCH hue $h$ as its input and returns the LCH-color that is the most saturated displayable color for that particular hue $h$. The calculation of the MSC $(h)$ is based on two properties:

1) The MSC( $h$ ) must lie on the LCH plane of $h$.

2a) The MSC $(h)$ must be the most saturated color of that $h$.

The former property is easy to formalize, the latter one does not translate easily into a formula. We therefore reformulate the second property to be able to formalize it:

2b) The $\operatorname{MSC}(h)$ must be one of the colors on the edge of displayable color space of a hue slice in LCH space. We call the set of colors along this line the color boundary, $\mathrm{CB}(h)$, shown in Fig. 5-8.

$$
\mathrm{CB}(h)=\left\{c \mid c \in L C H \wedge\left(\exists l: 0 \leq l \leq 100:\left(\uparrow s: 0 \leq s: c=L C H(l, s, h) \wedge R G B(c) \in[0 . .1]^{3}\right)\right)\right\} .
$$

This equation says that $C B(h)$ is the set of colors, which are just displayable, but would not be displayable if we increased their LCHsaturation, i.e.,

$$
\left(\forall h, c: c \in \mathrm{CB}(h):\left(\forall s: s>c . S: R G B(L C H(c . L, s, h)) \notin[0 . .1]^{3}\right)\right) .
$$

That means that the colors on the $C B(h)$ have at least one RGBcomponent at either 0 or 1 . Because, if the saturation would be increased the color would just be outside RGB space, then one component would be less than 0 or greater than 1 . For the colors of $\mathrm{CB}(h)$ holds

$$
\left(\forall h, c: c \in R G B(\mathrm{CB}(h)): \begin{array}{l}
c \cdot R=0 \vee c . G=0 \vee c \cdot B=0 \vee \\
c . R=1 \vee c \cdot G=1 \vee c \cdot B=1
\end{array}\right)
$$

The colors on the edge of the rgb cube also have one of the RGB components at either 0 or 1 . Therefore, the colors of the color boundary CB are all situated on the surface of the RGB cube. We now define $\operatorname{MSC}(h)$ in terms of $C B(h)$.


Fig. 5-8 The color boundary, $\mathrm{CB}(h)$, is depicted by the blue dashed line

$$
\operatorname{MSC}(h)=(\uparrow c . S: c \in C B(h): c)
$$

The $\operatorname{MSC}(h)$ is the color on the line $\operatorname{CB}(h)$ with the highest saturation. With $\operatorname{MSC}(h)$ defined in terms of $\mathrm{CB}(h)$ it is possible to define the path in RGB space on which the MSC colors lie. These lie on the edges of the RGB cube depicted in Fig. 5-9. The colors of the MSC lie somewhere on the surface of the RGB cube, because they are a subset of CB. If a MSC $(h)$ would not lie on this path, then it must be moved over the surface of the RGB cube. It can only be moved in two ways, either closer to white, or closer to black. Both options lead to less saturated colors. Therefore, the most saturated colors must lie on this path.

The $\operatorname{MSC}(h)$ can now be determined by finding the intersection point of the path on the RGB-cube and the hue surface in LCH space. The path in RGB space is defined by 6 line segments. First, the line segment belonging to hue $h$ is determined. This is done by calculating the LCH hues of the six vertices of the path on the RGB cube:


Fig. 5-9 The path of all MSCs, defined by six edges of the RGB cube. The MSC(280) is given as an example.

$$
\begin{array}{lll}
h_{0}= & \operatorname{LCH}(\operatorname{RGB}(1,0,0)) \cdot \mathrm{H}, & \text { red } \\
h_{1}= & \operatorname{LCH}(\operatorname{RGB}(1,1,0)) \cdot \mathrm{H}, & \text { yellow } \\
h_{2}= & \operatorname{LCH}(\operatorname{RGB}(0,1,0)) \cdot \mathrm{H}, & \text { green } \\
h_{3}= & \operatorname{LCH}(\operatorname{RGB}(0,1,1)) \cdot \mathrm{H}, & \text { cyan } \\
h_{4}= & \operatorname{LCH}(\operatorname{RGB}(0,0,1)) \cdot \mathrm{H}, & \text { blue } \\
h_{5}= & \operatorname{LCH}(\operatorname{RGB}(1,0,1)) \cdot \mathrm{H}, & \text { magenta }
\end{array}
$$

Each line is defined by fixing one RGB-components at 0 , one at 1 , and one component is variable. Because we do not want to specify the calculation separately for each line segment, $c$ is defined as an RGB color on the edge for which,
$c . \rho=$ the variable component
c. $\sigma=$ the component with value 0
$c . \tau=$ the component with value 1
Then for the six line segments $\rho, \sigma$ and $\tau$ are defined as

| Line segment | $\rho$ <br> (variable) | $\sigma$ <br> $(\min )$ | $\tau$ <br> $(\max )$ |
| :---: | :---: | :---: | :---: |
| $h_{0} \leq h<h_{1}$ | G | B | R |
| $h_{1} \leq h<h_{2}$ | R | B | G |
| $h_{2} \leq h<h_{3}$ | B | R | G |
| $h_{3} \leq h<h_{4}$ | G | R | B |
| $h_{4} \leq h<h_{5}$ | R | G | B |
| $h_{5} \leq h<h_{0}$ | B | G | R |

Note that there is one hue section where the upper bound is lower than the lower bound. For most RGB-matrices, this section will be $h_{5} \leq h<h_{0}$, which for example could be $330 \leq h<15$; then $h_{5} \leq h \vee h<h_{0}$ is used.

With these definitions it is possible to calculate the intersection point in a generic way, without writing down the explicit calculations for each line segment.

For the first property of the $\operatorname{MSC}(h)$ the hue plane is defined in CIELUV space

$$
\begin{aligned}
& \alpha=-\sin (h) \\
& \beta=\cos (h) \\
& \alpha u+\beta v=0 .
\end{aligned}
$$

One further restriction will take care that the $u$ and $v$ are on the correct side of the L axis

$$
-\alpha v \geq 0 \wedge \beta u \geq 0
$$

This requirement is always satisfied, because the resulting RGB color is restricted to be on one of the edges of the RGB cube. It takes care that the hue plane only intersects with the correct line segment and not the line segment at the complementing hue.

The $\operatorname{MSC}(h)$ is restricted by the CIELUV hue plane and the RGB path. The restriction on the RGB components can be translated to fit in the restriction for the CIELUV space. The formulae to convert RGB to CIELUV coordinates are given in the appendix. First the RGB restriction is written in terms of XYZ.

The definition of gamma correction is

$$
c^{\prime} \cdot R=(c . R)^{\gamma}, c^{\prime} \cdot G=(c . G)^{\gamma}, c^{\prime} \cdot B=(c . B)^{\gamma},
$$

which in terms of our general color components is

$$
c^{\prime} . \rho=(c . \rho)^{\gamma}, c^{\prime} . \sigma=(c . \sigma)^{\gamma}, c^{\prime} . \tau=(c . \tau)^{\gamma}
$$

where $\rho, \sigma$ and $\tau$ are dependent on $h$ and defined by the table given above.
The definition of XYZ in terms of RGB

$$
(X, Y, Z)=\left(c^{\prime} \cdot R, c^{\prime} \cdot G, c^{\prime} . B\right) \cdot M
$$

and with the matrix multiplication written out this is

$$
\begin{aligned}
X & =m_{R X} \cdot c^{\prime} . R+m_{G X} \cdot c^{\prime} \cdot G+m_{B X} \cdot c^{\prime} \cdot B \\
Y & =m_{R Y} \cdot c^{\prime} \cdot R+m_{G Y} \cdot c^{\prime} . G+m_{B Y} \cdot c^{\prime} . B \\
Z & =m_{R Z} \cdot c^{\prime} \cdot R+m_{G Z} \cdot c^{\prime} . G+m_{B Z} \cdot c^{\prime} \cdot B,
\end{aligned}
$$

which in terms of our general color components, using the table above, can be written as

$$
\begin{gathered}
X=m_{\rho X} \cdot c^{\prime} . \rho+m_{\sigma X} \cdot c^{\prime} . \sigma+m_{\tau X} \cdot c^{\prime} \cdot \tau \\
Y=m_{\rho Y} \cdot c^{\prime} . \rho+m_{\sigma Y} \cdot c^{\prime} . \sigma+m_{\tau Y} \cdot c^{\prime} \cdot \tau \\
Z=m_{\rho Z} \cdot c^{\prime} . \rho+m_{\sigma Z} \cdot c^{\prime} . \sigma+m_{\tau Z} \cdot c^{\prime} \cdot \tau .
\end{gathered}
$$

Now it is possible to simplify these equations by using the restrictions on the RGB color. We know that $\left(c^{\prime} . \sigma\right)^{\gamma}=0$ and that $\left(c^{\prime} . \tau\right)^{\gamma}=1$. Based on that the XYZ equation rewrites to

$$
\begin{aligned}
X & =m_{\rho X} \cdot c^{\prime} . \rho+m_{\tau X} \\
Y & =m_{\rho Y} \cdot c^{\prime} . \rho+m_{\tau Y} \\
Z & =m_{\rho Z} \cdot c^{\prime} . \rho+m_{\tau Z} .
\end{aligned}
$$

The restriction on the CIELUV plane is rewritten in terms of $\mathrm{X}, \mathrm{Y}$ and Z so the above definition can be used.

The restriction on the CIELUV hue plane

$$
\alpha u+\beta v=0
$$

is rewritten by using the definition of $u$ and $v$

$$
\begin{aligned}
& u=13 L\left(u^{\prime}-u_{n}\right) \\
& v=13 L\left(v^{\prime}-v_{n}\right)
\end{aligned}
$$

to

$$
\alpha 13 L\left(u^{\prime}-u_{n}\right)+\beta 13 L\left(v^{\prime}-v_{n}\right)=0 .
$$

Note that $u_{n}$ and $v_{n}$ are constants denoting the $u$ and $v$ coordinates of the reference white. In the equation above, both terms have common factor $13 L$, which can be discarded because we can assume $L \neq 0$, since no hue is defined at $L=0$. This leaves

$$
\equiv \begin{aligned}
& \alpha\left(u^{\prime}-u_{n}\right)+\beta\left(v^{\prime}-v_{n}\right)=0 \\
& \equiv \\
& \alpha u^{\prime}-\alpha u_{n}+\beta v^{\prime}-\beta v_{n}=0 \\
& \alpha u^{\prime}+\beta v^{\prime}=\alpha u_{n}+\beta v_{n}
\end{aligned}
$$

We continue with the left side of the equation and fill in $u^{\prime}$ and $v^{\prime}$ using these definitions

$$
\begin{aligned}
& u^{\prime}=\frac{4 X}{X+15 Y+3 Z} \\
& v^{\prime}=\frac{9 Y}{X+15 Y+3 Z}
\end{aligned}
$$

which leads to

$$
\alpha u^{\prime}+\beta v^{\prime}
$$

$=$

$$
\alpha \frac{4 X}{X+15 Y+3 Z}+\beta \frac{9 Y}{X+15 Y+3 Z}
$$

$=$

$$
\frac{4 \alpha X+9 \beta Y}{X+15 Y+3 Z}
$$

Then $X, Y$ and $Z$ are substituted by their definitions in terms of $c^{\prime} . \rho$

$$
\frac{4 \alpha\left(m_{\rho X} \cdot c^{\prime} . \rho+m_{\tau X}\right)+9 \beta\left(m_{\rho Y} \cdot c^{\prime} \cdot \rho+m_{\tau Y}\right)}{\left(m_{\rho X} c^{\prime} \cdot \rho+m_{\tau X}\right)+15\left(m_{\rho Y} c^{\prime} \cdot \rho+m_{\tau Y}\right)+3\left(m_{\rho Z} c^{\prime} . \rho+m_{\tau Z}\right)}
$$

$=$

$$
\frac{4 \alpha m_{\rho X} \cdot c^{\prime} \cdot \rho+4 \alpha m_{\tau X}+9 \beta m_{\rho Y} \cdot c^{\prime} \cdot \rho+9 \beta m_{\tau Y}}{m_{\rho X} c^{\prime} \cdot \rho+15 m_{\rho Y} c^{\prime} \cdot \rho+3 m_{\rho Z} c^{\prime} \cdot \rho+m_{\tau X}+15 m_{\tau Y}+3 m_{\tau Z}}
$$

$=$

$$
\frac{\left(4 \alpha m_{\rho X}+9 \beta m_{\rho Y}\right) c^{\prime} \cdot \rho+\left(4 \alpha m_{\tau X}+9 \beta m_{\tau Y}\right)}{\left(m_{\rho X}+15 m_{\rho Y}+3 m_{\rho Z}\right) c^{\prime} \cdot \rho+\left(m_{\tau X}+15 m_{\tau Y}+3 m_{\tau Z}\right)} .
$$

For readability the factors and constants are substituted by variables

$$
\begin{aligned}
& f_{1}=\left(4 \alpha m_{\rho X}+9 \beta m_{\rho Y}\right), \\
& a_{1}=\left(4 \alpha m_{\tau X}+9 \beta m_{\tau Y}\right), \\
& f_{2}=\left(m_{\rho X}+15 m_{\rho Y}+3 m_{\rho Z}\right), \\
& a_{2}=\left(m_{\tau X}+15 m_{\tau Y}+3 m_{z Z}\right) .
\end{aligned}
$$

The division above can thus be rewritten as

$$
\frac{f_{1} c^{\prime} \cdot \rho+a_{1}}{f_{2} c^{\prime} \cdot \rho+a_{2}}
$$

The equation of

$$
\alpha u^{\prime}+\beta v^{\prime}=\alpha u_{n}+\beta v_{n}
$$

can now be written to

$$
\frac{f_{1} c^{\prime} \cdot \rho+a_{1}}{f_{2} c^{\prime} \cdot \rho+a_{2}}=\alpha u_{n}+\beta v_{n} .
$$

This is rewritten to get $c^{\prime} . \rho$ at one side of the equation

$$
\begin{array}{cc} 
& f_{1} c^{\prime} . \rho+a_{1}=\left(\alpha u_{n}+\beta v_{n}\right)\left(f_{2} c^{\prime} . \rho+a_{2}\right) \\
\equiv & f_{1} c^{\prime} . \rho+a_{1}=\left(\alpha u_{n}+\beta v_{n}\right) f_{2} c^{\prime} \cdot \rho+\left(\alpha u_{n}+\beta v_{n}\right) a_{2} \\
\equiv & \left(f_{1}-\left(\alpha u_{n}+\beta v_{n}\right) f_{2}\right) c^{\prime} . \rho=\left(\alpha u_{n}+\beta v_{n}\right) a_{2}-a_{1} \\
c^{\prime} . \rho=\frac{\left(\alpha u_{n}+\beta v_{n}\right) a_{2}-a_{1}}{\left(f_{1}-\left(\alpha u_{n}+\beta v_{n}\right) f_{2}\right)} .
\end{array}
$$

The gamma correction is applied to get from $c^{\prime} . \rho$ to $c . \rho$ by using the definition $c^{\prime} . \rho=(c . \rho)^{\gamma}$

$$
c . \rho=\left(\frac{\left(\alpha u_{n}+\beta v_{n}\right) a_{2}-a_{1}}{\left(f_{1}-\left(\alpha u_{n}+\beta v_{n}\right) f_{2}\right)}\right)^{\frac{1}{\gamma}}
$$

and filling in the factors and constants leads to the final definition of $c . \rho$

$$
c . \rho=\left(-\frac{\left(\alpha u_{n}+\beta v_{n}\right)\left(m_{\tau X}+15 m_{\tau Y}+3 m_{\tau Z}\right)-\left(4 \alpha m_{\tau X}+9 \beta m_{\tau Y}\right)}{\left(\alpha u_{n}+\beta v_{n}\right)\left(m_{\rho X}+15 m_{\rho Y}+3 m_{\rho Z}\right)-\left(4 \alpha m_{\rho X}+9 \beta m_{\rho Y}\right)}\right)^{\frac{1}{\gamma}}
$$

where $\alpha$ and $\beta$ are defined as

$$
\begin{aligned}
& \alpha=-\sin (h) \\
& \beta=\cos (h)
\end{aligned}
$$

Because $c . \sigma=0, c . \tau=1$ and $c . \rho$ can be calculated, the definition of the $\operatorname{MSC}(h)$ in RGB space is complete. RGB color $c$ can now be transformed to the desired color space.

### 5.3 Curve type

In section 5.1 , the surface in which the curve must be contained is defined. In this section, we define the path the curve will follow on this surface.

The curve $C_{\text {seq }}$ is based on two Bézier curves and the definition uses the previously defined points $p_{0}, p_{1}$ and $p_{2}$.

$$
\begin{aligned}
& \quad \text { Definition of color curve } C_{\text {seq }}
\end{aligned} C_{\text {seq }}(\sigma, t)=\left\{\begin{aligned}
B_{0}\left(2 t^{\prime}\right), & t^{\prime} \leq 0.5 \\
B_{1}\left(2\left(t^{\prime}-0.5\right)\right), & t^{\prime}>0.5
\end{aligned}\right\} \begin{aligned}
& q_{0}=(1-s) p_{0}+s p_{1} \\
& q_{1}=\frac{1}{2}\left(q_{0}+q_{2}\right) \\
& q_{2}=(1-s) p_{2}+s p_{1} \\
& B_{i}:[0 . .1] \mapsto L C H, \text { where } i \text { is } 0 \text { or } 1 . \\
& B_{0}(t)=B\left(p_{0}, q_{0}, q_{1}, t\right) \\
& B_{1}(t)=B\left(q_{1}, q_{2}, p_{2}, t\right) \\
& B: L C H \times L C H \times L C H \times[0 . .1] \mapsto L C H \\
& B\left(b_{0}, b_{1}, b_{2}, t\right)=(1-t)^{2} b_{0}+2(1-t) t b_{1}+t^{2} b_{2}
\end{aligned}
$$



The $C_{\text {seq }}$ curve is needed to be able to vary the 'tension' of the curve. Fig. 5-10 shows a normal quadratic Bézier curve and its corresponding palette. If the saturation needs to be changed, the $p_{1}$ control point must be moved. However, then it is not guaranteed that the curve stays within the displayable color triangle.

Therefore, we define curve $C_{\text {seq }}$, which displays the following properties:

- The curve is continuous.
- The curve is continuous in its first order derivative.
- The curve is confined within the control polygon defined in the section 5.1.
- The curve has begin and endpoint interpolation, which makes it possible to use the complete lightness range for a palette.
- The curve has variable 'tension', which makes it possible to use the complete saturation range.


Fig. 5-10 A palette based on a single quadratic Bézier curve.
$C_{\text {seq }}$ makes it possible to vary the saturation while keeping the curve confined within the convex hull defined by $p_{0}, p_{1}, p_{2}$. This is done by moving line $q_{0} q_{2}$ proportional to parameter $s$, which represents saturation. If $s=0$, then $C_{s e q}$ yields a totally unsaturated curve; if $s=1$, then $C_{\text {seq }}$ yields the most saturated colors possible (Fig. 5-11).

Curve $C_{\text {seq }}$ satisfies the requirement that the curve is continuous in its first order derivative if $s \neq 1$. That is because the tangent of the begin or end point of a Bézier curve is parallel to respectively the first or last line of the control polygon. Therefore, because line $q_{0} q_{1}$ is parallel to $q_{1} q_{2}$ the tangents of $B_{0}$ and $B_{I}$ are equal at $q_{1}$.

If $s=1$, the first order derivative has a discontinuity at $q_{1}$. The effect of this discontinuity is visible in Fig. 5-11 at the palette for which $s=1$.


Fig. 5-11 Left: five $C_{\text {seq }}$ curves with varying saturation: $s=\{0,0.25,0.5,0.75,1\}$.
Right: the five corresponding palettes.

### 5.4 Position on the curve

In this section, we discuss how to determine which $t$ is needed to get the desired point from $C_{\text {seq }}$. We present a solution for normal Bézier curves, which can also be used for the compound curve $C_{\text {seq }}$.

For Bézier curves, point $B(t)$ is generally not the point at $t$ percentage of the length of the curve. In other words, a Bézier curve is not arc length parameterized. An example of this is shown in Fig. 5-12a.

We define a function $T(\bar{s}):[0 . .1] \mapsto[0 . .1]$, which returns for a given normalized value $\bar{s}$ the corresponding value of $t$. This requires the inversion of the normalized arc length function $\bar{s}(t)$, which can not be done analytically. We therefore use a piecewise linear approximation of the normalized arc length $\bar{s}(t)$ with $K$ line segments defined by the points

$$
\begin{array}{r}
\quad\left(t_{i}, \bar{s}_{i}\right), \quad i=0,1, \ldots, K \\
\text { with } t_{i}=\frac{i}{K} \text { and } \bar{s}_{i}=\frac{s\left(t_{i}\right)}{s\left(t_{K}\right)},
\end{array}
$$

where the arc length function $s\left(t_{i}\right)$ is defined as

$$
s\left(t_{i}\right)=\sum_{j=0}^{i-1} D(B(j / K), B((j+1) / K)),
$$

where $D\left(c_{0}, c_{1}\right)$ is the perceptual color distance defined in section 5.5.

a.

b.

c.

d.

Fig. 5-12
a. A quadratic Bézier curve is not arc length parameterized; for example, $B(0.5)$ is not halfway the curve.
b. $\quad C_{\text {seq }}$ is not arc length parametrized, e.g., $C_{\text {seq }}(0.5)$ does not yield a point halfway on the curve.
c. Five points $\left(t_{i}, \bar{s}_{i}\right)$. These are used to approximate the value of $T(\bar{s})$.
d. Using $T$ the desired points on the curve are obtained.

With these we can define $T(\bar{s})$ as

$$
\begin{gathered}
T(\bar{s})=\sum_{i=0}^{N} w(K \bar{s}-i) \bar{s}_{i}, \\
w(x)=\left\{\begin{array}{cc}
1+x, & -1 \leq x<0 \\
1-x, & 0 \leq x \leq 1 . \\
0, & \text { otherwise }
\end{array}\right.
\end{gathered}
$$

The correct $t$ for a Bézier curve $B$ can thus be calculated using function $T$. However, $C_{\text {seq }}$ is comprised of two Bézier curves. Fortunately, $T$ can be adapted to fit any continuous curve. We adapt $T$ by substituting $B$ with $C_{s e q}$ and pose that as a solution to get the desired $t$ for $C_{\text {seq }}$.

### 5.5 Distance function

In the previous section, function $T$ makes use of a distance function $D\left(c_{0}, c_{1}\right)$, which denotes the perceptual distance between color $c_{0}$ and $c_{1}$. In this section, we define distance function $D$.

There are several distance functions proposed by the CIE. The CIELUV space was introduced in 1976 to yield a more uniform transformation of the XYZ space. CIELUV was intended to apply to comparisons of differences between object colors of the same size and shape, viewed in identical white to middle-grey surroundings, by an observer photopically adapted to a field of chromaticity not too different from that of average daylight [8]. With its definition, a method for calculating color distance was included

$$
\Delta E_{u v}^{*}=\sqrt{\left(\Delta L^{*}\right)^{2}+\left(\Delta u^{*}\right)^{2}+\left(\Delta v^{*}\right)^{2}}
$$

which is the Euclidian distance between two CIELUV coordinates. The CIE also defined a hue difference [7]

$$
\begin{gathered}
\Delta H_{u v}^{*}=\sqrt{\left(\Delta E_{u v}^{*}\right)^{2}-\left(\Delta L^{*}\right)^{2}-\left(\Delta C_{u v}^{*}\right)^{2}} \\
\text { where } C_{u v}^{*}=\sqrt{\left(u^{*}\right)^{2}+\left(v^{*}\right)^{2}}
\end{gathered}
$$

The CIE was aware that their definition needed some tweaking to fit different situations [8]:

> "In different practical applications it may be necessary to use different weightings for $$
\Delta L^{*}, \Delta C^{*} \text { and } \Delta H^{*} " .
$$

And the distance function proposed at the time was not yet satisfactory, which is shown by a comment from the CIE in 1986 [8]:
"None of the existing color-difference formulae, including those recommended by the CIE, is entirely satisfactory and more experimental work is required to arrive at an accurate method of calculating color-differences."

This shows that calculating the difference between two colors is a difficult task. It is even more complicated if colors are not viewed in ideal viewing conditions, because the perception of a color is heavily influenced by its surrounding colors and the lighting conditions.

The CIE revised their color distance formula in 1994 and defined it in terms of CIELAB colors. The CIE 94, as the new distance formula was called, is found in the appendix. This color difference function comes with a list of prerequisites which must be satisfied for CIE 94 to be used correctly, one of which is that the colors that are compared can not be more than 5 CIELAB units apart from each other. The list of prerequisites again shows that defining a uniform color distance formula is not a trivial task. The fact that the compared color samples have to look relatively alike to be compared stems from the fact that a lot of empirical data was used from textile industries. There, it is important to check whether a given sample does not differ too much from the original sample.

In 2001, the CIE again revised their color difference formula. The complete formula can be found in the appendix. The new formula was abbreviated as CIEDE2000. However it is significantly more complex than the CIE 94, in fact a paper was written to assist in implementing the formula since so much erroneous implementations of it exist [25].


Fig. 5-13 Using the CIE94 or CIEDE2000 as distance functions yields palettes with colors that are not at equal perceptual distance to each other; the dark colors are too close to each other.

The palettes in Fig. 5-13 show that CIE 94 and CIEDE2000 are not suited to use for the sequential palettes generated with curve $C_{\text {seq }}$. It depends on the medium used to view this report, whether the palettes show this very clearly or not. The palettes were tested on CRT monitors and LCD displays and on both irregularities are clearly noticeable, the greatest of which were found in the darker colors of the palettes. The darker colors appear almost identical on most displays.

In Fig. 5-16 and Fig. 5-17, three palettes are plotted, which respectively use the CIE94 and CIEDE2000 distance function. The light and the dark colors are close to each other in CIELUV. With the Brewer palettes, the light colors are close too each other; the dark colors, however, are relatively far from each other (Fig. 5-14).


Fig. 5-14 Three Brewer palettes on a saturation slice; the light colors are relatively close to each other, while the dark colors are far from each other.

A known problem with the CIE 94 and CIEDE2000 is that they overestimate hue and saturation differences. A difference of 10 units in lightness yields a huge perceptual difference in comparison to a 10 unit difference in saturation [1]. On the website of Timo Autiokari very clear examples of this are shown. This underestimation of lightness differences is embedded in the CIELUV and CIELAB space, as shown by Fig. 5-15. CIE 94 and CIEDE2000 fail to compensate for this.


1 Increase in L
2 Increase in C
3 Increase in H
4 Decrease in L
5 Decrease in C
6 Decrease in H

Fig. 5-15 A picture similar to the pictures of Timo Autiokari. It shows 6 samples that differ 20 units in LCH space with the reference color.

Therefore, we define a new distance function $D$, in order to make the distances of the colors on $C_{\text {seq }}$ more like the Brewer palette distances: the darker colors are further apart and the lighter colors closer to each other. In other words, $D$ needs to increase the color distances for low L-values and decrease it for high L-values. We used a natural logarithm to establish that. We obtained satisfying results using the following definition of $D$ :

$$
D\left(c_{0}, c_{1}\right)=\left|\ln \left(\frac{125-c_{1} \cdot L}{125-c_{0} \cdot L}\right)\right| .
$$

The $D$ function is based solely on the lightness components of colors, since that is the most important color attribute for perceiving an ordering in sequential palettes. This leads to several pleasant properties:

- $C_{s e q}(\sigma, t)$ yields colors of similar L value for each $h$. This is not only convenient for sequential palettes; it is also useful when the sequential palette definition is extended to diverging palettes in section 6 .
- Using only the L-value makes it is easier to define discrete palettes with colors at equal distance under $D$ in section 5.7.

Fig. 5-18 shows the same palettes as in Fig. 5-16 and Fig. 5-17, only here the $D$ function is used. The figures on the next page, show an overview of the palettes generated using CIE94, CIEDE2000 and $D$. The palettes generated using $D$ yield colors that are more uniformly spaced (Fig. 5-20).


Fig. 5-16 Three hue slices and one saturation slice. They show the colors of three $C_{\text {seq }}$ curves, using CIE94 as the distance function.


Fig. 5-17 Three hue slices and one saturation slice. They show the colors of three $C_{\text {seq }}$ curves, using CIEDE2000 as the distance function.


Fig. 5-18 Three hue slices and one saturation slice. They show the colors of three $C_{\text {seq }}$ curves, using $D$ as the distance function.


Fig. 5-19 Using the CIE94 or CIEDE2000 as distance functions yields palettes with colors that are not at equal perceptual distance to each other; the dark colors are too close to each other.


Fig. 5-20 The palettes created using $D$ yield colors with more uniform lightness ordering.

### 5.6 Range on the curve

In section 5.3 , the $C_{\text {seq }}$ curve is defined that yields a continuous palette from black to white. The hue of the curve can be changed with parameter $h$, and the shape of the curve can be changed with $s$, which controls the saturation.

In this section, the colors on the curve are restricted to a certain range. By doing this the lightness contrast and the brightness of a palette can be adjusted.

We define $t_{0}$ to be the starting point of a palette and $t_{1}$ to be the end point. Parameter $c \in[0 . .1]$ which controls the lightness contrast can then be defined as

$$
c=t_{1}-t_{0}
$$

The ranges of parameter $t_{0}$ and $t_{1}$ can now be defined in terms of $c$ :

$$
\begin{aligned}
& t_{0} \in[0 . .1-c] \\
& t_{1} \in[c . .1]
\end{aligned}
$$



Fig. 5-21 Parameter $c$ controls length of the curve. This determines the lightness contrast of the palette.

To control the position of range $\left[t_{0} . . t_{1}\right]$ on the curve we introduce $b \in[0 . .1]$, which represents the brightness of the palette. We use $b=0$ to denote the darkest palette and $b=1$ to denote the lightest palette. We define $t_{0}$ in terms of $b$ and $c$ as

$$
t_{0}=(1-c) b
$$

Now input parameter $t \in[0 . .1]$ of palette $P_{\text {seq }}$ can be transformed to range $\left[t_{0} . . t_{1}\right]$ on curve $C_{\text {seq }}$ by

$$
P_{s e q}(\sigma, t)=C_{s e q}\left(\sigma, t_{0}+t\left(t_{1}-t_{0}\right)\right)
$$

which in terms of $b$ and $c$ is

$$
P_{s e q}(\sigma, t)=C_{s e q}(\sigma,(1-c) b+t c)
$$



Fig. 5-23 Left: five $P_{\text {seq }}$ curves with varying contrast: $c=\{0,0.25,0.5,0.75,1\}$. Right: the five corresponding palettes


Fig. 5-23 Left: five $P_{\text {seq }}$ curves with varying brightness: $b=\{0,0.25,0.5,0.75,1\}$. Right: the five corresponding palettes

### 5.7 Discrete palettes

In this section, the definition of continuous palette $P_{\text {seq }}$ is extended to discrete palettes. We use the notation $P_{\text {seq }}(\sigma)[i]$ to denote the $i^{\text {th }}$ color of palette $P_{\text {seq }}(\sigma)$, where $i \in[0,1, . ., N-1]$.

For sequential palettes, we require all adjacent colors to be at equal perceptual distance:

$$
\left(\forall_{i}: 0 \leq i<N-2: D\left(P_{\text {seq }}(\sigma)[i], P_{\text {seq }}(\sigma)[i+1]\right)=D\left(P_{\text {seq }}(\sigma)[i+1], P_{\text {seq }}(\sigma)[i+2]\right)\right)
$$

$T$ can be used to calculate points that are at equal arc distance from each other, since $T$ returns the normalized arc length for a given $t$. However, the distance between two points is usually different from the arc difference between those two points (Fig. 5-24).

One way to find $N$ points on a curve that are at equal distance is to use a force-based algorithm. All adjacent points exert a force on one another. The algorithm is comprised of two steps:

- Calculating the forces exerted on each point by its neighbor(s)
- Repositioning the points on the curve according to the total force applied on that point This process is iterated until an acceptable finishing condition is reached.

However, because $D$ only makes use of the lightness component, a simpler approach to get $N$ points on the curve at equal distance can be used. We define $P_{\text {seq }}(\sigma)[i]$ by

$$
P_{\text {seq }}(\sigma)[i]=P_{\text {seq }}\left(\sigma, \frac{i}{N-1}\right), \quad 0 \leq i<N
$$

Since the distance function only uses the $L$-component of a color, only one dimension needs to be taken into account. This reduces the problem of finding equidistant points that lie on a curve, to finding equidistant points along a straight line (Fig. 5-24). Therefore, this definition of $P_{\text {seq }}(\sigma)[i]$ yields points on the curve that are equally spaced according to $D$.


Fig. 5-24 Left: Normally, the arc distance between $P_{s e q}(0.33)$ and $P_{s e q}(0.66)$ is different from the normal distance. Right: since $D$ only uses the L component, the arc distance is equal to the normal distance.

The Brewer palettes display a relation between the overall lightness contrast and the number of colors of a discrete palette. We evaluated the Brewer palettes in CIELUV color space and compared them with palettes defined by $P_{\text {seq }}$. The palettes of Brewer display an approximately linear increase in lightness contrast as $N$ is increased. The following relation is used

$$
b=0.25 \text { and } c=\min (0.88,0.34+0.06 N)
$$



Fig. 5-25 Seven Brewer palettes and seven generated palettes, they display similar increases in lightness contrast as $N$ is increased.


Fig. 5-26 A discrete palette with its corresponding continuous palette.

### 5.8 Multi-hue sequential palettes

In this section, we extend the $P_{\text {seq }}$ definition to a multi-hue palette model.

The multi-hue palettes defined by Cynthia Brewer are shown below. They can be categorized in three groups, shown in Fig. 5-27. When the colors of a palette get lighter, the palette changes gradually towards a certain bright point. The three groups each have a bright point in common. This does not mean that all palettes end in their corresponding bright point, but the hues progress in their direction. This bright point convergence is illustrated by Fig. 5-27. Note that the three views are all shifted in hue to put the bright point hue in the middle of the picture.

Although the model we propose later in this section can be used to generate multi-hue palettes of all three groups, we have a preference for the yellow-topped palettes. There are several reasons for this.

The first reason is purely esthetical; we find that the color combinations of the cyan- and pinktopped palettes do not yield as nice looking palettes as the yellow-topped palettes.


Fig. 5-27 The multi-hue sequential palettes divided in three categories.


Fig. 5-28 Three saturation slices showing the yellow-topped, cyan-topped and pink-topped palettes. The hues converge to a certain bright point hue.


Fig. 5-29 A saturation slice with a projection of the path of all MSCs. The yellow MSC has the highest lightness.

Furthermore, the yellow hue allows lighter colors to be more saturated. This is illustrated by Fig. 5-29, which shows the lightness values of the MSCs of all hues. The three bright points to which the Brewer palettes converge are local maxima of the MSC path. However, the yellow MSC has the highest lightness; this allows the lighter colors to be more saturated for the hues around yellow than for other hues.

Finally, most multi-hue sequential palettes defined by Brewer are yellow-topped. Even the hues of the single-hue sequential palettes slightly move towards yellow for the lighter colors. Furthermore, Brewer only defined multi-hue diverging palettes with a yellow bright point (Fig. 5-30). So her palettes also display a preference for the yellow bright point.

For the reasons explained above, we choose yellow as the default bright point for the multi-hue palettes. A straightforward approach for creating multi-hue palettes would be to change the hue of the top point of a palette to the bright point hue. Then the sequential palette requirements are satisfied, but it does not exploit the saturation potential of the bright point hue. The colors in the lighter part of the palette look relatively dull and unsaturated, while they could have had a higher saturation.


Fig. 5-30 The multi-hue diverging palettes defined by Brewer only use a yellow bright point.

Another straight-forward method is to use colors of several sequential palettes with varying hue to construct a multi-hue palette. This, however, creates discontinuities in the first order derivative of the curve, and yields irregular saturation transitions.

Therefore, our solution is to move the top point $p_{2}$ towards the bright point. Multi-hue variable $w$ controls how close the top point is to the bright point. By moving the top point towards the bright point the saturation for the lighter colors is increased, yielding a more vibrant and colorful palette. Furthermore, the curve stays smooth this way, leading to a regular transition in saturation. The complete definition of the new top point is given below.

$$
\begin{aligned}
& p_{2} \cdot L=(1-w) \cdot 100+w \cdot p_{b} \cdot L \\
& p_{2} \cdot S=\min \left(\mathrm{S}_{\max }\left(p_{2} \cdot L, p_{2} \cdot H\right), w \cdot s \cdot p_{b} \cdot S\right) \\
& p_{2} \cdot H=\operatorname{MixHue}\left(w, h, p_{b} \cdot H\right)
\end{aligned}
$$

where MixHue and $S_{\text {max }}$ are defined below.

$$
\begin{aligned}
& \text { Default values: } \\
& w=0.15 \\
& p_{b}=\operatorname{LCH}(R G B(1,1,0)) / / \text { yellow }
\end{aligned}
$$



Fig. 5-31 $p_{2}$ is moved towards the bright point $p_{b}$ as $w$ is increased.

The $p_{2}$ point is moved towards the bright point proportionally to $w$. The MixHue function mixes the hues using the shortest path on the color circle. For example, MixHue( $0.5,340,50$ ) yields 15.

## Definition of MixHue

$\operatorname{MixHue}\left(\alpha, h_{0}, h_{1}\right)=\left(h_{0}+\alpha M\right) \bmod 360$,
where

$$
M=\left(180+h_{1}-h_{0}\right) \bmod 360-180 .
$$

The resulting color $p_{2}$ can lie outside displayable color space. Therefore, $\mathrm{S}_{\max }$ calculates the maximum saturation for a color of a certain lightness and hue. Using that saturation value, the color is clamped back to the triangular surface, and its lightness and hue value are preserved.

## Definition of $S_{\text {max }}$

$\mathrm{S}_{\max }\left(l, h^{\prime}\right)=\alpha\left(p_{\text {mid }} . S-p_{\text {end }} . S\right)+p_{\text {end }} . S$, where

$$
\begin{aligned}
& \alpha=\frac{p_{\text {end }} \cdot L-l}{p_{\text {end }} \cdot L-p_{\text {mid }} \cdot L} \\
& p_{\text {mid }}=\operatorname{MSC}\left(h^{\prime}\right) \\
& p_{\text {end }}= \begin{cases}\operatorname{LCH}(0,0,0), & l \leq p_{\text {mid }} \\
\operatorname{LCH}(100,0,0), & l>p_{\text {mid }}\end{cases}
\end{aligned}
$$



Fig. 5-32 Color $c_{0}$ is clamped back to displayable color space, using $S_{\text {max }}$.

Moving colors towards yellow makes their appearance warmer and moving them away colder. Therefore, we call the $w$ parameter cold/warm.


Fig. 5-33 Eleven palettes with $w$ values from 0 to 1 .
As $w$ is increased the palette's appearance looks warmer.

## 6 Diverging palettes

In the previous chapter, we presented a model for generating sequential palettes. In this chapter, the sequential palettes are used to generate diverging palettes, which can be altered using the same parameters as the sequential palette.

For completeness and reference, the complete diverging palette model is given on the next page.

### 6.1 Diverging palette properties

The diverging palette properties differ from the sequential palette properties, in that they have two hues, $h_{0}$ and $h_{1}$, and there is an additional parameter $m_{s}$ which represents the midpoint position.

The $h$ parameter is split in $h_{0}$ and $h_{1}$, because the hue is the only property that we define separately for each side of the diverging palette. The other properties are used for both sides of the palette. Keeping the $b$ and $c$ parameter equivalent for both sides and setting $w$ to 0 takes care that colors at equal distance from the midpoint have the same lightness value:

$$
\left(\forall x, \sigma_{d i v}: x \in[0 . . \min (m, 1-m)] \wedge \sigma_{d i v} \in \Sigma_{d i v}: P_{d i v}\left(\sigma_{d i v}, m-x\right) . L=P_{d i v}\left(\sigma_{d i v}, m+x\right) . L\right) .
$$

The range of $x$ is defined as $[0 . . \min (m, 1-m)]$ because the midpoint is variable. The above equation is satisfied, because the distance function $D$ is solely based on lightness. Therefore, the same $t$ value yields colors of equal lightness for sequential palettes with equal $b, c$ and $w=0$. Note that for multihue palettes the top point is shifted towards a color with lower L-value, resulting in slightly lower Lvalues for all colors in the palette.

### 6.2 Two sequential palettes

The diverging palette is comprised of two sequential palettes and a possible neutral color $c_{n}$ in the middle:

$$
P_{d i v}\left(\sigma_{d i v}, t\right)= \begin{cases}P_{\text {seq }}\left(\sigma_{0}, 2 t^{\prime}\right), & t^{\prime}<0.5 \\ P_{\text {seq }}\left(\sigma_{1}, 2\left(1-t^{\prime}\right)\right), & t^{\prime}>0.5 . \\ c_{n}, & t^{\prime}=0.5\end{cases}
$$

A consequence of using the sequential palettes like this is that the resulting palette is not continuous for $b \neq 1$. However, the discontinuity occurs at the midpoint. Since the two parts of the diverging palette should be distinguishable from each other a discontinuity should be expected.


Fig. 6-1 The discontinuity at the midpoint shows clearly for the palettes with $b \neq 1$.

Palette properties:
$\Sigma_{d i v}=[1 . . \infty] \times[0 . .360] \times[0 \times 360] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1]$
$\sigma_{d i v}: \Sigma_{d i v}$
$\sigma_{d i v}=\left\langle N, h_{0}, h_{1}, w, m, c, s, b\right\rangle$

## Palette:

$P_{d i v}: \Sigma_{d i v} \times[0 . .1] \mapsto L C H$
$P_{d i v}\left(\sigma_{d i v}, t\right)= \begin{cases}P_{\text {seq }}\left(\sigma_{0}, 2 t^{\prime}\right), & t^{\prime}<0.5 \\ P_{\text {seq }}\left(\sigma_{1}, 2\left(1-t^{\prime}\right)\right), & t^{\prime}>0.5, \\ c_{n}, & t^{\prime}=0.5\end{cases}$
where
$\sigma_{0}=\left\langle N, h_{0}, w, c, s, b\right\rangle$
$\sigma_{1}=\left\langle N, h_{1}, w, c, s, b\right\rangle$
$t^{\prime}= \begin{cases}\frac{t}{1+|2 \varepsilon|} & m \geq 0.5 \\ \frac{t+|2 \varepsilon|}{1+|2 \varepsilon|} & m<0.5\end{cases}$
$\varepsilon=m-0.5$.

## Neutral color definition:

$c_{n} \cdot L=\frac{c_{0} \cdot L+c_{1} \cdot L}{2}$
$c_{n \cdot} S=\min \left(S_{\max }\left(c_{n} \cdot L, c_{n} \cdot H\right), s_{n}\right)$
$c_{n} \cdot H=p_{b} \cdot H$
$s_{n}=\frac{c_{0} \cdot S+c_{1} \cdot S}{2} w$
$c_{0}=P_{\text {seq }}\left(\sigma_{0}, 1\right)$
$c_{1}=P_{\text {seq }}\left(\sigma_{1}, 1\right)$

## Default values

$w=0$
$m=0.5$
$c=\min \left(0.88,1.0-0.06\left(11-N^{\prime}\right)\right)$, where $N^{\prime}=(N \operatorname{div} 2)+1$
$s=0.6$
$b=0.75$

### 6.3 Midpoint position

In this section we elaborate on how the midpoint is moved within the diverging palette by parameter $m \in[0 . .1] . m=0$ denotes that the midpoint lies at the beginning of the palette, $m=1$ denotes that the midpoint lies at the end. The midpoint can lie anywhere in between, but $m=0.5$, i.e., the midpoint is in the middle, is the default value. Note that if $m=0$ or $m=1$ the diverging palette looks like a sequential palette.

The midpoint is moved in such a way that the equation defined in section 6.1 holds, as shown in Fig. 6-3. Moving the midpoint this way is essentially the same as using only a certain range of the original diverging palette that has a midpoint in the middle. The new parameter $t^{\prime}$ should therefore yield $t^{\prime}=0.5$ for $t=m$. Variable $\varepsilon$ is the directed distance between $m$ and the original midpoint 0.5 :

$$
\mathcal{E}=m-0.5 .
$$

To put the new midpoint $m$ in the center, the range of $t$ is increased by $|2 \mathcal{E}|$. The result is scaled back to the range [0..1] to get the corresponding $t^{\prime}$.

We distinguish between two cases, shown in Fig. 6-3.

- If $m \geq 0.5$, the midpoint is shifted up. Then $0 \leq t^{\prime} \leq \frac{1}{1+|2 \varepsilon|}$.
- If $m<0.5$, the midpoint is shifted down. Then $\frac{|2 \varepsilon|}{1+|2 \varepsilon|} \leq t^{\prime} \leq 1$.

The definition below defines the transformation of $t$ to get the desired $t^{\prime}$ of the palette with the midpoint shifted to $m$ :

$$
\begin{aligned}
& t^{\prime}= \begin{cases}\frac{t}{1+|2 \varepsilon|} & m \geq 0.5 \\
\frac{t+|2 \varepsilon|}{1+|2 \varepsilon|} & m<0.5\end{cases} \\
& \varepsilon=m-0.5 .
\end{aligned}
$$



Fig. 6-3a. $m>0.5$. The right palette is the original, with $m=0.5$. $t$ is scaled such that the left palette has $m=0.7, \varepsilon=0.2$.


Fig. 6-3b. $m<0.5$. The right palette is the original, with $m=0.5 . t$ is scaled such that the left palette has $m=0.3, \varepsilon=-0.2$.

### 6.4 Discrete diverging palettes

When generating a discrete diverging palette, the neutral color needs to be taken in account. In Fig. $6-4$, two Brewer palettes are shown. The left palette has the exact same colors as the right, except for the neutral color.

The generated palettes should show the same: if a palette with $N$ colors has no neutral color, then it should use the colors from a neutral color palette with $N+1$ colors except for the neutral color. If this would not be done, the difference between the two colors around the midpoint would be relatively small as can be seen in the left palette of Fig. 6-5. For the right palette this difference is larger, and the difference between the other colors is smaller, which yields a more balanced palette.


Fig. 6-4 Two diverging Brewer palettes. The left has the exact same colors as the right, except for the neutral color.


Fig. 6-5. The left palette is generated by $P_{d i v}\left(\sigma_{d i v}^{\prime}, \frac{i}{N-1}\right)$. The right one is generated by the definition described below.

## Discrete palette:

$$
\begin{aligned}
& P_{d i v}: \Sigma_{d i v} \times[0,1 ., N) \mapsto L C H \\
& P_{d i v}\left(\sigma_{d i v}\right)[i]=\left\{\begin{array}{rr}
P_{d i v}\left(\begin{array}{rr}
\left.\sigma_{d i v}^{\prime}, \frac{i}{N-1}\right), & 2 m^{\prime} \bmod 2=0 \\
P_{d i v}\left(\sigma_{d i v}^{\prime \prime}, \frac{i}{N}\right), & 2 m^{\prime} \bmod 2 \neq 0 \wedge i<m^{\prime}+0.5 \\
P_{d i v}\left(\sigma_{d i v}^{\prime \prime}, \frac{i+1}{N}\right), & \text { // With neutral color }
\end{array}\right. \\
m^{\prime}=\frac{\lfloor 2 m(N-1)+0.5\rfloor}{2} \neq 0 \wedge i \geq m^{\prime}+0.5 \quad \text { // Without neutral color } 2
\end{array}\right. \\
& \sigma_{d i v}^{\prime}=\left\langle N, h_{0}, h_{1}, w, \frac{m^{\prime}}{N-1}, c, s, b\right\rangle \\
& \sigma_{d i v}^{\prime \prime}=\left\langle N+1, h_{0}, h_{1}, w, \frac{\left(m^{\prime}+0.5\right)}{N}, c, s, b\right\rangle
\end{aligned}
$$

For a Brewer palette it is simple to detect whether it has a neutral color: if $N$ is odd, then the palette has a neutral color, otherwise it does not. Unlike the Brewer palettes, our palettes have a variable midpoint. To be able to check whether our palettes have a neutral color, the normalized midpoint position $m$ is transformed to a discrete midpoint position by

$$
m^{\prime}=\frac{\lfloor 2 m(N-1)+0.5\rfloor}{2}
$$

This takes care that the discrete midpoint position is in the range $[0,0.5, \ldots, N]$. Fig. 6-6 shows where the midpoints could lie for a palette with $N=5$. If $m^{\prime}$ is an integer number, then the palette has a neutral color, otherwise it does not.


Fig. 6-6 The possible discrete midpoint positions for a 5 color palette.

If a neutral color is present, i.e., if $2 m^{\prime} \bmod 2=0$, then the translation from continuous to discrete is straightforward:

$$
\begin{gathered}
P_{d i v}\left(\sigma_{d i v}\right)[i]=P_{d i v}\left(\sigma_{d i v}^{\prime}, \frac{i}{N-1}\right), \\
\text { where } \\
\sigma_{d i v}^{\prime}=\left\langle N, h_{0}, h_{1}, w, \frac{m^{\prime}}{N-1}, c, s, b\right\rangle .
\end{gathered}
$$

Note that the continuous diverging palette is passed the normalized $m^{\prime}$. If $m$ would be used, then it could be the case that its corresponding discrete midpoint is not in the range $[0,0.5, \ldots, \mathrm{~N}]$. This would result in unbalanced diverging palettes, in which one side of the palette is darker then the other side.

If the palette does not have a neutral color, i.e., if $2 m^{\prime} \bmod 2 \neq 0$, the definition is as follows

$$
P_{d i v}\left(\sigma_{d i v}\right)[i]=\left\{\begin{aligned}
P_{d i v}\left(\sigma_{d i v}^{\prime \prime}, \frac{i}{N}\right), & i<m^{\prime}+0.5 \\
P_{d i v}\left(\sigma_{d i v}^{\prime \prime}, \frac{i+1}{N}\right), & i \geq m^{\prime}+0.5
\end{aligned}\right.
$$

where

$$
\sigma_{d i v}^{\prime \prime}=\left\langle N+1, h_{0}, h_{1}, w, \frac{\left(m^{\prime}+0.5\right)}{N}, c, s, b\right\rangle .
$$

This definition treats the palette as if $N$ is $N+1$ and the discrete midpoint $m^{\prime}:=m^{\prime}+0.5$. If the desired color number $i$ is smaller than the discrete midpoint, $i$ is used; otherwise $i$ is increased by one, to skip the midpoint.


Fig. 6-7. Two groups of generated palettes. The left palette has no neutral color, the right palette does. Odd and even palettes can have a neutral color in our representation.

Finally, the default contrast value for diverging palettes is defined to be equal to the sequential palettes, except that $N^{\prime}=(N \operatorname{div} 2)+1$. The presence of a neutral color is not used in the equation, since we do not want the default contrast to change when $m$ is varied.

$$
c=\min \left(0.88,1.0-0.06\left(11-N^{\prime}\right)\right), \quad \text { where } N^{\prime}=(N \operatorname{div} 2)+1
$$

### 6.5 The neutral color

The neutral color is usually a light grayish color. However, for multi-hue palettes this does not need to be the case, as the Brewer palettes in Fig. 6-8 show. The neutral color can also be the brightpoint color. Therefore, we define neutral color $c_{n}$ as folows

$$
\begin{aligned}
& c_{n} \cdot L=\frac{c_{0} \cdot L+c_{1} \cdot L}{2}, \\
& c_{n} \cdot S=\min \left(\mathrm{S}_{\max }\left(c_{n} \cdot L, c_{n} \cdot H\right), s_{n}\right), \\
& c_{n} \cdot H=p_{b} \cdot H
\end{aligned}
$$

where

$$
\begin{aligned}
& s_{n}=\frac{c_{0} \cdot S+c_{1} \cdot S}{2} w, \\
& c_{0}=P_{\text {seq }}\left(\sigma_{0}, 1\right), \\
& c_{1}=P_{\text {seq }}\left(\sigma_{1}, 1\right) .
\end{aligned}
$$

The lightness of the midpoint is determined by the average of the lightness of the top points of the two sequential palettes. An average is used because sequential palettes of similar $w$ can still have small differences in lightness of the top point.


Fig. 6-8. The three multihue diverging palettes of Cynthia Brewer.

The hue of the midpoint is always set at the bright point hue.
The saturation then determines whether the midpoint is grayish or yellowish, i.e., whether saturation is low or high. $s_{n}$ is the average of the saturation values of $c_{0}$ and $c_{1}$. This is multiplied with $w$, because $c_{0}$ or $c_{1}$ are not always desaturated if $w=0$. Since the $c_{\mathrm{n}}$ could yield a color outside displayable color space, the minimum with $S_{\max }$ is used to clamp it back.


Fig. 6-9. Six multi-hue diverging palettes of which $w=\{0,0.2,0.4,0.6,0.8,1\}$.

### 6.6 Extension to bivariate palettes

Just as the sequential palettes are used as a basis for diverging palettes, they can be used to generate bivariate color palettes. To form the bivariate palette, $M$ sequential palettes of different hue are put together.

The colors of sequential palettes have colors of equal lightness, for palettes of equal $b$ and $c$, and $w=0$. Therefore, our sequential palettes generated by $P_{\text {seq }}$ are well suited to be used for generating bivariate palettes.

For proper bivariate palettes, a relatively high contrast and low $M$ and $N$ can be recommended, since bivariate palettes are usually hard to interpret when used in a visualization.


Fig. 6-10. An example of four sequential palettes put together to form a bivariate palette with $M=4$ and $N=5$.

## 7 Qualitative palettes

In this section, we present two different types of qualitative palette models which are each better suited for different situations.

The requirements for qualitative palettes are:

- All colors are distinguishable.
- The palette displays no clear ordering.
- No color stands out between the orders; all colors are perceived as equally important.
- Preferably colors are nameable.

Fig. 7-1 shows the qualitative palettes that Brewer defined. It is clear that these palettes do not follow such strict rules as the sequential and diverging palettes, which all look alike more. Each of these qualitative palettes has its own strong points.


Fig. 7-1 The eight qualitative palettes defined by Brewer

The only palettes that satisfy the nameability requirement are Set 1 and Pastel 1 , although for the latter the nameability is lower, due to the low saturation and high lightness. Set 3 and Paired are the only ones with more than nine colors; however, they do not satisfy the equal-importance requirement. For Set 3, some colors are clearly more saturated than others, for Paired there is a clear brightness difference.

In the table below, we rated the palettes according to the given requirements; + means positive, o neutral, and - negative.

The distinguishability of Set 3 and Paired are rated lower than the rest, but this is mostly due to the fact that more colors are used. The distinguishability of Dark 2 is also rated as 'o'; the colors of the Brewer palettes are arranged such that the distinguishability appears high, however, when the colors are rearranged, more ordering shows and less distinguishability. For Dark 2 distinguishability is lowest; for the other two it is higher, because not all colors increase equally in lightness.

Apart from the nameability requirement, the values in the table are subjective. However, the aim of this table is to show that is hard, maybe impossible, to generate a palette that satisfies all desired requirements.

Furthermore, a subjective requirement is that the palette is aesthetically satisfying. Set 1 seems to score very high in the table, but we found its collection of very saturated colors not really aesthetically pleasing.


Fig. 7-2 Pastel 2, Set 2 and Dark 2 with rearranged colors show lower distinguishability and more ordering.

|  | Set 3 | Pastel 1 | Set 1 | Pastel 2 | Set 2 | Dark 2 | Paired | Accents |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distinguishability | o | + | + | o | + | o | o | + |
| No ordering | + | + | + | + | + | + | + | + |
| Equal-importance | - | o | o | o | + | o | - | - |
| Nameability | - | o | + | - | - | - | - | - |

Another problem is that we want to be able to control the appearance of palettes, in order to make them suited for different visualizations. In other words, we want the brightness, contrast and saturation to be variable. To keep the nameability of colors invariant under these changes is hard, because our perception of colors is not only dependent on hue. Light red is perceived as pink, dark yellow or dark orange is perceived as brown. The hue between blue and cyan is usually called 'light blue' which overlaps with the name of the light colors of the blue hues.

Therefore, our conclusion is that it is impossible to satisfy all these requirements at once and to still end up with an aesthetically pleasing palette. Fortunately, most of the time, not all requirements are important to the user.

We therefore define two ways of generating palettes. The first palette has fixed colors, so nameability can be guaranteed. This palette can be optimized to have high distinguishability, no ordering and nameable colors. The second palette has variable colors that can be tuned using certain parameters, but nameability can not be guaranteed.

### 7.1 Fixed-color palette

The use of a fixed-color palette makes it possible to optimize a palette to fit certain requirements. Of course the colors of one of the Brewer palettes can be used [5][6]. However, we designed a qualitative palette that has 17 colors. This fixed-color palette is defined as follows in this ordering:


These colors are chosen to maximize distinguishability, display no ordering and to still be nameable. Firstly, note that we defined these colors in such a way as to yield nameable colors in Dutch, the colors skin pink and lilac are less accepted color terms in English than they are in Dutch. For that reason we added the Dutch names as well. Furthermore, this palette was purposely ordered. For an $N$ color qualitative palette, we suggest to use the first $N$ colors.


Fig. 7-3 The four base colors blue, red, yellow, and green are showed on the top row. The results of mixing two colors are shown on the bottom row.

The first eight colors of the fixed-color palette are the generally accepted unique hues. They look very much like Set 1 , with the difference that these colors are slightly lighter to make the difference with the darker brown color somewhat higher. These colors are followed by aqua and lime. If red, green, blue and yellow are the most important colors, then aqua and lime are the logical colors that follow because they fall in between (Fig. 7-3). So although they have not as clearly defined names, aqua and lime are the $10^{\text {th }}$ and $11^{\text {th }}$ color. Skin pink, Bordeaux red, lilac and beige were chosen because of their relatively well-known names in Dutch, although they are not as clear as the unique hues. And finally, light blue and dark green were added to have two more distinguishable colors.

## Fixed-color qualitative palette evaluation:

- Distinguishability: This palette yields relatively distinguishable colors, especially the first ten colors. The more colors are added, the lower distinguishability gets.
- No ordering: There is no clear ordering on this palette.
- Equal-importance: For the first seven colors we find that no color seems more important than the others. However, to maintain high enough distinguishability, less saturated colors are also used, which appear less important than the more saturated ones. Therefore, this palette does not satisfy the equal-importance requirement for $N>7$.
- Nameability: The nameability is guaranteed for the first eight colors. After those, we tried to put together nameable colors, which use distinctive names. However, we acknowledge that these names can never be as clear as the first eight colors.

This fixed-color palette yields a large set of colors, which can be useful for many visualization applications, since sometimes 12 is just not enough. And even for 17 colors, they have a fairly high distinguishability. However, it must be noted that the fewer colors used, the better the palette fits all requirements.

### 7.2 Generated palette

In this section we present our procedurally generated qualitative palette.
Our aim is to generate a palette that is aesthetically pleasing, while still being able to alter its appearance. For sequential and diverging palettes, this is relatively easy; if only two base hues are combined, then it is hard to create an ugly color combination. A qualitative palette is typically a combination of colors of differing hue. To get a set of colors that are in harmony with each other is much harder and much more susceptible to taste.

A way to generate a qualitative palette with no ordering and with colors of equal importance is to use the approach suggested by Kurt Hornik and Achim Zeileis [32], shown in Fig. 7-4. They take $N$ colors of equal saturation and lightness and vary the hue. This yields a palette without ordering and no color appears more important than the others. This method does not allow for a great number of distinguishable colors. They use a rather low saturation so no colors need to be clamped. Therefore, the color distance between the colors in the palette is relatively low. Furthermore, we find that their qualitative palettes do not look very aesthetically pleasing.


Fig. 7-4 A qualitative palette generated via the method proposed by Achim Zeileis and Kurt Hornik. The colors are of equal lightness and saturation, the hue is varied. The saturation is kept low to avoid color clamping.

We analyzed these palettes to find out why they were not aesthetically pleasing to us and concluded that the predominant reason for this is that yellow is very dark. If the yellow color is set to a lighter value the whole palette looks a lot better. This is confirmed by plotting all Brewer palettes in one view, which shows that Cynthia Brewer never uses dark yellow colors.

Therefore, we choose not to use colors of equal lightness. This increases the color distance between the different colors drastically, allowing for more colors in the palette because of increased distinguishability. The use of colors of different lightness also makes it possible to use a greater saturation range with less clamping.

Our approach is to draw a line through all hues from light yellow to dark blue and back to light yellow as shown in Fig. 7-5. Compare this to the palette in Fig. 7-4 to see that our method yields more vibrant and colorful palettes. Also the distinguishability between colors is much higher in our palette, of which the complete definition is given on the following page.

Qualitative palette definition

## Palette properties:

$\Sigma_{\text {qual }}=[1 . . \infty] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1] \times[0 . .1]$
$\sigma_{\text {qual }}: \Sigma_{\text {qual }}$
$\sigma_{\text {qual }}=\langle N, \varepsilon, r, s, b, c\rangle$

## Palette:

$P_{\text {qual }}: \Sigma_{\text {qual }} \times[0 . .1] \mapsto L C H$
$P_{\text {qual }}\left(\sigma_{\text {qual }}, t\right)=c_{\text {qual }}$
where
$c_{\text {qual }} . L=(1-\alpha) \ell_{0}+\alpha \ell_{1}$,
$c_{\text {qual }} \cdot S=\min \left(\mathrm{S}_{\max }\left(c_{\text {qual }} \cdot L, c_{\text {qual }} \cdot H\right), s \cdot s_{\text {max }}\right)$,
$c_{\text {qual }} \cdot H=360(\varepsilon+t r) \bmod 360$.
$\alpha=\operatorname{HueDiff}\left(h, c_{y} \cdot H\right)$
$\operatorname{HueDiff}\left(h_{0}, h_{1}\right)=\left\{\begin{array}{rl}\left|h_{1}^{\prime}-h_{0}^{\prime}\right|, & \left|h_{1}^{\prime}-h_{0}^{\prime}\right|<180 \\ 360-\left|h_{1}^{\prime}-h_{0}^{\prime}\right|, & \text { otherwise }\end{array}\right.$,
where $h_{0}^{\prime}=h_{0} \bmod 360, h_{1}^{\prime}=h_{1} \bmod 360$.
$s_{\max }=\operatorname{LCH}(R G B(1,0,0)) . S \quad / /$ The maximum saturation possible
$\ell_{0}=b \cdot c_{y} \cdot L$
$\ell_{1}=(1-c) \cdot \ell_{0}$
$c_{y}=\operatorname{LCH}(R G B(1,1,0)) \quad / /$ yellow

## Discrete palette:

$P_{\text {qual }}: \Sigma_{\text {qual }} \times[0,1 \ldots N) \mapsto L C H$
$P_{\text {qual }}\left(\sigma_{\text {qual }}\right)[i]=P_{\text {qual }}\left(\sigma_{\text {qual }}, \frac{i}{N}\right), i \in[0,1 . . N)$

## Default values:

$\varepsilon=0$
$r=1$
$s=0.5$
$b=1$
$c=0.5$


Fig. 7-5 Saturation slice of $S=80$. The qualitative palette follows a line from light yellow to dark blue to light yellow.

The palette properties $\Sigma_{\text {qual }}$ contain $s, b$ and $c$, which respectively stand for saturation, brightness and contrast, just as with the other generated palettes. Two new parameters are added to maintain a flexible model. The $r$ parameter represents the used hue range. The $\varepsilon$ represents the hue shift, which controls where the range of hues begins.

This leads to the following definition of the hue

$$
c_{\text {qual }} \cdot H=360(\varepsilon+t r) \bmod 360 .
$$

The lightness is then determined using the hue distance to yellow

$$
\begin{aligned}
& c_{\text {qual }} \cdot L=(1-\alpha) \ell_{0}+\alpha \ell_{1}, \\
& \text { where } \\
& \alpha=\operatorname{HueDiff}\left(h, c_{y} \cdot H\right), \\
& \ell_{0}=b \cdot c_{\text {yellow }} \cdot L, \\
& \ell_{1}=(1-c) \cdot \ell_{0}, \\
& c_{\text {yellow }}=L C H(R G B(1,1,0)) .
\end{aligned}
$$

$\ell_{0}$ is the lightness of the lightest color, $\ell_{1}$ is the lightness of the darkest color. The brightness controls how light $\ell_{0}$ is. The contrast determines the lightness difference between $\ell_{1}$ and $\ell_{0}$. HueDiff is a function that calculates the difference between two hues. The difference between $h$ and the hue of yellow determines what the lightness of the color is.

The saturation is

$$
c_{\text {qual }} \cdot S=\min \left(\mathrm{S}_{\max }\left(c_{\text {qual }} \cdot L, c_{\text {qual }} \cdot H\right), s \cdot s_{\max }\right),
$$

where

$$
s_{\max }=\operatorname{LCH}(R G B(1,0,0)) \cdot S \quad / / \text { The maximum saturation possible }
$$

In CIELUV, the red hue has the most saturated MSC of all hues. Therefore $s$ scales the saturation from 0 to $s_{\max }$. The minimum of $\mathrm{S}_{\max }\left(c_{\text {qual }} \cdot L, c_{\text {qual }} \cdot H\right)$ and $s \cdot s_{\max }$ clamps the color back to the triangular approximation surface, which minimizes errors resulting from clamping.

By using this definition of $P_{\text {qual }}$ a wide range of qualitative palettes can be generated as can be seen in Fig. 7-7.

## Generated qualitative palette evaluation:

- Distinguishability: The distinguishability is generally lower than with the fixed-color palette; the difference gets larger as the number of colors is increased. However, distinguishability is a lot higher than the generated qualitative palettes of Healey or Zeileis and Hornik.
- No ordering: The palette does show an ordering, although this might be exaggerated by the way the palette is presented. For fixed-color palettes, the colors can be ordered such that there seems to be no clear ordering. If the colors of the generated palette are reordered then the ordering is not so clear (Fig. 7-6).
- Equal-importance: Because all colors have equal saturation no color stands out between the rest; therefore, the generated palette satisfies the equal-importance requirement.
- Nameability: Since the generation method does not consider nameability, the colors have no clearly defined names.


Fig. 7-6 The left palette seems much more ordered than the right one although the colors are exactly the same.

The great advantage of these palettes is that the brightness, saturation and contrast can be altered. And, because all colors have equal saturation, they all seem equally important. Furthermore, we find that the palettes generated with $P_{\text {qual }}$ look very balanced and in harmony, creating pleasantly looking palettes. It is hard to generate an ugly looking palette using this method. Finally, this technique enables generation of palettes with any number of colors. But the higher the $N$ the more ordering is seen and the lower the distinguishability is.

Our opinion is that the generated palettes generally look better than the fixed-color palettes. It does not matter whether the colors are used in order or randomly shuffled, they always look good. However, from a theoretical point of view, the fixed-color palettes usually satisfy the more important requirements on qualitative palettes. Therefore, our recommendation is to use a fixed-color palette when nameability, distinguishability and no ordering are desired. If equal importance or adaptability is desired, to make the palette meet visualization-specific requirements, then a generated palette can be considered.


Fig. 7-7 The left eight palettes have the default settings. The right group of palettes show some of the variations possible with this definition.

## 8 Application

The generation techniques described in this thesis enable users to create a wide range of palettes, using parameters rather than color keys. The quantitative palettes generated with the presented methods meet the palette requirements, for most parameter settings. Exceptions to these are palettes having a contrast of 0 , then there is no ordering; and if saturation is very high, e.g., $s>0.9$, not all colors are perceived equally important.

To show that this palette generation technique enables the creation of proper palettes, the Brewer palettes are paired to generated palettes in Fig. 8-1. By tuning the parameters, it is possible to create generated palettes that closely resemble the Brewer palettes. We only compare the sequential and diverging palettes, since they have more general appearances, whereas the qualitative palettes from Brewer do not have such uniform appearances, as discussed in section 7 Qualitative palettes.


Fig. 8-1 Pairs of palettes, each left palette is a Brewer palette, each right palette is generated and tuned to closely resemble the corresponding Brewer palette.

In the tuned palettes, the contrast and brightness parameter are relatively close to their proposed defaults, in ranges [0.78..1] and [0.76..1] respectively. An interesting detail is that all single-hue palettes, except for the Purples, had a cold/warm value in range of [0.15..0.3]. If $w$ was set to 0 for these palettes, they look dull and cold compared to the Brewer single-hue palettes.

The saturation parameter varies from 0.45 to 1 , if the Grays palette is omitted. The reason for the high variation in saturation is twofold. Firstly, there is a gamut difference between the Brewer palettes and the generated palettes; the Brewer palettes are designed for printed display and the generated for emissive displays. In the RGB gamut, green and purple can be more saturated than in CMYK. Therefore, the corresponding Brewer palettes are relatively unsaturated within the RGB space. To recreate them, a low $s$ value has to be chosen. The second cause for high variation in the $s$ parameter is explained by our perception of yellow, orange and red colors. If colors of these hues are lowly saturated, they are perceived as brown. Therefore, if we create an 'orange' palette with $s=0.6$, it looks more brown than orange. To make the palette look orange, the saturation has to be increased. This does not necessarily yield a better palette, since it accentuates the very saturated colors. Fig. 8-2 shows a number of quantitative palettes generated with the presented generation methods.


Fig. 8-2 Examples of generated quantitative palettes, which shows the wide range of palettes that can be created. These palettes are a subset of the set of presets used in MagnaView. Choosing from presets enables users to quickly create a palette.

### 8.1 Integration in MagnaView

The palette generation techniques from this thesis are integrated in the visualization tool MagnaView [17]. This tool visualizes multivariate business data using generalized treemaps [29], seen in Fig. 8-4. Each tile in the visualization is assigned a color according to a mapping from data values of a single attribute to colors. It is possible in MagnaView to create cushioned treemaps (Fig. 8-3); then, the tiles are given a shading based on an RGB shading algorithm.

The multivariate data, which MagnaView visualizes, are divided in attributes. For example, if the telephone usage over a number of years is used as input data, attributes might be: person, telephone number, duration, costs, time of calling, etc. This shows that attributes can have various data-types: integer, real number, string, date or time.


Fig. 8-3 Cushioned tiles in a squarified treemap.

There are several types of attributes: input data, expressions and maps.

- Input data are 'normal' attributes, such as person, telephone number and duration in the telephone usage example above.
- Expressions are defined by giving a formula, possibly using other attributes, examples are "cost * duration / 60", or "cost / sum_all(cost)".
- Maps are created by categorizing the values of a data store or expression in a number of ranges. An example would be to categorize the costs of the calls in the ranges "less than $€$ 1.00 ", " $€ 1.00$ to $€ 5.00$ " and "more than $€ 5.00$ ".


### 8.1.1 Former situation

The former palette generation algorithm in MagnaView used the HLS color space. Based on two color keys, a path through the HLS space was obtained by linearly interpolating the HLS coordinates. Since the intermediary hues can take a short or a long path along the color circle, users could choose either "colorize short" or "colorize long".

The attributes were assigned default palettes and colors could only be changed for maps. If the data-type was string, then a qualitative palette was generated by using white and yellow with 'colorize long'. This yields colors of many different hues and varying lightness. For the other data-types, a quantitative palette was obtained, by using white and red with 'colorize short', yielding a white to red palette. For the map attributes a new palette could be generated and each color could be changed individually.

### 8.1.2 New situation

In the new situation, the proposed palette generation techniques are integrated in MagnaView.
The attributes are assigned a palette type based on their data type:

- Strings are assigned a qualitative palette.
- Unsigned numerical, date and time data are assigned a sequential palette.
- Signed numerical data is assigned a diverging palette.


Fig. 8-4 The MagnaView application. The colors on the tiles are from a generated palette.

The data store and expression attributes are assigned palettes that can be edited, whereas in the old situation these attributes had fixed colors. The sequential and diverging palettes are continuous palettes, since no default categorization is defined on these data types. Qualitative palettes are always discrete palettes.

The map attributes are assigned discrete palettes, since they always have a finite number of data values, defined by a given categorization.

### 8.1.3 User interface

The user interface for editing palettes is layered, in order to provide easy input for several types of users:

Novel users can choose a palette from a set of preset palettes, of which a subset is shown in Fig. $8-2$. Some palettes have a variable contrast value depending on the number of colors, using the relation described in section 5.7; some palettes have a fixed contrast value, so the palette looks the same for all $N$. That way a preset can be created, for example, that ranges from white to the most saturated red. The saturated red does not change lightness if the number of colors is changed. Novel users might sometimes have to change the palette type, if the default palette type was not the desired one; for instance, sometimes numbers represent qualitative data.

Experienced users can change the palette parameters using sliders (Fig. 8-5). Each slider shows how the palette changes, if the corresponding parameter is altered. This way, the user can see beforehand how changing a certain parameter will impact the appearance of the palette. When one parameter is altered, the other slider appearances change accordingly. Since the preset palettes are generated using the same parameters, it is possible to select a preset palette and then alter that palette, using the slider interface.


Fig. 8-5 The user interface used to edit palettes in MagnaView. This palette is used in the visualization in Fig. 8-4.

Expert users can still alter each color individually for map attributes. This can only be done for map attributes, since these always have discrete palettes. If, for instance, a certain range of numerical data needs to be colored red, one must first define a categorization with a map attribute, then the appropriate range can be set to red.

The user interface for editing palettes is created in a separate version of MagnaView that is not in use. It will, however, be integrated in the next release version of MagnaView. This means that we have no information on how the user interface is used in practice. To get more insight in how the palette editing interface would function we performed a user study described in the next section.

### 8.2 User study

The objective of this user study is to investigate how test subjects handled the user interface for editing palettes and to see which palettes were judged to be most aesthetically pleasing. The user study was performed with 15 non-colorblind subjects, of which seven were MagnaView employees, who had experience with the MagnaView application, and eight people who had never before used MagnaView. The user study consisted of three successive parts, which are described in the subsections below.

### 8.2.1 User interface test

Each subject was asked to perform a set of 6 increasingly difficult tasks; ranging from selecting a green palette to creating a palette that looks nice for a given view. A MagnaView project with 6 different views was used for this test. Each view showed the corresponding task description. If a subject finished the task they were allowed to continue to the next view. These tasks were intended to familiarize the subjects with the palette editing user interface. We evaluated the subjects during this test and questioned them afterwards.

The fact that the interface was 'layered' received a positive response from most test subjects. The selection of a preset to obtain a palette was clear. To specify a palette other than the presets, the sliders seen in Fig. 8-5 need to be used. Some subjects did not know the meaning of all palette property terms, such as 'hue' and 'saturation'. However, all proceeded by experimenting with the sliders. After a short learning period of about 5 to 10 minutes, most subjects were able to understand the workings of all sliders and could adapt the palettes in a way they wanted. However, some operations require the change of more than one parameter; for example, when the darkest color of a palette with high contrast needs to be brightened. Then, the contrast needs to be lowered and the brightness set to a high enough value. This was often perceived as a difficult task, which some users were unable to solve. Some users asked if it was possible to change the top or bottom color in order to perform this operation. Furthermore, for a small set of parameter settings, the change of certain parameters does not change the palette appearance; for instance, if the contrast and brightness are low, changing the cold/warm parameter seems to have no influence on the palette. This was confusing to new users.

From the MagnaView part of the testers, the new coloring system received a positive response. Many of them never used the old coloring algorithm or selected colors manually, often resulting in weird color combinations. Therefore, the selection of colors was often left to the designer who picked appropriate colors by hand. The new system makes it possible for everyone to create aesthetically pleasing palettes, although the designer can still handpick each color when special palettes are required. We expect that the average MagnaView user will use the preset palettes most of the times.

Our overall conclusion is that people are able to generate palettes fairly easy after a short learning period using this interface. The fact that the interface is layered guides the users in the learning process, and we suspect that for most of the palette uses selecting presets will suffice. Even though the parameter names are not always understood properly, the sliders provide enough visual clues to guide the user towards the correct actions.

### 8.2.2 Qualitative palette methods

In the second part of the user study, we tested the aesthetic properties of the two methods for generating qualitative palettes described in section 7.1 and 7.2. The test subjects were shown eight PowerPoint slides. Each slide showed a different MagnaView view, which was colored using a generated palette and using a fixed-color palette (Fig. 8-6). The subjects were asked which view they liked best, A or B, and to judge only based on appearance.

Table $8-1$ shows, for each slide, the percentage of testers that voted for the generated color palette and the percentage that voted for the fixed-color palette. The table shows that the generated palettes are generally judged to be most aesthetically pleasing. One of the reasons for this is that the generated palette has more subtle changes between adjoining colors. Users commented during the study that they found the method A palettes more peaceful and less aggressive than the method B palettes. Another cause for the dislike of the fixed-color palettes seems to be the presence of gray and brown colors, of which some subjects showed their dislike.

There were, however, views in which the fixed-color palette scored best. We found two reasons for this. Firstly, if the data values are not distributed evenly among the different categories, then the generated palette can look out of balance. It could, for example, lead to a view with much lime green and a number of reddish pink colors; a combination that most subjects disliked. The fixed-color palettes suffer less from this, since they have less harmony to begin with. Secondly, when the colors are surrounded by large portions of neutral space, their appearance is more tranquil. In that case, the fixed-color palette is perceived as less chaotic and less aggressive than usual, which can lead to a better looking visual.

In conclusion, although we know that the fixed-color palettes are theoretically superior to the generated palettes, this study shows that in most situations the generated palettes yield a more balanced visualization, which is liked by most test subjects. However, in some specific cases the fixedcolor palette can yield a more aesthetically pleasing result.

| Slide nr. | Generated <br> palettes | Fixed-color <br> palettes |
| :---: | ---: | ---: |
| 1 | $33 \%$ | $67 \%$ |
| 2 | $80 \%$ | $20 \%$ |
| 3 | $40 \%$ | $60 \%$ |
| 4 | $87 \%$ | $13 \%$ |
| 5 | $73 \%$ | $27 \%$ |
| 6 | $93 \%$ | $7 \%$ |
| 7 | $27 \%$ | $73 \%$ |
| 8 | $60 \%$ | $40 \%$ |
| Total | $\mathbf{6 6 \%}$ | $\mathbf{3 4 \%}$ |

Table 8-1 The percentages of test subjects that voted for a generated or fixed-color palette.


Fig. 8-6 Slide 5 of part 2 of the user study. The left one shows a view with generated qualitative colors, and the right one has fixed colors

### 8.2.3 Sequential palettes

In the final part of the user study, the aesthetic qualities of the sequential palettes were investigated. On the one hand this was done to compare the generated palettes to the Brewer palettes, on the other hand we wanted to use this information to choose default palettes for MagnaView. We created a view that was colored with 48 different palettes divided in 10 categories, which are shown in Table 8-2. All categories with generated palettes contain five palettes; the Brewer categories contain the number of palettes available for that category. Screenshots of these views were put in a PowerPoint presentation. Three versions of the presentation were made, in which the slides were shuffled differently to avoid order effects. Also an example presentation was made with seven views that was intended to represent the complete population.

The subjects were shown the seven example slides first, to give them an idea of what they could expect. The users were given a form on which they could rate each view on a scale from 1 to 5 , from 'ugly' to 'beautiful'. Then one of the three presentations with 48 views was shown to each test subject. The users were asked to only pay attention to appearance, not to functionality of the palettes.

| Code | Type | Average | Std. Dev. |  |
| :--- | :--- | :--- | ---: | ---: |
| BS | Brewer | Single-hue | $\mathbf{3 , 4 4}$ | 0,33 |
| G1 | Generated | Multi-hue (w = 0.25) | $\mathbf{3 , 4 0}$ | 0,40 |
| BY | Brewer | Multi-hue (Yellow-topped) | $\mathbf{3 , 0 9}$ | 0,42 |
| GC | Generated | Contrast low | $\mathbf{3 , 0 8}$ | 0,31 |
| GS | Generated | Single-hue | $\mathbf{3 , 0 3}$ | 0,51 |
| BP | Brewer | Multi-hue (Pink-topped) | $\mathbf{2 , 9 3}$ | 0,74 |
| G2 | Generated | Multi-hue (w = 0.6) | $\mathbf{2 , 9 3}$ | 0,38 |
| BC | Brewer | Multi-hue (Cyan-topped) | $\mathbf{2 , 7 0}$ | 0,09 |
| G3 | Generated | Multi-hue (w = 1) | $\mathbf{2 , 5 7}$ | 0,25 |
| GD | Generated | Diverging | $\mathbf{1 , 9 6}$ | 0,25 |

Table 8-2 The average ratings of the palettes of each category.


Fig. 8-7 A visualization made using MagnaView. Each bar represents the rating of one of the palettes in the sequential palette user study. (Note that the bars are colored using generated qualitative colors)


Fig. 8-8 From left to right: the highest rated palette, the lowest rated sequential palette, the lowest rated palette.

| Color | Number of palettes | Average |
| :--- | :---: | :---: |
| Blue | 4 | 3,75 |
| Green | 3 | 3,37 |
| Cyan | 4 | 3,31 |
| Red | 3 | 3,09 |
| Pink | 3 | 3,07 |
| Orange | 2 | 2,95 |
| Yellow | 1 | 2,57 |

Table 8-3 The single-hue sequential palettes rated by hue. Only the palettes with a low hue range were used, i.e., palettes from the BS, GS, G1 and GC category.

Table 8-2 shows the average rating of palettes of each category. In Fig. 8-7 the average ratings of each palette are shown by bars, grouped by palette category. Table $8-3$ shows the average ratings of the single-hue sequential palettes, grouped per hue. Based on these results a number of observations can be made:

- The single-hue palettes of Brewer scored highest in the test, closely followed by the G1 category. In the beginning of this chapter, we showed that to recreate the single-hue Brewer palettes, the generated palettes had a cold/warm value in the range [0.1..0.3]; therefore, it was to be expected that these two categories would have about the same score.
- Contrary to our expectations, the BS and G1 palettes scored better than the multi-hue palettes of Brewer and generated palettes with a higher cold/warm value. We expected that the users would like a colorful palette ranging over many hues, but this proved not to be the case.
- In section 5.8, we assumed that users would like the yellow-topped palettes better than the pink- and cyan-topped ones. The results confirm this, however, the difference between the yellow- and pink-topped palettes is not very large. In Fig. 8-7, we can see that one palette in the BP category scored much higher than the others; this was a blue palette with a small hue range. If we remove this palette, which looks very much like a single-hue palette, then the average of the BP category is 2.53 , yielding a substantial difference with the BY category.
- The diverging palettes scored much lower than all other palettes. We believe the low ratings are a result of the composition of colors in the view. The sequential palettes create an image with fairly smooth transitions, whereas the diverging palette has more abrupt transitions because of the two distinct hues. Therefore, we believe that the sequential palettes do not look that much nicer than the diverging palettes in isolation. However, it is harder to create a balanced and aesthetically pleasing composition using diverging palettes.
- We expected the low contrast palettes from the GC category to score higher than the other palettes. The lower contrast yields a more tranquil and quiet view. However, the rating of the GC palettes did not reflect this.
- The three palettes with the highest rating were all single-hue blue palettes, from the categories G1, BS and GS, with ratings of $3.97,3.87$ and 3.77 respectively. Table $8-3$ also shows that the users had a preference for blue palettes. Note that this table only shows the averages of palettes from the BS, GS, G1 and GC categories, since they have a relatively low hue range.

In conclusion, the palettes that received the highest rating were the single-hue Brewer palettes and the generated palettes with a low cold/warm value. The palette with the highest rating was a generated blue palette with a low cold/warm value. Therefore, this palette would be the obvious choice for a default palette in MagnaView.

### 8.3 Recommendations

Below we give a number of recommendations on how to define palettes:

- If other aspects of the visualization are more important than the tiles (or the surfaces for which the palette colors are intended), then a lowly saturated palette with low contrast is recommended. That way a more tranquil picture is obtained.
- If segmentation is important, i.e., the detection of which color belongs to which value, then the palette should have a high enough contrast value. Increasing the saturation and cold/warm parameter also add to the detectability, although to a lower degree than contrast. The higher the spatial frequency, the higher the contrast, saturation and cold/warm need to be, to have proper detectability.
If the cushion height is high, then shading is darker. To retain detectability, contrast should be increased when cushion height is increased. The increase of saturation and cold/warm also helps, but has lower impact.
- For sequential palettes, if saturation is set to a high value, some colors might be perceived as being more important. This can be used to emphasize certain regions that demand more attention. However, if this is not desired, the brightness and contrast can be adjusted to set the most saturated color of the palette to the begin or end color of the palette. This way, an ordering in saturation is perceived and the palette requirements are satisfied. Examples of this are showed in Fig. 8-2, the "Light" palettes are created this way.
- For sequential palettes, if palettes need to be generated that are suitable for colorblind persons, multi-hue palettes are not recommended. The luminance perception of colorblind people differs from not colorblind people, therefore palettes with a high $w$ value might have no clear ordering for a colorblind person. Reducing the saturation decreases this effect.
- For diverging palettes, hue combinations suitable for colorblind people are: red-blue, redpurple, orange-blue, orange-purple, brown-blue, brown-purple, yellow-blue, yellow-purple [4].
- For diverging palettes, the hue difference should be high enough to be able to differentiate between below or above midpoint. We recommend a minimal hue difference of 80 , preferably higher. If spatial frequency is high, saturation is low, or cold/warm is high, hue difference should be increased.
- For qualitative palettes, we recommend to use a fixed-color palette, if segmentation is important. If not, the generated palette generally yields more tranquil colors combinations.


## 9 Conclusion

In this thesis we presented models to generate sequential, diverging and qualitative palettes. The requirements on these palettes are specified in terms of the perceptual properties hue, saturation and lightness. In order to generate palettes that satisfy these requirements, a suitable color system is needed. Due to the perceptual errors in the widely used HSV and HLS color spaces, the perceptually more uniform CIELUV color space was used as a basis. However, CIELUV is a relative color system, which means that not all CIELUV colors have a corresponding RGB color. Therefore, it is important to be able to define where the boundaries of displayable color space lie, in order to use the color system to automatically generate a palette.

The CIELUV color space is inherently more complex than HSV or HLS. Since we found few insightful pictures of the CIELUV color space in books and on the internet, we developed the PaletteView application to analyze the CIELUV color space. This application enables fast exploration of color spaces by looking at slices. The four viewports in PaletteView can be used to compare several views of a single color space or to compare different color spaces with each other. The intersections provide an easy means to analyze a 3D volume of colors.

By clicking on the slices in PaletteView a set of colors can be selected to form a palette. Each color can be moved around on a chosen intersection plane to edit the palette. If a color is moved in one viewport, the position of that color in the other viewports changes accordingly. Therefore, PaletteView not only allows for easy analysis of various color spaces, it also makes it possible to see the relations between different color spaces; a set of colors can be viewed within different slices in different color spaces at the same time. Furthermore, PaletteView is well suited to use as a research tool to quickly assess the quality of new palettes or methods of palette generation by clicking together a set of colors. Also, PaletteView can be used to analyze existing palettes or color combinations within different color spaces. We did this with the Brewer palettes, which we used as an inspiration to generate our palettes.

Using PaletteView, we were able to simplify the boundaries of displayable CIELUV color space to a triangular surface for each hue. This involved the derivation of the Most Saturated Color for a hue; the $\operatorname{MSC}(h)$. The triangular surface was used as a convex hull for the sequential palette curve. We created a flexible curve, of which the tension can be altered, by combining two normal Bézier curves. By adjusting the tension of the curve the saturation of the palette can be varied. The range on the curve was restricted to control the brightness and the lightness contrast of the palette. Based on the Brewer palettes, we defined a linear function that approximates the default contrast value for a palette with a given number of colors. The cold/warm parameter controls the hue range of the palette; the higher the value is, the closer the top point of the curve is to yellow. The addition of the cold/warm parameter makes it possible to generate multi-hue palettes in a convenient way.

To generate a discrete palette the curve is sampled. A Bézier curve, and therefore also our compound curve, is not arc-length parameterized. Therefore, the position of a point on the curve is calculated using a linear piecewise approximation. Although CIELUV is more perceptually uniform than HSV and HLS, it is not perfectly perceptually uniform. This shows clearly when the curve is sampled at regular intervals; uniform lightness increases were not perceptually uniform. The CIE has tried to compensate for the perceptual errors in the original CIELUV space by defining new distance functions. These, however, posed no significant improvement on the original CIELUV space for this application. Therefore, we designed a distance function that transforms the lightness axis of the CIELUV space, based on the lightness increases of the Brewer palettes. The sequential palettes that use this new function look more uniform than their counterparts that use the CIE distance functions.

The sequential palette definition was then used to create a diverging palette model. Two sequential palettes are joined at the lightest color to create a diverging palette; the lightest color is replaced by a neutral color. To make the diverging palette more practically usable, we made the midpoint position variable. When the midpoint is moved, the palette is translated and scaled in order to satisfy the requirements for diverging palettes. For a discrete diverging palette the midpoint position determines whether the palette contains a neutral color or not. This model for diverging palettes allows users to set the midpoint position to a custom range, such as the mean, or zero-point of a set of values. It also allows them to choose whether the palette contains a neutral midpoint color or not.

Although we mainly focused on quantitative palettes, we also developed a generation technique for qualitative palettes. The technique is based on a path through all hues. The path is defined by the parameters brightness, saturation, contrast, hue range and the begin hue. The colors are clamped using the triangular surface that approximates the displayable colors for each hue. Contrary to other generation methods, we allow our path to change in lightness, which yields more distinguishable colors in the palette. However, the fixed 17 -color palette we designed satisfies more of the given requirements than the generated palette. Therefore, for most applications that require up to 17 colors, the fixed-color palette is suited best.

The models to generate sequential, diverging and qualitative palettes were implemented in the visualization tool MagnaView. For numerical data continuous palettes can be used, or the data can be categorized for use with a discrete palette. The user interface to edit palettes was split up in three levels: novel users can choose from a set of preset palettes, experienced users can change the properties of a palette via sliders, or expert users can change each color individually. This allows for a broad range of interaction with palettes; from very fast palette selection to very detailed.

We performed a user study to test the user interface in practice. This showed that inexperienced users were able to use the sliders to create palettes of their liking after a short learning period. However, some operations require the change of multiple sliders, which was perceived as a difficult task. The user study was also intended to investigate the aesthetic qualities of the palettes. The generated qualitative palettes were judged to be more aesthetically pleasing than the fixed-color palettes in most situations. Concerning the sequential palettes, we found that the users liked the singlehue palettes better than the palettes that used a large hue range. The Brewer single-hue palettes and generated palettes with a cold/warm value of 0.25 scored highest in the test. The test subjects showed a preference for blue single-hue palettes.

In conclusion, the PaletteView application allows for a new method of color space and palette analysis. It allows for easy analysis and comparison of various aspects of color spaces, which are hard to grasp just by looking at the formulae. Furthermore, the insight and information gained by using PaletteView allowed us to specify palettes in a new way. Instead of giving vague guidelines on how palettes should be generated, we were able to specify explicitly how the palettes are generated. Furthermore, the palettes are not specified using color keys, but using properties of palettes as parameters. This leads to a higher level of palette specification, in which aspects of a palette can be altered. The set of possible palettes is thus restricted to a set that satisfies the palette requirements. By changing these properties a palette can easily be tuned to meet visualization-specific requirements.

### 9.1 Future work

The method used to create multi-hue sequential palettes, shifts the top point of the palette towards a given bright point. Since the bright point is not at lightness 100, the lightness of the palette is slightly decreased as cold/warm is increased. We have considered two multi-hue methods that did not suffer from this, however, one resulted in dull unsaturated palettes, the other resulted in palettes with irregular saturation. Further research on this subject might lead to a method that retains the colorfulness of the current multi-hue palettes, while using the complete lightness range.

The presented palette generation techniques use properties to specify palettes in an exact way. These techniques can be used to automatically generate palettes in a similar way to PRAVDAColor [2]. Based on certain aspects of the data and the visualization, such as data distribution and spatial frequency, a palette specification in terms of palette properties can be derived. Based on user input, this specification could be changed to fit the intended task: segmenting, highlighting, showing outliers, etc. The derived specification in terms of palette properties can be fed to the proposed palette generation model, to automatically obtain a suitable palette. This leads to a higher level of palette generation. The fact that our methods use palette properties to specify palettes makes it especially suited for this kind of use.

The PaletteView application is a tool that can be used for further color space or palette research. New color spaces and the set of accompanying parameters can be explored and compared to other color spaces using PaletteView. Furthermore, new methods of palette generation can be quickly tested and analyzed within the context of the color spaces that are currently integrated in PaletteView.

It is conceivable that the viewports of PaletteView are integrated in the palette editing user interface. This way, users can see the path of the palette through color space. By dragging the colors around on slices, the palette colors can be changed. This might be a convenient method for expert users to edit their palettes.

In this thesis, we have considered the problem of generating a color palette. In visualizations this color palette is always used in combination with data values. The development of a well-designed user interface to specify a mapping, or categorization, between data values and colors is suggested for future research.

## Appendix

## Color transformations

## RGB to HSV

HSV is also called HSB. The transformation from RGB coordinates to HSV coordinates is as follows:

$$
\begin{aligned}
& M I N=\min (R, G, B) \\
& M A X=\max (R, G, B) \\
& \delta=M A X-M I N \\
& H= \begin{cases}60\left(0+\frac{G-B}{\delta}\right), & R=M A X \\
60\left(2+\frac{B-R}{\delta}\right), & G=M A X \\
60\left(4+\frac{R-G}{\delta}\right), & B=M A X\end{cases} \\
& S=\delta \\
& V=M A X
\end{aligned}
$$

## RGB to HLS

HLS is also called HSL or HSI. The transformation from RGB coordinates to HLS coordinates is as follows:

$$
\begin{aligned}
& M I N=\min (R, G, B) \\
& M A X=\max (R, G, B) \\
& \delta=M A X-M I N \\
& H= \begin{cases}60\left(0+\frac{G-B}{\delta}\right), & R=M A X \\
60\left(2+\frac{B-R}{\delta}\right), & G=M A X \\
60\left(4+\frac{R-G}{\delta}\right), & B=M A X\end{cases} \\
& S=\left\{\begin{aligned}
\frac{\delta}{2 L}, & L \leq 0.5 \\
\frac{\delta}{2-2 L}, & L>0.5
\end{aligned}\right. \\
& L=0.5(M I N+M A X)
\end{aligned}
$$

## RGB to XYZ

From a given RGB coordinate in $[0 . .1]^{3}$ a set of XYZ $\in[0 . .1]^{3}$ values can be calculated. For this transformation a gamma value $\gamma$ and RGB-matrix $M$ are needed. There are many RGB-matrices, of which a number is given on the website of Bruce Lindbloom [15]. Each RGB-matrix has a corresponding gamma value. We prefer to use Adobe RGB (1998), with gamma value 2.2. For the transformation XYZ to RGB we also refer to the Lindbloom website [15].
$(X, Y, Z)=(r, g, b) \cdot M$,
$r=R^{\gamma}$,
$g=G^{\gamma}$,
$b=B^{\gamma}$.

## XYZ to LUV and $\mathrm{LCH}_{u v}$

The conversion of XYZ values to LUV requires a reference white. Each RGB matrix uses its corresponding reference white, a table of which can be found on the Bruce Lindbloom website, just as a transformation from $\mathrm{LCH}_{\mathrm{uv}}$ to LUV to XYZ [15]. We use D65, of which the coordinates are $\mathrm{XYZ}(0.95047,1.000,1.08883)$, i.e., $X_{n}=0.95047, Y_{n}=1.000, Z_{n}=1.08883$. The transformation of XYZ to LUV to $\mathrm{LCH}_{\mathrm{uv}}$ is as follows.

$$
\begin{aligned}
& L^{*}=\left\{\begin{array}{cc}
116 \sqrt[3]{y_{n}}-16 & y_{n}>\varepsilon \\
\kappa \cdot y_{n} & y_{n} \leq \varepsilon
\end{array}\right. \\
& u^{*}=13 L^{*}\left(u^{\prime}-u_{n}^{\prime}\right), \\
& v^{*}=13 L^{*}\left(v^{\prime}-v_{n}^{\prime}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& y_{n}=\frac{Y}{Y_{n}}, \\
& u^{\prime}=\frac{4 X}{X+15 Y+3 Z}, \\
& v^{\prime}=\frac{9 Y}{X+15 Y+3 Z}, \\
& u_{n}^{\prime}=\frac{4 X_{n}}{X_{n}+15 Y_{n}+3 Z_{n}}, \\
& v_{n}^{\prime}=\frac{9 Y_{n}}{X_{n}+15 Y_{n}+3 Z_{n}},
\end{aligned}
$$

$$
\varepsilon=216 / 24389 \approx 0.008856
$$

$$
\kappa=24389 / 27 \approx 903.3 .
$$

$$
C_{u v}^{*}=\sqrt{\left(u^{*}\right)^{2}+\left(v^{*}\right)^{2}}
$$

$$
H_{u v}^{*}=\tan ^{-1}\left(\frac{v^{*}}{u^{*}}\right)
$$

## Color distance formulae

## CIE 94

The color distance defined by the CIE in 1994 is referred to as the CIE $1994\left(\Delta L^{*} \Delta \mathrm{C}^{*} \Delta \mathrm{H}^{*}\right)$ color difference model and is abbreviated as CIE 94 , and its symbol is $\Delta \mathrm{E}^{*} 94$.

The CIE have defined reference conditions under which the new metric with default parameters can be expected to perform well:

1. The specimens are homogeneous in colour.
2. The colour difference (CIELAB) is smaller than 5 units.
3. They are placed in direct edge contact.
4. Each specimen subtends an angle of $>4$ degrees to the assessor, whose colour vision is normal.
5. They are illuminated at 1000 lux, and viewed against a background of uniform grey, with $L^{*}$ of 50 , under illumination simulating D65.

In the following definition the terms $L, C, H, a, b$, will be used in stead of $L^{*}, C_{a b}^{*}, H_{a b}^{*}, a^{*}, b^{*}$ for increased readability. The difference function to compute the difference between color $\left(L_{1}, a_{1}, b_{1}\right)$ and ( $\left.L_{2}, a_{2}, b_{2}\right)$ is defined as

$$
\Delta E_{94}^{*}=\sqrt{\left(\frac{\Delta L}{K_{L} S_{L}}\right)^{2}+\left(\frac{\Delta C}{K_{C} S_{C}}\right)^{2}+\left(\frac{\Delta H}{K_{H} S_{H}}\right)^{2}},
$$

where

$$
\begin{aligned}
& \Delta L=L_{1}-L_{2} \\
& \Delta C=C_{1}-C_{2} \\
& \Delta H=\sqrt{\Delta a^{2}+\Delta b^{2}+\Delta C^{2}} \\
& C_{1}=\sqrt{a_{1}^{2}+b_{1}^{2}} \\
& C_{2}=\sqrt{a_{2}^{2}+b_{2}^{2}} \\
& \Delta a=a_{1}+a_{2} \\
& \Delta b=b_{1}+b_{2} \\
& S_{L}=1 \\
& S_{C}=1+K_{1} C \\
& S_{H}=1+K_{2} C \\
& C=\sqrt{\left(C_{1}\right)^{2}+\left(C_{2}\right)^{2}} \\
& K_{L}=1 \\
& K_{C}=1 \\
& K_{H}=1 \\
& K_{1}=0.0045 \\
& K_{2}=0.0015 .
\end{aligned}
$$

The variables $K_{L}, K_{C}$ and $K_{H}$ are called 'parametric factors' and are included in the formula to allow for adjustments to be made independently to each colour-difference term to account for any deviations from the reference viewing conditions, that cause component specific variations in the visual tolerances. Under the reference conditions explained above, they are set to 1.

## CIEDE 2000

The color distance defined by the CIE in 2001 is referred to as the $\Delta E_{00}\left(L_{1}^{*}, a_{1}^{*}, b_{1}^{*}, L_{2}^{*}, a_{2}^{*}, b_{2}^{*}\right)$ color difference model and is abbreviated as CIEDE2000, its symbol is $\Delta E_{00}^{12}$ or $\Delta E_{00}$.

In the following definition the terms $L, C, H, a, b$, will be used in stead of $L^{*}, C_{a b}{ }^{*}, H_{a b}^{*}, a^{*}, b^{*}$ for increased readability. The difference function to compute the difference between color $\left(L_{1}, a_{1}, b_{1}\right)$ and ( $\left.L_{2}, a_{2}, b_{2}\right)$ is defined as
$\Delta E_{00}=\sqrt{\left(\frac{\Delta L^{\prime}}{K_{L} S_{L}}\right)^{2}+\left(\frac{\Delta C^{\prime}}{K_{C} S_{C}}\right)^{2}+\left(\frac{\Delta H^{\prime}}{K_{H} S_{H}}\right)^{2}+R_{T}\left(\frac{\Delta C^{\prime}}{K_{C} S_{C}}\right)^{2}\left(\frac{\Delta H^{\prime}}{K_{H} S_{H}}\right)^{2}}$,
where
$\Delta L^{\prime}=L_{1}-L_{2}$
$\Delta C^{\prime}=C_{2}-C_{1}$
$\Delta H^{\prime}=2 \sqrt{C_{1}^{\prime} C_{2}^{\prime}} \sin \left(\frac{\Delta h^{\prime}}{2}\right)$
$C_{1}=\sqrt{a_{1}^{2}+b_{1}^{2}}$
$C_{2}=\sqrt{a_{2}{ }^{2}+b_{2}{ }^{2}}$
$\Delta h^{\prime}= \begin{cases}h_{2}^{\prime}-h_{1}^{\prime}, & \left|h_{2}^{\prime}-h_{1}^{\prime}\right| \leq 180^{\circ} \\ h_{2}^{\prime}-h_{1}^{\prime}+360^{\circ}, & \left|h_{2}^{\prime}-h_{1}^{\prime}\right|>180^{\circ} ; h_{2}^{\prime} \leq h_{1}^{\prime} \\ h_{2}^{\prime}-h_{1}^{\prime}-360^{\circ}, & \left|h_{2}^{\prime}-h_{1}^{\prime}\right|>180^{\circ} ; h_{2}^{\prime}>h_{1}^{\prime}\end{cases}$
$h_{1}^{\prime}= \begin{cases}\tan ^{-1}\left(b_{1} / a_{1}^{\prime}\right) & \tan ^{-1}\left(b_{1} / a_{1}^{\prime}\right) \geq 0 \\ \tan ^{-1}\left(b_{1} / a_{1}^{\prime}\right)+360^{\circ} & \tan ^{-1}\left(b_{1} / a_{1}^{\prime}\right)<0\end{cases}$
$h_{2}^{\prime}= \begin{cases}\tan ^{-1}\left(b_{2} / a_{2}^{\prime}\right) & \tan ^{-1}\left(b_{2} / a_{2}^{\prime}\right) \geq 0 \\ \tan ^{-1}\left(b_{2} / a_{2}^{\prime}\right)+360^{\circ} & \tan ^{-1}\left(b_{2} / a_{2}^{\prime}\right)<0\end{cases}$
$a_{1}^{\prime}=(1+G) a_{1}$
$a_{2}^{\prime}=(1+G) a_{2}$
$G=0.5\left(1-\sqrt{\frac{\bar{C}^{7}}{\bar{C}^{7}+25^{7}}}\right)$
$\bar{C}=\left(C_{1}+C_{2}\right) / 2$
$S_{L}=1+\frac{0.015(\bar{L}-50)^{2}}{\sqrt{20+(\bar{L}-50)^{2}}}$
$S_{C}=1+0.045 \bar{C}^{\prime}$
$S_{H}=1+0.015 \bar{C}^{\prime} T$

$$
\begin{aligned}
& \bar{L}=\left(L_{1}+L_{2}\right) / 2 \\
& \bar{C}^{\prime}=\left(C_{1}^{\prime}+C_{2}^{\prime}\right) / 2 \\
& C_{1}^{\prime}=\sqrt{\left(a_{1}^{\prime}\right)^{2}+\left(b_{1}\right)^{2}} \\
& C_{2}^{\prime}=\sqrt{\left(a_{2}^{\prime}\right)^{2}+\left(b_{2}\right)^{2}} \\
& T=1-0.17 \cos \left(\overline{h^{\prime}}+30^{\circ}\right)+0.24 \cos \left(2 \overline{h^{\prime}}\right)+ \\
& 0.32 \cos \left(3 \bar{h}^{\prime}+6^{\circ}\right)-0.20 \cos \left(4 \bar{h}^{\prime}-63^{\circ}\right) \\
& \bar{h}^{\prime}= \begin{cases}\left(h_{1}^{\prime}+h_{2}^{\prime}\right) / 2 & \left|h_{1}^{\prime}-h_{2}^{\prime}\right| \leq 180^{\circ} ; C_{1}^{\prime} C_{2}^{\prime} \neq 0 \\
\left(h_{1}^{\prime}+h_{2}^{\prime}+360^{\circ}\right) / 2 & \left|h_{1}^{\prime}-h_{2}^{\prime}\right|>180^{\circ} ;\left(h_{1}^{\prime}+h_{2}^{\prime}\right)<360^{\circ} ; C_{1}^{\prime} C_{2}^{\prime} \neq 0 \\
\left(h_{1}^{\prime}+h_{2}^{\prime}-360^{\circ}\right) / 2 & \left|h_{1}^{\prime}-h_{2}^{\prime}\right|>180^{\circ} ;\left(h_{1}^{\prime}+h_{2}^{\prime}\right) \geq 360^{\circ} ; C_{1}^{\prime} C_{2}^{\prime} \neq 0 \\
\left(h_{1}^{\prime}+h_{2}^{\prime}\right) & C_{1}^{\prime} C_{2}^{\prime} \neq 0\end{cases} \\
& R_{T}=-\sin (2 \Delta \theta) R_{C} \\
& R_{C}=2 \sqrt{\frac{\left(\bar{C}^{\prime}\right)^{7}}{\left(\bar{C}^{\prime}\right)^{7}+25^{7}}} \\
& \Delta \theta=30 \exp \left\{-\left(\frac{\overline{h^{\prime}}-275^{\circ}}{25}\right)^{2}\right\}
\end{aligned}
$$

The parametric weighting factors $K_{L}, K_{C}$ and $K_{H}$ are usually set to 1 . For more information on how to implement these formulae and we refer to the paper "The CIEDE2000 Color-Difference Formula Implementation Notes, Supplementary Test Data, and Mathematical Observations". This paper also contains test data, which can be used to validate the implementation of the CIEDE2000 distance function.
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