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Chapter 1

Introduction

In the last two decades wireless telecommunication has experienced major
growth, especially in the area of mobile telephony. With the deployment of
the world’s first public wireless telephony network in Tokyo in 1979, the first
step towards a global commercial telecommunication system was made. At
first the systems used analogue technologies, but with the rapidly growing mar-
ket and the emerging demand for mobile data services the technology shifted
towards digital systems. Of the second-generation mobile communication sys-
tems, Global System for Mobile Communications (GSM) is used initially in
Europe and parts of Asia. Other parts of the world adopted different 2G sys-
tems. Around 1992 the commercial launch of the second-generation GSM took
place and in the first quarter of 2004, already accounting for more than 70%
of world’s wireless market, its billionth user was connected. With the rise of
the Internet, more and more data services appeared, demanding ever higher
bitrates and fast access (‘always online’). These needs were mostly fulfilled
by the introduction of General Packet Radio Service (GPRS), which enabled
the dynamic and flexible sharing of multiple traffic channels by multiple data
flows. GPRS shares GSM frequency bands with telephone and circuit-switched
data traffic, and makes use of many of the properties of the physical layer of
the original GSM system, most importantly the time-division multiple access
(TDMA) frame structure, modulation technique, and structure of GSM times-
lots. With GPRS also came the possibility of sensible charging on a per volume
basis, which makes it affordable to be always online.

The main problem in this thesis is the dimensioning of the GPRS network.
We will mathematically model the system in order to derive measures of QoS
constraints like throughput and jitter of a data flow in the integrated voice and
data telecommunication system. Our focus is to model a single communication
cell in the network through the use of Processor-Sharing models.

The outline of this chapter is as follows. In sections 1.1 and 1.2 we will
first give a brief historic overview of telecommunication systems. This historic
overview is taken from [13]. For a more elaborate overview of the early history
of wireless communications, we refer to [1]. In section 1.3 the technologies and
standards of interest when modeling the system will be discussed in greater
detail and the concept of Quality of Service is introduced. Finally, in section



1.4 we will formulate the goal of this thesis.

1.1 Wireless telecommunication systems

In 1864, James Clerk Maxwell postulated the possibility of generating electro-
magnetic waves that would propagate at the speed of light, which was subse-
quently demonstrated by Heinrich Rudolph Hertz in 1887. Nikola Tesla was the
first to publicly demonstrate wireless transmission in 1893 and shortly there-
after, in 1895, Alexander Stepanovich Popov and Guglielmo Marconi indepen-
dently demonstrated the electromagnetic transmission and reception of mes-
sages. The world’s first patent on wireless telegraphy using Hertzian waves was
awarded to Marconi in 1896 but overturned by the U.S. Supreme Court in 1943
in favour of Nikola Tesla, after 30 years of legal battles.

The earliest experiments with wireless telephony were done by Reginald
Aubrey Fessenden. Where Marconi generated spark-based signals that could
be used in Morse code telegraphy, Fessenden recognised that continuous wave
transmission was required for speech telephony. On December 23, 1900, he
generated the first-ever intelligible speech successfully broadcast by radio waves.
The quality was still poor and the distance short, but over the years wireless
speech telephony was further enhanced. Initially wireless communication used
Amplitude Modulation (AM) and later the more robust Frequency Modulation
(FM) scheme (developed by Edwin Howard Armstrong in 1935) was introduced,
which formed the technological basis for the first analogue cellular networks.

1.2 Evolution of mobile networks

In 1979, the Japanese telecommunications operator NTT deployed the world’s
first public wireless telephony network in Tokyo. In Europe, mobile telephony
was introduced when the Nordic Mobile Telephone (NTM) systems became
operational in Scandinavia. Slightly different versions were later on spread
through different countries in Europe. Also, in the United Kingdom, there was
the Total Access Communications System (TACS) and in the United States the
Advanced Mobile Phone System (AMPS) was used. These are typical examples
of analogue system used in the 1980s. Collectively, these (analogue) systems are
now usually referred to as first-generation (1G) systems which all applied Arm-
strong’s FM-based analogue modulation. The systems were mainly used for
voice communication, but data communication was also supported. However,
due to high error rates and a low bit rate (max. 2.4 kbps without overhead or er-
ror correction), very few data applications were practical. Data communication
was mostly used for paging and for service engineers to download small data
files. Network congestion, areas of poor reception and high degree of compres-
sion on voice contributed to low voice quality. Also, most of the first-generation
systems were generally unable to interoperate.

In 1982, the Conférence Européenne des administrations des Postes et des
Télécommunications (CEPT), installed the Groupe Spécial Mobile, with the
task to devise a pan-European mobile telecommunication system. This task



was in 1989 transferred to the European Telecommunications Standards Insti-
tute (ETSI). Three years later, the commercial launch of the second-generation
(2G) Global System for Mobile communications (GSM) took place. GSM, which
is part of the second-generation digital systems, offers superior speech quality,
international roaming, a high security level, low-power hand-portable terminals
and a variety of new services. Still, in 2G there is diversity in the technologies
used throughout the world. Europe and parts of Asia adopted the GSM stan-
dard, while in the United States and parts of Asia other standards and systems
like North American/United States digital communication (NADC/USDC) and
Digital Advanced Mobile Phone System (DAMPS), were used. In addition to
the technological differences there are also administrative differences between
FEuropean and the American systems. The subscriber’s identity is described
differently and they use different protocols for transmitting such information:
GSM-Mobility Application Part (GSM-MAP) in Europe, and American Na-
tional Institute standard 41 (ANSI-41) in the United States. Because of this, a
gateway is required to handle administrative matters to let the systems inter-
operate.

The GSM standard has been further evolved in order to support more ser-
vices at higher transfer rates. In PHASE 1 the services of speech telephony,
Short Message Service (SMS) and Circuit-Switched Data (CSD) can transfer
generally at speeds up to 9.6 kbit/s. With the advent of the World Wide Web
on the Internet came the need to access it through a mobile phone. This re-
sulted in services as Wireless Application Protocol (WAP) for GSM and I-mode
by NTT DoCoMo in Japan.

In order to provide a more satisfactory Internet service, higher data rates
and uninterrupted Web access while making a voice call were required. In the
PHASE 2+ version of GSM, upgrades of the data transfer capabilities are spec-
ified. Among these upgrades was a new channel coding scheme with reduced
overhead and hence poorer error protection. This scheme has been standard-
ised to offer up to a 14.4 kbits/s CDS information bit rate. Also there is the
possibility to assign multiple traffic channels in parallel to a data call. With
this, High-Speed Circuit-Switched Data (HSCSD), higher data transfer rates
up to 8 x 14.4 = 115.2 kbits/s can be achieved by using up to a maximum of
8 traffic channels in parallel. This data rate is acceptable for a wide range of
applications.

Another significant upgrade was made by the introduction of General Packet
Radio Service (GPRS) which enables packet-switching in 2G networks. GPRS
enables the dynamic and flexible sharing of multiple traffic channels by multiple
data flows, in order to enhance service quality and resource efficiency. In a
circuit-switched system, when a call is made a certain amount of capacity of the
traffic channel is permanently reserved to maintain the call. A circuit-switched
call will have a nearly constant bit rate for the duration of the call. So, even
when there is no information sent over the traffic channel, its capacity is still
used. This can result in inefficient usage of the system’s capacity, but can for
some applications be desirable. With GPRS also came the possibility of sensible
charging on a per volume basis, which makes it affordable to be always online.
The maximum (theoretical) data rate in GPRS is 8 x 21.4 = 171.2 kbits/s. In



contrast to HSCSD, GPRS requires major soft- and hardware upgrades to the
access and core networks.

As a final second-generation network upgrade, Enhanced Data rates for
Global Evolution (EDGE) introduces new channel coding and higher-level mod-
ulation schemes, designed to boost (HS)CSD and GPRS information data rates
up to a technical maximum of 8 x 59.2 = 473.6 kbits/s.

1.3 Quality of Service

When we want to measure the Quality of Service (QoS) in a communication
network it is important to realize that quality is determined by the perception
of the user. So, we should identify the global features of quality as perceived by
an user and translate them into measurable network constraints. Doing this,
we should keep in mind the different kinds of call types. Each call type has
its specific demands on the network in order to reach a certain level of quality.
Before giving a further elaboration, we will identify the global features that
contribute to QoS.

The first feature is access to the network for voice users. When a user
requests access to the network there are two main factors that determine the
quality: The probability of successful access and the access-time. The proba-
bility of successful access should be at least 90%, so 9 out of 10 attempts should
be successful. In this thesis we used an even stricter constraint, we want the
probability of succesful access to be 0.99. The access-time is less critical and
should be no more than a few seconds, [15]. The next essential criterion is
that a call should not be interrupted for the intended full duration. Due to
handovers and variable signal strength it is much harder to maintain a call in
a mobile network as compared to a fixed network. A fast moving user could
experience multiple handovers during a single call. The probability of failure
during a handover should be very small to guarantee an acceptable QoS, [15].
Finally, during a call there should be no significant glitches, loss of data, or
disruption to speech. These are some of the tougher aims to achieve on the
network, [15].

For calls involving speech, the next criterion is that the voice quality should
be such that it is easily intelligible. In practice this means that the compression
algorithm should be adequate, that delay should not vary too much, and that
the handover and reception issues above should be reasonable, [15].

For data services, the most important single factor is usually the speed
of access, followed by errors, loss of data, misdirection and duplication. The
impact the various failures have on the data-service depends on its type, [15].

For GPRS (and Universal Mobile Telecommunications System (UMTS)) the
different services have been divided into four main classes. Within a class the
services all have similar requirements concerning QoS. The QoS classes are, [15]:

e Conversational;
e Streaming;

e Interactive;



e Background.

We will state the characteristics of each of these classes in the following sub-
sections. For a more detailed description we refer to [15]. In this thesis we will
mainly focus on the background class for data traffic and look at the throughput.
The throughput of the system could be analysed through the mean conditional
sojourn time. How throughput is related to the mean conditional sojourn time
is explained in section 2.5. For voice traffic the main QoS constraint considered
in this thesis is the blocking probability.

1.3.1 Conversational class

This class contains all applications that involve person-to-person communica-
tion in real-time, such as videoconferencing and interactive video games. The
basic qualities for speech itself are low delay, low jitter (delay-variation), rea-
sonable clarity (codec quality), and absence of echo. In the case of multimedia
applications, such as videoconferencing, it is also necessary to maintain correct
relative timing to the various media streams. This class is tolerant to some
errors, as dropping or corruption of a voice packet lasting for typical 20 ms is
unlikely to be detected by a user, [15].

1.3.2 Streaming class

The streaming class consists of real-time applications that send information
without having a human response. Because of the absence of interaction, there
is no longer the need for low delay, but the requirements for jitter and media
synchronization remain. Also the error tolerance remains, although some appli-
cations can cope with more than others. The removal of the low delay criterion
makes it possible to use buffering techniques in the end-user equipment to even
out the delay variation, so the acceptable level of network jitter is higher than
for the conversational class, [15].

1.3.3 Interactive class

This class covers both human and machine communication that request data
from another device. The first requirement is that the delay is within the time-
out of the application or within reasonable time for human response. This delay
does not have to be as low as in the conversational class. The second need is
for data integrity, [15].

1.3.4 Background class

The background class consists of all applications that either receive data pas-
sively or actively request it, but without any immediate need to handle the
data. The only requirement is for data integrity, although large file transfers
will also require an adequate throughput, [15].



1.4 Problem description

Nowadays, with over a billion GSM subscribers and new data services emerging,
there is an ever growing need for mobile communication. All over the world
new network sites are deployed and/or upgraded to handle more traffic. A
proper dimensioning of the network requires finding the needed capacity and
parameter settings such that a certain level of QoS is achieved.

When traffic mainly consists of voice calls, as in the early days of telecom-
munication, dimensioning can be done using the well-known Erlang-B formula,
see [8]. The Erlang-B formula gives the probability that a customer does not
get a tone (blocking probability), given the number of traffic channels and the
offered traffic load. This formula performed well for fixed telecommunication
systems with traffic mainly consisting of voice calls. With the subsequent de-
velopment of mobile telecommunication and the ever growing amount of data
traffic, the Erlang-B formula was no longer sufficient.

In a mobile telecommunication network calls are transmitted using a radio
link. This link is the physical connection between the fixed network and the
mobile phone. The bandwidth is limited by the number of frequencies that can
be allocated for communication. Voice traffic is converted into a digital stream
that is transmitted at a certain frequency of the radio link. The system could
be viewed as a system with a certain number of channels. These channels are
also called timeslots.

While in analogue systems an entire channel was allocated to a call for its
duration, with digital communication efficient sharing of traffic channels became
more and more feasible. In GPRS systems all channels can be used for both
voice and data traffic, so dimensioning rules should take both into account. The
main difference between data and voice traffic is the allocation of the channels.
To meet its specific QoS requirements, each voice call uses one channel for the
entire duration of the call. Data traffic is broken up into a stream of packets
that traverse the network. These packets are combined with some headers and
error correction into a Temporary Block Flow (TBF). The fact that more than
one channel can be used and channels can be shared among TBFs, as well as
the flexibility of data traffic makes data traffic different from voice traffic and so
the Erlang-B formula no longer applies. For a system with only data, a natural
substitute is provided by the Processor-Sharing model.

In this thesis we will focus on the problem of finding tools for dimensioning
an integrated-services GPRS telecommunication cell. For voice traffic the main
QoS constraint is the blocking probability, while for data traffic we want the
throughput of an individual user to be above a minimal level. Voice and data
traffic share the same capacity, so there is an interaction between the two classes.
The capacity is first used to serve voice customers. The left over capacity is
given to data customers. One could say that the voice traffic induces randomly
varying service capacity for data traffic. We will design a mathematical model
which can be used to estimate the QoS constraints and captures the major
characteristics of the system. We will use the Quasi-Stationary regime (see [6])



in the model to simplify the effects of the randomly varying service capacity.



Chapter 2

Models

In this chapter we will look at ways of modeling circuit-switched and packet-
switched communication systems. We will use queueing theory to model both
systems in isolation. At first we will only model admission control for circuit-
switched systems. In the next chapter we will extend the models to handle
admission control for packet-switched systems.

This chapter contains the following parts. In section 2.1 the concepts of
circuit-switched and packet-switched communication are discussed. We will
look at the different layers of a communication network and note the use of
the TCP-protocol to avoid congestion in the network. Section 2.2 is about
systems using circuit-switched communication and gives the classical Erlang-
loss model for these systems. Next, we will look at the Processor-Sharing model
for data transmission in section 2.3. The Processor-Sharing model is explained
and we give various reasons to apply this model for modeling packet-switched
data traffic. In section 2.4 the M /M /1— PS queueing model without admission
control is introduced. Results will be presented for the mean conditional sojourn
time and the conditional variance of the sojourn time. In section 2.5 we will
look at the throughput of data customers. In this thesis throughput is the
QoS constraint when dimensioning the system. We want to make statements
about the allowed arrival rate of data customers under the constraint that the
throughput of each data customer is at least a certain target value. To model
the system we could also combine voice and data traffic in a 2-dimensional
Markov model. In section 2.6 we will argue why this model is not used in this
thesis. Instead we will show the benefits of the so called quasi-stationary regime
and use this to analyse the system later on.

2.1 Circuit-switched and packet-switched networks

In this section we will discuss the characteristics of packet-switched and circuit-
switched communications. The system we want to model in this thesis consists
of both types.

When modeling the traffic in the network it is convenient to recognize a
three-level hierarchy. At the highest level, the call level or connection level,
connections are being established for the duration of the call. While connected,
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the message is fragmented into so-called packets, which are transmitted through
the network. Networks using this technology are called packet-switched net-
works. These packets contain extra information, so they can be reassembled at
a specified destination to recover the original message. In Internet Protocol (IP)
networks there is no real notion of connections. The packets flow through the
network as independent entities. Still we use the term connection to indicate
the information flow from source to destination. The level at which the traffic is
observed as individual packets in the network is called the packet level. Packets
belonging to the same connection are usually not generated as a constant flow,
but rather in bursts. This gives rise to the burst-level, an intermediate level
between the connection level and the packet level.

In a circuit-switched environment incoming calls request a fixed amount of
bandwidth for a certain amount of time. The amount of bandwidth per call
is typically the same for all calls. The continuous bandwidth-spectrum can be
transformed through use of technology into a discrete set of communication
channels, called timeslots. Each incoming voice call needs to be allocated a
timeslot in order to communicate. Since the available bandwidth is limited, the
total number of timeslots is limited. Also other technological aspects can limit
the number of available timeslots. Hence, there is a limit to the number of calls
that can be served at the same time. All calls requesting a channel when there
are no free channels are 'blocked’.

To protect the network from congestion, files can be sent over the network
using the TCP-protocol. This protocol adapts its sending rate dynamically
to avoid possible congestion in the network. The protocol offers packets to
the network in bursts. The sending rate is adapted by altering the number of
packets in a burst. If no congestion is detected, the number of packets in a burst
is increased linearly until the protocol detects congestion. If so, the number of
packets in a burst is decreased by a given factor. The bursts generated by the
TCP-protocol are so-called TCP-windows. If we look at the traffic flow on the
burst level, the traffic consists of TCP-windows of packets.

For data communication the packet-switched way of communication is used.
For voice calls the QoS settings require circuit-switched communication. Al-
though the voice calls are still transformed into digital packets, they are allo-
cated a timeslot for the entire duration of the call. So one could say that it is
again circuit-switched communication. To get a better understanding, we will
first discuss the system as if it was totally circuit-switched.

2.2 Erlang-loss model for circuit-switched calls

Assume that there are ¢, timeslots in total available for circuit-switched commu-
nication. Also, voice calls arrive according to a Poisson process with parameter
Ay. At first, we will assume that the holding time of a voice call is exponentially
distributed with mean --. The system described above is known as the Erlang-
loss model. It is a loss ;nodel, because of blocking due to the limited number
of calls that can be in the system simultaneously. All calls arriving when the
system has no free channels are blocked and there are no retrials. This way the
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system will be stable even with a load p, = 22 > C,. In Kendall’s notation,
see for instance [5, 11, 12], the system can be denoted as M/M/c,/c,. Here ¢,
is the number of ‘servers’, which equals the number of timeslots in the system.

In equilibrium the flow into state ¢ — 1 from state i is the same as the flow
from state ¢ — 1 into state ¢. From this we obtain

pv(l— 1))\1) :pv(l)lﬂv 1= 1727”'7611'
Hence, together with Y ;2 p,(i) = 1 it is readily verified that

(/1)1 /! pi /i

po(i) = ==, S p— i=0,1, - co, 2.1
D= S5 O iR~ S5y TR 21
where p, = Ay /.
Now the blocking probability B(cy, py) is given by
Py’ co!
B(Cmpv) = pv(cv) = / (2-2)

Z?:o Pﬁ/k!.

This formula is also known as the Erlang-B loss formula, see [8]. It can be
evaluated numerically using the following stable recursion

pUB(C’U - 17p’U)

B —
(Cmpv) Cy +IO’UB(C7J - 17)011),

(2.3)
starting with B(0, p,) = 1.

One remarkable result is that the steady-state probabilities do not depend
on the holding time distribution other than through its mean. The steady-state
probabilities are insensitive to the distribution of the holding time. So equation
(2.1), with p, = A, E[B], where E[B] is the mean holding time, also represents
the steady-state probabilities of an M/G/¢,/c, loss system, see [8, 19].

2.3 Packet-switched data transmission and Processor-
Sharing

We will now discuss a model for a system in which all communication is done in
a packet-switched fashion. When a file is served, it occupies the processor and
in doing so it uses a part of its capacity. When a server gets multiple service
requests, these are handled in a time-sharing fashion. This may be modeled
by a Round Robin (RR) discipline, see [12, p. 166]. In the RR~discipline the
files are served in turn, each for a small time slice. An idealization of the
RR-discipline is the Processor-Sharing (PS) discipline. In this discipline the
capacity of the server is equally shared between all the customers in the system,
all customers are served simultaneously and service starts immediately upon
arrival. Processor-Sharing could be considered as the limit of the Round Robin
discipline, where the service duration (time slice) for each customer approaches
Z€ro.
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On the connection level the Processor-Sharing discipline is a reasonable
approximation for packet-switched communication. Here all files are simulta-
neously served by one processor and service starts immediately upon arrival.
Each file roughly gets the same amount of capacity allocated, which is approxi-
mately equal to the total capacity divided by the number of files present at the
server.

One could put more detail into the model when looking at the packet level.
Scheduling algorithms and other technicalities could be adopted in the model,
but in doing so the model becomes intractable. This level of detail is not
desirable when using queueing models. Also, on the packet level the Processor-
Sharing discipline does not model the system well. Another difficulty, when
modeling on the packet level, is capturing the characteristics of the arrival
process.

To capture the characteristics of the TCP-protocol in a queueing model, we
also use the Processor-Sharing discipline. The reasoning behind this modeling
assumption is the following. We assume that the TCP-protocol balances the
load generated by the various connections and the processor fairly shares its
capacity over the various windows, so each connection roughly gets the same
amount of processing time. With this we assume that the window size is nearly
equal for each connection, so every TCP connection delivers on average roughly
the same amount of work per unit of time. If all TCP connections are set up
to transmit large files, this assumption is reasonable. When small files are
transmitted, some connections, due to the slow start phase of TCP, will not
reach this equilibrium of window sizes. Also, we assume all windows generated
by the TCP-protocol from the various connections to be processed at the same
time, which leads to modeling this system by the Processor-Sharing discipline.

2.4 M/M/1-PS

For the remainder of this thesis we will use the Processor-Sharing discipline to
model the characteristics of the system when handling data traffic. Suppose that
files (or bursts) arrive according to a Poisson process with parameter \; files
(or bursts) per unit of time. On the file-level this is a reasonable assumption.
Also the amount of service requested for each file (file size) is exponentially
distributed with mean i kbits per file and the service discipline is PS. This
queueing system can be denoted with M /M /1 — PS. The state of the queueing
process is represented by the number of customers in service.

The total capacity of the system is Cioqr, which is divided between the
voice and data customers. Voice customers require capacity to be allocated
in a circuit-switched manner. When allocating capacity voice customers take
capacity from the total capacity for a certain time duration. The capacity
left over after allocating capacity for voice customers can be used by the data
customers. The capacity allocated for voice customers is defined as C,(7), when
there are i voice customers present. Also we define the capacity of the server
for data, when there are i voice users present in the system, as Cy(i). The
capacity for data customers fluctuates in time. This is because the number of
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voice customers in the system is a random variable.
Cy(i) = Ciotar — Cyp(7) (2.4)

The randomness of Cy(i) imposed by the voice process can be modeled in 2-
dimensional queueing system. We briefly speak about this in section 2.6. In
this thesis we will decouple the 2-dimensional system using the so called quasi-
stationary regime, see section 3.1.

Under the quasi-stationary regime the number of ongoing voice calls varies
much slower than the number of data customers. The data process reaches
a statistical equilibrium in the time interval between a change in the number
of ongoing voice calls. A single individual data customer finds upon arrival
a system in equilibrium with ¢ voice customers present with possibility p, (i),
where p,(7) is the possibility of the voice process being in state . We look at the
data process in each state of the voice process and assume that data customers
hardly see any changes in the number of ongoing voice calls during their stay.
Because for a single individual data customer the capacity used for voice calls
is fixed at C,(i) during its stay, the capacity for this period is fixed at Cy(7)
under the quasi-stationary regime. The time randomness of Cy(7) is in this way
nearly gone. We want to know the mean conditional sojourn time of a data
customer when the capacity for data is fixed at Cy(7). In the quasi-stationary
regime we take the weighted sum over all states of the voice process. In this
way the effect of the random capacity imposed by the voice process is taken
into account.

We model the data traffic process with a M /M /1 queue with the ‘Processor-
Sharing’ (PS) discipline. From the balance equations one can derive the steady-
state probabilities.

pa(7 — D) Ag = pa(j)Ca(i) g j=1,2,-, 00.

Together with the normalization condition } 72, p4(j) = 1 and the stability
condition pg(i) = % < 1, the following steady-state probabilities are de-

rived.

pa(j) = (Aa/Ca(i)pa)’pa(0) = pa(i)’ (1 — pa(i))  j=0,1,---,00, (2.5)

The average number of files in the system is

o = . N pd(i)
E[Nd]—jz:%] pai) =77, (2.6)

and using Little’s theorem, see [14], E[Ng] = A\q - E[V], the average time in the

system for each file is
1/pa

— Ca(i)(1 = pali)”
The PS queue also has an insensitivity property. The distribution of the
queue length in equation (2.5) depends only on the mean of the distribution of

ElV] (2.7)
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the file size. The following formula, see [12, p. 168], shows that the average
time spent in the system is proportional to the file size 7:

T

BV = oy

(2.8)

which readily implies (2.7).

There is a result for the variance of the sojourn time conditional on the
service requirement as referred to in [17, p. 142] for a general service require-
ment distribution. First let us introduce some notation. Here B and T are
distributed as the service requirement in kbits and the total amount of work in
kbits at an arbitrary moment in time. W is distributed as the (steady-state)
waiting time in seconds in a M/G/1 — FCFS queue, see [5, expression 4.82]
and C is the service speed in kbits per second.

t

POV <0} = (1= ) 3 b0l [ PIB> )™ 29
n=0 B

Here, the symbol x denotes the convolution operator for probability distribu-
tions, i.e., for a distribution function H(z), z > 0, we define H(x)% := 1, for
allz >0, and forn € N and z > 0,

x
H () Dx = / H(z — )™ dH(u).
u=0
In particular, H(x)* = H(z), z > 0.
Equation (2.9) can be interpreted in the following manner. Here B, T and
W are as in equation (2.9). FCFS and PS refer to the service discipline of the
system. As can be seen from equation (2.10) W and T are independent of the

service discipline. This is a consequence of the PAST A (Poisson Arrivals See
Time Averages) property, see [20]. Also C is the service speed in kbit per second.

P{WFersS <4} = P{TFOFS <ot =P{TPS <t} (2.10)

P{TP® <Ct} =Y P{T"® < Ct|N;® =n}P{N;® =n} (2.11)
n=0
P{N;® =n} = (1— pa(i))pa(i)" (2.12)
. 1 Ct

residual < — .
P{B] < Ct} F15] )i P{B > z}dx (2.13)
P{TP® <Ct|N;® =n} = P{d_ B/=iml <Ct} (2.14)

=1

Combined, equations (2.10) through (2.14) yield (2.9). See for instance [4] for
equation (2.10) and [5, p. 111] for equation (2.14).
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An expression for the variance of the sojourn time conditional on the service
requirement is, see [17] and [24],

9 7/C
VarlV(n)] = 7 /u (7/C — w)P{W > u}du, (2.15)

where 7 is the file size in kbits, C the service speed in kbit per second and
= 2 is the system load.

The reader should be warned that in the following part the index for data is

dropped. All parameters are for data customers. Now let us look at this variance

when the service requirement is exponentially distributed with parameter p (the

average file size in kbits). If this is the case then the residual service requirement

is also exponentially distributed with parameter pu.

P{T >z} = iP{T>:U|N:n}P{N:n}
n=0

= S PTsa| N =n)(1- )"
n=0

— ZP{Z Breszdual > .Z‘}(l _ )

n=1

= ZP{ZBk > z}(1—p)p"
= Z Z:e_”x

7

—p)p

o0
e (p)t
= Gy ey
1=0 n=1+1
= e—u:vi(ﬂx)zpz‘ﬂ
i=0 a!
o .
- (pux)’
= HE Ee—
pe ; il
= pe_(l_p)ux'

Now if B is exponentially distributed With parameter p, 1/ in kbits per file,
capacity C in kbits per second and p = C the load, then

2 7/C
ValVn)] = oo /u | (T/C = wP{W > uydu
o
G —2p)2 /UC(T/C — u)pe” IPHCugy
= 02(12%4’“2[6(1’0‘” + (1= p)pr —1].

Note that this function is almost linear in 7, when 7 is large. This result gives
the variance conditional on the file size when the service speed is fixed at C.
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2.5 Throughput and goodput

One of the QoS constraints for data traffic is the goodput per user. The goodput
per user is the number of bits a user wants to send divided by the time it takes to
complete the user’s request. Goodput is related to throughput in the following
manner:

Goodput = Throughput - Tuser (2.16)
Tactual

Here 7,5 is the number of bits the user wants to send and 7,44 1S the number
of bits that are actually sent over the channel. There is a difference between
the two because of retransmissions and overhead generated by several layers
of the network. In this thesis we will focus on throughput as one of the QoS
constraints. This is because Tyser is known, while it is not clear what 7,.tqa
will be due to uncertainty about the number of bits used for overhead and the
number of retransmissions in the network.
The definition of throughput seen by a user is

TH" (1) = (2.17)

EV(n)l’

where V(1) is the sojourn time conditional on the service requirement. This is
the throughput on the user level, not on the system level. On the system level
we look at the total number of bits that leave the system per unit of time, while
on the user level we look at the time it takes to send 7 bits for a given user
(when there are no retransmissions and there is no overhead). Let TH!5¢" (1)
be the throughput on the user level when there are i voice users in the system
and the user wants to send 7 kbits.

T T
TH;”" (1) = = — =Cy(i) - (1 — pa), 2.18
( ) E[V(T)]Z =) d( ) ( d) ( )

Now let TH; Ystem he the system throughput of the data traffic when there are
1 voice users in the system and the offered load is such that the system is stable
(pa(i) <1). \

TH"™™ = (1= pa(@)) -0+ pali) - Cali) = 71 (2.19)

d

If the offered load is too much for the system (pg(7) > 1), then the system would
never be empty and the throughput on the system level would be the same as
the maximum service speed Cy(i). There is a relation between the throughput
on the system and user level in a stable system.

Pd(Z) . . )\d system

ENd'THuserzi,‘CdZ 1—pgq(e =2 _THY ,

[Na] - TH; e (2)(1 = pa(i)) y i
TH§ystem

1

E[Ng] ~
where Ny is the number of data users in the system. The PS discipline is fair
in the sense that it equally divides the system throughput among the users.

THY" = (2.20)
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2.6 The integrated model

Until now we have looked at the voice-call process and the data-call process
in isolation. In the real system, both call types are integrated, and share the
total capacity. The sharing of the systems capacity causes the two processes
to interact with each other. The two processes can be modeled by using a 2-
dimensional Markov queueing system. The state space of this queueing system
can be denoted by (V, D), where V is the number of voice calls and D is the
number of data calls. Here, the voice call QoS constraint again requires the voice
calls to be handled in a circuit-switched fashion. Because of the integration of
both call-types, capacity is shared between the types. If the total capacity
(service rate) of the system is Cyutq; and the service rate per call is r, and rg,
then the following restriction should be met:

Very+D-rqg < Ciotal (221)

In equation (2.21) again the capacity is shared between data and voice traffic,
as in equation (2.4). The main difference between the two equations is the way
capacity is allocated. In equation (2.4) the capacity for data traffic is the left
over capacity of the total capacity after using capacity for voice traffic. The
sharing of capacity in equation (2.21) is more direct and acts instantaneously on
changes in the state of data and voice traffic. In equation (2.21) we also assume
a minimal (non-zero) service rate for serving calls. With this assumption the
total number of calls in the system is bounded.

In the 2-dimensional system the effect of randomness of the capacity avail-
able for data customers is instantaneously present. Each arrival or departure
of a voice customer allocates or frees a part of Cjy;. Data customers can only
use that part of the total capacity left over by voice customers. In section 2.4
we stated the following in equation (2.4) :

Cd(l) - Ctotal - C’U (Z)

This means that the capacity that can be used by data customers depends on
the number of voice customers present in the system. In the 2-dimensional
model Cy(i) fluctuates heavily. Still the 2-dimensional model captures the dy-
namics of the integrated voice and data process in a more detailed way. We
are interested in the mean conditional sojourn time of data customers and the
maximal allowed voice load under QoS constraints. These results should be ob-
tained using small amounts of computing time and the analysis of the models
should be tractable.

In chapter 2 of [17] the integrated 2-dimensional model is discussed. The
author found a solution to the queue length problem through use of a matrix
geometric approach. The mathematical features of the integrated 2-dimensional
model are harder to analyse than those of the M/G/c¢, /¢, and M/G/1/¢c, — PS
queue. We want our model to be such that it is easier to analyse. For this
reason we will use a different approach towards integrating the voice and data
process. For PS queue in isolation there is a linearity result for the mean
conditional sojourn time. Some of the nice properties that hold for the PS
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model in isolation do not hold in the integrated model. Harder mathematical
models often require more computing power. We also want that the result of
our model can be computed using less computing time. For these reasons we
will look for another way to describe the model, while still taking into account
the interaction between the two processes.

Because of the differences in handling between circuit-switched and packet-
switched calls and the time scales on which the processes evolve, one could
say that data calls see voice calls as nearly stationary during their stay in the
system. We will use this to model the system characteristics using the so called
quasi-stationary regime in the next chapter.
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Chapter 3

The quasi-stationary regime
and admission controlled
transmission delay

In this chapter we will introduce the quasi-stationary regime. This regime will
give the possibility to model the system using several 1-dimensional queueing
systems for the data process. In section 2.6 we argued that a 2-dimensional
model is more precise but harder to handle mathematically. We want our
model to be less complex and results need to be computed without a lot of
computing power or computing time. Because of the linearity result for the
mean conditional sojourn times in the PS queue both features are present in
the quasi-stationary regime model. Still we need our model to cope with ad-
mission control. Admission control ensures that there is a maximum number
of customers simultaneously present. In the previous chapter all models for
packet-switched systems where such that they accepted infinitely many data
customers simultaneously. Accepting all customers could lead to congestion in
the system. For this reason there is a limit on the number of data customers
present in the system. We will discuss the consequences for the models when
the number of simultaneous data calls is limited. Admission control is necessary
for the reason that in some states of the voice process the data load can exceed
the available capacity left over by the voice users. The admission control pro-
tocol can reject calls in order to prevent that too many calls enter the system.
In this way it is possible to ensure that the system will never become instable.
If no admission control is applied, the system could become instable.

We assume that data traffic has a minimal r_ and a maximal processing
rate ry. The maximum number of data customers in the system is limited
by the hardware of the system. For now we will assume that the maximum
number of data customers simultaneously present in the system is fixed at cq.
The steady-state probabilities for this system are given by

paj) = <m>f'-pd<o> (3.1)
_ Ad 3 1
= G S ) (3.2)
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1-— 7 P
= %'Pﬁ(l)v (3.3)

where pg(i) = Cd()\il)i'ﬂd is the relative data load when there are ¢ voice users in
the system.

In section 3.1 we introduce the quasi-stationary regime. This regime is
used later on to simplify the integrated model. The opposite of the quasi-
stationary regime is the fluid regime. We will briefly look into this regime,
but the focus of this thesis is on the quasi-stationary regime. Next, we will
look at the consequences of admission control for the PS model. First we will
solve the mean conditional sojourn time by using differential equations for the
M/M/1/cq — PS model. This is done in section 3.2. Because we want the
service requirements to be generally distributed we will extend the model. In
section 3.3 we state the system of differential equations for the mean conditional
sojourn time in the M/G/1/cq — PS model and in section 3.4 we will solve
these equations using Laplace transforms in the case that there can be only
two customers present simultaneously. This again results in a linear form for
the mean conditional sojourn time. The system of differential equations is
not easy to solve in the case of generally distributed service requirements and
still takes a lot of computing power for large numbers of c;. We will turn to
another approach. In section 3.5 we make use of the characteristics of symmetric
queues. This leads to a solution for the mean conditional sojourn time problem
that is of a simple linear form. With this we have a satisfactory result for the
dimensioning of the system.

3.1 Quasi-stationary and fluid regimes

One call type, say voice calls, could occupy the system for a significantly longer
time than another call type, say data calls. We introduce two limit regimes to
make approximations for the mean conditional sojourn time of the data calls.
These limit regimes are the fluid regime and the quasi-stationary regime. Under
the fluid regime the voice process evolves on infinitely fast time scale and under
the quasi-stationary regime the voice process evolves on a infinitely slow time
scale, see [3].

Under the quasi-stationary regime the capacity that can be used to process
the data calls will change infinitely slow, so it is possible to reduce the effects
of the random capacity environment imposed by the voice call process. This
approach in which we will look at the data process with a near constant number
of voice users is called the quasi-stationary regime (see [6]).

The following part is taken from the CWI website of Matthieu Jonckheere,
see [9]: A quasi-stationary regime is a scaled version of the original process,
constructed by making the speeds of the different classes tend successively to-
wards infinity in a certain order, while keeping the incoming load of each class
constant. In other words, the dynamics of each class are infinitely increased
in a given order. Hence, in the limiting regimes, each class sees the dynamics
of other classes as infinitely slow or infinitely fast depending on the order of
the successive limits. (The limiting regimes obtained are insensitive to service
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time distributions except for their means and have a nice product-form sta-
tionary measure.) With certain monotonicity properties of the transitions, the
stability region of the initial process might be bounded in terms of the stabil-
ity region of these limiting processes, which can eventually be computed more
easily. It is also tempting to think that the performance of the limiting quasi-
stationary regime constitutes worst or best cases and can then provide bounds
of the performance for the original network. This has been observed for certain
monotonic systems but turns out to be difficult to prove since these bounds are
not sample-path bounds.

To examine the data process with queueing theory we require that the pro-
cess is in equilibrium. Under the quasi-stationary regime data customers see
the number of voice customers as a constant during their stay in the system.
Because the data process evolves on a time-scale that is much faster than that
of the voice process we could assume that the data process reaches a statistical
equilibrium before a change in the voice process occurs. An single individual
arriving data customer could enter the system in a state of equilibrium with 4
voice customers present with probability p, (7). Still the voice process changes
its state, but on a slower time-scale than the data process. To cope with the
effects of a random environment imposed by the voice process we introduce the
quasi-stationary regime. We model the data process in isolation and change the
capacity for the data process according to the state of the voice process. The
capacity of the data process obeys equation (2.4) and so depends on the state
of the voice process.

To combine voice and data traffic in one model we compute the sojourn
time of the data customers in a queue in isolation with capacity Cy(7) and take
the weighted sum over all states of the voice process. The voice process is also
analyzed in isolation using a M/G/¢,/c, queueing model. We can compute
the steady-state probability that the system is in a state where there are i
voice calls active. This probability is equal to the percentage of time spent
in that specific state with ¢ ongoing voice calls. By taking the weighted sum
over all states of the voice process one can make approximate statements about
the mean conditional sojourn time of data customers with randomly varying
capacity imposed by the voice process.

We will now show how to compute the average number of data calls in the
system under the quasi-stationary regime. Let Ny be the number of data calls
in the system, ¢, the maximum number of simultaneous voice calls and E[Ny];
the average number of data calls in the presence of a constant number i of voice
calls. Also denote the steady-state probabilities of the voice call process by

pu(i). Let pg(i be the data traffic load, where Cy(7) is the capacity
that can be used for &ata calls when there are 7 voice calls present. For now
assume that in all states of the voice process the offered data load is such that
the system is stable (pg(i) < 1 Vi). Now, let us take a look at the average
number of data calls in the system under the quasi-stationary regime.

Zvjpv(i) - E[Ng); (3.4)
=0
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Another approximation is the fluid regime in which the time scale on which
the voice process evolves is infinitely faster than that of the data process, see [3].
The capacity available for data calls in all different states of the voice process
is taken as the average capacity over all different states of the voice process, so
Cyq = 35 pu(i)Ca(i). Thus in the fluid regime Cy(i) is taken to be Cy in all
different states of the voice call process.

BN = 5 (3.7)
A
Cq— 3t

The throughput on the system level using the fluid approximation is

Cy

THH™™ = > py(i)- THY"" (3.9)
=0
A

= /TZ (3.10)

The throughput on the user level using the fluid approximation is

THH = Y po(i) - TH" (3.11)
=0
A
= Cy- 22 (3.12)
Ld

Also, the quasi-stationary regime can be used to approximate the throughput

THET = Y py(i)- TH (3.13)
=0
& . Y
= > pol) - (Cali) = =%). (3.14)

The sojourn time conditional on the amount of work can also be computed
under the quasi-stationary regime.

BVl = S poli)- EV(D) (3.15)
=0
= ;pv(i)'cd(i)_:z7 (3'16)
E[V(7)p = w

Ha
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In the previous paragraph the throughput on the user level is defined as the
amount of work that needs to be processed by the system divided by the time
it takes to complete the request. But as can be seen under the quasi-stationary
regime it is possible to compute two different measures of throughput.

T

THusser I —
! EV(7)lgs

The first one is computed directly from the throughput when there are i voice
users, see (3.14). The other one is computed through the quasi-stationary delay
given the amount of work that needs to be processed see (3.16). If Cy(7) is
close to , then E[V(7)]qs will go to infinity and W approaches zero. So
a nearly 1nstable state affects the throughput greatly in this case, while when
THy " is computed through TH*“" a nearly instable state will not affect
the throughput that dramatically. On the other hand one could still revert
to the definition given above, which states that the throughput is calculated
by dividing the total amount of work by the time it took to process the work
(under the quasi-stationary regime). Because we have no preference for one of
the two measures, we will use both of them.

The variance of the sojourn time under the quasi-stationary regime can also
be computed via the second moment of the sojourn time. The second moment
of the sojourn time when there are i voice users in the system is

EWV(r)’li = Var[V(r)]i + (E[V(7)]:)*

B # T/Ca(i) o i T
a (1—pd(i))2(/u:o (Cd(z) JP{W > u}d +2< )7

Now the quasi-stationary variance can be computed.

[V (7)%)gs = va(i) -EV(1)%;, (3.17)

Var[V(1)]gs = B[V (1)%]gs = (E[V(7)]gs)*. (3.18)

If the service requirement is exponentially distributed with parameter pg then

2pali . ‘
Vel @l = 2p- (o i[O (L i =1

_w ) i
T = (ol

)%
Cali) — 3¢

It is now possible to compute the QoS constraints for data traffic under the
quasi-stationary regime with the measures presented in this section. However,
in some states of the voice call process, the capacity left over for data calls could
be such that the offered load exceeds one. This is called a local instability, and
can occur even in the case of local stability, i.e., 54 < 3 p,(1)Cq(7). When
the system is in a state of local instability (pg(7) > 1 the performance measures
are not valid. In the next section we will introduce admission control to ensure
uniform stability.
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3.2 First moment of V(7) ina M/M/1/c—PS queueing
system

We are interested in the sojourn time of an accepted customer in a M /M/1/c—
PS system. This system has Poisson arrivals for which the PAST A property
(see [20]) holds. If we assume that the service requirements of the customers are
exponentially distributed, it is possible to obtain this sojourn time through a set
of differential equations. We will derive these equations in the following. Here
V,(7) is the sojourn time in seconds of an arriving data customer when there
are n other customers in the system upon arrival and the arriving customer has
a service requirement of 7 kbit.

Forl1<n<c¢y;—2

A A
EVa(r+A)=Xy1-(n+1) —— - E[Voya(7) + (n+1) -
Tn+1 T'n+1
n A A
] 1) - E[V,_ 1)-
e ) B BV )+ )
n A
1— Ay - 1) - T 1) -
HL )
A
Tn+1

During the processing of A kbit of our test customer, when there are n other
customers in the system and the service discipline is PS, every other customer
gets an equal share of processing time. So every customer is served by the
processor for % seconds. Now if the test customer has received A
cessor time, so will all the other customers. The total time to process A kbit

(nfi)l The intensity of an arrival during the

for all customers is equal to

time interval "FUA g An+ (n+i)1 After processing A kbit of all customers

and having an grrlval durlng the processing the remaining sojourn time can
be expressed through E[V,1(7) + (n+1) - - ,i -]. Multiply this fraction with
the arrival intensity to get the first part of the equation. This reasoning can
be applied to departures and the event that nothing happens during the time
interval (n+1)- - oy . Now by rearranging the terms, dividing by A and taking
the limit of A to zero, we get a set of differential equations.
For1<n<c¢;—2

Ao EVa(r +8)] = BVa(n)] _nt 1

A N T'n+1
. (EVag1(1)] = E[Va(7)])
+p-n - (E[Va—1(1)] — E[VL(7)])

n+1
+)\n+1 '

For n =0,

lim T -
Ao HR M= RO Ly A awi ) - B
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Forn=c4—1,

AT EWentr e AN = BVe sl _ &0y, (BIV,,-o(r) - BV 1(7)

This together gives a set of linear differential equations of the following form:

EVo(r)] E[Vo(7)]
_A. ' +b (3.19)

EVayr (7)) BVay1(7)

Here A is a tri-diagonal matrix of dimensions ¢4 X ¢4 with elements A;;_1 =
(i=1)-p, Ay = 22 and Ajy = — 30, A

_A A 0o ... 0
r1 )7\'1 A
0 e 0 (=2 (=)= = (=2 p (ca—1):2=
Cd Cd
0 0 (Cd—l)‘u _(Cd_l)'ﬂ

and b a vector of dimensions ¢z x 1:

1
3
2
b= :
cqg—1
T‘cdfl
Cd
Teq
The boundary conditions are E[V,,(0)] = 0,Vn, since when a customer has no
service requirement it will leave the system immediately.

This system of differential equations can be solved following this procedure:
e compute the ¢y eigenvalues v; and cq eigenvectors w; of A.

e try a solution of the form

E[Vo(7)] ag
: Cdfl
= CoTwg + Z Cie""mw; + (320)
=1 .
EVey—1(7)] Geg—1
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e use the boundary conditions E[V;(0)] = 0 and the equations of the system
of differential equations itself to find the constants C; and a;.

The solution form which is used contains a linear term of 7. One of the eigen-
values (vg with eigenvector wp) of A will be zero, because of its structure. For
this reason one needs to add a linear term of 7 to the solution form. With
the solution form, the derivative of the solution form, the boundary conditions
and the system equations one can form enough linear equations to solve the
remaining undetermined constants C; and a;.

Finding the eigenvalues of the matrix A involves finding the roots of Det(A—
AI) = 0. There are exact solutions for dimensions below 5, but for dimensions
larger than or equal to 5 there are generally no exact solutions and one has to
resort to numerical methods to find them approximately, see [21]. Solving the
eigenvalue problem numerically can give rounding errors and other numerical
issues.

We will solve the system of differential equations for the case where only
two customers can be present simultaneously. To get numerical results we will
set A =2, y =4, r; =ry = 1. This results in the following system of differential

equations:
(ool ) (2 2) (o) (1)
E[Vi(r)] 4 -4 E[Vi(7)] 2

This system can be solved following this procedure:

e compute the eigenvalues v, vo and eigenvectors wi, ws of A;

e try a solution of the form ( g{“ﬁ?g:ﬂ ) = C1e""wy + CoTws + ( Z )

e use the boundary conditions E[V;(0)] = 0 and the equations of the system
of differential equations itself to find C1, Cs, a and b.

We will follow the procedure in the example:

The eigenvalues and eigenvectors of A are

01}1——6With’w1—<_12>

ovgzowithu@:(i).

Now try a solution of the form

E[V(r)] o 1 I a
(E[vw]):c” 6 (—2)*”( 1)*( b)
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The boundary conditions are E[Vy(0)] = 0 and E[V1(0)] = 0. Use this in the
solution to obtain

Ci+a = 0
-2C1+b =

Now set equations of the system of differential equations equal to the differen-
tiated solution

[V()(T)]/ = —6016_67— + Cy
Vi(r)] = 120175 4+ Oy

—2E[Vor] + 2E[Vi7]

+1 =E
AE|Vyr] —4E[Vi7T]+2 =E

which leads to

—6C1e 5 —2a4+20+1 = E[Vo(1)] = —6C1e 5 +
120175 +4a —4b+2 = E[Vi(1)] = 12C1e 5 + Oy

Notice that —2a +2b+ 1 = Cy = 4a — 4b + 2. Now substitute a and b with
(' according to the boundary conditions and solve the equation for Cy. This
results in C7 = % and Cy = %. Now again use the boundary conditions and
the solution with Cy and C5 filled in to obtain a = _Tls and b = %.

The solution to this system of differential equations is:

EVo(r)] \ 1 ¢ f 1 4 (1 —%
o) = () s (1) ()

Notice that there is an asymptotic linearity in 7. If 7 is large, e %" will be near
Zero.

If one wants to obtain the mean conditional sojourn time for an arbitrary cus-
tomer, one needs to average over all states of the data process the arriving
customer can see when entering the system.

BV () = 2 B+ P BV = 57

]_p0+p1 po+ 11

Now we see that for an arbitrary customer the mean conditional sojourn time
will be linear in 7. Arriving in a system with n other data customers gives a little
bit more information on the mean conditional sojourn time. For large 7 this
difference will be relatively small. For the solution of the system of differential
equations one can see that arriving in an empty system will give a slightly
smaller sojourn time then when there is already a customer present. When
7 gets larger this advantage will not be significant compared to the impact of
the linear term of 7 in the solution. The difference between entering an empty
system and entering a system with one customer present will be 1% in this
example when 7 is very large.
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3.3 Generally distributed service requirements

We are really interested in the first moment of the conditional sojourn time of
an arriving customer for generally distributed service requirements. First, let
us discuss the possible events that can occur during the processing of 7 kbit of
the test customer.

e Arrival of new customer: Customers arrive according to a Poisson process.

e Departure of customer: Customers depart when their remaining service
requirement is zero. Their service requirement is generally distributed.

e No arrival or departure: All customers have processed 7 kbit. No new cus-
tomer arrives and all service requirements of other customers are strictly
positive after the processing of 7 kbit.

We now investigate the intensity of the different events. What is the chance

that during the processing time (n + 1) - - nA+ - an event will occur?

Because the arrival process is Poisson, the arrival intensity of new customers is
Ant1 - (n+1)- 2

Tn41l '

Some notation is introduced.

e x;: The service requirement of customer 1.

e V,(r,21,...,2,): The sojourn time of an arriving customer when there
are n other customers in the system with a residual service requirement
of z; for customer 1.

e B(x): The distribution of the service requirement distribution of a cus-
tomer. The service requirement is identically distributed for all customers.

By looking at the arrival moments of a new customer we can again derive a set
of differential equations for V,,(7,x1,...,2,) from the following:

EVa(t+ A 21+ A, 20+ A)] =

DA 0
(n+DA E[Vsr(r,21,. .. 20) + (n+ 1) - AJdB()
Tn+1 Tpn41=0
DA
_i_(l_(n:—).)\)-E[Vn(T’xl,__.,xn)—i—(n—i—l)-A]
n+1

Also the following equation holds,

E[Vn(Taxlv o 7$i—1707xi+17' . axn)] — E[Vn_l(T,l'l, ey Li—1, Lj41y - - - 7xn)]
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Rearrange the terms and take the limit of A to 0 to get

0 "9 n+l n+1
a.- EVTL 9 syt = - )\EVn 5 geeeydip
(67— Pt 8.’,1:'1) [ (7- Tl € )] rn+1 Tn+1 [ (7- I X )]
n+1 o0
+ A EVii(r, 21, Zps1)|dB(Tn41)
Tn+1 Tp4+1=0

This again leads to a system of differential equations. Because of generally dis-
tributed service requirements one can not use the memoryless property of the
residual service requirement. This makes it a lot harder to solve these equa-
tions. In the next section we will solve the differential equations using Laplace
transforms for a system which allows only two data customers simultaneously.

3.4 First moment of V(7)ina M/G/1/2—PS queueing
system

Another approach towards solving the differential equations is the use of Laplace
transforms. For simplicity and to gain insight we will analyse the first moment
of the conditional sojourn time in a system in which only two customers can be
present simultaneously. Customers arriving when two customers are in service
are not accepted and will be blocked. Again, a differential equation can be
derived to determine E[V;(7)]. The reader should be warned that the index i
is in this case the number of data customers an arriving customer finds in a
system with only data customers. Also the index for data is dropped in this
section, since all parameters refer to those of the data process. When there
are no customers present upon arrival the only possible state change during a
small quantum of service time is due to an arrival of a new customer. We will
distinguish between new arrivals with less work and with more work than the
residual service requirement of the customer present.

ElVo(r+A)] = (1-AA) EVo(r)] + A +
M(1 = B(7)) - EVi(1,z1 | T < 21)]

FAA - B(r) - /uTO g((i))

Rearranging the terms and taking the limit of A to 0 yields:

-EVi(r,u| 7> u)]du

AT B0+ M) = WML _ oy oy 41 4

A
A1 —B(1)) 27
A / 2u + E[Vo(r — u)]dB(u)
u=0

Also E[V;(0)] = 0.

If the residual service requirement of the customer present is more than that
of the new customer, the new arrival will share the system capacity with the
other customer during his entire stay. For simplicity we have taken the service-
rate to be 1 kbit/sec, so the time it takes to serve the test customer is equal
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to two times the amount of required service (in kbit). If the residual service
requirement of the other customer is smaller than the amount of service the
test customer requires, then that customer will leave during the service of the
test customer. This together results in:

EWVi(r,2z1)] = 27,if 7 < 1

E[Vl(T,xl)] =2x1 + E[VQ(T — xl)],ifT > x1

It is possible to transform this differential equation through Laplace transfor-
mation. Let Qf(s) be the Laplace transform of E[Vy(7)], so

Q(s) = [Zye™T - E[Vp(r)]dr.

Now
SQB(s) = ~AQA(s) + - +2X- HY () + AQ3(s) (),
where
H*s) = /Tiooe_ST[T(l—B(T))—I—/ulou-dB(u)]dT
= [T e[ raBw s [1 ueapar
_ /T :OO ¢~ B[min(r, B)]dr
- /x OOO;[l—esx]dB(a:)

o0

1
= 2/, b(z)dx — 2 /x:O e ¥ b(x)dx

OOO b(u) /Toou e T EVo(r — u)|drdu

e *"b(u) /yooo e %Y. E[Vh(y)|dydu

I
T~

=0
= [ e [ e BVy(y)ldy
=0 y=0
= b(s)- Q%(s)
and b*(s) = [°,e °"dB(r). We now have an expression for the Laplace

transform Q§(s):

1/s+ 2 AH*(s)
x _

@ols) = s+ A — Ab*(s)

1 1+42XsH*(s)
RN O]
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Also, let Q7(s) be the Laplace-Stieltjes transform of E[Vi(7)]:

) = [~ B
L NB@ o e o [ 1B
= | e ot EVr —ade+2r [ S
= ’ 1_73@) T —x)|dx min T
= [ S BV — 2)lde + 2B{min(R. 7))

where R is the distribution of the residual life time of the customer present
upon arrival, see for instance [5, p. 111].

R(t) = E[lB] /;0[1 _ B(x)|dz

Now the Laplace transform Qj(s) is given by

Qi) = Qi) + 20,

where H*(s) 1= [2oe - Elmin(R,7)]dr and B*(s) := [2,e *"-dB(7). Note

T

that sB*(s) = b*(s).

e
;oo T:““’_W J_E[B(]x)‘E[%(r—mﬂdex =
/:0 /y: st 2 ;gm) EVo(y)ldydz =
/:oe_sx 11_9[];(]@ Ljoe_sy'E[%(y)]dydw =
/;OO@sx,l_E[BB(]x)dx/yooO@Sy.E[%(y)]dy - 1;;%(8)_ £ (s)

Also,
H¥(s) = /folgéaﬂ.;[l_e_sx]dx
- L g L [T

1 1 —sB*(s
= 50D

The last equation can be derived from the following:

o) T _ T i
/ 6737-[/ 1M2xdx+/ 17‘8(56)27—(1,%](17- f—
T T =0

-0 —o FE|[B] E[B|
0 —sT T 1—B($) 0 —sT T 1—B(1’)
/Tzoe /on[B] -2x‘dxd7'—i—/7:06 /zoE[B] - 27 - dxdT
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%) T
7=0 =0

j/&)
7=0

=T

1 — B(x)
ElB]

057 /:O 1 _E[BB(]x)

-2 - dxdT

- 27 - dxdT

-7 / e %7 . 27 - drdzx

2x
7;’+’;§))d$

444444,.(

0
2 —ST
52 (

To acquire the Laplace transform (Q*(s)) of E[V(7)] we need to average
over the possible states of the system where an arriving customer is accepted:

Q(s) = T Qb
= 1ip i/jing((j)) 1ip'(1;2f*]() Qb(s) + 2H*(s))
R e
— o e R i)
— o (CEREE L i)
_ 1_1H;'(1/8+2A S(l—sB*( ))+p'2'312(1_1;;ﬁ;](8))>
_ 1;}.(”’;1”»1—2139*@)_]32[;]_1—215*(8))
_ 142 1
1+p s2’
where p; := 14— - p and p:= X- E[B] < 1

If we perform the inverse Laplace transformation we get:

EV(r)] =

1+2p
- T
1+p

Now if we take the limit of p — 0 we see that E[V(7)] = 7 and if we take the
limit of p — oo, then E[V(7)] = 27, which are both what we intuitively expect.

3.5 Symmetric queues and sojourn times

In this section we will show that using the properties of a symmetric queue it
is possible to find an expression for the mean conditional sojourn time in the
PS queue with admission control. The theory of symmetric queues is discussed
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in [10] and [16]. The reader should be warned that again the indices of the
parameters are dropped. The parameters in this section refer to those of the
data process.

First we will show that the PS queue without admission control is a sym-
metric queue. After that we will also show that, with slight adjustments, the
PS queue with admission control is also symmetric.

Consider a queue which customers are ordered, with the queue containing
customers in positions 1,2,...,n, where n is the total number of customers
in the queue. Customers are assumed to be one of K classes and the service
requirement distribution of customers depends on their class. A queue is called
symmetric (see [10]) if it operates in the following manner:

e The service requirement of a customer is a random variable whose distri-
bution may depend upon the class of the customer.

e A total service effort is supplied at rate ¢(n).

e A proportion (I, n) of this effort is directed to the customer in position
l; when this customer leaves the queue, customers in positions [ + 1,1 +
2,...,n move to position [,1 +1,...,n — 1 respectively.

e When a customer arrives at the queue, he moves into position [ with
probability ~(l,n + 1); customers previously in positions [,l + 1,...,n
move to positions [ + 1,1+ 2,...,n + 1 respectively.

For the PS queue this will result in the following:
e p(n)=1,n=12...,

e y(I,n) = %, [=1,2,...,nand n=1,2,...,
We will also give the ¢(n) and (I,n) for the Last-Come First-Served (LCFS)
discipline:

e p(n)=1,n=12...,
e y(I,n)=0,1=1,2,....n—1landn=1,2,...,
e y(I,bn)=1,l=nandn=1,2,...,

We now have the building blocks to show that the PS queue with admission
control is also symmetric. If customers arrive when the queue has C' customers,
where C' is the maximal queue length, the queue will stop serving in a PS
manner. Instead the newly arrived customers will be served in a LCFS manner
until the queue length has again dropped to C' customers. Now set the service
speed of the LCFS discipline to M, with M very large. The customers that
arrive in a full system will be served at such a speed that they will leave the
queue almost immediately. The service to the customers already present in the
queue will hardly be interrupted and the queue length will not be larger than
the admission threshold C for any significant amount of time, if M is large. We
can denote this by:
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n)=M,n=C+1,C+2,.
Ln)=+,1=12...,nandn=1,2,...,C

&
¢(
e
e y(I,n+1)=0,1=1,2,...,nandn=C+1,C+2,...,
(

e y(n+1l,n+1l)=1,n=C+1,C+2,...,

This results in the observation that the PS queue with admission control is also
symmetric.

For symmetric queues one can easily obtain the probability P{N = n} that
there are n customers in the system, see [16]. Let the total arrival rate of work
over all classes be

K
k=1
and define p
k
Pk = — 3.22
) (3.22)

The value of ¢y, is the probability that a given position in the symmetric queue
is a class-k customer. From [16] formula (10.68) the probability that there are
n customers in the system is given by

Y2

P{N:n}:bh 2 ( n1,..n.,nK ><,0?1...<,07}<K, (3.23)

ni+...+ng=n

with b denoting an appropriate normalization constant. In the PS queue with
admission control, which is described above, this formula simplifies to

0,1,...,C

bp" n =
P{N_"}_{bMﬁ”c n=C+1,0+2,..., (3:24)

with b =[5 p" + Yol Mﬁiﬂ;c]*l, the normalization constant.

If one knows the expected value of the number of customers in the system
E[N] =Y ynP{N = n}, one can find an expression for the expected value of
the sojourn time. All terms above C' in the summation used to compute E[N]
will approach 0, because of the large M. Using this, the expression for E[N]

can be simplified to summing over all states up to C, n = 0,1,...,C. This
leads to c
n C+2 1 C+1
YD (1=p)(A = p~*)
For a class-k customer one knows using Little’s Law
E[Ng] = A E[Vi] (3.26)
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and Nelson (see [16] and equation (3.22)) states:
EINy] = 22 E[N] (3.27)
p
Combining these results gives:

B =2 Ly = By = G0 - (CH D0 4

P Ak p (1—p)(1 - pcth)
Because we want to know the sojourn time for an accepted customer we need

to scale the arrival rate A\p. The arrival rate of accepted customers is A\¢ =
A - P{N < C —1}.

Br (3.28)

c-1 c-1 C
2n—0 P" L—p
P{N<C-1}= bpt = =2 = (3.29)
7;] Yoo 1= pCt
So the sojourn time of accepted class-k customers in the PS queue is
E[N ¢ onp ! CpCt —(C+1)p% +1

R Yo P (1= p)(1=p)

This result is independent of the service requirement distribution. The param-
eter () is the mean amount of service a class-k customer requires. One could
replace this by a general value 7 to obtain the mean conditional sojourn time
of an arbitrary customer.

An interesting limit is the limit of p going to infinity and of p going to zero.

C n—1
lim E[V(7)] = lim Z”jﬁ’f?-f =C-7 (3.31)
p—00 pP—00 ano pn
lim BV (1) = . 3.32
e [ (.32

These results show that when the system is almost always fully occupied the
capacity is divided equally between all customers. Each customer will get % of
the capacity. If a customer would get all capacity the sojourn time would be
equal to 7. With % of the capacity it will take C' times the service time 7 to
complete the transfer.
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Chapter 4

Numerical results and
conclusions

In section 4.1 we will present a number of graphs showing the results of various
parts of this thesis. We will show the effects of adding extra timeslots to the
system and give the allowed voice load and data arrival rate (\;) for a fixed
number of timeslots. Also a brief description of the main results will be given
in section 4.2.

4.1 Numerical results

We look at a GPRS communication system with voice and data traffic. We
model this system through several 1-dimensional queueing systems for data
traffic linked through a quasi-stationary regime. The number of 1-dimensional
queues for data traffic is equal to the number of states of the voice process.
Voice traffic is modeled by a M/G/c, /¢, queueing system and data traffic by
a M/G/1/cq— PS queueing system. We want to know the maximal voice load
given a certain blocking probability as a QoS constraint. We also want to know
the steady-state distribution of the voice process given a certain voice load. The
steady-state probabilities of the voice process are used in the quasi-stationary
regime. For data traffic we want to compute the mean conditional sojourn time
and the throughput given a certain available capacity. The capacity for data
customers is the left over capacity by voice customers of the total capacity.
This capacity is known if the number of voice customers is known, see equation
(2.4).

4.1.1 Maximal voice load under QoS constraints

In this subsection the maximal voice load given a blocking probability of 0.01 is
presented. The results are obtained through solving the voice load from setting
equation (2.1), with n = ¢, timeslots, equal to the blocking probability. This
is done using the solve function of Mathematica to solve p, from the following
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Figure 4.1: Maximal voice load vs. number of timeslots
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vi\Hv Cy Py ’
anO n!

which is the same as setting equation (2.2) equal to 0.01.

We started with a system with ¢, = 1 timeslot and computed the maximal
voice load and continued to do this for systems with ¢, = 2,3,...,40 timeslots
available. In the figure 4.1 one can see the results.

Figure 4.1 shows a nearly linear growth, except in the first part. Adding
extra timeslots will result in a higher maximal voice load under the same QoS
constraints.

4.1.2 Differential equation approach

In this subsection we will present the numerical results for the mean condi-
tional sojourn time of data customers in the M/M/1/cq — PS queue. We will
give the functions of the mean conditional sojourn time E[V;(7)] of an arriving
customer seeing 7 data customers in the system on arrival. These results come
from the theory described in section 3.2 and we solve equation (3.19) using the
software Mathematica. The following parameter settings are used in the sys-
tem of differential equations: ¢q =4, A = 2, p = 4 and r = 1. This represents
a system with 4 timeslots available for data traffic. Here 7 is the amount of
service a data customer requires. In this model we looked at the mathematical
properties. The A, u and r are given numerical values just so we could solve
the differential equations.

E[Vy(7)] = —0.243704 + 0.000139393e 2284897 _ 0.00545455¢ 107 +
0.249019¢ 315117 4 1 733337

E[Vi(7)] = 0.122963 — 0.00145309¢ 2284897 1 .0218182¢ 107 —
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Figure 4.2: Mean conditional sojourn time of an arriving customer vs. service
requirement

0.143328¢ 312147 4 1 733337

E[Va(7)] = 0.422963 + 0.00525478¢ 2284897 _ (. 005454556107 —
0.422763¢>1M47 4 1.733337

E[V3(7)] = 0.611852 — 0.00581235¢ 2284897 _ (03272737107 —
0.573312¢ 315117 4 1 733337

In figure 4.2 one can see that all functions are (nearly) linear for large values of 7.
There is a small difference between the sojourn time of customers arriving in an
empty system and customers who see other customers on arrival. This difference
remains constant for very large 7 and is negligible compared to the value of the
sojourn time. The differential equation approach is useful when one wants to
make statements about the difference in sojourn time of a customer seeing either
n or m other customers upon arrival. For small values of 7 and having a lot
of timeslots available the difference in sojourn time between entering an empty
system or a full system could be significant.

4.1.3 Symmetric queue approach

In this subsection we will present numerical results for the mean conditional

sojourn time using the symmetric queue approach described in section 3.5. The

mean conditional sojourn time is computed using equation (3.30) with p = A

crp
and (B = 2. By defining p = ﬁ we make some assumptions on the model.
In this case the capacity of the queue is embedded in the term ¢r in =2-. In

CT
this model the admission threshold for data customers is defined by c¢. We
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state that there can be a maximum of ¢ voice customers and data customers
simultaneously present in the system, which is equal to the number of timeslots
in the system. If there is 1 voice customer present in the system there can be a
maximum of ¢ — 1 data customers present. So, if the number of data customers
in the system is called ¢4 and the number of voice customers in the system is
called ¢, they obey the following equation

Cc=cCy+ cq.
The capacity for data customers obeys the following equation
Ci=Ciotal —Cyo=c-7—c¢Cy-1

In this section we adjust the admission threshold AND the capacity for data
customers according to the number of voice customers present. This happens
because c is used inside p and as the C' from equation (3.30). To get numerical
results we produced some functions and procedures in mathematical software.
We will briefly discuss each of the used functions.

The first function ”EVtRate” is equation (3.30) from section 3.5. The function
"EVtRate” computes the mean conditional sojourn time (sec) of an accepted
customer in a M/G/1/c— PS queue.

A e+l —+
T C(?) <C 1)(6
EVtRate[r,c, \, i, 7] : or 5_(4))(1< (
cr er

) +1
)

>3
‘ t‘y

(4.1)

=

Variables "EVtRate”:
T = total amount of work for the accepted customer (kbit)
¢ = number of timeslots available for data customers (-)

A = arrival rate of data customers (1/sec)

=

= mean amount of work for data customers (kbit)
r = processing rate per timeslot (kbit/sec)

Next the function "VP”, which is equation (2.1), computes the equilibrium
distribution of the voice queue (M/G/c/c).

PG
pil

VP[i,p,c|] = (4.2)

¢ o
n=0 n!
Variables "VP”:
i number of customers in the voice queue (-)

p load of the voice process (-)

¢ number of timeslots available for voice customers (-)

40



The function "EV@s” computes the quasi-stationary sojourn time (sec) of a
data customer. The theory around the quasi-stationary regime can be found in
section 3.1.

c—1
EVaqs(r,c, \, p,r, p] = Z VP[i,p,c] - EVtRate[r,c — i, \, u, 7] (4.3)
i=0

Variables "EVgs”:
7 total amount of work for the accepted customer (kbit)
¢ number of timeslots available for data and/or voice customers (-)

A arrival rate of data customers (1/sec)

i mean amount of work for data customers (kbit)

r processing rate per timeslot (kbit/sec)
p load of the voice process (-)

The function "THtRate” computes the throughput (kbit/sec) of data cus-
tomers in the M/G/1/c — PS queue. The throughput is computed through

means of the mean conditional sojourn time of a data customer in the M /G /1/c—

PS
-

- EVtRate[r,c, A, (1, 7]

THtRate[r, c, A, i1, 7] (4.4)

7 total amount of work for the accepted customer (kbit)
¢ number of timeslots available for data customers (-)

A arrival rate of data customers (1/sec)

i mean amount of work for data customers (kbit)

r processing rate per timeslot (kbit/sec)

The function "THqs” computes the quasi-stationary throughput (kbit/sec) of
data customers. Again, for the theory of the quasi-stationary regime see section
3.1.

c—1
THgs = Z VPJi,p,c|- THtRate[T,c — i, A, j1,7] (4.5)
i=0
7 total amount of work for the accepted customer (kbit)
¢ number of timeslots available for data customers (-)
A arrival rate of data customers (1/sec)
% mean amount of work for data customers (kbit)

r processing rate per timeslot (kbit/sec)

p load of the voice process (-)
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The procedure "FindMaxLambda” computes the data arrival rate (\g) for
which the quasi-stationary data throughput is equal to a certain target value.
It uses bi-section to find this data arrival rate (\g).

FindMaxLambda [7,¢, pu, 7, p, THT arget, output] =
(Il =0; Ir = 1000; test = 100;
WHILE] ABS][test] > 0.0001,
L=l+1r)/2;
TH = THqs|[t,c,l, p, 1, pl;
test = THTarget — TH,;
IF[test < 0,1l =1,lr =1];
|; output = 1)

T total amount of work for the accepted customer (kbit)

9}

number of timeslots available for data customers (-)

mean amount of work for data customers (kbit)

==

<

processing rate per timeslot (kbit/sec)

p load of the voice process (-)

THTarget value of the target throughput (kbit/sec)
output dummy variable

To perform the dimensioning of the communication system one first needs

to compute the voice load (p,) that makes the blocking probability equal to the
QoS constraint. This voice load will be the maximal voice load that is allowed
under the QoS constraint. Now for each p, between zero and the maximum
voice load one needs to find the maximal allowed arrival rate (Ag) of the data
customers. This can be done using FindMaxLambda. Now we will present
results for the dimensioning of the system. For this we need to give numerical
values to the parameters 7, ¢, u,r and T Htarget.
Set 7 = 100 kbit, i = 12 kbit, » = 10 kbit/sec , T Htarget = 20 kbit/sec
and ¢ = 4 (figure 4.4), ¢ = 5 (figure 4.3) respectively. In these figures one
can see the maximal arrival rate of data customers Ay given a certain voice
load p,. One can see that when the system gets more capacity, by adding
timeslots, the maximal allowed A4 is higher. Both figures show that the allowed
Mg decreases linearly when p, is increased. If one computes the \; for p, = 0
and p, = mazvoiceload the area underneath a straight line between these
point represents the allowed points in the dimensioning. By computing only
two points and drawing a straight line between them, the dimensioning could
be done with less computing power.

We will take a closer look at the capacity of both systems. In the case of
4 timeslots with a rate of 10 kbits/sec the total capacity of the system is 40
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Figure 4.3: Dimensioning, ¢ = 5,
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Figure 4.4: Dimensioning, ¢ = 4
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Figure 4.5: Sojourn time vs. number of timeslots

kbits/sec. The arrival rate of work in this system, when the voice load is 0.01,
is 2.18 - 12 = 26.12 kbit/sec on average. At maximal voice load (= 0.8694)
the arrival rate of work is 1.3768 - 12 = 16.5216 kbit/sec on average. For a
system with 5 timeslots these numbers are 3.2139 - 12 = 38.5668 kbit/sec when
the voice load is 0.01 and 2.0297 - 12 = 24.3564 kbit/sec at maximal voice load
(= 1.3608). One can see that adding extra timeslots while the QoS constraints
remain constant, increases the dimensioning area significantly.

4.1.4 Sojourn time as function of the number of timeslots

In this subsection we will present results for the mean conditional sojourn time
as function of the number of timeslots. The mean conditional sojourn time is
computed through equation (3.30) with p = ﬁ and By = Z..

In figure 4.5 the following parameters are used: 7 = 100 kbit A = 1
1/sec,% = 12 kbit and r = 10 kbit/sec. One can see from figure 4.5 that
adding timeslots to the system lowers the sojourn time. For the first few extra
timeslots the drop in sojourn time is significant. If there are more than around
20 timeslots available the drop in sojourn time per extra timeslot gets smaller
and smaller.

4.1.5 Data customer arrival rate as function of the number of
timeslots

We are interested in the data customer arrival rate (\g) as function of the
number of timeslots when the throughput-target (T Htarget) is fixed and the
voice load is either the maximal allowed voice load under QoS constraints or is
fixed at 0.000001. From these graphs one could see the effect of adding extra
timeslots the system on the allowed arrival rate of data customers. When using
the maximal voice load and a fixed throughput-target one could see the effect
of adding extra timeslots on the allowed arrival rate of data customers under
QoS constraints in voice traffic peak. When using 0.000001 as voice load one
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Figure 4.6: Data customer arrival rate at maximal voice load vs. number of
timeslots
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Figure 4.7: Data customer arrival rate low voice load vs. number of timeslots

could see the data customer arrival rate under QoS constraints when there are
nearly no voice customers requesting service. First we will present the graph
(figure 4.6) of A4 as function of the number of timeslots with the maximal voice
load, 7 = 100, p = %, r = 10 and T'Htarget = 18. Second the graph (figure
4.7)of g as function of the number of timeslots with the voice load fixed at
0.000001, 7 =100, p = %, r =10 and T Htarget = 18 is presented.

In the first graph (figure 4.6) , where the voice load is maximal, the line is
curved. In the second graph (figure 4.7) this is not the case. The data customer
arrival rate Ay is almost linear when the number of timeslots is larger than 10.
Also in the case of nearly no voice traffic the data customer arrival rate A4
increases much faster. One could say that mainly voice traffic is responsible for
the curvature in the figures. Still this curvature effect becomes less significant

when the number of timeslots is large. As shown in section 4.1.1, the maximal
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voice load increases nearly linearly when the number of timeslots is large.

4.2 Conclusions

In this section we will give the conclusions of this thesis. The main result of
this thesis is the use of the quasi-stationary regime in combination with the
Processor-Sharing (PS) queue for dimensioning of the system. In dimensioning
one needs to find the maximal allowed voice load and data customer arrival rate
Ag under QoS constraints. The effects of the random environment imposed by
the voice process are handled through use of the quasi-stationary regime. By
using the quasi-stationary regime it is possible to model the integrated system
in terms of several 1-dimensional queueing systems. For voice traffic we use
the classical M/G/¢,/c, model and for data traffic we used a M/G/1/cq — PS
model.

We showed in chapter 2 that in isolation the voice traffic is easily dimen-
sioned through the classical Erlang loss model. Also for the PS useful results
are found for the mean conditional sojourn time for the data process in isola-
tion. In chapter 3 we extend the PS model to handle admission control and
combine the voice and data process with the quasi-stationary regime. Under
the quasi-stationary regime the mean conditional sojourn time of the data cus-
tomers again gives a linear result when conditioning on the file size. We showed
that through systems of differential equations one can find solutions for the
mean conditional sojourn time. This approach can also be used to find solu-
tions for E[V;(7)], the mean conditional sojourn time for a data customer seeing
i voice customers in the system upon arrival. With this one can make state-
ments about the difference in sojourn time when entering a nearly full or empty
system. Unfortunately this approach still uses a lot of computation power and
is hard to solve analytically for bigger systems. For this reason we turned to
an approach using the characteristics of symmetric queues. With this approach
we were able to find a solution for E[V(7)] for a certain number of available
timeslots. The symmetric queue approach also gives solutions which are easily
computed.
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