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1

Introduction

In today’s world, the importance of machine learning (ML) for managing all
the information that is constantly generated is undeniable. ML methods aim
to learn from data and build models that can perform tasks as a result of
the learning process. To make any ML technique work acceptably, a certain
amount of data is required [1], which is not always easy to obtain. Moreover,
ensuring the quality of the data gathered is also important to obtain desirable
results [2]. A representative example of the importance of having adequate
data to avoid obtaining undesirable outcomes is the growing popularity of
fairness analysis in ML [3], which aims to audit and mitigate the discrimina-
tory behaviours that ML models learn from the data. In short, bad data may
lead to bad models.

One of the most important problems in ML is supervised classification, a
problem that consists of building a mapping between the descriptive feature
space and the set of possible categories or class labels. This mapping is ob-
tained through previous examples of the problem, called training data, in the
form of feature-label pairs. Supervised classification is commonly used to deal
with prediction and diagnosis problems, in which the outcomes are categor-
ical. As data storage has become cheaper and most electronic devices have
been equipped with more and more sensors, events occurring in all parts of
the world are continually stored or shared on the Internet. Thus, gathering
descriptive data inputs of many different domains is usually not difficult, while
categorising the data examples with the real label is often much harder, as
it requires some form of external expert judgement. Due to the huge amount
of data available, obtaining their corresponding class labels can become an
overly costly task. A popular solution to label gathering, as an alternative to
domain experts both in supervised classification and in other ML frameworks,
is crowdsourcing.
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1.1 Crowdsourcing

In the last decade, crowdsourcing [4] has become a way of getting large or
complex tasks done in a collaborative way. Tasks vary from image labelling
to giving opinions about certain products, programming a code or designing
a logo, for example. Requesters (companies, researchers, etc.), who have a
task to be solved, get connected with a set of workers, known as crowd, who
collaboratively complete the task. That connection is easier now thanks to
mobile devices, apps, etc. [5]. Requesters usually divide their original large
tasks into smaller and simpler tasks and hand them to the crowd. Workers
perform the small tasks assigned to them. Thus, the workload, which would
otherwise be unbearable for a single worker, is assumed collaboratively.

A variety of incentives are usually offered for workers to complete their
assignments, being economic incentives the most common ones. Online plat-
forms such as Amazon mTurk1, MicroWorkers2 or Appen3 allow requesters
to ask crowd workers to complete simple tasks such as filling in surveys or
labelling images, for example. In exchange, workers receive a small payment
from the requesters. In other cases, motivation is sought through other means
such as gamification [6] or the satisfaction of voluntarily contributing to ad-
vances in scientific research or society, what is known as citizen science [7].
Some examples of citizen science include projects as diverse as the reconstruc-
tion of the global surface temperature record back to the decade of the 1780s4

or the timely assessment of the severity of the damage caused by an earth-
quake by means of social media pictures [8]. Many more examples of incentives
used in crowdsourcing can be found in [9].

In the ML community, crowdsourcing has spread as a way of obtaining
large amounts of labelled data [10] at a relatively low cost. Its use has become
popular, especially for supervised classification problems as expert labelling
tends to be costly in terms of time and money, partly because of the low
availability of experts. The huge amount of unsupervised data available makes
label gathering even more difficult. In machine learning, the crowd workers,
who provide labels for the data, are called annotators. The main issue of
crowdsourced labelling is that the expertise of the crowd annotators is not
guaranteed and their labelling might be misleading. Moreover, the level of
expertise among the workers is usually not homogeneous, and so is the quality
of the labels they provide. To work around this problem, each example is
usually provided to many annotators for labelling. The labels provided by
them are commonly used to obtain a consensus or aggregated label, as an
estimate of the real class label or ground truth. The consensus label is assumed
to be more reliable than each individual annotation and thus the uncertainty
associated with the labelling is reduced [11, 12].

1 https://www.mturk.com/
2 https://www.microworkers.com/
3 https://appen.com/crowd-2/
4 https://www.zooniverse.org/projects/p-teleti/weather-rescue-at-sea

https://www.mturk.com/
https://www.microworkers.com/
https://appen.com/crowd-2/
https://www.zooniverse.org/projects/p-teleti/weather-rescue-at-sea
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The learning from crowds [13] problem consists of learning a classifier, as in
standard supervised classification, but using a training set composed of crowd-
labelled examples. The difference is that the labels collected from the crowd,
which are a type of weak supervision [14], are the only information available
about the class variable at training time. The learning from crowds process is
illustrated in Figure 1.1. By the nature of crowdsourcing, the learning from
crowds techniques are often focused on being cost-effective, that is, to reach
the best results counting on the minimum resources. This involves working
with non-expert annotators and requesting as few labels as possible.

Fig. 1.1: Standard learning from crowds scheme.

Learning from crowds can be divided into two basic tasks. Firstly, label ag-
gregation is the process of inferring the consensus label from the inconsistent
labels provided by the annotators as an estimate of the ground truth (illus-
trated in Figure 1.2). Secondly, we learn a predictive model or classifier from
the descriptive data and the aggregated labels. There are usually two ways of
tackling these two tasks: sequentially or jointly. Sequential learning approaches
focus first on the label aggregation step to obtain high-quality estimates of
the ground truth. When the label estimates are obtained, standard supervised
learning techniques can be applied using the newly aggregated labels for train-
ing the classifier. Joint learning approaches perform the aggregation and the
classifier learning stages simultaneously, using learning techniques adapted to
deal with crowdsourced labelled data.

Fig. 1.2: Crowdsourced label aggregation scheme.
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To sum up, crowdsourcing is nowadays used extensively for gathering la-
bels for supervised classification due to its availability and cheapness. For this
reason, many researchers have proposed diverse approaches to learning from
crowds. In this thesis, we provide novel techniques for improving the efficiency
of learning from crowds. The aim is to profit from the available information as
much as possible, either from the descriptive feature of the instances or from
the annotators. In that way, the techniques developed in this thesis show that
competitive results can be reached involving fewer annotators and, hence, at a
lower cost. In the following section, we will present formally some background
concepts before presenting the problems treated in this dissertation.

1.2 Background

Let us formalise the background concepts of this thesis and provide a notation
for them. All the symbols presented in this section are described in Table 1.1.

1.2.1 Supervised classification

In this thesis, we deal with supervised classification problems. The objective
is to learn a model that classifies as well as possible a data point given in
terms of the descriptive feature with a label from a discrete set of class labels.

Formally, let us denote by X the feature that describes our domain of in-
terest, which is a d-dimensional random variable. Instances of that variable, x,
take values in the space ΩX . Let us also denote the categorical class variable
C, taking values in the set of labels ΩC = {1, . . . , r}. A multi-class classi-
fication problem is considered, that is, the number of categories is equal or
greater than two1 (r ≥ 2). Each value c ∈ ΩC is known as class label. Each
instance is assumed to belong to a single category, a.k.a. ground truth. We as-
sume that the random vector (X, C) is distributed according to a probability
distribution p(X, C) that is unknown.

In standard supervised classification, we aim to infer, from a training set
of n instance-label pairs (x, cx), a mapping or classifier h from the descriptive
data space ΩX to the set of possible class labels ΩC (h : ΩX → ΩC). It is
assumed that the provided class labels cx are the true labels of their associated
instances. The main goal is to obtain a classifier h that generalises well to
unseen domain instances. That means that, given a loss function (e.g., the
standard 0 − 1 loss), h minimises the expectation of the loss function or, in
practice, the empirical expected loss on the training set.

When the full information about the real class labels is not provided, the
problem is said to provide weak supervision [14]. Many different problems
can be grouped under the umbrella of weakly supervised classification. For

1 Binary classification (r = 2) is a particular case of multi-class classification
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Symbol Description
X Descriptive variable
d Dimension of the descriptive variable
x Instance of X

ΩX Feature space
C Class variable

ΩC Set of possible class labels (Label space)
r Number of classes
c Class label, c ∈ ΩC

p Generative distribution of the problem
n Total number of instances
cx Real label of instance x, cx ∈ ΩC

h Classifier
D Set of training instances, D ⊂ ΩX

A Set of available annotators
a Annotator from A

m Number of annotators in A

Ax Subset of annotators that label instance x, Ax ⊆ A

la
x Label provided by annotator a for instance x, la

x ∈ ΩC

Lx Labelling for instance x, Lx = {la
x}a∈Ax

L Labelling for the whole training set, L = {Lx}x∈D

a(L̂) Accuracy of the aggregated labelling L̂
ν Voting function
v Voting estimate
α Set of parameters of the annotator model

Ωα Space of parameters of the annotator model
q(c|x) Estimate of the probability that instance x belongs to class c

Table 1.1: Notation used in this thesis.

example, in the partial labels problem [15] the supervision information of
each instance is a set of candidate labels, which always includes the true class
label. Another example of weak supervision is learning from crowds [13], on
which we focus in this thesis.
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1.2.2 Learning from crowds

Learning from crowds is a weakly supervised learning problem where true
class labels are not given. Instead, several noisy labels are collected for each
example from non-expert contributors to face uncertainty.

In learning from crowds, a training set D with n unlabelled instances is
provided. The real class label cx of the instances x ∈ D is unknown, and the
only information on supervision available is provided by a crowd of annotators.
Let A be the set of available annotators. Crowd labelling is the process of
getting noisy labels for the instances in the training set from the set A. In
this sense, an annotator a ∈ A can be seen as a classifier which provides labels
with a certain amount of noise. We will denote the total number of annotators
in A by m = |A|. Each instance x is labelled by a subset of annotators Ax ⊆ A.

Generally, each annotator a ∈ Ax provides one label la
x ∈ ΩC of their

choice. Along this thesis, we refer to this labelling scheme as full labelling.
Thus, apart from D, the available data for model training in standard learning
from crowds is the set of labels for each instance of the dataset, L = {Lx}x∈D
with Lx = {la

x}a∈Ax
, called labelling. Under realistic fair conditions [11], Lx

provides relevant information about the true (unknown) class cx of instance
x. Given D and L, the goal remains that of supervised classification: to learn a
classifier h : ΩX → ΩC that shows a robust predictive performance on unseen
examples.

As aforementioned, learning from crowds can be divided into two subtasks.
The first one, label aggregation, can be formally defined as the procedure of
assigning an estimated class label, which we denote by ĉx, to each instance
x ∈ D. The label assignment is made based on the information at hand: the
instances and their collections of labels, x and Lx. The goal is to recover the
true labels cx for each x ∈ D. The set of aggregated labels for every instance
in D is L̂ = {ĉx : x ∈ D}. The goal of label aggregation is to find a labelling
L̂ that maximises the aggregation accuracy (or, more briefly, accuracy):

a(L̂) = 1
n

∑
x∈D

1(ĉx = cx), (1.1)

where 1(cond) = 1 if cond = true and 0 otherwise.
A simple yet effective approach to label aggregation is the majority voting

(MV) function, which assigns to each instance x the most frequent label in
Lx. Formally, MV function for x can be written as

ν(Lx) = arg max
c∈Ω

v(c|Lx), (1.2)

where v(·|Lx) is the voting estimate, which corresponds to the maximum like-
lihood estimate of the class:

v(c|Lx) = 1
|Lx|

∑
l∈Lx

1(l = c), (1.3)
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The robustness of MV has been extensively studied [11] and, as long as
many annotators take part, it is not required that they have large expertise
to obtain an acceptable aggregation accuracy [16].

In order to enhance the label aggregation process, most of the approaches
in the state of the art resort to modelling the reliability of the annotators.
In that way, the contribution of each labeller in the label aggregation process
can be weighted according to their expertise or reliability. Let α be the set
of parameters of the annotator model, from the space Ωα. For the sake of
simplicity, we may refer to the model itself as α as well. As an example, let
us define a simple toy model with parameters α = {αa}a∈A, where αa is the
probability that annotator a labels an instance correctly. A way of applying
this model to aggregate the crowdsourced labels would be through weighted
voting, where the vote of each annotator has a weight equal to the model
parameter associated with them:

v(c|Lx, α) =
(

αa

|Lx|
∑

a∈Ax

1(la
x = c) · αa

)
. (1.4)

This voting estimate can be combined with Eq. 1.2 to obtain a valid label
aggregation function. But models used in practice are more complex. Through
this dissertation, we use different annotator models. All of them assume that
annotators (i) provide labels independently and (ii) tend to provide the cor-
rect label with the highest probability among the possible class labels. We
consider that annotators are neither adversarial, who provide incorrect labels
deliberately, nor colluding, who agree with each other before providing their
annotations.

The use of an annotator model introduces a new question: What are the
real values of the annotator model parameters? If the real class labels of
the data were known, the annotator model could be learned from them. For
example, in the previous toy model, we could know the proportion of cases in
which each annotator is right or wrong and tune the parameters accordingly.
However, in our setting real labels cx are not available. Alternatively, we
could use the estimated class labels aggregated from the labels provided by
the annotators to learn the model parameters from them. But note that, in
this case, we require label estimates to fit the annotator model (L̂ → α), and
we require a fit of the annotation model to estimate the class labels (α →
L̂). This mutual requirement naturally leads to the Expectation-Maximisation
(EM) algorithm [17]. To manage the absence of the true labels and compute
estimates for the parameters of the annotator model, many approaches to
learning from crowds rely on this approach.

1.2.3 EM algorithm

The EM algorithm is an iterative procedure for finding maximum likelihood
estimates (MLE) for the parameters of a model given the data. The EM can be
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used even for data with missing information. In crowd learning scenarios, the
EM has used to estimate the maximum likelihood estimates of the reliability
parameters α of an annotator model without having the real class labels. We
define the likelihood of the data as the probability of the data Dc given the
model parameters α, i.e., Pr(Dc; α) =

∏
(x,c)∈Dc

Pr((x, c); α). Here we denote
Dc the complete data. Additionally, in our setting, the observed data, D, has
missing information, e.g., the instances have noisy labels given by a set of
annotators. In each iteration, the EM maximises the conditional expectation
of the likelihood of the missing information given the observed data, using the
missing information found in the previous iteration. The EM converges to a
local optimum of the marginal likelihood, which is the probability of observing
D given the model parameters: Pr(D|α). In this thesis, we use the EM to deal
with the missing information of the class variable and the unknown reliability
parameters of the annotators simultaneously.

Let us follow McLachlan and Krishnan [18] formalisation to present the
EM procedure to learn the parameters of a model given the incomplete ob-
served data. An EM algorithm starts with an initial guess of the model param-
eters, α(0). Then, it operates through the interleaved iteration of two steps:
(i) Expectation (E-step), where the expected value of the unobserved data is
computed using the current model fit, and (ii) Maximisation (M-step), where
new MLE of the model parameters α are obtained given the data completed
with the previously computed expected values. In each iteration t, using the
previous fit of the model α(t−1), we maximise the conditional expectation of
the log-likelihood for the complete data Dc given the observed data D:

Q(α; α(t−1)) = Eα(t−1){log Pr(Dc; α)|D}. (1.5)

E-step: Compute Q(α; α(t−1)), for every α.
M-step: Choose α(t) that maximise the conditional expectation of the log-
likelihood:

α(t) = arg max
α∈Ωα

Q(α; α(t−1)). (1.6)

The E-step and the M-step are interleaved until convergence. The EM
strategy is guaranteed to converge to a local maximum of the likelihood func-
tion or, in some exceptional cases, to a saddle point [17], but it is not guar-
anteed to reach the global maximum. Because of that, the process is usually
run many times introducing some random component in the initial guess of
the parameters, in order to obtain more than one result. Finally, the model
with the highest likelihood among all runs is kept.

In the context of crowd learning, EM allows for fitting an annotator model,
with a set of parameters α, that typically reflects the reliability of the anno-
tators. The class variable C can be considered latent, and the observed data
are (D,L), that is, the collection of training instances and the collection of
crowdsourced labels. The complete data is the collection of all instances with
their crowdsourced labels and real class labels: Dc = {(x,Lx, cx)|x ∈ D}. In
this case, we have
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Q(α, α(t)) = Eα(t−1) [log Pr((D,L, c))] (1.7)
=
∑

c Pr((D,L, c); α(t−1)) · log Pr((D,L, c); α)), (1.8)

which comes from the discreteness of c, where c is the set of all the possible
allocations of variable C to each instance, with all c ∈ ΩC .

The learning from crowds problem and the concepts presented in this
section have been extensively studied in the literature. In the next section,
the state-of-the-art key works in relation to crowdsourcing and supervised
classification with crowdsourced labels are described.

1.3 Related work

Since its first uses, crowdsourcing has been applied to a variety of fields with
very diverse purposes: labelling of data examples [19], text correction [20],
text translation [21] and various forms of disease diagnosis [6, 22]. A survey
of different applications of crowdsourcing is available in [23]. In this thesis, we
are interested in the first application mentioned above, data labelling, which
is followed by the learning from crowds problem.

As aforementioned, the approaches to learning from crowds can be roughly
divided into two groups. Firstly, sequential learning approaches [12, 16, 24,
25, 26, 27, 28] aggregate first the labels provided by the annotators (first
stage) and, once the training set can be considered as fully labelled (with the
consensus label), a standard supervised learning algorithm is used to learn
a classifier (second stage). Secondly, joint learning schemes [13, 29, 30, 31]
learn the classifier directly from the crowdsourced labels. An extensive review
of different learning from crowds techniques, both sequential and joint, can
be found in [32].

As for sequential learning methods, probably the most popular one is
majority voting (MV) [33], which also turns out to be the simplest one: it
assigns to each instance the label that most annotators have selected (see
Equation 1.2). This strategy is used in many approaches either explicitly or
implicitly, and it has been extensively studied, not only in the learning from
crowds context [11, 12, 16] but also in other frameworks that have a similar
functioning, such as classifier ensembles [34]. As long as many annotators take
part, it is not necessary that they are experts for obtaining good results [16].
This method stands out as it does not model the crowd, and it works under the
assumption that the contribution of all annotators is equally reliable. Sheng
et al. [12] make use of MV in different scenarios including active learning [35],
a framework where new labels can be requested in order to reduce uncertainty
and to improve the quality of the aggregated labels. They study this aggrega-
tion method and its influence in the quality of the aggregated labels. In [16],
three variations of MV for the binary case are presented, as well as two aggre-
gation techniques that are based on generating two new (weighted) instances
for each example. One of the newly generated instances has a positive label
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and a weight associated with the number of positive labels received from the
crowd, and the other one has a negative label and a weight related to the
number of negative labels received from the annotators.

However, crowds are not always homogeneous and the available annota-
tors usually show different levels of expertise [36]. Furthermore, a part of the
annotators may be malicious [37]: They could provide misleading information
on purpose [38] or act as spammers completing the tasks randomly to get the
(monetary) reward without putting enough effort to provide an acceptable
answer [39]. Taking that into account, many approaches aim to enhance the
voting process by assigning a weight to each annotator’s vote depending on
their level of expertise or reliability. That is called weighted voting [11, 26],
and it requires modelling the reliability of the annotators to obtain the corre-
sponding weights. The approach by Karger et al. [26] for binary classification
performs voting after computing the weights through a belief propagation-like
method. Snow et al. [11] model annotators with a multinomial model similar
to naive Bayes and each annotator’s vote is weighted by the log-likelihood of
the model related to their provided answer. Labellers that are accurate on
average obtain positive weights, annotators who label at random have zero
influence and adversarial workers obtain negative weights. Weighted voting
has also been studied in the framework of classifier ensembles, with results
that are applicable in the learning from crowds context as well [40]. There are
other aggregation methods that are not based on voting schemes, such as the
one by Zhang et al. [28], which combines two clustering processes, each one
related to a different type of features extracted from the instances and their
associated labels. A class label is assigned to the instances of each cluster
during the first process. The second process is used to correct the results from
the previous one.

Many learning from crowds methods were derived from the EM algo-
rithm [17] (see Section 1.2.3). This strategy has been used to estimate the
(probabilistic) labelling of the training instances (usually previous to learn-
ing, in sequential approaches) [24, 25, 41, 42, 43], and also to directly learn
a classifier (in joint learning approaches) [13, 30, 31]. It has been combined
with spectral methods [42] and deep learning [30], among others. Usually, in
these methods, there is not an explicit weighted voting step.

The key work by Dawid and Skene [24] was the first one to use an EM-
based method for aggregating multiple answers from clinicians when recording
a patient’s medical history. Even being experts in their field, these annotators
could provide different answers due to the difficulty of the questions posed
in that process. Dawid and Skene model each annotator with a conditional
probability distribution over the classes given the real label, which forms a
r × r matrix αa. Each element of the matrix αa

jk represents the probability
that annotator a labels an instance of true class j with class label k. Thus,
that matrix models the behaviour of the annotator, their reliability and their
tendency to confuse one class with another. Two cases are considered, (i) the
ground truth labels are known and then the αa

jk parameters can be estimated
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through frequencies, and (ii) the ground truth labels are not known. The EM
algorithm is applied for the latter case to learn the parameters of the annotator
models and label the examples simultaneously. In the E-step, where the class
labels are estimated, the parameters of the annotator models serve to weigh
the votes of the labellers according to their reliability. This method performs
label aggregation only, the first stage of a sequential approach.

The sequential learning approach based on EM has been extensively used
in crowd learning, inspired by the work of Dawid and Skene. The popular
GLAD algorithm [25] uses a model that accounts not only for the reliability
of the annotators, but also for the difficulty of the instances, and uses an
EM-based method to estimate the value of its parameters as well as finding
estimates for the ground truth. While in GLAD each annotator and each in-
stance are modelled using a single parameter, Welinder et al. [41] considers
a more complex model with more parameters for each of them. Their model
takes into account that annotators may have larger expertise in certain areas
or types of instances. They rely on an iterative EM-like procedure to estimate
both the model parameters and the labels simultaneously, in binary image
classification. Yang et al. [44] use a simpler model for task difficulty and an-
notator behaviour combined with an EM strategy, computing the probability
that an annotator may know the true label of an instance. In [27], there is only
an annotator model, but labellers are not assumed to have the same reliabil-
ity over all instances. Thus, their annotator models take into account which
instance is each annotator labelling. Zhang et al. [42] use an EM method and
a model similar to that of Dawid and Skene; the difference lies in the ini-
tialisation, in which they use a spectral method to obtain initial estimates,
outperforming random initialisation.

EM-based methods can also implement a joint learning scheme, where both
the parameters of the annotator model and those of the classification model
are estimated simultaneously. Among them, the early key work of Raykar et
al. [13] stands out. It is based on an annotator reliability model for binary
classification but is easily adaptable to multi-class. The annotator model uses
only two parameters per annotator: i) parameter αa

1 represents the probability
that annotator a marks an instance of true class 1 correctly, that is, the
sensitivity of the labeller; and ii) parameter αa

0 represents the probability that
annotator a labels an example of true class 0 correctly, that is, the specificity of
the annotator. When extended to the multi-class case, their annotator model
becomes similar to that of Dawid-Skene [24]. The main difference with the
previous approach is that Raykar et al. propose a joint learning method where
a classification model is learned at the same time as the annotator model, as
opposed to Dawid and Skene’s work.

As for other approaches to joint learning, Sheng et al. [29] presented several
simple methods for joint learning. They weigh each instance or duplicate them
according to the received labels and then use a cost-sensitive classifier to
learn from the weighted examples. Rodrigues et al. [30] propose a method for
learning deep neural networks from crowds. They develop an EM algorithm
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that allows them to learn the parameters of the annotator model and those
of the neural network jointly. They also propose the use of a so-called crowd
layer in the network, so that it can be trained directly from the crowdsourced
labels using backpropagation. Tanno et al. [31] learn the classifier and the
parameters of the annotator model jointly, adding a regularisation term to
the loss function and then finding the parameters that minimise it.

1.4 Motivation, objectives and overview

The principal aim of this dissertation is to overcome some of the weaknesses
detected when studying the state of the art in learning from crowds. We
build on top of key previous works and propose three enhancements to make
the learning process more effective and efficient, by considering sources of
information already available with no additional cost.

First, the label aggregation step for sequential approaches is analysed. In
the works described in Section 1.3 that deal with label aggregation, different
types of voting are employed. The votes of the annotators are weighted ac-
cording to their reliability, measured through a model that represents their
behaviour. Most of these approaches only use the annotations provided by
the annotators to train the model and compute the weights. The descriptive
feature of the instances, which establishes similarities between the instances
that belong to the same class, is often disregarded. It is used to model the
annotators only in a few cases, but up to our knowledge, it has never been
used as part of the aggregation procedure. This leads to our first objective:

Objective 1:
To develop an aggregation method that takes into account the information of
the explanatory features too. To study how to integrate the information of
the explanatory feature into the label aggregation process and to design an
efficient method that profits from that idea to enhance label aggregation.

For this purpose, we propose domain-aware voting in Chapter 2. This
approach preserves the simplicity of schemes like MV and incorporates infor-
mation from the descriptive variable of the instances by means of an extra vote
called domain vote. The use of this extra vote can enhance label aggregation,
especially when there are ties between different options or there are few or
even no labels available for a part of the dataset. Also, there is no extra cost
involved as the domain vote is obtained through information already avail-
able: other instances from the dataset and their crowdsourced labels. We will
analyse the functioning of this method, and study its benefits and weaknesses
through a set of experiments with both real and synthetic data.

Secondly, we propose another improvement that has to do with extracting
as much information as possible from the annotators. All of the approaches to
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learning from crowds mentioned in Section 1.3 are based on full labelling, i.e.,
each labeller is required to select a single class label for each data example.
Considering that annotators are non-experts, even committed and upstanding
labellers are expected to fail when attempting to provide the correct class label
for an instance. Mistakes may occur because they are completely convinced
that an actually erroneous answer is the right one. However, it is arguably
more reasonable to think that they might be doubtful when selecting the label
and have more than one option in their minds. In this latter case, requiring
annotators to provide a single label forces them to make a guess (they could
just select at random one of the options they are considering). Note that, thus,
the information about the other options that the annotator was considering is
lost. We hypothesise that, by letting annotators express their doubts, all that
information that is lost when using full labelling can be taken into account for
the label aggregation or learning process, which could benefit from it. Thus,
our second objective is:

Objective 2:
To offer a flexible labelling scheme for obtaining more information from the
annotators, and to study whether it constitutes an improvement compared to
full labelling.

To fulfil this objective, in Chapter 3 we introduce a novel labelling scheme,
called candidate labelling. It consists of allowing labellers to provide a set of
labels (called candidate set) instead of a single one so that they can express
their doubts. We hypothesise that more information could be obtained with-
out requiring more labellers, just making a different request to the same set
of annotators. Adapted to that type of labelling, an annotator model and two
different label aggregation methods are proposed. The proposed aggregation
techniques are (i) a simple method that can be seen as the generalisation
of MV to the candidate labelling scheme, and (ii) an EM-based algorithm
that uses the annotator model we propose. The performance of these meth-
ods is studied through a variety of experimental scenarios using simulated
annotations on real supervised datasets. The accuracy of the new voting with
candidate labelling is fairly compared to that of MV with full labelling too,
using a common synthetic label generation procedure. Employing candidate
labelling with the simple voting method seems to enhance the results obtained
using full labelling and MV, especially in scenarios where it is difficult to ob-
tain a good performance. Also, the use of the more sophisticated EM-based
method presents better performance than that of the voting approach.

Finally, in this thesis, we consider that an alternative labelling scheme,
such as the candidate labelling, can ultimately positively impact the perfor-
mance of classification models learned from it. We also aim to create learning
methods that make use of candidate labelling, so our last objective is:
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Objective 3:
To study how candidate labelling can be exploited for improving learning from
crowds, and to develop techniques, both sequential and joint, that can learn
from such data.

Chapter 4 presents the study of this question. We analyse the problem
and propose two novel methods for learning with candidate set-based crowd-
sourced labels. They are both based on the EM strategy. One of them, called
SL-C, follows a sequential learning scheme, that is, estimates the ground-truth
labels before learning the classifier. The other one, named JL-C, is a joint
learning method that learns the classifier and aggregates the labels simulta-
neously. Their performance is tested through an extensive set of experiments
and a wide variety of scenarios, using synthetic labels on both supervised
datasets and partially labelled datasets. The learning techniques proposed
for the candidate labelling framework seem to require fewer or less reliable
labellers than their analogous methods from the full labelling scenario for
obtaining similar results, showing an improvement in efficiency.

In the following chapters, we present the studies where these questions are
consecutively addressed. In Chapter 5 we extract general conclusions from
the different studies that form this thesis, and possible directions for future
work are discussed. Finally, all the publications and other achievements of
this thesis are catalogued.





2

Use of the Descriptive Variable for Enhancing
the Aggregation of Crowdsourced Labels

2.1 Introduction

The use of crowdsourcing for annotating data has become a popular and cheap
alternative to expert labelling. An aggregation process is usually required
for combining the different labels provided by the annotators and providing
a single one per example. This process, by the nature of crowdsourcing, is
usually focused on being cost-effective, that is, to reach the maximum accuracy
by counting on the minimum resources.

However, surprisingly, almost every label aggregation procedure from the
literature determines the aggregated class value for an instance x using only
its associated set of labels Lx. The descriptive information provided by the
explanatory variable of the instances, available in every machine learning
problem, is rarely used to enhance label aggregation. Some approaches use
it mainly for estimating the reliability of the annotators [13, 31, 45]. Sheng et
al. [12] consider it to model the difficulty of the instances within a framework
of active learning [35]. Zhang et al. [28] use the features and the labels to
generate clusters in two layers, that are finally related to the true class labels.
But in general, the contribution of the descriptive information into the final
aggregation is indirect and hardly measurable. Similarly, given an observed
instance, the rest of the dataset is usually not taken into account explicitly
for label aggregation. Our intuition is that useful information for label aggre-
gation can be inferred from other instances through the descriptive variable,
assuming that the class conditional distribution evolves smoothly with respect
to the instance space.

In this chapter, we propose domain-aware voting (DAV), an extension
of MV that carries out label aggregation by efficiently combining the labels
available for the example at hand and using the information provided by its
descriptive feature to gather information from the rest of the instances of
the dataset. Thus, it can produce the correct labelling even when an exam-
ple has never been annotated. A simple way to understand our proposal is
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to think of the k-Nearest Neighbours classifier [46]: it predicts a class distri-
bution based on the neighbours of an example. In our framework, in terms
of a nearest-neighbour approach, the annotations provided by the annotators
for nearby examples would be aggregated to form a class distribution which
will be added as an extra vote to the label aggregation process for a given
instance. Nevertheless, DAV is a general solution that exploits the domain
information by using an estimate of the class conditional distribution. This
may be obtained in diverse ways. The domain information is used as an extra
vote that is obtained at zero cost. DAV would be useful for sequential learn-
ing, as this technique can be combined with any classical learning algorithm
after the aggregation step. Our proposal shares a similar level of simplicity
to MV, as it does not build an annotator model. In our extensive empirical
validation, DAV performs equal to or better than MV in most scenarios with
a small number of labels for each instance. That is, DAV outperforms MV in
terms of cost-effectiveness and its use can lead to reducing costs of labelling
through crowdsourcing, which is the ultimate goal of resorting to a crowd of
annotators for labelling.

The rest of the chapter is organised as follows. Firstly, our proposal is
presented formally. Then, the behaviour of DAV, its ability to change the
choices made by MV and its expected accuracy in diverse scenarios are stud-
ied. In Section 2.3, the hypotheses behind our method are tested through an
extensive experimental setting, and the results are broadly discussed next. In
Section 2.4 we elaborate on practical criteria for the use of DAV. Finally, we
draw some conclusions and suggest open questions for future work.

2.2 Domain-aware voting

In this section, we present an extension of the classical MV approach which
makes use of the explanatory variable X to incorporate information regarding
all the instances from the dataset in the label aggregation process. The use
of that information can help reduce the class uncertainty of each instance.
A certain level of uncertainty is always intrinsic to any learning from crowds
scenario, as the labels provided by a part of the annotators may be incorrect,
and the number of gathered labels for a part of the instances could be insuf-
ficient for obtaining acceptable results with MV [16]. The class uncertainty
surrounding an instance decreases as the size of its associated crowdsourced
labels multiset Lx increases (more annotations) and the number of distinct
labels decreases (annotations concentrated on particular classes, and in the
best case, on a single class). In instances with high class uncertainty, the in-
formation obtained solely from Lx may be insufficient. The incorporation of
the descriptive information of instances into the voting could enhance the
performance of label aggregation. Moreover, we can also incorporate into the
aggregation task the intuition that examples with similar descriptive features
might also share the same class.
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Our proposal, called domain-aware voting (DAV), exploits the descriptive
information of an instance x for inferring its class label, along with the infor-
mation provided by the multiset of labels Lx. DAV is expressed formally as
follows,

ν∗(x,Lx) = arg max
c∈Ω

v∗(c|x,Lx), (2.1)

where the DAV estimate, v∗(c|x,Lx), is given by

v∗(c|x,Lx) = 1
|Lx|+ ω0

[|Lx| · v(c|Lx) + ω0 · q(c|x)] . (2.2)

The q(c|x) is an estimate of the conditional class distribution p(c|x), which we
will call domain vote. It is an extra vote added to the voting estimate, which
is weighted by means of a weighing parameter ω0. DAV becomes the MV
strategy when ω0 = 0. Interestingly, the DAV estimate has self-regulatory
properties for the aggregation of annotations. Given a fixed ω0 value, the
influence of the domain vote in DAV decreases as the size of the set of labels
Lx increases. In other words, as the number of collected labels tends to infinity,
the DAV estimate tends to be the voting estimate. Similarly, as the size of Lx

is reduced, the information provided by the domain vote gains relevance. This
self-regulatory behaviour is particularly suitable for crowd labelling scenarios
in which the size of the sets of labels of the different instances are typically
unbalanced.

Fig. 2.1: Bayesian interpretation of DAV: For each instance x, ω0 and q(c|x)
provide the hyper-parameters of the Dirichlet prior for that instance, δx. That
Dirichlet prior, along with the labelling Lx, provides the posterior probabilities
for v∗(c|x,Lx), for each c ∈ {1, . . . , r}.

In fact, assuming that q(c|x) is given a-priori, DAV can be understood as
a Bayesian estimate of the class distribution for an instance (see in Figure 2.1
its plate model), where domain votes are the hyper-parameters of a Dirichlet
prior, δx = ω0 · q(c|x). In this viewpoint, the weighing parameter ω0 is the
equivalent sample size, which determines the strength of our belief in the
previous knowledge represented by q.
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Note that DAV is a general method where the domain votes can be ob-
tained through a variety of means: They could be considered as priors, the
output of a classification model, or obtained through density estimation, to
name a few. Throughout the remainder of the paper, we call domain voter to
a classifier learnt with the voting estimates of the instances as probabilistic
ground truth, which introduces the descriptive information into the label ag-
gregation task. A classifier that can provide a probability distribution over the
class labels is preferred, to reflect the uncertainty of its predictions. Depending
on the specific application, our domain voter could be any type of classifier:
from a simple naive Bayes for structured data to a deep neural network for
image classification.

Note that, conceptually, DAV is aligned with the objectives of crowdsourc-
ing, which was introduced as a cost-saving alternative to expert supervision.
DAV considers an extra weighted vote which is obtained for free. While the
aggregation performance is preserved, DAV requires fewer annotators, thus
reducing the cost.

2.2.1 Intuition on the behaviour of DAV

For the sake of a better understanding of the expected performance of DAV,
some insights into its behaviour under different conditions are given hereafter.
Here we focus on two types of scenarios determined by annotator reliability
and domain voter performance: (i) Scenarios in which the domain voter may
switch the choices made by MV, and (ii) scenarios in which DAV is expected
to obtain higher accuracy than MV.

For the sake of simplicity, let us consider a binary class (r = 2) and a
deterministic domain voter (q(c|x) = 1 for a label c, and 0 for the rest of la-
bels). Let us define annotator reliability or performance, α, as the probability
that each annotator selects the correct label. In this binary class context, the
most reliable annotator (α = 1) always makes the correct choice, meanwhile,
the least valuable contribution comes from those that randomly guess a la-
bel (α = 0.5). As we have assumed that annotators provide on average the
real class label, we have considered reliability values α ≥ 0.5.1 The following
results are based on the binomial distribution. Briefly, the probability that
k annotators out of the total number m (all having reliability α) select the
correct class label is

(
m
k

)
αk(1− α)m−k.

Firstly, it could be useful to have some insight into when the domain voter
can shift the labels provided by MV. In Figure 2.2, the probability that the
output of the domain voter differs from the one given by MV is depicted.
The probabilities estimated for different numbers of annotators (from 1 to
14), reliability values (from 0.5 to 1) and ω0 values (1 in Fig. 2.2a and 4 in
Fig. 2.2b) are shown, using a domain voter with 0.7 of accuracy. According

1 Remember that DAV does not model neither annotator reliability, nor any other
characteristic. This reliability concept is an experimental design parameter.
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Fig. 2.2: Graphical description of the probability that the domain voter
changes the choice made by MV, as the number of annotators increases (from
1 to 14) and the reliability of annotators increases (from 0.5 to 1). The value of
the weighing parameter ω0 is different for each subfigure and the performance
of the domain voter is set to 0.7.

to Fig. 2.2, the probability that the domain voter changes the choices made
by MV increases (i) as the number of annotators decreases and (ii) as their
reliability decreases. On the one hand, as the reliability of the annotators
decreases, a lower proportion of them will vote for the same label (a higher
balance is expected). Thus, there is a higher probability that DAV tips the
balance towards the other option. On the other hand, the expected difference
between the number of votes gathered by both classes decreases as fewer
annotators take part and, again, DAV has higher chances of giving an output
different from that of MV. The aforementioned self-regulated behaviour of
DAV can be observed: fixed the weighing parameter ω0, the probability of
shifting the decision of MV increases as the number of annotators decreases.
Finally, note that, when the number of annotators is even, ties may occur
when applying MV. In those cases, the domain vote would break the tie. This
difference explains the stepped behaviour observed in Fig.2.2: the contribution
of DAV is unquestionably more promising.

These results suggest that the reliability of the annotators has a greater
influence than the number of annotators on the probability that DAV changes
the answer of MV. The effective difference between both factors rises with
large ω0 values (Fig. 2.2b vs. Figure 2.2a). Reliable annotators (e.g. α = 0.9)
tend to concur voting for the correct label and, intuitively, shifting the choice
made by MV is harder. Conversely, almost random annotators (e.g. α = 0.5)
tend to provide both labels at the same rate, and shifting the choice made by
MV is more probable.

If the reliability of the annotators and the performance of the domain voter
are known, the expected accuracy values of DAV and MV can be computed.
That information would be useful to make decisions before applying DAV. In
Figure 2.3 we compare both methods as the reliability of the annotators and
the performance of the domain voter range from 0.5 to 1 and the weighing
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Fig. 2.3: Graphical description of the expected accuracy values of DAV and
MV, as the reliability of annotators increases (from 0.5 to 1) when the per-
formance of the domain voter is equal to that of MV (ranging from 0.5 to 1).
The value of the parameter ω0 is different for each subfigure and the number
of annotators is set to 5.

parameter ω0 takes the values 1 and 4 (the number of annotators is set to
5). DAV is expected to outperform MV when annotators are unreliable and
the performance of the domain voter is high. The difference increases as the
reliability of the annotators decreases and the performance of the domain
voter increases. MV outperforms DAV when annotators show intermediate
reliability and the domain voter performs poorly. Note that usually a classifier
trained with the results of MV as class labels is used as a domain voter, so
it should perform better than the average annotator. Regarding ω0, DAV
outperforms MV more often in experiments where the weight of the domain
voter is lower (ω0 = 1). However, the performance differences between DAV
and MV are more prominent when the domain voter performs better and it
is given a higher weight (ω0 = 4). Note that not all the scenarios observed in
Fig. 2.3 are necessarily realistic. It is reasonable to expect that the domain
voter performs better than a single annotator, as it might simply be built
taking into account the labels provided by all annotators. A domain voter
with a performance much lower than annotator reliability might be unusual
in practice.

In the next section, we present a more realistic and extensive comparison
between DAV and MV under varying experimental conditions.

2.3 Empirical study

The presented label aggregation scheme, DAV, is proposed as an enhancement
of MV that incorporates extra information, from the descriptive variable and
all the instances. We simulate a large spectrum of scenarios and aim to identify
those in which DAV outperforms MV. Scenarios where instances might be
labelled by few or no annotators, where these have varying reliability values,



22 2 Use of the Descriptive Variable for Enhancing the Aggregation of Crowdsourced Labels

Name n d r Name n d r
Arrhythmia 452 279 13 Segment 2310 19 7
Dermatology 366 34 6 Vehicle 846 18 4

Glass 214 9 6 Vowel 990 10 11
Satimage 6435 36 6

Table 2.1: Selected supervised datasets from UCI repository [47]. The columns
display, in the following order: Name of the dataset, number of instances (n),
dimension of the explanatory variable (d) and number of classes (r).

are considered. Each experiment is run 100 times, and the mean values of the
accuracy are reported.

Our hypotheses are:

• H1: There exists an ω0 > 0 for every dataset that makes DAV better (or
at least not worse) than MV in terms of aggregation accuracy (Eq. 1.1),

• H2: the advantage of DAV regarding MV tends to increase as the number
of labels collected for each instance decreases, and

• H3: the advantage of DAV regarding MV increases as the reliability of
the annotators decreases.

We validate these hypotheses with (i) standard supervised data and syn-
thetic annotators, and (ii) real crowdsourced data in the following subsections.

2.3.1 Experiments with artificial annotations on standard
supervised datasets

Firstly, we consider fully supervised datasets and synthetically transform them
into crowdsourced labelled datasets employing simulated annotations. This
allows us to control the reliability of the annotators, and thus to validate
Hypothesis H3.

We consider datasets with different numbers of instances, class labels, and
dimensions of the explanatory variable, to cover a variety of experimental
scenarios. In that way, the strengths and weaknesses of DAV concerning the
baseline MV, can be observed accounting for a wide range of characteristics.
The datasets, collected from the UCI repository [47], and their main charac-
teristics are summarised in Table 2.1.

2.3.1.1 Artificial labels generation

To generate meaningful synthetic labels for each dataset, we take into account
the class-confusion matrix of a Random Forest (RF) classifier [48]. A reliabil-
ity parameter (α) sets the probability that an annotator labels an instance
correctly, and is used to simulate the mistakes of the annotators. As α tends
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to 1, annotators tend to make fewer mistakes on average. Recall that the re-
liability is not estimated in the studied label aggregation processes (MV and
DAV), however, we use it as a parameter to control the performance of the
annotators in this experimental setting.

To generate the multiple noisy labels, the following procedure is carried
out. Given a supervised dataset, we use stratified 10-fold cross-validation [49]
to estimate the mean class confusion matrix M of a RF model learned from
it. The rows of M are normalised so that they all add up to 1. Then, a matrix
ρ is constructed as follows. For c ∈ {1, . . . , r}:

• ρc,c = α
• For c′ ̸= c:

– ρc,c′ = Mc,c′ (1−α)∑
c′′ ̸=c

Mc,c′′
, if ∃c′′ ̸= c : Mc,c′′ > 0.

– ρc,c′ = 1−α
r−1 , otherwise.

In this way, the element ρc,c′ is the probability that an annotator assigns
the label c′ to an instance of real class c. The annotator model is consistent
with the specified annotator reliability, as α = ρc,c, and with the confusion
between classes estimated in matrix M .

An annotation for an instance of class cx can be simulated by sampling the
distribution ρcx = (ρcx,1, . . . , ρcx,r). To obtain several artificial annotations,
the distribution ρcx

is independently sampled. As our goal is not to model
the annotators, we do not consider differences between them: all of them are
simulated through the same matrix, ρ. Also, for the sake of simplicity, the
same number of labels, l, is sampled for each instance. Given an instance x
with real class cx, the distribution ρcx is sampled l times, and the obtained
labels form the labelling Lx.

2.3.1.2 Label sets of different sizes

Crowdsourced datasets usually have instances with different numbers of la-
bels (some even with very few labels or none), a scenario strongly related
to hypothesis H2. To consider this in our experiments, the label sets of the
instances might be transformed in three different ways:

Config. A The datasets are used with all the sampled labels.
Config. B All labels assigned to a specific subset of the instances are
discarded.
Config. C Labels are randomly discarded (uniformly or not).

For configuration B, the proportion of instances whose assigned label sets
are emptied is controlled by a parameter pd. In practice, labels are discarded
as follows: An instance is randomly selected with probability pd. Next, all
the labels of the selected instances are discarded. The expected number of
instances whose labels are discarded is |D| · pd. By assigning different values
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to pd, the robustness of the methods in front of datasets with unlabelled
examples can be observed.

For configuration C, a concentration parameter (con) controls the variance
of the number of discarded labels for different instances. The proportion of
labels to eliminate for each particular instance is determined by a Beta distri-
bution. In practice, labels are removed as follows: Given an instance x, each
label in Lx is discarded with probability Bx ∼ B(con, con). Since the two
parameters of the Beta distribution are equal, the expected average number
of discarded labels is |Lx|

2 . When con = 1, all the numbers of labels to discard
in the range {0, . . . , |Lx|} have the same probability. As con→ 0, the number
of eliminated labels tends to be extreme (closer to either 0 or |Lx|), i.e., the
variance tends to its maximum. As con→∞, the number of discarded labels
gets closer to the mean |Lx|

2 , i.e., the variance tends to 0. By varying the
value of the parameter con, scenarios where there is a fixed budget but the
annotations are distributed throughout the instances in different ways can be
observed.

2.3.1.3 Implementation of DAV

A. Domain voter building:

Three models have been selected as domain voters: k-Nearest Neighbours (k-
NN), Logistic Regression (LR) and Random Forest (RF). The domain voter
is trained using all the annotated instances. In particular, the instances have
probabilistic labels corresponding to their voting estimate (see Equation 1.3).

B. Operating DAV:

Given an instance x, the domain voter is used to get a distribution over the
classes and the voting estimate (Eq. 1.3) is computed for all classes. Both are
combined computing the DAV estimate as in Eq. 2.2, and the argument of
the maximum is taken as the result (Eq. 2.1).

2.3.1.4 Experimental results with supervised datasets

The results obtained with supervised datasets (Table 2.1) and under different
experimental conditions are discussed below. Inspired by real scenarios (see
the following Section 2.3.2), we fix l = 6 simulated labels for each instance
from the supervised datasets. Each experiment is run 100 times, and the mean
values of the accuracies are obtained.

In Figure 2.4, the evolution of the mean accuracy with respect to the
weight of the domain voter (ω0) can be observed. The value of ω0 ranges from
2−3 (when DAV closest resembles MV) to 23 in a logarithmic scale, without
discarding any label (configuration A). The reliability parameter α is set to
0.7. DAV achieves a better (or at least equal) performance than MV in all
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Fig. 2.4: Graphical description of the accuracy obtained by DAV with different
classifiers and the classifiers themselves compared to the accuracy of MV, as
the weight of the domain voter (ω0) increases, ω0 = 2e with e ∈ {−3, . . . , 3}.
Results obtained with artificial annotations on supervised datasets are dis-
played, using all labels (configuration A). The values of the rest of the param-
eters are fixed: l = 6 (number of labels per instance) and α = 0.7 (reliability
of the annotators).

the datasets, as there always exists a value of the weighing parameter ω0 and
a classifier for each dataset that allows DAV to outperform MV. Summing
up through the different combinations of datasets and classifiers, DAV out-
performs MV in 19 out of the 21 experiments. Note that DAV obtains higher
accuracy than the domain voter in 20 out of the 21 experiments. When a
classifier obtains a lower accuracy than MV, in most cases, the accuracy of
DAV gets closer to that of MV as the weight of the domain voter increases.
However, there are cases where the accuracy of DAV increases as the weight
of the domain voter increases, such as the datasets dermatology (Fig. 2.4b),
satimage (Fig. 2.4d) and segment (Fig. 2.4e). Thus, by using a selection cri-
terion for the value of ω0 (as discussed in Section 2.4.2), a setup that leads
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(c) Arrhythmia, ω0 = 4, l =
3
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(d) Arrhythmia, ω0 = 4, l =
6
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(e) Satimage, ω0 = 1, l = 3
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(f) Satimage, ω0 = 1, l = 6
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(g) Satimage, ω0 = 4, l = 3
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(h) Satimage, ω0 = 4, l = 6

Fig. 2.5: Graphical description of the accuracy obtained by MV, DAV with
different classifiers and the classifiers themselves, as the value of the param-
eter α (reliability of the annotators) increases, α ∈ {0.25, 0.3, . . . , 1}. Results
obtained with artificial annotations on the supervised datasets arrhythmia
and satimage are displayed, using the complete labellings (configuration A).
Specific configurations (dataset and values of alpha0 and l) are used in each
subfigure, as detailed in their captions.

to equal or better performance than that of MV can be achieved. These re-
sults are in line with our Hypothesis H1. Note that the domain voters have
a poorer performance than MV in almost all the scenarios observed in Fig-
ure 2.4. Nevertheless, DAV is still able to outperform MV in most cases: The
extra information incorporated by DAV seems to complement the plain aggre-
gation of labels. Moreover, DAV used with the k-NN model leads to the best
results in almost all experiments, even though that classifier has an overall
poorer performance than the other ones.



2.3 Empirical study 27

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(a) Arrhythmia

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

ac
cu
ra
cy

(b) Dermatology

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(c) Glass

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(d) Satimage

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(e) Segment

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(f) Vehicle

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
pd

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu
ra
cy

(g) Vowel

Fig. 2.6: Graphical description of the accuracy obtained by MV, DAV with
different classifiers and the classifiers themselves, as the value of the parameter
pd (configuration B) increases, pd ∈ {0, 0.1, . . . , 0.9}. Results obtained with
artificial annotations on supervised datasets are displayed. The values of the
rest of the parameters are fixed: ω0 = 1, l = 6 (maximum number of labels
per instance) and α = 0.7 (reliability of the annotators).

Figure 2.5 shows the evolution of the mean accuracy of the methods with
respect to the reliability of the annotators, α ∈ {0.25, 0.3, . . . , 1}, and consid-
ering different values for parameters ω0 and l. We concentrate in two datasets:
arrhythmia and satimage, as they show similar trends to the results on other
datasets). As the reliability of the annotators increases, so do the accuracy
values of DAV and MV. The accuracies of DAV and MV are very similar for
extreme values of α in most scenarios. DAV reaches a better performance than
the domain voters for most levels of annotator reliability, except for the lowest
values in arrhythmia dataset (Figs. 2.5a to 2.5d) and for medium values in
satimage dataset (Figs. 2.5e to 2.5h). With arrhythmia, the reliability of the
annotators does not have a visible influence in the differences between the
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Fig. 2.7: Graphical description of the accuracy obtained by DAV with different
classifiers and the classifiers themselves compared to the accuracy of MV, as
the value of the parameter con (configuration C) increases, con = 2e with
e ∈ {−4, . . . , 3}. Results obtained with artificial labels on supervised datasets
are displayed. The values of the rest of the parameters are fixed: ω0 = 1, l = 6
(max. no. of labels per instance) and α = 0.7 (reliability of the annotators).

accuracy values of the studied methods, as opposed to satimage. Moreover,
in the cases where the reliability affects the difference between the accuracy
values of DAV and MV, this increases quickly with low reliability values and
then reduces smoothly. This behaviour is related to our hypothesis H3, as
there is a greater difference for non-extreme low reliability (α) annotators.
Similarly to the previous one, Figure 2.5 shows that the mean accuracy of the
domain voter is lower than that of MV in almost all the experiments.

In Figure 2.6, configuration B (Sect. 2.3.1.2), where the label set of each
instance is emptied with probability pd, is studied. The values of pd range from
0 to 0.9 and the value of ω0 is set to 1, i.e., the domain voter has the same
weight as any other annotator. As the proportion of non-annotated instances
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(pd) grows linearly, the performance difference between DAV and MV grows
linearly as well, until the proportion of unlabelled instances reaches 0.5− 0.7.
Then, in most cases, that difference slightly decreases, with a few exceptions
(Figs. 2.6a and 2.6d). That is, DAV does not seem to be affected by the lack
of labels as much as MV does, which supports our hypothesis H2. Note that,
as the proportion of unlabelled instances (pd) grows, the accuracy of each
classifier gets closer to the accuracy of DAV obtained with that classifier.
This behaviour is related to the fact that DAV provides the same label as the
domain voter for unlabelled instances.

Results under experimental configuration C are displayed in Figure 2.7.
The evolution of the accuracy with respect to the concentration of labels (con)
(values 2e where e ∈ {−4, . . . , 3}) can be observed. The rest of the parameters
are fixed: ω0 = 1 and α = 0.7. Let us recall the effect of parameter con in
the distribution of labels: When the parameter con has low values, half of the
instances tend to lose all their labels; and when con is high, all the instances
tend to lose half of their labels. In this way, the effect of the lack of labels
is observed in the whole spectrum between the two aforementioned scenarios.
The average difference between the performances of DAV and MV observed
in Figure 2.7 is greater than the one observed in Figure 2.4. This fact matches
Hypothesis H2 since fewer labels are collected in average in configuration C
(Fig. 2.7) than in configuration A (Fig. 2.4). Moreover, the difference between
the accuracy values of the two methods is larger when a subset of instances
is unlabelled (low values of con) than when all the instances provided have
fewer labels (high values of con). Indeed, this is related to the self-regulatory
behaviour of DAV: Given a weight for the domain voter (ω0), the domain vote
gains importance over the votes of the annotators as the number of available
labels decreases. It is again noteworthy that, even when a classifier reaches a
poorer performance than MV, DAV outperforms MV when using that classifier
as a domain voter.

2.3.2 Experimental results with real-world crowdsourced datasets

In this second set of experiments, real crowdsourced datasets are used to test
our hypotheses. Datasets with different numbers of annotators and mean num-
bers of labels per instance have been considered, as summarised in Table 2.2.
A similar experimental setting as in the previous subsection is followed. It only
differs in the fact that, in this new set of experiments, real crowd annotations
are available and their simulation is not needed.

Figure 2.8 shows the evolution of the accuracy with respect to the weight
of the domain voter (ω0), which ranges from 2−3 (when DAV closest matches
the behaviour of MV) to 23 in a logarithmic scale, without discarding any
label (configuration A). According to Figure 2.8, H1 seems to be supported
as DAV outperforms or at least equals the performance of MV for ω0 ≤ 2
on all the considered datasets and classifiers. Moreover, the average difference
between the accuracy values of the two methods seems to be higher. Again, the
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Name n d r # annot. mean # labels
music genre 700 124 10 44 4.21
QA: Green 98 62 2 6 6

QA: Hinselmann 97 62 2 6 6
QA: Schiller 92 62 2 6 6

Sentiment polarity 4999 1200 2 203 2.55

Table 2.2: Selected crowdsourced datasets. The columns display, in the fol-
lowing order: Name of the dataset, number of instances (n), dimension of the
explanatory variable (d), number of classes (r), number of annotators and
mean number of labels per instance. The dataset music genre is from [50],
the datasets of Quality assessment (QA) are from the UCI repository and
sentiment polarity was introduced by [51].
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Fig. 2.8: Graphical description of the accuracy obtained by DAV with different
classifiers and the classifiers themselves compared to the accuracy of MV, as
the weight of the domain voter (ω0) increases, ω0 = 2e with e ∈ {−3, . . . , 3}.
Results obtained with real crowdsourced datasets are displayed.

weight of the domain voter (ω0) increases, it gains more importance over the
crowdsourced labels, and the accuracy of DAV tends to that of the classifier.
If the accuracy of the classifier is lower than that of MV, it may affect DAV
resulting in a worse performance than MV. As aforementioned, the results
suggest that an equal or better accuracy than that of MV can be achieved
with DAV for certain values of the weighing parameter ω0.
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Fig. 2.9: Graphical description of the accuracy obtained by MV, DAV with
different classifiers and the classifiers themselves, as the value of the parameter
pd (configuration B) increases, pd ∈ {0, 0.1, . . . , 0.9}. Results obtained with
annotations of real crowdsourced datasets are displayed. The value of the
weighing parameter ω0 is set to 1.

In Figure 2.9, the results for experimental configuration B (Section 2.3.1.2)
are displayed, where all the annotations of each instance are discarded with
probability pd ∈ {0, 0.1, ..., 0.9}. Recall that, when pd = 0, all the labels of
each dataset are included. The rest of the parameters are fixed: ω0 = 1 and
α = 0.7. In that figure, similar patterns to those observed in the real crowd
datasets can be seen (Fig. 2.6 in Section 2.3.1.4). The increase in the difference
between the accuracy values of DAV and MV is almost linear with respect to
the evolution of the parameter pd, with a small drop for pd ≥ 0.7, in almost
every scenario.

Configuration C is considered in Figure 2.10. Labels are discarded depend-
ing on a Beta distribution B(con, con) as explained in Section 2.3.1.2 and the
results are displayed for different values of the concentration of labels (con)
(values 2e where e ∈ {−4, . . . , 3}). The value of ω0 is fixed to 1. The results
match those observed in the experimental results obtained with artificial la-
bels, although the differences between the accuracy values of DAV and MV
are more limited in this case. A larger difference between the accuracy values
of DAV and MV can be observed when there is a lack of labels than when
all instances are provided l = 6 labels (Fig. 2.8), which would support our
hypothesis H2. Furthermore, that difference increases when all labels are con-
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(b) QA: Green
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(c) QA: Hinselmann

2−4 2−3 2−2 2−1 20 21 22 23

con

−0.10

−0.05

0.00

0.05

0.10

ac
cu
ra
cy

co
m
p
ar
ed

to
M
V

(d) QA: Schiller
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Fig. 2.10: Graphical description of the accuracy obtained by DAV with dif-
ferent classifiers and the classifiers themselves compared to the accuracy of
MV, as the value of the parameter con (configuration C) increases, con = 2e

with e ∈ {−4, . . . , 3}. Values of con are 2e, starting with e = 3 and decreasing
to e = −4. Results obtained with annotations of real crowdsourced datasets
(Table 2.2) and the weighing parameter ω0 = 1 are displayed.

centrated in a part of the dataset (low values of parameter con), which is a
similar scenario to configuration B (Fig. 2.9).

Overall, the results obtained in this set of experiments are in line with
those with synthetic data. Once again it is noteworthy that DAV outperforms
MV even when its underlying classifier does not show better results than
MV. Similarly, DAV obtains higher accuracy than the domain voter in all the
studied scenarios.

2.4 Discussion

Our DAV method can be a promising tool for tackling label aggregation in
learning from crowds environments. Evidence collected through two sets of
experiments seems to support our three working hypotheses:

H1 Results in Figures 2.4 and 2.8 show that, for each dataset and classifier,
there is at least one value of the weighing parameter ω0 > 0 such that
DAV outperforms or equals the accuracy of MV.

H2 Results in Figures 2.6, 2.7, 2.9 and 2.10 show that the advantage of DAV
over MV increases when there are fewer labels available.
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H3 Results in Figure 2.5 show that there is a greater advantage of DAV over
MV for (non-extreme) low-reliability values.
Two other noteworthy facts are that, in almost all of the observed cases,

(i) DAV obtains an enhanced performance compared to that of the domain
voter and (ii) DAV achieves better results than MV even when the domain
voters do not.

When applying DAV, several decisions such as the method to obtain the
domain votes or how to select the value for the weighing parameter ω0 must
be made. The ideal way of making those decisions would be by selecting the
values that lead to the best performance of DAV. Unfortunately, this involves
the estimation of the performance in the context of crowdsourced labelled
data, which is an unsolved problem with short related literature (e.g., [52]).
A few guidelines are offered below on the way of obtaining the domain votes
and the selection of a value for ω0, including other issues.

Some of these guidelines might require an uncertainty measure for quanti-
fying how sure we are about the consensus label obtained for a given instance.
One could use the entropy of the DAV estimate over the class labels of each
instance, taking into account the number of collected labels. But this is not
enough, as even though an instance with a single label would have entropy
equal to 0, this label might be mistaken since annotators are not experts. One
could, instead, perform Bayesian estimation using Dirichlet priors with all
hyper-parameters equal to 1. Another option could be the Label and Model
Uncertainty (LMU) proposed by [12]. In this framework, considering a binary
class, the Label Uncertainty (LU) is computed as the tail probability below
the labelling decision threshold, assuming that the posterior probability over
the true label follows a Beta distribution whose parameters depend on the
numbers of both positive and negative votes. The Model Uncertainty (MU)
is a score that uses classifiers trained on the available data, and the LMU is
computed as the geometric mean of the LU and the MU.

2.4.1 Construction of the domain votes

A key contribution to DAV comes from the domain voter. In the experiments
presented in this work, the domain voter is a classifier. We suggest using the
best available classifier in the state of the art for the domain of the problem
at hand. Currently, all the instances are considered, with the same weight, to
obtain the domain votes. However, one could use an uncertainty measure as
aforementioned to identify certainly labelled examples. Instances with highly
certain labelling could be given larger weight when building the domain voter,
and the other way around. In the particular case that a subset of the instances
is fully supervised (completely reliable), the domain voter could be obtained
from this subset only. This is evident, for example, in the medical domain
where intrusive practices such as punctures or biopsies are limited to a subset
of patients. Techniques of semi-supervised learning [53, 54] could also be used
to learn from a larger subset including the supervised examples. Finally, if
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the use of DAV reduces the uncertainty surrounding a specific subset of the
instance space, the domain votes could be re-computed including that subset.
This reveals a possible iterative application of DAV: The domain votes could
be re-computed using the labels obtained through DAV, then perform DAV
with the new domain votes, and so on.

2.4.2 Criteria for the selection of the weighing parameter

One of the main findings from our experiments is that the value of ω0 is de-
terminant and it has to be adjusted for the successful performance of DAV.
There is no straightforward way to choose the optimal value for ω0. As afore-
mentioned, selecting ω0 using cross-validation is unfeasible. Taking that into
account, a few guidelines on the selection of the value of the weighing param-
eter ω0 are as follows:

• Since ω0 controls the weight of the domain votes on DAV, one could pay
attention to the performance of the domain voter. When the performance
of the domain votes increases, the value of ω0 should be higher, and the
other way around. If the performance of the domain votes can be esti-
mated, it can help us make this decision.

• As the mean reliability of the annotators increases, the relative perfor-
mance of the domain voter is reduced and a lower value for ω0 could be
chosen. In that case, the self-regulatory behaviour of DAV would cause a
shift in the choices of MV only in instances with few labels or tied voting.
Annotator models [24, 25, 26] could be used to estimate those reliability
values.

As many of these concepts (good/bad performance, low/high uncertainty)
are subjective, the final user has to choose among the considered scenarios
and recommendations based on their judgement.

2.4.3 DAV in dynamic environments

Note that the scenario considered in this work is static: All of the instances and
labels are available from the beginning. All of them are then used to obtain
the domain voter, which is used to enhance the label aggregation process.

However, in many real-world applications, the environment is dynamic,
i.e., new instances and/or labels may be gathered after the domain votes were
computed. Different such examples include online learning, where instances
come sequentially and not in a single batch from the beginning, and active
learning [35], where new labels can be requested for specific instances. In these
dynamic scenarios, the ideal strategy would be to re-compute the domain votes
for every new piece of information (instance and/or label), as it is always
beneficial for DAV. However, the methods for obtaining the domain votes
could be excessively costly regarding the available resources. Thus, to adapt
DAV to dynamic environments, one should consider whether the domain voter
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needs to be re-computed or not at every single step. To make that decision,
one could use one of the aforementioned uncertainty measures to quantify the
information gathered since the last update. For example, a new instance with
low uncertainty or a new label that reduces the uncertainty of an instance
would bring more information than an instance with higher uncertainty or
a label which increases the uncertainty of an instance. When the amount of
information brought by the new instances (or labels) is sufficiently high, the
domain votes should be computed again including the new data in the dataset.
The parameter ω0 could be tuned accordingly as well.

2.5 Conclusions

In this chapter, a novel method for crowdsourced label aggregation called was
presented, under the name domain-aware voting (DAV). As opposed to MV
and other aggregation techniques, it uses information from the entire dataset
and the descriptive variable for resolving the aggregation through an extra
vote, weighted by the parameter ω0 and distributed according to q(c|x).

Empirical evidence, which was obtained through a vast experimental set-
ting, supports our three hypotheses: (H1) there exists a weight for the domain
vote for every dataset that makes DAV competitive regarding MV, (H2) the
difference between the accuracy of DAV and MV is larger as the number of
annotations per instance decreases, and (H3) the difference becomes bigger as
the reliability of the annotators decreases. Thus, DAV arises as a useful alter-
native to MV, especially for scenarios where labels for each instance are scarce.
DAV also exhibits an interesting self-regulated behaviour: The importance of
the domain vote increases as the number of annotations decreases, and vice
versa. As a consequence of the enhanced efficiency of DAV (its results are
better with fewer annotations), the budget for crowdsourced labelling might
be reduced. We also provide practical guidelines on how to set the weigh-
ing parameter of DAV. This work has been published in the Knowledge and
Information Systems journal [55].

We have provided a method to improve efficiency in the procedure of ag-
gregating labels provided by a crowd of annotators. The method is developed
for the standard full labelling scenario, where each annotator provides one la-
bel for each instance. We believe that efficiency in learning from crowds can be
further improved by proposing novel techniques not only for label aggregation
or classifier learning but also for the labelling process. In the next chapter, we
present the candidate labelling framework as an alternative to full labelling.
Besides, we propose two aggregation methods derived from this new labelling
scheme.





3

Label aggregation using candidate set-based
labelling

3.1 Introduction

Crowdsourcing has become very popular among the machine learning commu-
nity as a way to obtain labels. In most of the approaches that use crowdsourced
labels (see Section 1.3), annotators are asked to provide, for each presented in-
stance, a single class label (full labelling). Implicitly, the annotator is required
to make a strong decision on each instance. However, the forced selection of a
single class label can be too constraining. Considering that the labellers may
not be experts, proceeding in this way could fail to take real advantage of
the knowledge of the labellers. In that situation, the decision of an annotator
might not reflect their whole knowledge about the given example (e.g., for dif-
ficult instances, scenarios with more than two classes or when the annotator
is hesitant). For example, we will not know that the annotator was doubting
between two (or more) class labels, even if these labels were equally plausible
in their mind. Thus, it seems reasonable to consider a more flexible request
than forcing them to provide a single label if we want to extract as much
information as possible.

In the binary case of crowd learning, there have been previous attempts
to soften the rigidity of full labelling. These usually provide an extra option
so that the users can express their doubts and decide not to label an instance.
For example, Torre et al. [56] introduce an “I do not know” option in citizen
science, improving accuracy compared to the case without that option. In
the Weather Sentiment - AMT dataset 1, annotators were asked to label the
sentiment of tweets related to the weather, and an “I can’t tell” option was
included. Ding et al. [57] consider that the self-confidence of an annotator and
their ability are often related and allow them to use the “unsure” label, which
seems to help reduce costs. In [58], the “unsure” option is provided within an
active learning framework [35]. Differently, Smyth et al. [59] allow annotators
to express their surety about the provided binary labels by selecting 1 out of

1 www.kaggle.com/c/crowdflower-weather-twitter

www.kaggle.com/c/crowdflower-weather-twitter
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5 surety levels. In [60], annotators are allowed to justify their response and
express how sure they are about the provided label by submitting a short text
along with the annotation.

In this chapter, the use of candidate labelling for learning from crowds
is proposed: given an instance, the annotator is allowed to provide a set of
candidate labels, called candidate set, instead of only one. This can be seen as
a step forward in the direction of labelling flexibility, inspired by the partial
labels (PL) problem [15]. PL is a weakly supervised problem [14] where each
instance is associated with a set of candidate labels, with the guarantee that
the real label is in that set. There is no restriction on the size of the sets
of labels, which can vary from one instance to another. We extend this idea
from supervised classification to the context of learning from crowds and allow
annotators to provide as many labels as they want. In this context, however,
the inclusion of the ground truth label in the candidate set is just a reasonable
assumption, unlike in [15], where it is guaranteed.

The central idea of candidate labelling is that a more flexible request could
allow for the extraction of more knowledge from the available annotators. For
example, if an annotator is in doubt between two or more labels and they are
forced to choose only one, they may pick the wrong one. On the contrary, if
they are allowed to provide more than one label per instance, following the
same example, the worker could select both. In this way, one might expect
a lower number of mistakes, that is, they will include the correct class label
in their sets of selected labels with high probability. Moreover, the fact that
an annotator hesitates between a few class labels provides useful informa-
tion about the underlying distribution of labels and the ground truth. Thus,
more information could be extracted at the same cost. In other words, fewer
crowdsourced labels could be required to obtain a similar level of informa-
tion, saving costs in the labelling process. It may also involve less effort from
the annotators: instead of spending more time deciding between two or more
labels that they consider might be correct, they can keep all of them in the
candidate set. The main intuition behind this study is that learning from
crowds can be more cost-effective when annotators are allowed to provide this
kind of labelling. In [61], they already provided some evidence that using can-
didate labelling (checkbox interface according to their terminology) can lead
to faster and/or less costly labelling than using the traditional full labelling
(radio button interface).

In social sciences, a labelling system similar to candidate labelling has been
extensively studied under the name of approval voting (AV) [62, 63, 64]. Each
user provides a set of labels for each instance as in the candidate labelling
scenario. The aim is to aggregate the choices in surveys where there is no
ground truth, identifying the popular (approved) options. All the approaches
to approval voting consist of assigning to each instance the label that most
annotators select. However, the goal of this research line is not focused on
learning a classifier from the collected labels or any other model. In fact, in
approval voting, the annotator who provides the largest set has the largest
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influence in the aggregation process. This could be detrimental when learning
a classifier. In contrast, in the proposed candidate labelling, providing a larger
candidate set indicates greater doubts about the annotation, which implies
that the impact of the set in the estimated label is lower.

In the following, we explore the candidate labelling scheme for label aggre-
gation, i.e., the first step of sequential learning approaches. The main hypoth-
esis is that, by allowing candidate labelling, aggregation accuracy would be
enhanced with respect to full labelling. In the remainder of this chapter, firstly
the candidate labelling framework is formally proposed in Section 3.2 and the
candidate voting technique is presented. Then, in Section 3.3, a data genera-
tion framework common to both full and candidate labelling is posed. Within
that framework, the majority and candidate voting are compared through-
out a variety of scenarios. Works that use the traditional full labelling model
the reliability of the labellers based on the collections of labels they provide.
In Section 3.4, we adapt the idea and present an annotator reliability model
for the candidate labelling framework. Moreover, we propose an EM-based
method that exploits this model for the aggregation of crowdsourced can-
didate sets of labels. Iteratively, the likelihood of the model parameters is
maximised as the ground truth is estimated. The performance of that method
is discussed in Section 3.6, based on experiments with synthetic labels cre-
ated for real supervised data. Finally, conclusions about the results observed
throughout this chapter are drawn.

3.2 Candidate labelling

Here we go beyond full labelling (see Section 1.2) to introduce the candidate
labelling framework. The main novelty is that annotators a ∈ A are allowed
to provide a set of labels La

x ⊆ ΩC , called candidate set, for the instances
x ∈ D. In this chapter, we assume that Ax = A for every instance and
that r = |ΩC | > 2. These assumptions are not indispensable, the results
gathered in this thesis can be extrapolated to scenarios where each instance is
labelled by a subset of annotators. Also, in the binary case (r = 2), the use of
candidate labelling would be equivalent to giving an “I do not know” option
to the annotators [35, 56, 57, 58]. Candidate labelling can be considered a
generalisation of that kind of option to the multi-class case, as it allows to
express ideas like “I only know that it is not any of the labels I discarded”
or “among the labels I provide, I cannot distinguish”. Indeed, annotators that
include all class labels in the candidate set (La

x = ΩC) are expressing that they
do not have any information. The candidate set La

x is assumed to include any
class that annotator a considers plausible. Thus, depending on the difficulty
of the instance x and the behaviour of the annotator a, the size of La

x could
vary. Each instance x has associated multiple candidate sets Lx = {La

x}a∈A,
provided by different annotators, and the labelling of the whole dataset is
L = {Lx}x∈D.
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In this chapter we focus on estimating the ground truth for a training set
D given the candidate sets provided by the labellers, i.e., label aggregation.
Thus, given D and L, the goal is to obtain an aggregated labelling L̂ that
maximises the accuracy described in Eq. 1.1 or, equivalently, minimises the
(aggregation) error :

ϵ(L̂) = 1
n

∑
x∈D

1(ĉx ̸= cx) = 1− a(L̂). (3.1)

For the candidate labelling setting, we first propose the use of candidate voting
(CV) for estimating the ground truth. Given an instance x and the set of
candidate sets Lx = {La

x}a∈A gathered for it,

wx(c) = 1
|A|

∑
a∈A

1(c ∈ La
x)

|La
x|

(3.2)

is the candidate voting estimate. It generates a probabilistic labelling propor-
tional to the weighted sum of annotators that assign label c to instance x,
where each annotator a has a weight inversely proportional to the size of their
candidate set, |La

x|.
We can apply a winner-takes-all strategy, taking the label that maximises

the candidate voting estimate, to obtain a deterministic labelling:

ω(Lx) = arg max
c

wx(c), (3.3)

The CV strategy can be understood as a generalisation of MV (Eq. 1.2)
to the candidate labelling context. In fact, CV behaves as MV when all an-
notators provide a single label, |La

x| = 1,∀a ∈ A. In practice, ties (i.e., when
two or more class labels obtain the maximum number of votes) are solved
randomly.

3.3 Comparison between full and candidate labelling

To study whether candidate labelling is more efficient than full labelling, we
compare the standard voting from each labelling scheme, i.e., MV for full
labelling and CV for candidate labelling. Efficiency is studied regarding the
extraction of knowledge from a reduced number of annotators, especially when
they doubt between several class labels. In this section, empirical evidence is
provided in order to confirm the following closely related hypotheses:

• H1: candidate labelling requires (equal or) fewer annotators than the
full labelling to achieve (equal or) lower error,

• H2: the number of annotators required by full labelling to achieve the
performance of candidate labelling grows as the difficulty of instances
grows,
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• H3: candidate labelling stands out as the number of possible class
labels increases,

• H4: candidate labelling stands out with more hesitant annotators.
The error of MV and CV will be estimated and analysed under different

experimental conditions, which involve a varying number of annotators (to-
gether with their degree of hesitation), the difficulty of the instance, and the
number of available labels. In this part, we have decided not to study the
reliability of the workers. This characteristic would definitely have an impact
on the results, obscuring the contribution of the candidate labelling. In order
to explicitly control all the synthetic conditions and to develop simple and in-
tuitive scenarios, experiments are carried out on artificial domains. Two types
of simulations are performed: In one case (referred to as Case A hereinafter)
the simulations are completely artificial, and, in the other one (Case R), they
are derived from real-world datasets.

3.3.1 Data generation: Case A

In Case A, the difficulty of the instances and the ground truth are generated
artificially. The experimental framework is graphically summarised in Fig. 3.1.
It consists of four steps.
Step 0 - Parameters: The experimental framework takes two parameters
for the generation of the artificial ground truth: δ, which controls the difficulty
of the instances, and r, which is the number of possible class labels. There are
three parameters that control the generation of the candidate sets: µ0, which
controls the degree of hesitation of the annotators, m, which is the number of
available annotators, and s, which is the maximum size of the candidate sets,
where s = 1 corresponds to full labelling and s > 1 to candidate labelling.
The number of instances in D is fixed to n = 500 and the process of labelling
is repeated 100 times for each instance. The selection of these values aims to
ensure stable results that are barely affected by randomness.
Step 1 - Ground truth generation: Given a specific parametrisation, a
domain is generated and represented by a Dirichlet distribution with hyperpa-
rameters δc = δ, for c = 1, ..., r. The Dirichlet distribution is used for sampling
n probability distributions over the class labels, which represent the difficulty
of the n instances. For each instance x, the difficulty distribution is denoted
by dx(c), and the ground truth label corresponds to cx = argmaxc dx(c). As
dx(c) becomes more uniform, the difficulty of the instance increases. On the
contrary, as dx(cx) → 1, the difficulty of the instance decreases. Due to the
properties of the Dirichlet distribution, on average, a high value of δ produces
uniform distributions and, in consequence, difficult instances. On the contrary,
a low δ value results in easy instances on average. After repeating this step for
all the n instances, the set of ground truth labels {cx}x∈D is obtained. This
is used in Step 4 for estimating the error.
Step 2 - Annotator simulation: The model of annotator used in this work
consists of two parts: i) the behaviour of the annotator, which brings together
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Fig. 3.1: Overview of the experimental framework with artificial domains.
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their knowledge and the way they handle it, and ii) the labelling process given
their behaviour. The behaviour is represented with a probability distribution
over the class labels and the labelling process is simulated by means of random
sampling.

For each instance, taking into account its difficulty, dx(c), a set A of m
annotators is generated. As noted before, the behaviour of an annotator a ∈ A
regarding an instance is modelled by a distribution ba

x(c), where ba
x(c) repre-

sents the preference of annotator a towards the class label c. The distribu-
tion ba

x(c) is obtained by sampling a Dirichlet distribution with parameters
µ0 · dx(c), for c ∈ ΩC . Thus, the behaviour of an annotator depends on the
difficulty of the instance dx(c) and the parameter µ0. The parameter µ0 can
be seen as the average degree of hesitation of the annotators. For instance, as
µ0 tends to 0, the behaviour distribution will concentrate on a single label,
that is, ba

x(c)→ 1 for some class label c. Note that this does not mean that the
annotator is right but only that he/she has a very low degree of hesitation.
On the other hand, as µ0 → ∞, the behaviour ba

x(c) becomes more similar
to the difficulty dx(c). Reasonably, in no scenario does the behaviour of an
annotator improve the instance difficulty.

Once the behaviour distributions of the annotators {ba
x(c)}a∈A are fixed,

the full and candidate labelling of the instance x are simulated. For this pur-
pose, random sampling (with replacement) of size s of the distributions ba

x(c)
is performed for each annotator a ∈ A. The parameter s controls the flexibility
with which the annotators handle their knowledge to produce a candidate set
—e.g., s = 1 corresponds to full labelling (no flexibility) while higher values
of s correspond to candidate labelling (greater flexibility). Note that when
the value of s increases, the probability that the correct class appears in a
candidate set becomes higher, but the probability of selecting other classes
also grows. All the distinct class labels sampled from ba

x(c) form the candidate
set La

x of annotator a for instance x. Thus, the size of the candidate sets is
upper-bounded by s.
Step 3 - Voting: Given the set of candidate sets Lx provided for instance x,
an aggregated label is produced by means of the full (Eq. 1.2) or candidate
voting (Eq. 3.3): ĉx = ν(Lx). By repeating the labelling and voting processes
100 times, 100 estimated ground truth values are obtained, {ĉk

x}100
k=1.

By repeating Steps 1 to 3 n times, the set of multisets
{
{ĉk

x}100
k=1
}

x∈D is
obtained.
Step 4 - Error estimation: The goal of the experiments is to estimate and
analyse in different settings the error of each voting technique for different
values. Let us denote as frx(c) = 1

100
∑100

k=1 1(ĉk
x = c) the frequency of the

label c among the estimated ground truth values of instance x. The error of
voting ν is estimated as follows:

ϵ̂(ν) = 1
n

∑
x∈D

1− (frx(cx))
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Additionally, following the methodology from [65], the estimated error ϵ̂(ν)
is decomposed into the bias and variance terms:

ϵ̂(ν) = 1
2n
·
∑
x∈D

(1− frx(cx))2 +
r∑

c̸=cx

(frx(c))2


︸ ︷︷ ︸

Squared bias

+ 1
2n
·
∑
x∈D

(1−
∑

c∈ΩC

(frx(c))2)︸ ︷︷ ︸
Variance

(3.4)

3.3.2 Data generation: Case R

In real-world datasets, the difficulty distributions and the ground truth are
available. Case A and Case R only differ in the number of parameters used
(Step 0) and in the way the ground truth and the difficulty distributions are
generated (Step 1). Three parameters are used in Case R: µ0 (hesitation level
of annotators), l (number of annotators) and s (flexibility). The number of
instances n is fixed in each dataset. As in Case A, in order to ensure stable
results, the labelling process is repeated 100 times for each instance.

Step 1 for Case R is as follows: Real data is used in order to get more
realistic labels. The difficulties are obtained through random forest (RF) clas-
sifiers [48]. A fair validation is used to obtain class probabilities p(c|x) for
each instance x from an RF not trained with x. In order to avoid zero prob-
abilities, we add a smoothing vector with values 1/r to the class probabil-
ities. The resulting sum is normalised to obtain the difficulty distribution:
dx(c) = (r · p(c|x) + 1)/(2r). Note that, in this case, as opposed to Case A,
when an instance is mistakenly classified by RF, we have cx ̸= arg maxc dx(c).
The error achieved in a dataset by RF sets a lower bound for the error values
that a voting method can reach.

Checking the hypotheses:

In this experimental framework, the soundness of our hypotheses can be
checked by analysing the effects of different parameters in the estimated errors
of full and candidate voting:
• H1: This hypothesis can be checked by using different values of the pa-

rameter m (number of annotators).
• H2: By varying the value of parameter δ (hyperparameter of the Dirich-

let distribution), easier or more difficult instances can be generated and
its effect on the performance of the different voting techniques can be
observed.

• H3: Through the value of the parameter r (number of classes), the influ-
ence of the number of possible class labels can be tested.
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• H4: The parameter µ0 allows us to control the degree of hesitation of the
annotators to check this hypothesis.

3.3.3 Case A: Empirical results with artificial data

Using the framework proposed for Case A, a wide range of domains and an-
notators are generated by setting different values for the parameters r, δ, µ0,
s and m.
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(a) r = 32, δ = 0.5, µ0 = 4
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(b) r = 32, δ = 10, µ0 = 4
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(c) r = 8, δ = 0.5, µ0 = 4

Fig. 3.2: Graphical description of the error (Eq. 3.4) obtained by annotation
simulated with different values of r and δ. Error curves for different values of
s are shown in each figure.

Experimental results are graphically summarised in Figs. 3.2 (total error)
and 3.3 (bias/variance trade-off). Fig. 3.2 shows the results for the combina-
tion of difficult (δ = 10) and easy (δ = 0.5) instances, with different numbers
of class labels r ∈ {8, 32}. In each plot, the parameters δ and r have been
fixed at extreme values in order to observe the differences that they cause
in the results. Each plot shows error curves obtained with different values of
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Fig. 3.3: Graphical description of the decomposition of the error obtained by
annotation simulated with different values of δ and s. Curves representing the
squared bias, the variance and the total error are displayed in each figure.

s < r
2 and each curve shows the evolution of error as the number of annota-

tors increases, 3 < m < 20. For all three plots in Fig. 3.2, an intermediate
value for the parameter that controls the hesitation of the annotators, µ0 = 4,
has been selected in order to avoid its influence on the displayed results. In
Fig. 3.3, the reader can observe the effect of increasing the hesitation of the
labellers (parameter µ0) in the bias/variance trade-off and analyse the source
of the error in each scenario. In that figure, results with different difficulty
degrees (δ ∈ {0.5, 2, 10}), r = 32 possible class labels and m = 8 annotators
are shown. Additional experiments with different settings have been carried
out and the corresponding figures are available in Appendix A.

The error becomes lower as the number of annotators (m) increases in
both the full labelling and the candidate labelling scenarios (see Fig. 3.2), i.e.,
more labellers provide more knowledge. Also, with both labelling approaches,
better performance is observed in domains with a lower number of possible
class labels (r = 8 in Fig. 3.2a as opposed to r = 32 in Fig. 3.2c) and in easier
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domains (see δ = 0.5 in Figs. 3.2a and 3.3a as opposed to δ = 10 in Figs. 3.2b
and 3.3c).

According to these results, the full voting (s = 1) has consistently a poorer
performance than the candidate voting (s > 1), which would support our
hypothesis H1. For example, in the scenario displayed in Fig. 3.2c, full la-
belling needs at least 10 annotators to achieve the same error as the least
flexible candidate labelling approach (s = 6 in Figs. 3.2a and 3.2b, s = 2
in Fig. 3.2c), and the error obtained by candidate labelling with m = 5 an-
notators is only achieved by full labelling with at least m = 10 annotators.
Moreover, in Fig. 3.2a, the error shown by candidate labelling (s ∈ {6, 11, 16})
with m = 5 annotators is only observed with m = 15 annotators when using
full labelling. In Fig. 3.2b, m = 20 annotators with full labelling perform as
well as candidate labelling (s ∈ {6, 11, 16}) with m = 5 labellers.

The more difficult the domain is (i.e., the higher the parameter δ is), the
larger the number of annotators required by full labelling in order to achieve
a similar or lower error than candidate labelling (Fig. 3.2b vs. Fig. 3.2a).
Moreover, in a difficult domain, full labelling barely profits from the increasing
number of annotators (see Fig. 3.2b). For example, to achieve a similar error
as 4 annotators with candidate labelling, in a difficult domain (Fig. 3.2b),
20 annotators with full labelling are required, while less than 15 annotators
are sufficient in an easy domain (Fig. 3.2a). These last facts provide evidence
for H2.

With a high number of possible class labels (r = 32), the difference between
the error curves of full and candidate labelling (in all its different levels)
becomes bigger, as hypothesised in H3 (Fig. 3.2a vs. Fig. 3.2c). Many other
experimental scenarios that show the same tendency and support both H2
and H3 are compiled in Appendix A.

As stated above, the effect of the parameter µ0 on the error and the
bias/variance trade-off can be seen in Fig. 3.3. When the hesitation (µ0) of the
labellers increases, the error curve of full labelling remains quite similar, while
the error curves of different levels of candidate labelling decrease noticeably.
In other words, similar results are obtained in full labelling with hesitant and
obstinate labellers, while candidate labelling takes advantage of the hesitant
labellers. Thus, in this experimental setting, the hypothesis H4 holds.

A rise in the error curve of candidate labelling can be observed when there
is an extremely high hesitation degree (large µ0) along with easy instances
(small δ). This can be clearly observed in Fig. 3.3a. In easy domains, the
difficulty distribution usually assigns a much larger probability to a few class
labels than to the rest. This can be interpreted as a dependence relationship
between those highly probable class labels. Moreover, due to the high value
of µ0, that dependence also appears in the behaviour distributions. In that
scenario, for sufficiently high values of s, all the candidate sets contain these
highly probable class labels. Consequently, all these labels get the same num-
ber of votes, and the candidate voting results in a draw. As draws are solved
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randomly, candidate voting may be wrong even if the correct class label was
selected in all the candidate sets.

As for the bias-variance trade-off, on the one hand, low values of µ0 cause
unbalanced behaviour distributions. On the other hand, high values of µ0 lead
to behaviour distributions that are similar to the previously generated diffi-
culty distribution, which can be either unbalanced or uniform (depending on
the value of δ). In the scenarios where the behaviour distribution is unbal-
anced, similar results tend to occur when performing the 100 repetitions of
the sampling process. Thus, the mistaken guesses are concentrated in a few
class labels, so the error is mostly caused by bias. That can be seen the plots
of Fig. 3.3. The effect of high hesitation degrees (large µ0) combined with easy
instances (small δ) can be observed particularly in Fig. 3.3a. In scenarios with
uniform behaviour distributions, different results are reached when repeating
the sampling process, so variance becomes the main source of the error.

3.3.4 Case R: Empirical results with real supervised data

Dataset # instances # attributes # classes RF error
arrhythmia 452 279 13 0.334

vowel 990 10 11 0.353
segment 2310 19 7 0.026

letter 20000 16 26 0.059
mnist 60000 780 10 0.056

Table 3.1: Features of the datasets used for experiments: Number of instances,
number of attributes, number of classes and error achieved with the Random
Forest classifier.

In this set of experiments, five real-world datasets (displayed in Table
3.1) from the UCI repository [47] are used within the framework described in
Section 3.3.1 for Case R. For each dataset, two different scenarios (l ∈ {4, 8}
annotators) are considered.

Experimental results can be observed in Table 3.2. For every dataset, the
scenarios range from obstinate (µ0 = 1) to hesitant (µ0 = 16) annotators and
varying flexibilities (s). The error reached with different values of the param-
eters s (flexibility) and µ0 (level of hesitation) are compared in each scenario
(fixed dataset and number of annotators), and the lowest error obtained in
each scenario is highlighted in bold. For every dataset, the error obtained by
RF in standard supervised classification is shown as a lower bound for the er-
ror achieved through both full and candidate labelling. As could be expected,
the datasets in which RF obtains the lowest errors also show the lowest error
values through majority voting and candidate voting.

As in Case A, the error also decreases when there are more annotators
available (see m = 4 against m = 8). In all the cases with µ0 > 1 —except
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m = 4 m = 8

Datasets s µ0 = 1 µ0 = 4 µ0 = 16 µ0 = 1 µ0 = 4 µ0 = 16

arrhythmia
1 0.622 0.619 0.620 0.514 0.514 0.512

RF err: 0.334
4 0.551 0.496 0.466 0.456 0.419 0.403

7 0.538 0.472 0.454 0.444 0.408 0.395

vowel
1 0.638 0.639 0.640 0.542 0.543 0.543

RF err: 0.353
3 0.585 0.543 0.517 0.492 0.457 0.440

5 0.572 0.516 0.493 0.479 0.440 0.421

segment
1 0.266 0.267 0.264 0.125 0.124 0.124

RF err: 0.026
2 0.202 0.160 0.135 0.084 0.062 0.054

3 0.183 0.128 0.099 0.073 0.051 0.043

letter
1 0.376 0.377 0.377 0.191 0.192 0.191

RF err: 0.059
7 0.235 0.141 0.119 0.117 0.091 0.083

13 0.205 0.128 0.109 0.086 0.085 0.085

mnist
1 0.369 0.369 0.368 0.216 0.215 0.215

RF err: 0.056
3 0.280 0.218 0.181 0.152 0.119 0.105

5 0.258 0.184 0.156 0.138 0.105 0.093

Table 3.2: Error rates for experiments using different datasets and different
values of the parameters µ0, m and s. The lowest error obtained in each
scenario is in bold. RF err refers to the classification error shown by a Random
Forest classifier trained in the given dataset.

for µ0 = 4 with dataset segment— the error of candidate labelling (s > 1) is
equal to or lower than that of the full labelling (s = 1), which supports our
hypothesis H1. Hypothesis H2 cannot be checked within this framework as
the difficulties are pre-determined by the dataset and the performance of RF.
Similarly, hypothesis H3 cannot be contrasted because the number of classes
r is fixed in each dataset, and its effect could not be isolated from that of
other characteristics of the dataset (e.g., instance difficulty).

Experimental scenarios with a value of s near to r
2 show the best results.

As the value of s increases, the error becomes lower in every case both with
m = 4 and m = 8. This fact suggests that, when a labeller is more flexible,
more information can be extracted. Note that candidate labelling (s > 1)
always obtains a lower error than full labelling (s = 1), reaching error values
similar to those obtained by RF on each dataset, i.e., close to the lower bound.

Similarly to Case A, candidate labelling (s > 1) profits from hesitant
labellers (larger µ0): The larger the value of µ0, the lower the error. On the
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contrary, the error reached with full labelling (s = 1) barely changes from
obstinate (µ0 = 1) to hesitant (µ0 = 16) annotators. Thus, as the hesitation
level increases, candidate labelling outperforms the full labelling approach,
which would support our hypothesis H4.

As a summary of Sections 3.3.3 and 3.3.4, our experimental results pose
empirical evidence that supports our four hypotheses. Candidate labelling
seems to gather more information of supervision than full labelling in crowd-
sourced annotations. Candidate labelling is especially useful with a low num-
ber of workers, with difficult instances, with hesitant workers and/or with
a large number of possible labels. As the trustworthiness of the labellers is
not homogeneous, having information about their reliability can be of great
advantage to aggregate the labels that they provide. In the next section, we
extend the study within the candidate labelling framework by proposing an
annotator model and a more sophisticated aggregation technique based on the
EM algorithm.

3.4 Modelling annotators and maximum likelihood
estimation

Obtaining an estimate of the ground truth or learning a classifier from the
(probabilistic) labelling given by Equation 3.2 or 3.3 is possible. However,
these implicitly assume that labellers show homogeneous reliability, which is
usually not the case. When aggregating the labels gathered through candi-
date labelling, the contribution of each annotator can be weighted according
to their reliability, and the accuracy of the aggregation process can be im-
proved in that way. In this section, a model for the behaviour of annotators
is described, with parameters that control their reliability and the way the
candidate sets are generated. Then, the maximum likelihood estimates of the
model parameters are inferred from the data.

In the presented model, the candidate set La
x is assumed to be generated

by asking annotator a one question of the kind “Do you consider that the
given instance x might belong to class c?” for each c ∈ ΩC . Let αa

c denote the
probability that annotator a includes label c in the candidate set for instances
which really belong to class c. Let us also define βa

c as the probability that
annotator a includes any label c′ ̸= c (c′ ∈ ΩC) in the candidate set when
annotating instances which really belong to class c. This implies that, given an
instance of a certain class, the rest of class labels have the same probability of
being mistakenly selected by annotator a. The parameters αa

c and βa
c provide

us insights into the behaviour of annotator a when labelling instances that
really belong to class c.

Assuming the candidate set generation process described above, the like-
lihood of the model given a candidate set La

x is:
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Pr(La
x|α, β, cx) =(αa

cx
)1(cx∈La

x) · (1− αa
cx

)1−1(cx∈La
x)

· (βa
cx

)|La
x|−1(cx∈La

x) · (1− βa
cx

)r−|La
x|+1(cx∈La

x),
(3.5)

where α = {αa
c}a∈A,c∈ΩC

is the set that groups the probability, for each
annotator, of selecting the (unknown) correct label cx, and β = {βa

c }a∈A,c∈ΩC

is the set that groups the probability, for each annotator, of selecting each
incorrect label.

Assuming that annotators provide the candidate sets independently and
that all instances are i.i.d. according to p(X, C), the likelihood given a dataset
D and L is:

Pr(L,D|α, β) =
∏
x∈D

∏
a∈A

Pr(La
x|α, β, cx). (3.6)

We can plug Equation 3.5 in this expression and account for all possible
class labels, not only for the real class cx:

Pr(L,D|α, β) =
∏
x∈D

∏
a∈A

∏
c∈Ω

(
(αa

c )1(c∈La
x) · (1− αa

c )1−1(c∈La
x)

· (βa
c )|La

x|−1(c∈La
x) · (1− βa

c )r−|La
x|+1(c∈La

x))1(cx=c)
.

(3.7)

We want to obtain the MLE of the model parameters, that is, the values
of αa

c and βa
c that maximise the likelihood function from Equation 3.7. As

the values that maximise the log-likelihood are the same that maximise the
likelihood, we are going to compute the MLE by maximising the log-likelihood,
which is given by the following expression:

log [Pr(L,D|α, β)] =
∑
x∈D

∑
a∈A

∑
c∈Ω

1(cx = c) ·
(
1(c ∈ La

x) · log(αa
c )

+ (1− 1(c ∈ La
x)) · log(1− αa

c )
+ (|La

x| − 1(c ∈ La
x)) · log(βa

c )

+ (r − |La
x|+ 1(c ∈ La

x)) · log(1− βa
c )
)

.

(3.8)

We then compute the derivative of the log-likelihood with respect to αa′

c′ ,
for specific values a′ ∈ A and c′ ∈ ΩC , and equal it to 0 to find its maximum:

d log [Pr(L,D|α, β)]
dαa′

c′
=
∑
x∈D

1(cx = c′)·
(
1(c′ ∈ La′

x )
αa′

c′
− 1− 1(c′ ∈ La′

x )
1− αa′

c′

)
= 0.

(3.9)
From this expression, the MLE of parameter αa

c for any a ∈ A, c ∈ ΩC is:

αa
c =

∑
x∈D 1(cx = c)1(c ∈ La

x)∑
x∈D 1(cx = c) . (3.10)
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We proceed in an analogous way to find the MLE of parameters β. We
derive the log-likelihood expression of Equation 3.7 with respect to βa′

c′ , for
specific values a′ ∈ A and c′ ∈ ΩC , and equal it to 0:

d log [Pr(L,D|α, β)]
dβa′

c′
=
∑
x∈D

1(cx = c′)

·

(
|La′

x | − 1(c′ ∈ La′

x )
βa′

c′
− r − |La′

x | − 1(c′ ∈ La′

x )
1− βa′

c′

)
= 0.

(3.11)

From the previous equation, the MLE of parameter βa
c for any a ∈ A,

c ∈ ΩC are:

βa
c =

∑
x∈D 1(cx = c) · (|La

x| − 1(c ∈ La
x))

r ·
∑

x∈D 1(cx = c) . (3.12)

The estimate of the parameter αa
c is the number of instances of class c

for which annotator a included class label c in the candidate set over the
total number of instances of class c. On the other hand, the estimate of the
parameter βa

c is the number of mistaken class labels that annotator a included
in the candidate sets of all the instances of class c over the whole set of possible
class labels for the total number of instances of class c.

The estimates in Equations 3.10 and 3.12 can be computed when the true
class labels are known for all instances. Conversely, the true labels can be
estimated given the α and β parameters using Bayes’ Theorem:

Pr(c|Lx, α, β) ∝ Pr(c) · Pr(Lx|α, β, c). (3.13)

Using Eq. 3.5 for the case that cx = c and estimating the marginal probability
as Pr(c) =

∑
x∈D

1(cx=c)
|D| , Equation 3.13 can be rewritten as:

Pr(c|Lx, α, β) ∝
∑

x∈D
1(cx=c)

|D| ·
∏

a∈A

(
(αa

c )1(c∈La
x) · (1− αa

c )1−1(c∈La
x)

·(βa
c )|La

x|−1(c∈La
x) · (1− βa

c )r−|La
x|+1(c∈La

x)
)

, (3.14)

where the marginal probability is given by Pr(c) =
∑

x∈D
1(cx=c)

|D| . This prob-
ability distribution could be considered as an estimate for the ground truth.

In practice, neither the true labels nor the values of the parameters α and β
are known. Thus, we have a mutual requirement for information that is indeed
unavailable. This can be solved using a method based on the EM strategy [17]
that estimates both the parameters of the model and the ground truth labels.
In the following section, we propose an EM-based label aggregation technique
for candidate sets.
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3.5 EM-based method for candidate labelling
aggregation

As mentioned in Section 1.2.3, the EM strategy attempts to gather maximum
likelihood estimates when there is missing data. In the crowdsourcing context,
the true class labels of the training instances are the missing data. EM is
generally implemented as follows: First, an initial estimate of the ground truth
labels is obtained. After that, the method consists of two steps: (i) M-step:
The parameters that model the reliability of the annotators are updated with
estimates that maximise or, at least, improve the likelihood achieved in the
previous E-step; and (ii) E-step: Given an estimate of the parameters, the
expected values of the ground truth labels are obtained for every instance,
given the expected labels. The M and E steps are carried out iteratively until
convergence. This method is guaranteed to converge to a local maximum
except in rare cases.

Our proposal is an adaptation of the EM strategy to the scenario of learn-
ing from crowds with candidate labelling. Firstly, let us define q(c|x) as the
estimate of the probability Pr(c|Lx, α, β) described in Eq. 3.13, that is, the
probability that x belongs to class c. In Equations 3.5, 3.10 and 3.12, the
q(c|x) estimates can substitute the expression 1(cx = c), switching from two
discrete values (0 or 1) to any possible value in the continuous interval [0, 1].
Note that the true label cx is unknown and this modification allows this ap-
proach to work with the probabilistic estimates of the ground truth. Our
method works in the following way:

After a first step where the estimates q(c|x) are initialised for all x ∈ D
and c ∈ ΩC , the M and E steps of the proposed method are as follows:

• M-step. For every a ∈ A and c ∈ ΩC , the parameters αa
c and βa

c are
computed given q by means of Equations 3.10 and 3.12, using the estimates
q(c|x) instead of 1(cx = c).

• E-step. For every x ∈ D and c ∈ ΩC , Equation 3.14 is used to compute
the probability distributions q(c|x) given the αa

c and βa
c parameters ob-

tained in the M-step. As in the M-step, the terms 1(cx = c) are substituted
by the previous estimates q(c|x).

In the next section, the performance of the previously described method is
tested. As there is no available crowdsourced data with candidate labels, we
generate artificial labels. We profit from that synthetic labelling framework
by controlling the different experimental parameters to observe the strengths
and weaknesses of the proposed method in a variety of scenarios.

3.6 Experiments

In this section, the performance of the presented method is evaluated in differ-
ent scenarios. In order to have insights into its performance: (i) the accuracy is
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computed for different scenarios, varying the numbers of annotators, classes,
and instances, and the values of the α and β parameters, (ii) the method is
compared with candidate voting (Eq. 3.3), approval voting [62] and the priv-
ileged aggregation (where all α and β parameters are known), and (iii) the
evolution is observed through each iteration of the method.

3.6.1 Experimental setting

To the best of our knowledge, there is not any publicly available dataset for
learning from crowds with candidate labelling. Thus, artificial data has been
used as a means of obtaining experimental results. Simulated data is also
useful to control the settings and explore different scenarios.

In order to generate different situations, the following experimental pa-
rameters are set to different values: number of instances (n), number of an-
notators (m), number of classes (r), minimum and maximum values of the α
parameters (α and α) and minimum and maximum β parameters (β and β).
The parameters α and β have both been fixed to 0.5, so that there always
can be annotators of minimum expertise and adversarial annotators are not
generated.

The method itself has two additional parameters:

• The convergence threshold δ. If |α(it)−α(it−1)|
α(it−1)

< δ or |β(it)−β(it−1)|
β(it−1)

< δ,

where α(it) (β(it)) is the mean value of α(it) (β(it)) at iteration it, it is
considered that the EM has converged. It has been set to δ = 0.05.

• The smoothing parameter γ. There are two factors that lead to undesirable
results, such as the likelihood equal to 0: (i) There is a large number of
parameters to be estimated (2 · m · r) and there is not always sufficient
information, and (ii) sometimes, the parameter estimates can get close
to 0 or to 1, leading to error. An additive smoothing is used for the αa

c

parameters:

αa
c =

γ +
∑

x∈D 1(cx = c)1(c ∈ La
x)

2 · γ +
∑

x∈D 1(cx = c) (3.15)

In this way, all possible values are reached at least once, that is, there
is at least one instance of class c such that c ∈ La

x and another instance
of class c such that c ∈ La

x. In these experiments, Equation 3.15 is used
instead of Equation 3.10 with γ = 1.
Datasets are simulated as follows: The ground truth class labels are dis-

tributed uniformly among all instances, that is, there are n
r instances belong-

ing to each class. Next, the α and β parameters are generated. In order to
have annotators with different types of knowledge, a maximum (α) value of
α and a minimum value for β (β) are set. All the parameters are sampled
uniformly from the intervals [0.5, α] and [β, 0.5]. By means of the α and β pa-
rameters, candidate sets are generated following the interpretation explained
at the beginning of Section 3.4. That is, given an instance that belongs to
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class c, annotator a includes class c in the candidate set with probability αa
c

and each of the classes c′ ̸= c with probability βa
c .

Once the candidate sets are generated, 4 different schemes are used to
aggregate them: (i) our EM-based method, (ii) CV (Eq. 3.3), (iii) AV and (iv)
privileged aggregation (PA). The PA is obtained by computing the estimate
from Eq. 3.14, using the original parameters and the ground truth class labels.

As mentioned above, EM is ensured to converge to a local maximum,
so various initialisations should be carried out to achieve desirable results.
In order to obtain different initialisations from the same candidate sets, we
initialise the estimates q(c|x) for each instance x in the following way: First,
the candidate voting estimates wx(c) (Eq. 3.2) are computed for all c ∈ ΩC ,
using an additive smoothing of 1

r for each one. The q(·|x) are normalised so
that 0 ≤ q(c|x) ≤ 1 and

∑
c∈ΩC

q(c|x) = 1. Next, to initialise q(·|x), a Dirichlet
distribution with hyper-parameters r·wx(c1), . . . , r·wx(cr) is sampled: q(·|x) ∼
Dir(r · wx(c1), . . . , r · wx(cr)).

30 initialisations are carried out and the values of the final q(c|x) estimates
that maximise the likelihood are used to infer the labels: each instance x takes
the class label c that maximises q(c|x). The process is repeated 30 times and
the expected accuracy is approximated by computing the mean of the obtained
accuracy estimates.

3.6.2 Experimental results

Experiments with artificial data have been performed, varying a number of
parameters to compare our method and previous approaches in different sce-
narios.

Except for the graphics where their evolution is examined, standard values
have been chosen for the parameters. The number of annotators varies from
4 to 10, although it is fixed to its standard value (m = 7) in different experi-
ments. The numbers of instances used are n = {100, 400}. In the case n = 100,
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(a) r = 10, α = 0.7, β = 0.3
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(b) r = 10, α = 1, β = 0

Fig. 3.4: Graphical description of the accuracy obtained by annotations sim-
ulated with different numbers of annotators.
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Fig. 3.5: Graphical description of the accuracy obtained by annotations sim-
ulated with different numbers of instances and classes.
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Fig. 3.6: Graphical description of the log-likelihood and the accuracy obtained
throughout different iterations, with r = 10.

r = {5, 10} class labels are considered, and in the case n = 400, r = {10, 20}
class labels are considered. Regarding the expertise of annotators, two scenar-
ios have been studied: (i) β = 0.3 and α = 0.7, where the average expertise is
low, and (ii) β = 0 and α = 1, where the expertise of the annotators ranges
from minimum to maximum values. Due to space limitations, only the results
of a representative subset of experiments are shown in this paper.

In Figures 3.4 and 3.5, the accuracy of the presented method (EM) is
compared to that of the CV, the AV and the PA, in scenarios where the
number of annotators (m, Fig 3.4), the number of instances (n, Fig 3.5a) and
the number of classes (r, Fig 3.5b) are varied. The experimental results suggest
that, in general, EM outperforms CV and AV in terms of accuracy (Eq. 1.1).
The accuracies are similar only in the case where the average expertise is low
and the number of classes is high with respect to the number of instances
(see Figure 3.5 with β = 0.3 and α = 0.7). Moreover, in the case that β = 0
and α = 1 (Fig 3.4b), the proposed method reaches the accuracy of the PA.
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In other words, in the presence of annotators that are experts in a subset of
classes, our EM-based strategy can reach the highest possible accuracy. Note
as well that the accuracy of the EM approach decreases at a smoother pace
than that of CV or AV as the number of annotators is reduced.

As can be seen in Figure 3.5a, the number of instances (n) does not seem
to affect the differences between the accuracies of the different methods, when
it ranges between 100 and 400 (Fig 3.5a). On the other hand, the number of
classes (r) has a negative effect on the accuracy of all the methods (Fig 3.5b).
The only exception is that when the expertise of the annotators ranges from
minimum to maximum values (Fig 3.5b, α = 1, β = 0), our EM approach
outperforms the baselines.

The evolution of the log-likelihood and the accuracy in each iteration of
the EM can be seen in Figure 3.6. In Figure 3.6b, the accuracy in iteration
number 0 is the one reached using the initial q estimates. As could be expected,
generally, the log-likelihood increases monotonically and remains stable after
some point (Fig 3.6a). The accuracy increases in the first iterations as well,
and then remains stable in most cases (Fig 3.6b), but decreases in one case
(n = 100, α = 0.7, β = 0.3). This decline may be due to overfitting since
scarce data (each annotator labels 100 instances) is used to estimate many
parameters (20 per annotator).

To sum up, according to the experiments, EM seems to outperform CV
and AV in most scenarios, especially when the expertise of the annotators is
varied. In favourable settings, EM can reach a high accuracy - as if the real
α and β parameters were known (PA).

3.7 Conclusions

In this chapter, candidate labelling was proposed as an alternative to tra-
ditional full labelling in the context of learning from crowds. In candidate
labelling, annotators provide a set of labels instead of just one. Intuitively,
this simple mechanism allows for extracting more knowledge from a set of
annotators. Throughout an experimental framework with artificial labels on
real-world data, empirical evidence suggests that the use of candidate labelling
could be profitable compared to full labelling in general terms. Moreover, it is
particularly useful when (i) the number of available annotators is low, (ii) the
difficulty of the instances is high, (iii) the number of possible class labels is
high, or (iv) annotators are hesitant, that is, when annotators tend to doubt
between several labels.

We presented an annotator reliability model that leads to an EM-based
label aggregation method that extends traditional aggregation methods to
the candidate labelling scenario. Experimental results obtained with artificial
data suggest that our method has an enhanced performance, in terms of ag-
gregation accuracy, compared to the baseline methods such as approval voting
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and candidate voting. Particularly, the difference in accuracy is larger when
few annotators are available and when they show different levels of expertise.

The results obtained for label aggregation with candidate labelling are
promising. An early version of this work was made available in a public repos-
itory [66] and another one was published in the Conference of the Spanish
Association of Artificial Intelligence CAEPIA 2018 [67].

In this chapter, we have focused on label aggregation using candidate sets.
However, the final objective is the learning of a classifier. In the next chapter,
we propose another annotator model for candidate labelling and two classifier
learning methods, one approach to sequential learning and another to joint
learning. These methods extend the full labelling-based methods by Dawid-
Skene [24] and Raykar et al. [13], respectively.





4

Machine learning from crowds using candidate
set-based labelling

4.1 Introduction

In our way to improve the cost efficiency of crowd learning, we presented
before the candidate labelling framework, where annotators can provide for
each instance a candidate set, that is, a collection of labels, instead of a single
label as in the traditional full labelling framework. We showed that it can lead
to enhanced performance with a simple voting method and/or an appropriate
annotator model.

In this chapter, we continue this line and propose a more complete model
for the reliability of annotators and derive two different methods for learning
classifiers from data labelled within this framework. Namely, we present (i) a
sequential method (SL-C, i.e. Sequential Learning - Candidate) that uses an
EM-based strategy to aggregate the candidate sets previous to the classifier
learning step, and (ii) a joint learning method (JL-C, i.e. Joint Learning -
Candidate) that performs simultaneously label aggregation and model learn-
ing. They are inspired by the works of [24] and [13], respectively, and can be
seen as their generalisation from the full labelling to the candidate labelling
context. This correspondence is illustrated in Table 4.1. We assume that each
annotator carries out their annotation by sampling a latent scale model [68].
This model assumes that, to form the set, the inclusion of each class label
is decided by independently sampling a different Bernoulli distribution. We
carried out a large empirical study including the state-of-the-art approaches
from the full labelling framework. The empirical results suggest that the use
of techniques based on candidate labelling allows us to extract more informa-
tion from the annotators than with full labelling, and hence leads to better
learning results.

The structure of this chapter is as follows. Next, we propose a generative
annotator model which works with candidate labels, and an EM method for
sequential learning using that model. In Section 4.3, we integrate the label
aggregation and the learning steps into a joint learning EM-based method.
The results of an extensive set of experiments are displayed and discussed
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Learning approach

Sequential: aggregation
before model learning

Joint aggregation and
model learning

Full labelling Dawid-Skene [24] Raykar et al. [13]Type of
supervision Candidate

labelling
SL-C, Section 4.2.2 JL-C, Section 4.3

Table 4.1: Axis of improvement faced in this chapter within the learning from
crowds framework.

in Section 4.5, comparing with the state-of-the-art methods. Finally, general
conclusions are drawn and possible future work is pointed out in Section 4.6.

4.2 A reliability-aware aggregation of candidate-set
annotations

When aggregating the candidate sets gathered from different annotators, the
contribution of each annotator can be weighted according to their reliability.
In this section, we present a method that aggregates the candidate sets as the
reliability of the annotators is estimated. First of all, we present the reliability
model for the annotators. Then, we compute the MLE of the parameters
of that model. Finally, an EM-based method is proposed for estimating the
reliability parameters and aggregating the candidate sets.

4.2.1 Annotator model for candidate labelling

Let us consider that annotators produce candidate sets according to an
unknown probability model over the set of labels. We assume that each anno-
tator is dealing with an independent binary choice task for each class label.
Each one consists of deciding whether to include it or not in the candidate
set. This behaviour corresponds to a latent-scale model [68] that represents
a probability distribution over sets of elements. A latent-scale model assumes
that each element is selected independently according to a Bernoulli distri-
bution. Due to this independence assumption, the latent choice model over
sets is given as the product of the Bernoulli distributions, one for each of the
available elements.

More specifically, we assume that annotators follow a latent-scale model
conditioned to the true class value of the instance. Formally, let αa

ck ∈ [0, 1]
denote the probability that annotator a includes label k in the candidate set
for an instance with true class label c. Then, the probability of the candidate
set La

x provided by annotator a for instance x corresponds to:
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Pr[La
x] =

∏
k∈ΩC

(αa
cxk)1(k∈La

x) · (1− αa
cxk)(1−1(k∈La

x))

where ΩC is the set of possible class labels. The annotator with complete
knowledge would show αa

ck = 1 when k = c, and αa
ck = 0 in other cases. We

denote by α = {αa
ck : c, k ∈ ΩC , a ∈ A} the set of parameters for all the

annotators. Take into account that, unlike the models of Dawid-Skene [24] or
Raykar et al. [13], our αa

ck parameters do not form conditional probability
distributions given a fixed c. Thus, αa

c· is not a probability distribution, and∑
k αa

ck is not necessarily 1. An annotator could show αa
ck = αa

ck′ ≈ 0.9,
meaning that they usually include both k and k′ when the real label is c.
This behaviour, derived from our use of candidate labelling, represents one of
the main novelties of our model with respect to previous full labelling models
(e.g., [13, 24]). α parameters can be understood as annotator reliabilities: an
annotator is more reliable as the true class has a higher probability and as
the probability of the other classes is lower.

This model implicitly assumes that (i) the behaviour of an annotator only
depends on the true class, Pr[La

x] = Pr[La
x′ ] for La

x = La
x′ if cx = cx′ , and (ii)

for each annotator the probability of including two labels in the candidate set
is conditionally independent given the actual class.

Assuming this generative model for the candidate sets and independent
annotators, Pr[{La

x, La′

x }] = Pr[La
x] · Pr[La′

x ], we can define the likelihood
given the labelling Lx for instance x of real class c:

Pr(Lx|cx = c, α) =
∏
a∈A

∏
k∈ΩC

(αa
ck)1(k∈La

x) · (1− αa
ck)(1−1(k∈La

x)). (4.1)

4.2.2 SL-C: An EM method for aggregation of candidate sets

In our first approach, we aim to learn the parameters of the described annota-
tor model, α, and to aggregate the candidate sets taking it into account. That
is, we want to obtain a single class label for each instance. We take advantage
of the assumption that the candidate sets only depend on the real class cx and
not on the instance itself x to calculate the maximum likelihood estimates for
those parameters.

Assuming that instances are i.i.d. according to p(X, C), the likelihood
given a dataset D along with a labelling L is:

Pr (L; α) =
∏
x∈D

∑
c∈ΩC

Pr(Lx|cx = c; α) · Pr(cx = c). (4.2)

By assuming that the real label cx of each example x is unique, i.e.
Pr(cx|x) = 1 for all x, the marginalisation of C can be re-expressed as a
product raised to the indicator function. This is a reasonable assumption as it
is unlikely that two instances that have the same features x belong to different
classes. Then, using Eq. 4.1 we have that the likelihood can be rewritten as:
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Pr (L; α) =
∏
x∈D

c∈ΩC

[Pr(Lx|cx = c; α)]1(cx=c)

=
∏
x∈D

c∈ΩC

[ ∏
a∈A

k∈ΩC

(αa
ck)1(k∈La

x) · (1− αa
ck)(1−1(k∈La

x))
]1(cx=c)

.
(4.3)

The values of αa
ck that maximise this expression are the same as the ones

that maximise the log-likelihood. The log-likelihood is:

log [Pr (L; α)] =
∑
x∈D

c∈ΩC

1(cx = c) ·
[ ∑

a∈A
k∈ΩC

1(k ∈ La
x) · log(αa

ck)

+ (1− 1(k ∈ La
x)) · log(1− αa

ck)
]
.

(4.4)

Let us compute the derivative of the log-likelihood with respect to αa′

c′k′ , for
specific values a′ ∈ A and c′, k′ ∈ ΩC , and equal it to 0 to find its maximum:

d log [Pr (L; α)]
dαa′

c′k′
=
∑
x∈D

1(cx = c′) ·
(
1(k′ ∈ La′

x )
αa′

c′k′
− 1− 1(k ∈ La

x)
1− αa

ck)

)
= 0.

(4.5)
Solving this expression we obtain the MLE of αa

ck:

αa
ck =

∑
x∈D 1(cx = c) · 1(k ∈ La

x)∑
x∈D 1(cx = c) , (4.6)

which is the proportion of instances x of real class cx = c for which annotator
a included label k in their candidate set, k ∈ La

x. Note that for computing
Equation 4.6, we need to know the true class labels cx of all the instances,
which is clearly unrealistic in the crowd learning framework.

We could substitute the indicator functions by an estimation of the ground
truth labels in Equation 4.6. In our setting, an expression for such an esti-
mation of the probability that instance x belongs to class label c given the
candidate sets can be obtained as Pr (cx = c|Lx; α). Using the Bayes rule and
Eq. 4.1, we estimate the probability of the true class as:

Pr (cx = c|Lx; α) ∝ Pr(cx = c) · Pr (Lx|cx = c; α)

∝ Pr(cx = c) ·
∏
a∈A

k∈ΩC

(αa
ck)1(k∈La

x) · (1− αa
ck)(1−1(k∈La

x)),

(4.7)

where Pr(cx = c) is calculated as the relative frequency of label c. Note that
the rest of the class labels (k ∈ ΩC : k ̸= c) intervene through the use of
the α parameters: it accounts for the usual confusions of the annotators; i.e.,
the probability that an annotator introduces a wrong label k when the real
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Algorithm 1 Method SL-C
1: Input:
2: L: Crowdsourced labelling
3: α(0): Initial guess of the parameters
4: Output:
5: q

(t)
α : Probability distribution

6: α(t): Final parameters
7: procedure EM-SL-C
8: t← 0
9: while t = 0 or α(t) ̸= α(t−1) do

10: t← t + 1
11: E-step:
12: for c ∈ ΩC and x ∈ D do
13: q

(t)
α (c|x)← Pr

(
c|Lx; α(t−1))

14: M-step:
15: α(t) ← arg maxα E

c∼q
(t)
α

log Pr(L|c; α)
16: return q

(t)
α , α(t)

one is c. Note that for computing Equation 4.7, the model parameters α are
required.

The reader will have noticed the mutual requirements of Equations 4.6
and 4.7: to estimate the ground truth labels we need the model parameters
α and to calculate α we need an estimation of the ground truth labels. This
naturally leads to an EM method that iterates over two steps: (i) E-step,
where the expected value of the ground truth label of every instance x is
obtained with Equation 4.7 (given the current α parameters), and (ii) M-step,
where the annotator reliability parameters α are updated with Equation 4.6
(given the ground truth estimations of the previous E-step). If we define the
computation of E-Step as:

qα(c|x) = Pr (cx = c|Lx; α) ,

these qα(c|x) estimates can substitute the indicator function 1(cx = c) in
Equation 4.6, accounting for all the possible values of cx probabilistically,
since the real class label is unknown:

αa
ck =

∑
x∈D qα(c|x) · 1(k ∈ La

x)∑
x∈D qα(c|x) . (4.8)

Algorithm 1 describes our EM-based method named SL-C, which stands
for sequential learning with candidate labelling. The complexity of the initial-
isation is O(nmr2) with respect to the numbers of instances (n), annotators
(m) and classes (r). For each iteration, the complexity of both the E-step
(line 13 in Algorithm 1) and the M-step (line 15 in Algorithm 1) is also
O(nmr2). Thus, the overall complexity of each iteration is O(nmr2).
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The E and M-steps are iteratively interleaved until convergence. In our
implementation, convergence is reached when the difference between the esti-
mated parameters in two consecutive iterations falls below a threshold. The
likelihood is enhanced in each EM iteration until a local maximum is reached
at convergence [17]. Thus, our algorithm stops when the MLE α cannot be
further improved. The result of SL-C is an estimate of the ground truth, along
with estimates for the model parameters α. To complete the goal of learning
from crowds, a classifier should be learned posteriorly using standard super-
vised classification techniques (sequential approach).

This algorithm can be seen as an extension of the Dawid-Skene method [24]
to the scenarios where annotators provide candidate sets instead of single
labels. We will use that method, briefly explained in Section 1.3, as a baseline
method to compare with, as it is the equivalent to our method SL-C in the
full labelling context.

4.3 Reliability-aware joint aggregation and learning from
candidate sets

In the previous section, we presented the method SL-C (Alg. 1), which
deals with the aggregation of candidate sets contributed by different annota-
tors under some strong assumptions. The method SL-C is sequential, meaning
that once it aggregates the candidate sets, we need a second stage where a
classifier is learned from the ground truth estimations, qα(c|x). Our second
proposal performs the classification model learning and the aggregation in a
single step (joint learning) and makes use of the descriptive feature in that
process. Thus, we are able to learn a classification model and a reliability
model for the annotators at the same time.

Let us assume again the annotator reliability model described in Sec-
tion 4.2.1. Let us also consider a probabilistic classifier which models the
probability that instance x belongs to class c, expressed as h(c|x; θ). Here, θ
represents the classification model parameters. The method presented in this
section has, as the main goal, to train classifier h such that it is able to predict
the class label of unseen examples.

Under the assumption that all instances are i.i.d. according to p(X, C) and
that annotators provide their candidate sets independently and following the
generative model described above, the likelihood is given by



66 4 Machine learning from crowds using candidate set-based labelling

Pr (D,L|α, θ) =
∏
x∈D

∑
c∈ΩC

Pr (Lx|cx = c, α) Pr (cx = c|x, θ)

=
∏
x∈D

∑
c∈ΩC

Pr (Lx|cx = c, α) h(c|x; θ)

=
∏
x∈D

∑
c∈ΩC

[
h(c|x; θ)

∏
a∈A

k∈ΩC

(αa
ck)1(k∈La

x) · (1− αa
ck)(1−1(k∈La

x))

]
.

(4.9)

Assuming that every example x ∈ D has a single ground truth label cx

(that is, Pr(cx|x) = 1), the marginalisation of C (sum over c ∈ ΩC) in
Equation 4.9 can be represented as a product of factors to the power of the
indicator function on the actual value of the class variable, as we did for
Equation 4.3. Thus, the likelihood could be rewritten as:

Pr (D,L|α, θ) =
∏
x∈D

c∈ΩC

[
h(c|x; θ)·

∏
a∈A

k∈ΩC

(αa
ck)1(k∈La

x)(1−αa
ck)(1−1(k∈La

x))

]1(cx=c)

,

(4.10)
and the log-likelihood is

log (Pr (D,L|α, θ)) =
∑
x∈D
c∈Ω

1(cx = c) ·
[

log (h(c|x; θ)) +

+
∑
a∈A
k∈Ω

(
1(k ∈ La

x) log(αa
ck) + (1− 1(k ∈ La

x)) log(1− αa
ck)
)]

.
(4.11)

Given this expression, we can obtain the MLE for the parameters αa
ck by

computing the derivative of the log-likelihood with respect to αa
ck, and finding

the value of the parameter when the derivative is equal to zero. Noting that
h(c|x; θ) does not directly depend on αa

ck in Eq. 4.11, the MLE for αa
ck turns

out to have exactly the same expression of Equation 4.6. Thus, we face again
the need of the real class labels cx for estimating the α parameters, and also
to learn the classifier h. However, as aforementioned, this piece of information
is missing in learning from crowds. Thus, we resort again to an EM method
to obtain the MLE for our model parameters (α, θ).

4.3.1 JL-C: An EM method for jointly aggregating candidate sets
and learning

In the E-step, we estimate the probability of label c ∈ ΩC for instance x ∈ D
given the parameter estimates α and θ making use of the Bayes rule as:

Pr(cx = c|Lx, x; α, θ) = Pr(Lx|cx = c; α, θ) · Pr(cx = c|x; α, θ)
Pr(Lx; α, θ) , (4.12)
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where Pr(cx = c|x; α, θ) = h(c|x; θ) is given by the classifier h with parame-
ters θ. We denote:

qα,θ(c|x) = Pr (cx = c|Lx, x; α, θ) ,

the probabilistic estimate of the ground truth of x, which can be re-expressed
as:

qα,θ(c|x) ∝ h(c|x; θ)
∏
a∈A

k∈ΩC

(αa
ck)1(k∈La

x) · (1− αa
ck)(1−1(k∈La

x)), (4.13)

where α and θ are the parameter estimates found in the previous EM iteration.
As before (in Eq. 4.7, for SL-C), the probability estimate qα,θ(c|x) depends on
all the labels other than c through the α parameters, and it is also proportional
to the probability predicted by classifier h. Note that, in this case, x is taken
into account through the classifier to soften the assumption of the annotator
model that the behaviour of the annotators only depends on the real label.

The M-step uses the distributions qα,θ(c|x) to fit the model parameters α
and θ. As before, since the real labels are missing, we find the α estimates that
maximise the expectation Ec∼qα,θ

log Pr(L|c; α), which implies substituting
the indicator functions in Eq. 4.6 with qα,θ(c|x), as follows:

αa
ck =

∑
x∈D qα,θ(c|x) · 1(k ∈ La

x)∑
x∈D qα,θ(c|x) . (4.14)

The qα,θ(c|x) estimates are also used for learning the classification model
parameters θ using a training dataset with probabilistic labelling: the pair
(x, c) ∈ (D, ΩC) has weight qα,θ(c|x). The new fit of θ would be just the
parametrisation of classifier h trained using this weighted training sample.

Algorithm 2 describes the method named JL-C, which stands for joint
learning with candidate labelling. The computational complexity of the ini-
tialisation is O(f + nmr2), where f represents the complexity of fitting the
chosen classifier h. For each iteration, the complexity of the E-step (line 14
in Algorithm 2) is O(gnmr2), where g represents the complexity of the pre-
diction using the chosen classifier h. The complexity of the M-step (lines 17
and 16 in Algorithm 2) is O(f + nmr2). Thus, the overall complexity of each
iteration is O(f + gnmr2).

This method can be seen as an extension of the one by Raykar et al. [13]
to the candidate labelling scenario. Their joint learning technique is used in
this chapter as a baseline for our method, as it is equivalent to JL-C in the
full labelling framework.

The rest of the details of the JL-C method are implemented in the same
way as for SL-C.
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Algorithm 2 Method JL-C
1: Input:
2: D: Training set
3: L: Crowdsourced labelling
4: (α(0), θ(0)): Initial guess of the parameters
5: Output:
6: q

(t)
α,θ: Probability distribution

7: (α(t), θ(t)): Final parameters
8: procedure EM-JL-C
9: t← 0

10: while t = 0 or α(t) ̸= α(t−1) do
11: t← t + 1
12: E-step:
13: for c ∈ ΩC and x ∈ D do
14: q

(t)
α,θ(c|x)← Pr

(
c|L,D; α(t−1), θ(t−1))

15: M-step:
16: α(t) ← arg maxα E

c∼q
(t)
α,θ

log Pr(L|c; α)
17: θ(t) ← arg maxθ Ec∼q

(t)
α,θ

log Pr(c|D; θ)

18: return q
(t)
α,θ, α(t), θ(t)

4.4 Model selection and initialisation

As aforementioned, the EM algorithm is guaranteed to converge to a local
optimum. The quality of this local optimum depends on the initial values
from which the method departs, so practitioners are usually advised to run
any EM-based algorithm multiple times to try to reach different local maxima
and keep only the best model. The criterion to select the best model is usually
maximum likelihood.

For SL-C, we need to set initial values for α and for JL-C we need to
fill in θ too. Those values could be generated randomly, but it is reasonable
to consider the available information also for this step. In this way, we can
initialise the method by learning a first fit of the model (α(0) in the case of
SL-C, (α(0), θ(0)) in the case of JL-C) from a dataset completely labelled.
Candidate voting (Eq. 3.2) could be used to obtain such a complete dataset.

As the estimation of α is deterministic, if so is the estimation of θ (which
depends on the type of classifier), the whole EM procedure is also deterministic
given a certain initialisation. In this way, we introduce a random component
in the initial label aggregation (together with Eq. 3.2) to avoid the otherwise
deterministic behaviour of our EM method and thus try to reach different
local maxima. We use random initialisations as follows: First, (i) obtain the
candidate voting estimate as in Equation 3.2 for every (x, c) ∈ (D, ΩC). Then,
(ii) sample the probability distributions provided by the candidate voting
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estimates for each x ∈ D to obtain initial deterministic guesses. And (iii)
use these guesses as the ground truth estimates to compute the initial fit of α
using Eq. 4.6. For JL-C, we also use the initial guesses as labelling for training
the classification model parameters θ. The proposed randomised initialisation
preserves the contribution of the annotators and incorporates information
from the descriptive features.

After running the EM method several times with different initialisations,
several models with different fits of the parameters are obtained. The model
that maximises the expected log-likelihood is kept. For SL-C, we calculate
the expected log-likelihood by applying the qα(c|x) estimates computed in
the last E-step to Equation 4.3:

Eqα [log (Pr (L|α))] =
∑
x∈D

c∈ΩC

qα(c|x) ·
∑
a∈A

k∈ΩC

(
1(k ∈ La

x) · log(αa
ck)

+ (1− 1(k ∈ La
x)) · log(1− αa

ck)
)

.

(4.15)

Analogously, for JL-C, we use the corresponding qα,θ estimates for calcu-
lating the expected log-likelihood:

Eqα,θ
[log (Pr (D,L|α, θ))] =

∑
x∈D

c∈ΩC

qα,θ(c|x) ·
[

log (h(c|x; θ))

+
∑
a∈A

k∈ΩC

(
1(k ∈ La

x) log(αa
ck) + (1− 1(k ∈ La

x)) log(1− αa
ck)
)]

.
(4.16)

4.5 Experiments
We have carried out an empirical analysis of both presented methods: SL-C
and JL-C. The main hypothesis in this chapter is that candidate labelling
provides more information about the true classes than the classical full la-
belling, which can lead to classifiers with better performance. To check this
hypothesis, we test the performance of our methods against that of Dawid-
Skene [24] (DS), as the sequential approach analogous to SL-C in the full
labelling context, and that of Raykar et al. [13] (RAY), as the joint learning
method analogous to JL-C in full labelling.

Besides, the experiments are designed to analyse relative differences in be-
haviour between SL-C and JL-C, as a way to compare the sequential and joint
learning approaches. Unfortunately, there are no real crowdsourced datasets
that make use of candidate labelling, so we have resorted to generating syn-
thetic data, which allows us to explore a wider range of experimental scenarios.

4.5.1 Synthetic label generation

Crowdsourced labels are simulated departing from standard supervised data
and weakly supervised data with partial labels (PL) [15]. The latter kind of
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data has been chosen as candidate labelling is analogous to that in the learning
from crowds framework. A general procedure that allows generating both full
and candidate crowdsourced labels synthetically is used.

The synthetic label generation procedure for standard supervised datasets
is as follows. We have a set of m annotators A, and each annotator a ∈ A is
simulated by means of a set of probability distributions with support in ΩC ,
{ga(·|c)}c∈ΩC

. The annotators are sampled from a Dirichlet distribution with
r hyperparameters, all equal to 1 except for the c-th one, which is equal to
β ≥ 1. This experimental parameter allows us to control the expertise of the
annotator: the greater the β value is, the higher tends to be the probability
of the c-th class. Note that when β = 1 annotators are generated such that,
on average, their labels are uniformly selected, and thus they do not provide
useful information about the true class.

Given an instance x ∈ D with an associated class label cx ∈ ΩC , the
labelling is generated by sampling the probability distribution ga(·|cx). That
probability distribution is sampled once to perform full labelling (annotators
express no doubt), or ⌈prop ·r⌉ times with replacement to perform candi-
date labelling (annotators provide multiple labels to express their doubts).
In the case that prop ≤ 1/r, there will be only one label in the candidate set
and it will be equivalent to full labelling, and when prop > 1/r, the size of
the candidate set is in [1, ⌈prop · r⌉].

When we use weakly supervised data with partial labels, where each in-
stance x ∈ D is associated with a partial label set Cx ⊆ ΩC , the procedure is
the same as above with a single exception. Instead of ga(·|cx), we sample the
probability distribution ga(·|x) =

∑
c∈Cx

(ga(·|c)/|Cx| to generate the labelling
for instance x ∈ D.

As aforementioned, for the sake of a fair comparison, the same annotator
model is used for generating full and candidate labelling, which only differs in
the value of prop. The inevitable difference appears when a set of labels needs
to be generated to build the candidate set. We also would like to highlight
that this generative model is more complex than the models underlying SL-C,
JL-C, DS and RAY. Thus, none of them is in an advantageous position in the
following experimental design with that respect.

4.5.2 Experimental design

This empirical study covers a wide range of experimental scenarios by us-
ing different configurations of the data generative process. We use 6 fully
labelled datasets from the UCI repository (http://archive.ics.uci.edu/ml) and
3 partially labelled datasets. The selected datasets and their characteris-
tics are listed in Table 4.2. We simulate different numbers of annotators
m ∈ {3, 5, 7, 9}, and different degrees of expertise for them β ∈ {1, 3, 5, 7}.
For candidate labelling generation, the proportion of sampled labels takes
values prop ∈ {0.1, 0.3, 0.5, 0.7}. We have used two classifiers from very differ-

http://archive.ics.uci.edu/ml
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Name n d r

Dermatology 366 34 6
Glass 214 9 6

Segment 2310 19 7
Svmguide4 612 10 6

Vehicle 846 18 4
Vowel 990 10 11
Birdac 3718 38 13
Lost 1122 108 14

MSRCv2 1758 48 23

Table 4.2: Selected supervised datasets from UCI repository [47] and partially
labelled datasets. The columns display, in the following order: Name of the
dataset, number of instances (n), dimension of the explanatory variable (d)
and number of classes (r).

ent families from sklearn 0.22.1 with default parameters: 5-Nearest Neighbour
(5NN) and Random Forest (RF).

Model performance is measured as the area under the receiver operating
characteristic curve (AUC). As ours are all multi-class classification problems
(r > 2), AUC is computed as the average value after a one-vs-rest strategy.
It is estimated using stratified 5-fold cross-validation, where the test sets are
fully supervised. To reduce the issue that the learning methods get trapped
in the same local optima always, all of them are always run twice, and the
output model with the highest expected log-likelihood is kept. Expected log-
likelihood is measured by Eq. 4.16 for JL-C and Raykar et al. [13] (as full
labelling is just a particular case of candidate labelling), and by Eq. 4.15 for
SL-C.

4.5.3 Results

Figure 4.1 shows the impact of the expertise (β parameter) of the annotators
on the performance of the methods. It displays the results, in terms of the AUC
metric, of different experiments where increasing values for parameter β are
used (the rest of the parameters are fixed to default intermediate values1). As
expected and observed in Section 3.3, all methods consistently show better
performance as the expertise of the annotators increases. As the annotator
expertise decreases and gets closer to β = 3 (the scenario that is expected to
be closest to reality, as annotators are non-expert), the performance difference
of our methods relative to that of RAY and DS tends to become larger.

1 Fixed parameters use values m = 5, β = 3 and prop = 0.5, selected as they draw
the elbow of the curves of the respective parameter performance curves in most
of the cases.
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When β = 1, the AUC scores are always near 0.5 (virtually, random clas-
sifiers). This is coherent with the fact that, with β = 1, annotators provide
random labels without any information about the true class. Note that this
is not the usual case, but gives us a reference to compare with. Overall, JL-C
and SL-C outperform RAY and DS. There are cases where RAY or DS are
competitive regarding our methods, usually when there is little growth in the
AUC score from β = 3 values on. This might be due to limited problem diffi-
culty, as little information on supervision leads to the best performance that
the specific classifier type can reach.

Figure 4.2 shows the impact of the number of annotators (m) on the
performance of the methods. As expected, the performance tends to improve
as the number of annotators increases. The steepest performance increases are
most commonly observed between m = 3 and m = 5 (clearly with JL-C and
5NN), and less commonly between m = 5 and m = 7. Usually, the degree of
improvement of RAY and DS as the number of annotators increases is smaller
than that of SL-C and JL-C. With fewer annotators, which is a realistic setup,
our methods have an advantage in most scenarios, except for JL-C with 5NN.
The performance gain is barely observed in datasets for which the AUC is
close to 1 for m = 3 (dermatology, and segment).

Figure 4.3 shows the effect of the maximum candidate set size (prop) on
the performance. Although RAY and DS are not affected by this parameter,
they are included for the sake of comparability. Overall, as prop increases
(flexibility of annotators increases) the results get better.When prop = 0.1
(non-flexible annotators), most of the time annotators provide a single label
for each instance, as in full labelling. In that case, our models for SL-C and JL-
C become virtually equivalent to those of DS and RAY, respectively. Thus,
the results of SL-C and DS are similar, as well as those of JL-C and RAY
(random labelling generation might explain occasional small divergences). In
general, as the value of prop gets larger (flexibility of annotators increases),
the performance of our methods improves with respect to the baselines. These
results, which are in line with the ones observed in Section 3.3, indicate that
annotators should be encouraged to provide candidate sets large enough to
ensure that they contain the real class label. In some cases, providing too
many labels (prop = 0.7) could also lead to poorer results, although they
would still perform better than the baselines.

To assess significant differences for each data set and each parameter con-
figuration, we have performed a two-sample t-test with α = 0.05 to compare
the four methods pairwise. SL-C significantly outperforms DS in 58.54% of
the configurations, while the opposite never happens (when comparing against
RAY, SL-C has a better performance in 67.08% of the configurations, and the
opposite occurs in only 0.83%). JL-C performs significantly better than RAY
in 40% of configurations while RAY never obtains a significant advantage (it
significantly outperforms DS in 50.41% of configurations, and the opposite
never happens). JL-C outperforms SL-C in 17.45% of configurations, and SL-
C outperforms JL-C in 20.57%. Additional figures with alternative datasets
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(f) Dataset vowel

(g) Dataset birdac (h) Dataset lost (i) Dataset MSRCv2

Fig. 4.1: Experimental results throughout different values of the parameter
β (annotator expertise), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in dark blue
and light blue colour, respectively. A different line style and marker is used for
each method (SL-C, JL-C, RAY, DS). The rest of the generative parameters
are fixed to m = 5 and prop = 0.5.

and configurations are available in Appendix B. Similar behaviours to those
displayed here are observed.

To sum up, the presented methods (SL-C and JL-C) outperform the base-
lines (RAY and DS) in most of the configurations, in terms of AUC (see
Table 4.3). Their performance is enhanced as the number of annotators and
level of expertise are increased (differently depending on the classifier used).
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(f) Dataset vowel

(g) Dataset birdac (h) Dataset lost (i) Dataset MSRCv2

Fig. 4.2: Experimental results throughout different values of the parameter
m (number of annotators), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in dark blue and
light blue colour, respectively. A different line style and marker is used for each
method (SL-C, JL-C, RAY, DS). The rest of the generative parameters are
fixed to β = 3 and prop = 0.5.

In general, by allowing annotators to provide more classes (prop), both SL-C
and JL-C show a performance improvement. Between SL-C and JL-C, it seems
they mutually outperform each other depending heavily on the classifier and
the dataset, with virtually no preference among them.
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(a) Dataset dermatology
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Fig. 4.3: Experimental results throughout different values of the parameter
prop (flexibility of the annotators), in terms of AUC metric, within different
datasets (subplots). Results with classifiers RF and 5NN are displayed in dark
blue and light blue colour, respectively. A different line style and marker is
used for each method (SL-C, JL-C, RAY, DS). The rest of the generative
parameters are fixed to β = 3 and m = 5.

4.5.4 Discussion

Based on this empirical study, we can put forward several ideas.
Candidate labels seem to gather more discriminative information than

the classic full labelling: SL-C and JL-C outperform RAY and DS in a vast
majority of experimental scenarios. Using candidate labels we can produce
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A TIE B
SL-C (A) vs. DS (B) 58.54% 41.46% 0%

SL-C (A) vs. RAY (B) 67.08% 32.09% 0.83%
JL-C (A) vs. RAY (B) 40% 60% 0%
JL-C (A) vs. DS (B) 50.41% 49.59% 0%

JL-C (A) vs. SL-C (B) 17.45% 61.98% 20.57%

Table 4.3: General experimental results. The percentages of the configurations
where one method obtains significantly higher AUC values than the other or
there is a tie, according to the t-test, are displayed.

classifiers with at least equal performance than using full labelling, with fewer
annotators or with lower-expertise annotators. Remember that the most ba-
sic objective of crowdsourced labelling is to reduce the cost of obtaining su-
pervised data. Empirical evidence gathered in this section shows that using
candidate labelling would be a way to further reduce the cost of data labelling
compared to classical full labelling.

The ability to express doubts about the labelling provides extra infor-
mation about the true class. The two presented methods consistently improve
with annotators that on average provide a larger number of labels (Figure 4.3).
This evidence should at first motivate practitioners to allow annotators to
provide sets of labels and encourage them to be as flexible as needed. A fair
instruction would be to indicate to annotators that including the correct an-
swer in the candidate set is preferred rather than filtering incorrect answers
out. However, we need to be careful with these instructions: a set with too
many labels might become uninformative and reduce the performance of the
methods.

Other features used in the design of the empirical study do not show any
light on the comparison between methods or labelling approaches. Sometimes,
the same performance is reached by our candidate labelling-based methods
with smaller feature values. However, all of them show the already-known
trend of enhancement.

The computational complexity of our methods is similar to that of the
baselines they were inspired by. We tested the scalability of our methods and
the results suggest that, with an increasing number of instances, the running
time of SL-C is always similar to that of the employed classifier, meanwhile
for JL-C it seems to grow exponentially when employing RF and linearly in
the case of 5NN. The variable that has the greatest effect on the running time
seems to be the number of classes while increasing the number of annotators
seems to cause a small increase. The figures that graphically summarise the
scalability test are available in Appendix C.

Sequential or joint learning. Arguably any crowd learning method
could be categorised as (i) methods that first estimate the ground truth and
then use standard machine learning to learn from it, and (ii) methods that
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learn a model as the ground truth labels are estimated. We presented, for
candidate labelling, a method from each category. Our empirical study does
not show relevant performance differences between them (see Table 4.3). This
suggests that practitioners should test both approaches and empirically select
the most appropriate one for their problems.

Finally, the annotator model for candidate labelling is one of our contri-
butions (see Section 4.2.1). Both proposed methods use it, and their enhanced
performance regarding that of DS and RAY validates it. Nevertheless, these
methods could be easily adapted to work with other annotator models. Simi-
larly, this empirical study is influenced by the type of classifier learned (5NN
and RF). Nevertheless, our methods are completely abstracted from the clas-
sifier type and could work with any probabilistic classifier.

4.6 Conclusions

In this chapter, we presented two methods for learning classifiers from
data labelled by annotators that provide sets of candidate labels (instead
of standard full labelling, that is, providing single labels). We propose an
annotator model and two methods which can be seen as extensions of two
state-of-the-art works from full labelling to the candidate labelling framework.
Both proposed approaches deal with the aggregation and model learning steps
sequentially and jointly, respectively.

The extensive empirical analysis performed in this chapter indicates that
more discriminative information can be extracted from annotators when they
manifest their doubts by providing candidate sets instead of single labels. To
establish a baseline in the standard full labelling framework to compare with,
the key works by Dawid-Skene [24] and Raykar et al. [13] are used. Empirical
results show that, compared to these classical approaches, our methods need
fewer and/or lower-quality annotators to obtain classifiers with the same qual-
ity. This indicates that candidate labelling could make it cheaper to obtain su-
pervised data through crowdsourcing. According to the experimental results,
on average, joint aggregation and learning (JL-C) outperforms the sequential
approach (SL-C). Nevertheless, the differences are limited: they change from
one domain to another and cannot be attributed to any experimental factor.
This work was published in the journal IEEE Intelligent Systems [69].
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General Conclusions and Future Work

5.1 General conclusions

In this thesis, we have proposed three improvements within the learning from
crowds framework. The global objective of this thesis was to design strategies
that allow saving costs in the learning from crowds framework. In Section 1.4,
we briefly introduced the three specific objectives of this thesis. Then, each of
them was explained in detail in Chapters 2, 3 and 4, respectively.

The first objective is related to the use of the explanatory variable for im-
proving efficiency in the label aggregation process. In Chapter 2 we proposed
domain-aware voting (DAV). DAV is a label aggregation procedure that in-
troduces the information from the descriptive feature into a voting scheme as
a weighted extra vote, called domain vote. This extra vote can be obtained
through different means (e.g., the predictions of a classifier) and can help to
break ties or complete the information when there are few or no labels in a part
of the training set. The domain vote has increased relevance in cases where
there is higher uncertainty in the crowdsourced labelling, so DAV acquires a
self-regulatory behaviour.

The gathered empirical evidence shows that DAV obtains better perfor-
mance than MV in terms of aggregation accuracy in the majority of cases.
Moreover, there is a notorious advantage of DAV over MV in scenarios where
the label distribution is not uniform. The difference between the accuracy
values is also high when there is a general lack of labels or with unreliable
annotators. Note that the domain vote does not entail an additional monetary
cost and that it can serve to obtain similar results to MV with fewer annota-
tors. These facts indicate that DAV uses the available labels more efficiently
and thus is useful for saving costs within the learning from crowds framework.
DAV was published in the journal Knowledge and Information Systems [55].

The second contribution is a flexible labelling scheme that allows for ex-
tracting more information from the annotators than traditional full labelling.
In this new labelling framework annotators are allowed to express their doubts
about the labels they provide, in contrast to the traditional full labelling
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framework where they are forced to provide a single label. This was stated
as our second objective. To fulfil it, we proposed in Chapter 3 the concept
of candidate labelling for crowd learning, that is, letting annotators provide
a set of labels for each instance. In that way, labellers that are hesitating
between various labels can express their doubts. We proposed the extension
of MV to the candidate labelling framework, which we call candidate voting
(CV). We performed a comparison between the two labelling frameworks us-
ing the simple voting methods MV and CV. In those experiments, we observed
that candidate labelling can be especially useful in cases where there are few
available annotators, difficult instances, a high number of classes or doubtful
annotators. Its use can help save costs in the labelling process, as fewer an-
notators are required for obtaining similar results than in the full labelling
framework.

In the same chapter, we proposed a simple annotator model for the candi-
date labelling context that leads to a label aggregation technique based on the
EM strategy. The enhanced performance of the EM-based method regarding
the simple CV and approval voting techniques suggests that modelling anno-
tators is possible in this context too. It obtains an advantage when the number
of annotators is low and their levels of reliability are varied. These results im-
ply that competitive results can be reached with fewer crowdsourced labels
than using full labelling, involving a lower cost. One part of this work was
made available in a public repository [66], and another one was presented at
the conference Conference of the Spanish Association of Artificial Intelligence,
CAEPIA 2018 [67].

Candidate labelling opened a new fruitful research line. Once the potential
advantages of candidate labelling for aggregation were observed, our third
objective was to tackle the problem of learning a classifier from data labelled
with multiple candidate sets. In Chapter 4, we proposed a sequential learning
method, SL-C, which aggregates the labels before learning the classifier. We
also proposed a joint learning method, JL-C, which aggregates the labels and
learns the classifier simultaneously. Firstly, we presented a more sophisticated
annotator reliability model which accounts for the confusion that annotators
can have between any two class labels. The two developed learning methods,
SL-C and JL-C, are inspired by two popular learning techniques from the full
labelling framework: Dawid-Skene [24], presented in Section 4.2.2, and Raykar
et al. [13], presented in Section 4.3, respectively.

The gathered empirical evidence suggests that the methods that use can-
didate labelling are more cost-effective than the ones using full labelling. Our
proposals seem to need fewer and/or lower reliability annotators than the base-
lines to obtain similar performance. This fulfils the principal objective, which
is to reduce costs in the labelling process. There is no consistent evidence that
the sequential learning strategy outperforms the joint learning strategy or vice
versa. This work was published in the IEEE Intelligent Systems journal [69].
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5.2 Future work

The contributions of this thesis open the door for further research on making
crowd-learning more efficient. Steps forward can be made mainly on different
uses of the presented DAV method, creation of databases and techniques based
on candidate labelling and development of new labelling schemes. Below we
discuss several potential future paths.

• Study on the weighing parameter of DAV
As discussed in Section 2.4, it would be interesting to study how to select a
value for the weighing parameter ω0 depending on the crowdsourced data.
An automated method for selecting an adequate ω0 parameter that gives
more (less) importance to the domain vote when there are lower (higher)
chances that the crowdsourced labels alone offer a correct estimate of the
ground truth could be developed.

• New domain voters for DAV with different methods.
DAV, apart from being easy to implement, can be combined with differ-
ent types of domain votes, being able to adapt to datasets of different
characteristics. It is used with different classifiers in Chapter 2 as domain
voters: Random forest, logistic regression and k-nearest neighbours. Em-
ploying different domain voters other than a classifier depending on the
domain could lead to better results. For example, prior probabilities or
density estimation based on previously observed data could be considered
as domain votes. Further study in that direction could help decide which
domain voter to use in each case.

• DAV as the base of more complex methods.
MV is implicitly or explicitly the base of many crowd-learning methods.
DAV could be introduced into more complex aggregation or learning meth-
ods where a type of voting is performed, for example as a part of the E-step
in EM-based algorithms or in weighted voting techniques. Also, DAV can
be combined with the methods proposed for candidate labelling by adapt-
ing it to that framework.

• Construction of datasets based on candidate labelling.
As candidate labelling is a novel proposal for crowdsourced data labelling,
there are still no datasets labelled following that scheme. This is why we
resorted to synthetic data in Chapters 3 and 4. If labels were gathered
for several datasets through candidate labelling, practitioners could ben-
efit from substantial savings in the cost of annotating large databases.
Also, the generation of candidate labelling-based datasets would allow us
to validate our techniques on real data. Furthermore, it could boost the
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research in this line, attracting more researchers and leading to the pro-
posal of new label aggregation and classifier learning methods.

• Refining the set of available labels in an active learning frame-
work.
The candidate labelling scheme can be combined with active learning tech-
niques in the same way as it is done with full labelling. A way of selecting
the instances that need more labels could be studied. Also, an interesting
direction would be to refine the set of possible labels shown to each an-
notator as more labels are gathered. That set could be reduced based on
the labels already provided by previous annotators.

• Selection of an adequate learning scheme
It remains an open question in which experimental scenarios should be
preferred for the use of sequential or joint learning approaches for the can-
didate labelling framework, as our experimental results from Section 4.5.3
do not show any general trend. A broader specific study to answer this
question would be useful for practitioners.

• Exploration of new types of flexible labelling
The evidence gathered in Chapters 3 and 4 suggests that allowing an-
notators to provide fine-grained information regarding their knowledge
can be beneficial. It enables to build learning methods that obtain simi-
lar results by counting on more reduced resources. Thus, it is reasonable
to think that it would be interesting to develop more flexible labelling
schemes than candidate labelling. For example, in candidate labelling an-
notators do not distinguish between the labels provided in each candidate
set. However, an annotator could be more confident about some labels
than about others. In that sense, giving the option of providing a ranking
of the selected labels would offer more information about the knowledge of
the annotators. Furthermore, an annotator could weigh their confidence
in each class label, for example, by providing a probability distribution
over the class labels.
Candidate labelling stands out as it is generally less challenging than full
labelling itself, as the annotators do not have to deliberate to provide a sin-
gle label if they are not sure about it. In contrast, as the labelling scheme
gets more and more refined, it could also become more demanding for the
annotators in terms of time and effort, which could make the labelling
process more costly. Even so, this could be a promising research line, as
more information can be extracted despite compromising the simplicity of
the labelling process. The trade-off between the gain in performance and
the loss in time or money should be studied. In that way, one can explore
new forms of collecting labels where annotators can express their opinions
in different ways.
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Another characteristic of flexible labelling schemes is that they generalise
other labelling schemes that are more constraining. For example, with
candidate labelling, annotators can still provide a single label for an in-
stance as in full labelling. In a framework where labellers use a probability
distribution over the class labels, they could assign the same probability
to a subset of labels, which is equivalent to candidate labelling. They
could also assign probability 1 to just one class label, which would be full
labelling. Thus, the use of flexible schemes allows annotators to choose
which level of information they want to provide.
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A

Additional results for comparison between
candidate and full labelling with voting
techniques

In Figures A.1 to A.4, results of the total error (Eq. 3.4) obtained with ad-
ditional experimental configurations (combinations of values of r, δ0 and µ0)
that are not shown in Section 3.3.3 are displayed.

In Figures A.5 to A.7, results of the decomposition of the error obtained
with additional experimental configurations (combinations of values of r, δ0
and l) that are not shown in Section 3.3.3 are displayed.
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(b) r = 32, δ = 0.2, µ0 = 4
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(e) r = 32, δ = 0.5, µ0 = 32
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Fig. A.1: Graphical description of the error (Eq. 3.4) obtained by annotation
simulated with different values of r, δ and µ0. Error curves for different values
of s are shown in each figure.
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(c) r = 32, δ = 2, µ0 = 32
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(d) r = 32, δ = 2, µ0 = 4
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Fig. A.2: Graphical description of the error (Eq. 3.4) obtained by annotation
simulated with different values of r, δ and µ0. Error curves for different values
of s are shown in each figure.
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(b) r = 8, δ = 0.5, µ0 = 0.125
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(c) r = 8, δ = 0.5, µ0 = 32
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(d) r = 8, δ = 10, µ0 = 0.125
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(e) r = 8, δ = 10, µ0 = 32
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Fig. A.3: Graphical description of the error (Eq. 3.4) obtained by annotation
simulated with different values of r, δ and µ0. Error curves for different values
of s are shown in each figure.
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(b) r = 8, δ = 2, µ0 = 32
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(c) r = 8, δ = 2, µ0 = 4

Fig. A.4: Graphical description of the error (Eq. 3.4) obtained by annotation
simulated with different values of r, δ and µ0. Error curves for different values
of s are shown in each figure.
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(a) r = 32, δ = 0.2, l = 16 (b) r = 32, δ = 0.5, l = 16

(c) r = 32, δ = 10, l = 16 (d) r = 32, δ = 2, l = 16

(e) r = 32, δ = 0.2, l = 8 (f) r = 8, δ = 0.2, l = 16

Fig. A.5: Graphical description of the decomposition of the error obtained by
annotation simulated with different values of the parameters. Curves repre-
senting the squared bias, the variance and the total error are displayed in each
figure.
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(a) r = 8, δ = 0.5, l = 16 (b) r = 8, δ = 10, l = 16

(c) r = 8, δ = 2, l = 16 (d) r = 8, δ = 10, l = 20

Fig. A.6: Graphical description of the decomposition of the error obtained by
annotation simulated with different values of the parameters. Curves repre-
senting the squared bias, the variance and the total error are displayed in each
figure.
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(a) r = 8, δ = 0.2, l = 8 (b) r = 8, δ = 0.5, l = 8

(c) r = 8, δ = 10, l = 8 (d) r = 8, δ = 2, l = 8

Fig. A.7: Graphical description of the decomposition of the error obtained by
annotation simulated with different values of the parameters. Curves repre-
senting the squared bias, the variance and the total error are displayed in each
figure.
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Additional results for comparison between
candidate and full labelling with EM-based
techniques

Figures with additional datasets

In Figures B.1, B.2 and B.3, results obtained with other datasets that are not
shown in the manuscript are displayed. Results with 3 supervised datasets
from UCI repository (http://archive.ics.uci.edu/ml) are shown: Arrhythmia
(452, 13), Pendigits (10992, 10) and Satimage (6435, 6), with numbers meaning
no. instances n, and no. classes r.

We simulate different numbers of annotators m ∈ {3, 5, 7, 9}, and different
degrees of expertise for them β ∈ {1, 3, 5, 7}. For candidate labelling genera-
tion, the proportion of sampled labels takes values prop ∈ {0.1, 0.3, 0.5, 0.7}.
We have used two classifiers from very different families from sklearn 0.22.1
with default parameters: 5-Nearest Neighbour (5NN) and Random Forest
(RF).

The models are evaluated using the area under the ROC curve (AUC).
It is estimated using stratified 5-fold cross-validation, where the test sets are
fully supervised.

Figure B.1 shows the impact of the expertise (β parameter) of the annota-
tors on the performance of the methods, Figure B.2 shows the impact of the
number of annotators (m) on the performance of the methods, and Figure B.3
shows the effect of the maximum candidate set size (prop) in the performance.

http://archive.ics.uci.edu/ml
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(a) Dataset arrhythmia (b) Dataset pendigits

(c) Dataset satimage

Fig. B.1: Experimental results throughout different values of the parameter
β (annotator expertise), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in orange and
red colours, respectively. A different line style and marker are used for each
method (SL-C, JL-C, RAY, DS). The rest of the generative parameters are
fixed to m = 5 and prop = 0.5.
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(a) Dataset arrhythmia (b) Dataset pendigits

(c) Dataset satimage

Fig. B.2: Experimental results throughout different values of the parameter
m (number of annotators), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in orange and
red colours, respectively. A different line style and marker are used for each
method (SL-C, JL-C, RAY, DS). The rest of the generative parameters are
fixed to β = 3 and prop = 0.5.
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(a) Dataset arrhythmia (b) Dataset pendigits

(c) Dataset satimage

Fig. B.3: Experimental results throughout different values of the parameter
prop (flexibility of the annotators), in terms of AUC metric, within different
datasets (subplots). Results with classifiers RF and 5NN are displayed in
orange and red colours, respectively. A different line style and marker are
used for each method (SL-C, JL-C, RAY, DS). The rest of the generative
parameters are fixed to β = 3 and m = 5.
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Figures with additional configurations

In Figures B.1, B.2 and B.3, results obtained with the fixed parameter value
β = 5 are shown. We use 9 fully labelled datasets from UCI repository
(http://archive.ics.uci.edu/ml): Arrhythmia (452, 13), Dermatology (366, 6),
Glass (214, 6), Pendigits (10992, 10), Satimage (6435, 6), Segment (2310, 7),
Svmguide4 (612, 6), Vehicle (846, 4), and Vowel (990, 11), and 3 partially
labelled datasets [70] []: Birdac (3718, 13), Lost (1122, 14) and MSRCv2
(1758, 23), with numbers meaning number of instances n, and number of
classes r.

We simulate different numbers of annotators m ∈ {3, 5, 7, 9}, and different
degrees of expertise for them β ∈ {1, 3, 5, 7}. For candidate labelling genera-
tion, the proportion of sampled labels takes values prop ∈ {0.1, 0.3, 0.5, 0.7}.
We have used two classifiers from very different families from sklearn 0.22.1
with default parameters: 5-Nearest Neighbour (5NN) and Random Forest
(RF).

The models are evaluated using the area under the ROC curve (AUC).
It is estimated using stratified 5-fold cross-validation, where the test sets are
fully supervised.

Figures B.4 and B.5 show the impact of the number of annotators (m) on
the performance of the methods, and Figures B.6 and B.7 show the effect of
the maximum candidate set size (prop) in the performance.

http://archive.ics.uci.edu/ml
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(a) Dataset arrhythmia
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(b) Dataset dermatology

(c) Dataset glass
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(d) Dataset pendigits

(e) Dataset satimage (f) Dataset segment

Fig. B.4: Experimental results throughout different values of the parameter
m (number of annotators), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in dark blue and
light blue colour, respectively. A different line style and marker is used for each
method (SL-C, JL-C, RAY, DS). The rest of the generative parameters are
fixed to β = 5 and prop = 0.5.
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(a) Dataset svmguide4
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(b) Dataset vehicle

(c) Dataset vowel

3 5 7 90.4
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1.0

(d) Dataset birdac

(e) Dataset lost (f) Dataset MSRCv2

Fig. B.5: Experimental results throughout different values of the parameter
m (number of annotators), in terms of AUC metric, within different datasets
(subplots). Results with classifiers RF and 5NN are displayed in dark blue and
light blue colour, respectively. A different line style and marker is used for each
method (SL-C, JL-C, RAY, DS). The rest of the generative parameters are
fixed to β = 5 and prop = 0.5.



102 B Additional results for comparison between candidate and full labelling with EM-based techniques

(a) Dataset arrhythmia
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(b) Dataset dermatology

(c) Dataset glass
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Fig. B.6: Experimental results throughout different values of the parameter
prop (flexibility of the annotators), in terms of AUC metric, within different
datasets (subplots). Results with classifiers RF and 5NN are displayed in dark
blue and light blue colour, respectively. A different line style and marker is
used for each method (SL-C, JL-C, RAY, DS). The rest of the generative
parameters are fixed to β = 5 and m = 5.
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(a) Dataset svmguide4
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(b) Dataset vehicle

(c) Dataset vowel
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(d) Dataset birdac

(e) Dataset lost (f) Dataset MSRCv2

Fig. B.7: Experimental results throughout different values of the parameter
prop (flexibility of the annotators), in terms of AUC metric, within different
datasets (subplots). Results with classifiers RF and 5NN are displayed in dark
blue and light blue colour, respectively. A different line style and marker is
used for each method (SL-C, JL-C, RAY, DS). The rest of the generative
parameters are fixed to β = 5 and m = 5.





C

Scalability test with methods SL-C and JL-C

We have performed a scalability test by using subsets of an increasing size
of the pendigits dataset (the largest one among the considered datasets) and
applying our methods SL-C and JL-C on them. Each subset has a portion of
the original instances, ranging from 0.1 (10% of the instances are preserved) to
1 (the entire dataset is used). Stratified sampling is performed to keep the class
proportions. The time taken for a run of the EM method is calculated, using
RF and 5NN as base classifiers. The learning time of the classifiers themselves
is also included for comparison. The number of annotators is varied between
3 and 6 to see its effect on the execution time. Also, apart from considering
all 6 class labels from the dataset, the execution time considering only half of
the class labels (3) is also computed to understand the impact of the size of
the class variable.

The results of this scalability test can be observed in Figure C.1. The
numbers of instances, classes and annotators affect the running times of both
of our methods, and so does the choice of the classifier. The running time of
SL-C is always lower than that of JL, which seems to grow exponentially when
employing RF and linearly in the case of 5NN. When doubling the number
of annotators, the running time of our methods has only a small increase.
However, when the number of classes is reduced to half, the difference is
notorious, reducing the running time to nearly 8 or 10 times for JL-C with
RF, and about 4 times for SL-C with 5NN.
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(a) 6 classes, 3 annotators (b) 6 classes, 6 annotators

(c) 3 classes, 3 annotators

Fig. C.1: Scalability test with our two methods, SL-C and JL-C, and the
classifiers RF and 5NN, throughout different portions of the complete dataset.
Running time is measured in seconds and shown in a logarithmic scale on the
Y axis. Results with classifiers RF and 5NN are displayed in red and light blue
colour, respectively. Different line styles and markers are used for each method.
Each subfigure shows the performance with varying numbers of classes and
annotators.
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