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Abstract: Alzheimer’s is a neurodegenerative disorder affecting the central nervous system and
cognitive processes, explicitly impairing detailed mental analysis. Throughout this condition, the
affected individual’s cognitive abilities to process and analyze information gradually deteriorate,
resulting in mental decline. In recent years, there has been a notable increase in endeavors aimed at
identifying Alzheimer’s disease and addressing its progression. Research studies have demonstrated
the significant involvement of genetic factors, stress, and nutrition in developing this condition. The
utilization of computer-aided analysis models based on machine learning and artificial intelligence
has the potential to significantly enhance the exploration of various neuroimaging methods and non-
image biomarkers. This study conducts a comparative assessment of more than 80 publications that
have been published since 2017. Alzheimer’s disease detection is facilitated by utilizing fundamental
machine learning architectures such as support vector machines, decision trees, and ensemble models.
Furthermore, around 50 papers that utilized a specific architectural or design approach concerning
Alzheimer’s disease were examined. The body of literature under consideration has been categorized
and elucidated through the utilization of data-related, methodology-related, and medical-fostering
components to illustrate the underlying challenges. The conclusion section of our study encompasses
a discussion of prospective avenues for further investigation and furnishes recommendations for
future research activities on the diagnosis of Alzheimer’s disease.

Keywords: Alzheimer’s disease diagnosis; machine learning; feature selection

1. Introduction

Alzheimer’s disease is a prevalent contributor to cognitive decline in the elderly
population. Mild cognitive impairment (MCI) exhibits an annual progression rate to
Alzheimer’s disease (AD) ranging from 10% to 15% [1]. Mild cognitive impairment (MCI)
can be understood as a transitional phase between the cognitive decline associated with
dementia and the cognitive abilities typically observed in individuals with normal cognitive
functioning. While individuals in good health who have a well-balanced lifestyle and are
of the same age usually undergo a mental decline of approximately 1–2% per year, it
is essential to note that there is currently no definitive medical diagnosis or treatment
available for this condition. However, specific approaches can be employed to impede
the progression of this condition [2]. The disease’s timely and accurate medical diagnosis
inhibits its progression [3].
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A group of individuals diagnosed with Alzheimer’s disease (AD) and a control group
of elderly individuals without the disease were subjected to maze learning using a finger
maze task of 10 trials [4]. Following this task, 45 min were allotted to administer verbal
learning measures. The participants subsequently executed an extra set of ten attempts
on the initial labyrinth, followed by ten shots on a novel maze. The individuals with
Alzheimer’s disease and a subgroup in the control group exhibited a reduction in the aver-
age time taken to complete tasks during the initial two blocks, indicating the acquisition
of skills. The results show a significant decrease in the meantime on Block 3 compared
to the meantime on Block 1, which may suggest the occurrence of skill generalization. A
subset of the controls exhibited a distinct deviation from the abovementioned pattern. The
results of the current research suggest that individuals diagnosed with Alzheimer’s disease
have the capacity to acquire and employ perceptual motor skills under the guidance of
cognitive processes [5]. Numerous methods have been developed thus far to assess the
function of the maze. Functional magnetic resonance imaging (fMRI) is the most common
method for diagnosing maze defects and their adaptations. Other than the fMRI technique,
the remaining methods such as positron emission tomography (PET), electroencephalog-
raphy (EEG), magnetoencephalography (MEG), near-infrared spectroscopy (NIRS), and
transcranial magnetic stimulation (TMS) [6] are identical. Electroencephalography (EEG),
magnetoencephalography (MEG), and positron emission tomography (PET) are also uti-
lized to pinpoint the location of neural activity and various brain tumors. The EEG and
MEG signals indicate the maze’s activity unambiguously. However, the resulting image
is a mediator in the fMRI [7] and PET techniques. It is a non-invasive imaging technique
with a high spatial resolution that has demonstrated sensitivity to mesenteric lesions in
the early phases of the disease. Resting state fMRI (rs-fMRI) is an effective method for
comprehending the physiological effects of disease. The fMRI method only examines the
function of the maze without contemplating its structure [8].

Alzheimer’s is a hazardous, progressive disease affecting the brain and nervous system.
Early diagnosis of Alzheimer’s allows for more effective treatments and a powerful and
effective treatment strategy [9]. Magnetic resonance imaging (MRI) as a diagnostic tool for
identifying plaque and affected regions holds significant value in detecting Alzheimer’s
disease [10]. One of the research’s primary concerns is identifying Alzheimer’s disease-
affected areas using magnetic resonance imaging accurately [11]. The issue can be viewed
from two different perspectives. The nature of the classification is the first aspect of the
problem, and it must be determined which images have Alzheimer’s disease symptoms
and which do not. Another aspect of the problem is the character of the zoning, which
necessitates the identification of Alzheimer’s-affected areas [12]. To identify plaques in
the brains of Alzheimer’s patients using magnetic resonance imaging, segmentation and
classification techniques are required in the images. Zoning techniques aim to separate
distinct types of brain tissue and isolate damaged areas from healthy ones [13].

Utilizing image zoning techniques is another method for diagnosing Alzheimer’s dis-
ease. Methods for image partitioning consist of thresholding, clustering, machine learning,
and deep learning. Only statistical methods attempt to zone images and diagnose the
disease, as thresholding methods, such as Otsu, are incapable of learning [14]. Therefore,
these methods are ineffective, but when combined with others, they can be helpful. Meth-
ods for clustering, such as k-means and fuzzy clustering, are effective at detecting and
designating, but they are incapable of learning and thus cannot be taught. Determining
the appropriate number of clusters poses a considerable challenge within these methodolo-
gies [15]. These methods are susceptible to substantial error if the number of clusters is not
accurately determined. The second challenge posed by clustering techniques is that if their
cluster centers are not precisely determined, they lack precision in the clustering area. In
some studies, meta-heuristic and group intelligence algorithms address this problem and
select cluster centers optimally. Using group intelligence improves clustering methods; it
increases execution time and cannot always detect disease spots because of uncertainty [16].
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Unlike deep learning methods, machine learning methods have many limitations and lack
an automatic mechanism for selecting features [17].

In contrast to other approaches, deep learning has been successful in the majority of
studies for medical image zoning. In other words, deep learning has been used in most
studies for medical image zoning because these methods have a high level of accuracy when
analyzing data. However, the challenge with these methods is that they can only perform
zoning based on long-term learning. Using group intelligence methods to make learning
these methods more intelligent is an appropriate strategy for mitigating this challenge [18].

2. Alzheimer’s Disease

Alzheimer’s disease, the most prevalent form of dementia, is a neurological disorder
that impairs reading, writing, reasoning, and memory. According to a 2018 report [19], a
new incidence of Alzheimer’s is reported every three seconds. This number is projected to
increase to 152 million by the year 2050. In 2018, it was anticipated that Alzheimer’s disease
treatment would cost USD 1 trillion [19]. According to [20], the number of dementia patients
in low- and middle-income countries is expanding noticeably faster than in high-income
countries. The diagnosis and treatment of Alzheimer’s disease lacks a universally applicable
or definitive approach [21]. However, a timely diagnosis can substantially mitigate the
effects of the disease and preserve the patient’s quality of life. Alzheimer’s disease is
typically diagnosed through physical, neurological, and mental status examinations and
a comprehensive evaluation of the patient’s medical history. Blood, urine, and genetic
tests are administered for evaluation. Other symptoms, including vitamin and nutritional
levels, infections, and liver, kidney, and thyroid function, are evaluated by blood or urine
testing [22]. Typically, genetic tests are used to determine a family history of dementia. As
technology advances, so do medical techniques. Brain scans are one of the methods used to
diagnose Alzheimer’s disease. Brain scans that monitor the expansion and contraction of
various brain regions are used to diagnose dementia [23]. The expansion or contraction of
these regions depends on the Alzheimer’s disease stage and its progression [24].

In these techniques, information is gathered by observing brain regions associated
with the hippocampus, cerebral cortex, speaking, remembering, judging, and thinking. The
occurrence of Alzheimer’s disease is influenced by several factors, as shown in Figure 1.
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Multiple factors contribute to the development of Alzheimer’s disease, including
lifestyle, cardiovascular disease, head or brain surgery, age, gender, genetic factors, in-
fection, environmental factors, and latent diseases, such as diabetes. Spherical protein
aggregates and stringy protein structures are both produced in the neuronal cell bodies
of some Alzheimer’s disease-affected brain regions [24]. The spherical protein structures
that Alzheimer’s disease produces are known as amyloid plaques. In Alzheimer’s disease,
damaged brain tissue and deformed neuronal components are observed [25]. Figure 2
depicts the altered structure of brain tissue resulting from Alzheimer’s disease, as seen
from the diminished gray matter in the brain and areas of plaque that appear in nerve
neurons. Alzheimer’s disease can be diagnosed using deep learning and machine learn-
ing techniques. Most machine learning and deep learning techniques have been used to
classify photographs or the regions within them, and several of these studies are reviewed
collectively in this survey.
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The figure denoted as Figure 3 portrays the architecture of the brain and neurons in
an individual in a state of good health.

Appl. Sci. 2023, 13, x FOR PEER REVIEW  5  of  26 
 

 

Figure 3. Brain and nerve cell architecture in a healthy individual [Reprinted/adapted with per-

mission from Ref. [24]. 

Magnetic resonance  imaging of the brain, which utilizes a magnetic field to image 

brain tissue, is one of the essential techniques for brain tissue analysis. This method inves-

tigates the effect of the brain’s magnetic field and the external magnetic field, and brain 

tissue images can be created based on the intensity of protons in the tissues [26]. 

According  to studies,  there are other methods  for examining brain  tissue, such as 

computed  and positron  emission  tomography. However, magnetic  resonance  imaging 

does not harm brain tissue and is therefore rated higher. It utilizes imaging technology to 

examine brain  tissues. Brain diseases such as brain tumors  [27], multiple sclerosis  [28], 

and Alzheimer’s [29] can be diagnosed and treated using magnetic resonance imaging. 

Using methods such as image processing, machine learning, and deep learning, mag-

netic resonance  imaging of the brain may be utilized to diagnose diseases such as Alz-

heimer’s and Alzheimer’s plaques. To identify plaques in Alzheimer’s patients’ brains us-

ing magnetic  resonance  imaging,  segmentation  techniques are  required  in  the  images. 

Zoning techniques aim to separate distinct types of brain tissue and isolate damaged areas 

from healthy ones. As depicted in Figure 4, processing magnetic resonance imaging of the 

brain to diagnose Alzheimer’s disease involves multiple steps [30]. 

 

Figure 4. The stages involved in processing magnetic resonance images of the brain, Re-

printed/adapted with permission from Ref. [30]. 

The figure above shows that using magnetic resonance images of the brain as input 

and preprocessing methods like normalization are the first two steps. The extraction of 

the image’s crucial characteristics comes after the standard process of image zoning dur-

ing the third phase. To date, several techniques have been suggested for the diagnosis of 

Alzheimer’s disease through the utilization of image processing and data analysis meth-

odologies [30]. Most investigations have employed deep learning approaches due to their 

superior precision in data analysis. 

Alzheimer’s disease is hazardous, resulting in numerous fatalities [31]. The individ-

ual in question is characterized by a distinct personality that exhibits traits associated with 

Figure 3. Brain and nerve cell architecture in a healthy individual [Reprinted/adapted with permis-
sion from Ref. [24].

Magnetic resonance imaging of the brain, which utilizes a magnetic field to image
brain tissue, is one of the essential techniques for brain tissue analysis. This method
investigates the effect of the brain’s magnetic field and the external magnetic field, and
brain tissue images can be created based on the intensity of protons in the tissues [26].

According to studies, there are other methods for examining brain tissue, such as
computed and positron emission tomography. However, magnetic resonance imaging
does not harm brain tissue and is therefore rated higher. It utilizes imaging technology to
examine brain tissues. Brain diseases such as brain tumors [27], multiple sclerosis [28], and
Alzheimer’s [29] can be diagnosed and treated using magnetic resonance imaging.

Using methods such as image processing, machine learning, and deep learning,
magnetic resonance imaging of the brain may be utilized to diagnose diseases such as
Alzheimer’s and Alzheimer’s plaques. To identify plaques in Alzheimer’s patients’ brains
using magnetic resonance imaging, segmentation techniques are required in the images.
Zoning techniques aim to separate distinct types of brain tissue and isolate damaged areas
from healthy ones. As depicted in Figure 4, processing magnetic resonance imaging of the
brain to diagnose Alzheimer’s disease involves multiple steps [30].
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The figure above shows that using magnetic resonance images of the brain as input
and preprocessing methods like normalization are the first two steps. The extraction
of the image’s crucial characteristics comes after the standard process of image zoning
during the third phase. To date, several techniques have been suggested for the diagnosis
of Alzheimer’s disease through the utilization of image processing and data analysis
methodologies [30]. Most investigations have employed deep learning approaches due to
their superior precision in data analysis.

Alzheimer’s disease is hazardous, resulting in numerous fatalities [31]. The individ-
ual in question is characterized by a distinct personality that exhibits traits associated
with Alzheimer’s disease. The onset of symptoms occurs gradually. The progression of
Alzheimer’s disease is typically observed to exacerbate within a relatively brief timeframe
following the onset of dementia. During the initial phases, individuals may encounter
memory impairment, whereas those in the advanced stages may gradually lose their ambu-
lation capacity. The constitution of an individual’s personality is believed to be influenced
by temporal factors of the human body, as suggested by various scholarly sources [32–37].
Alzheimer’s disease is a debilitating condition associated with a high mortality rate. In-
dividuals with Alzheimer’s disease typically aspire to live for approximately eight years
after the onset of livable symptoms relative to their other health conditions. However,
this duration may vary between 4 and 20 years, contingent upon their age and specific
medical circumstances. This factor poses a risk for claims that are not related to religion.
The global elderly demographic is experiencing a significant surge in growth. According
to estimates by the Turkish Statistical Institute, the proportion of individuals aged 65 and
above participating in adult education is expected to exceed 10% by 2023. According to
the World Health Organization (WHO), the global prevalence of individuals diagnosed
with “dementia” is estimated to be 55 million, with projections indicating an increase
to 139 million by the year 2050. Turkey has a population of approximately 700,000 to
1,000,000 individuals receiving medical treatment. By 2050, Turkey is projected to have the
fourth-highest prevalence of Alzheimer’s disease globally. According to projections, the
proportion of individuals aged 65 and above in Turkey is expected to exceed 20% by 2050.
One instance suggests that there will be a minimum of two increments in the utilization of
patients for transportation. Alzheimer’s disease is a significant global health concern, as
evidenced by numerous studies conducted over the past three to four decades [38–41].

Cell degeneration in the brain, concomitant with other organs during aging, is visually
represented through cerebral atrophy in imaging. It is worth noting that the term “atrophy”
is typically used in a pathological context to denote a reduction in cell volume. However,
this article employs the term with this connotation in mind. It is essential to acknowledge
that not all dementia patients exhibit cerebral atrophy; approximately 66% of Alzheimer’s
patients display this condition on CT scans. It appears that computed tomography (CT)
scans may exhibit normative results, particularly during the initial phases of the ailment.
From a cognitive standpoint, the involvement of various regions becomes increasingly
apparent, such as the temporal neocortex, parietal lobe, and ultimately the entirety of
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the cerebral cortex (resulting in brain atrophy), as well as the hippocampus in particular
(as the disease advances from a state of regularity to one of cognitive impairment and
dementia) [42–45].

The diagnosis of dementia can be supported by CT scan results that reveal the en-
largement of the ventricular system, widespread brain atrophy, and the widening of the
cerebral sulcus, as reported in sources [46–50]. A study was conducted to investigate the
progression of Alzheimer’s disease and multiple infarction dementia compared to a control
group. The findings revealed that in Alzheimer’s disease, there is an increase in ventricular
dilatation as intelligence disorders develop. However, cortical atrophy did not correspond
with the results of psychiatric evaluations. The brain can be characterized by quantifying
the frontal distance of its bilateral hemispheres, assessing the diameter of two nuclei located
in orbit (coitus), and evaluating the diameter of the third ventricle and the lateral ventri-
cles [51]. An angled axial computed tomography scan is utilized to evaluate the state of the
temporal lobe, particularly its internal region. An axial CT scan has the potential to identify
a decrease in the dimensions of the medial aspect of the temporal lobe. This particular
approach exhibits a high degree of sensitivity and specificity in detecting the presence of
Alzheimer’s disease. The threshold of significance is set at a minimum of 11 mm, denoting
the discernible distinction between individuals diagnosed with Alzheimer’s disease and
those who are deemed healthy. Individuals without any organic cognitive impairment,
such as those experiencing depression, may provide some assistance but may not possess
the ability to distinguish [52–55].

Another helpful radiographic indication for early Alzheimer’s diagnosis is hippocam-
pal pericardial dilatation, which has a 91% retraction accuracy. Alzheimer’s patients’
peripheral fissures are dilated because all of the factors mentioned above are impacted in
the early stages of the disease. Despite their lack of specificity, they are susceptible to illness
diagnosis. To teach the synthetic neural network to carry out the designated categorical
tasks, it may be appropriate to utilize a set of rules derived from the returned propagation
learning process, as referenced in references [56–60].

Memory is a cognitive process manifested in an individual’s capacity to encode, store,
and retrieve information. It is a software-like system that operates within a structural
framework and is observable through its effects on the mind. According to neuroimaging
analysis, Alzheimer’s disease is characterized by structural impairment of the brain, which
results in compromised cognitive function, particularly in the patient’s ability to encode
and retrieve information. This investigation aimed to augment cerebral rhythms using
neurofeedback to improve the memory of individuals in good health and conduct a case
study on their effects in patients with Alzheimer’s disease. To augment memory through
the amplification of brain rhythms, it is necessary to identify the brain rhythms associated
with memory initially. Klimesch’s theory posits that the brain signal’s frequency bands
exhibit inter-individual variability. The present study aimed to investigate the correlation
between memory and brain signals by extracting frequency rhythms for each participant
and subsequently conducting frequency analysis. Consequently, the initial experiment
aimed to assess the alterations in individual brain rhythms while memorizing mental
images. The results obtained indicate a correlation between the individual alpha rhythm
and the process of retaining mental images, as reported in previous studies [61–65].

The study’s second phase then focused on improving each participant’s alpha rhythm
through neurofeedback in the training group before looking at how it affected memory
via a visual memory assessment. The findings indicate that the augmentation of the
individual alpha rhythm has resulted in a notable enhancement in the resolution percentage
of both novel and familiar images. The findings from the analysis of brain signals during
neurofeedback training sessions indicate that the amplification of individual alpha bands
is associated with an increase in individual singular sensorimotor rhythm (SMR) and
individual beta 1. Subsequently, the third experiment examined the impact of enhancing
a singular sensorimotor rhythm (SMR) frequency band on enhancing memory retention
among individuals [66].
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Subsequently, the second experiment of the study involved the reinforcement of
the individual alpha rhythm through the utilization of neurofeedback in the training
group. The ensuing impact of this intervention on memory was assessed through a visual
memory test. The findings indicate that the augmentation of the individual alpha rhythm
has led to a noteworthy enhancement in the resolution percentage of both new and old
images. The findings of the brain signal analysis conducted during neurofeedback training
sessions indicated that the amplification of the individual alpha band positively impacted
the individual SMR rhythm and individual beta 1. Subsequently, the third experiment
examined the impact of enhancing a specific sensorimotor rhythm (SMR) frequency band
on enhancing memory retention among participants [66].

The cognitive process of memory, along with other processes such as attention, percep-
tion, cognition, and emotion, is not dependent on brain hardware. In heightened emotional
arousal, such as anger, individuals may experience difficulties with basic memory recall,
including recalling simple names. Memory is a psychological phenomenon that extends
beyond the brain’s physical structures. Hence, it is not feasible to attribute memory to
a particular brain region or perceive it directly by the senses. However, the impacts of
memory are invariably manifested in human behavior. From a physiological perspective,
memory development in the human brain is attributed to alterations in synaptic conduction
efficacy between neurons resulting from prior neural activity. The alterations above subse-
quently give rise to novel pathways that aid in transmitting signals within the brain’s neural
networks. The recently established routes are commonly referred to as memory pathways.
The significance of memory lies in its ability to activate neural pathways through cognitive
processes, thereby facilitating the recreation of past experiences. Research conducted on
lower animals has demonstrated that memory pathways are formed across various levels of
the nervous system [67]. The memory process involves alterations in spinal reflexes that can
be observed upon repeated spinal cord stimulation. Alzheimer’s disease is characterized
by a gradual decline in cognitive function within the central nervous system caused by the
degeneration of specific nerve cells. This degeneration disrupts memory pathways in the
brain resulting in symptoms including memory loss, impaired judgment, and significant
behavioral changes [68].

Conversely, a multitude of techniques have been suggested to enhance memory. Fre-
quently employed techniques, such as repetition and written and verbal rehearsal of words
or letters, are commonly utilized to enhance memory in individuals who are in good health.
In recent times, there has been a growing focus on the potential of neurofeedback systems
to improve cognitive processes, particularly memory, owing to their distinctive capabilities.
Neurofeedback involves the acquisition of electroencephalographic (EEG) signals via elec-
trodes placed on the scalp, which are subsequently presented to an individual through a
computer interface for feedback purposes. By manipulating an individual’s mental state,
alterations in the amplitude of the EEG signal across various frequencies can be observed
and displayed on a monitor [69].

Consequently, the individual endeavors to modify the patterns of their brain signals
to attain predetermined objectives. In the context of neurofeedback, individuals acquire the
ability to regulate their brain signals by modulating the corresponding mental states [70–72].
Alzheimer’s disease is a neurological disorder resulting in the degeneration of brain tissues,
leading to the death of nerve cells in specific brain regions. Cell death results in losing
fundamental cognitive abilities, including recalling individuals’ names or recognizing their
faces. Alzheimer’s disease is characterized by a gradual decline in cognitive skills, resulting
in a pervasive and irreversible impact on various aspects of an individual’s memory, as
reported in the literature [73].

Alzheimer’s disease ranks as the sixth most prevalent cause of mortality globally.
The progression of medical science has led to the proposition that a hereditary inclination
may contribute to transmitting a disease among forthcoming generations within a familial
lineage. The domestic genetic factor is widely recognized as a significant contributor to
the onset of Alzheimer’s disease. Individuals within a family diagnosed with Alzheimer’s
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exhibit a higher likelihood of familial susceptibility within the same generation or across
multiple generations. The process of brain development is influenced, to some extent, by
an individual’s genetic makeup.

Furthermore, a correlation has been established between the onset of Alzheimer’s
disease and a reduction in brain volume over a while. The genetic factor appears to hold
potential as a primary indicator in the diagnostic process of Alzheimer’s disease. The
phenomenon above is not an anomaly in the context of Alzheimer’s disease. However, it is
contingent upon genetic predispositions rather than environmental influences [74–78].

Alterations in cognitive function and brain structure are frequently a result of ag-
ing, a natural phenomenon. However, the clinical manifestations of Alzheimer’s disease
extend beyond transient and uncomplicated memory loss. Individuals diagnosed with
Alzheimer’s encounter communication, learning, cognition, and logical reasoning dif-
ficulties, which can significantly impact familial dynamics, occupational settings, and
other related areas. Alzheimer’s disease is characterized by a range of symptoms, such
as memory impairment, difficulty executing routine tasks, reduced expressive abilities,
impaired spatial and temporal orientation, compromised judgment, cognitive deficits,
apraxia, altered mood and behavior, personality changes, loss of motivation, and other
related manifestations [79]. The onset of symptoms associated with Alzheimer’s is typically
delayed, rendering its diagnosis challenging and often only possible during the later stages
of the disease.

Consequently, developing intelligent medical systems for the timely detection of the
ailment above is deemed imperative. Given that medical image analysis is a prevalent
diagnostic technique, numerous research endeavors have been undertaken in this domain.
The non-invasive nature of image processing and analysis methods in medical imaging is a
crucial factor that has been selected as a significant aspect of this investigation [68,79].

Alzheimer’s is the most prevalent type of neurodegenerative dementia, characterized
by a gradual decline in memory and cognitive abilities and difficulties with problem-
solving and language skills [80]. Late-onset Alzheimer’s disease (LOAD) is the most
commonly observed type of dementia in the elderly demographic. Cognitive deficits
and memory loss characterize it. The complex genetic etiology and epistatic nature of
LOAD pose a significant challenge to the early and differential diagnosis of the disease.
Several scholars utilize genome-wide association studies (GWAS) to detect genetic varia-
tions that are indicative of an Alzheimer’s disease phenotype, as evidenced by multiple
studies [80–85]. The univariate method manages the interactions among variations, whereas
GWAS facilitate examining the statistical interactions of individual variants. Further re-
search is required to differentiate between variants that have a cumulative impact on the
phenotype, as stated in [81]. Diagnosing Alzheimer’s would typically involve a series of
tests, as summarized in Table 1.

Table 1. Summary for diagnosing Alzheimer’s disease.

Test Name Type Description

Physical and neurological exam Physical

A medical professional will conduct a physical examination. The
neurological examination may encompass the evaluation of
reflexes as an assessment component. The current topic of
discussion pertains to the physiological aspects of muscle tone
and strength. The capacity to rise from a seated position and
ambulate to a different location within a given space. The
faculties of vision and audition, coordination, and balance.

Lab test Blood

The utilization of blood tests can aid in excluding alternative
etiologies of cognitive impairment and amnesia, such as
hypothyroidism or inadequate vitamin concentrations.
Beta-amyloid protein and tau protein levels can also be quantified
through blood tests. However, the accessibility of these tests is
limited, and coverage may be restricted.
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Table 1. Cont.

Test Name Type Description

Magnetic resonance imaging (MRI) Brain Imaging

Magnetic resonance imaging (MRI) employs a combination of
radio waves and a potent magnetic field to generate
comprehensive visual representations of the brain. However,
exhibiting atrophy in specific brain regions linked to Alzheimer’s,
MRI scans also eliminate alternative ailments. In the assessment
of dementia, an MRI is typically favored over a CT scan.

Computerized tomography (CT) Brain Imaging

The computed tomography (CT) scan, a specialized form of X-ray
imaging, can generate cross-sectional visual representations of the
human brain. Typically, it excludes the presence of neoplasms,
cerebrovascular accidents, and cranial traumas. Magnetic
resonance imaging (MRI) employs radiofrequency waves and a
potent magnetic field to generate intricate visual representations
of the human brain. However, exhibiting atrophy in specific brain
regions linked to Alzheimer’s, MRI scans also eliminate
alternative ailments. In the assessment of dementia, an MRI is
typically favored over a CT scan.

Positron emission tomography (PET) Brain Imaging

Positron emission tomography (PET) can acquire visual
representations of the pathological progression. In the process of
conducting a PET scan, a radiopharmaceutical tracer of low
intensity is administered intravenously to enable the
identification of a specific cerebral characteristic.

Genetic test Genetic

The utilization of genetic testing is not advised for the majority of
individuals undergoing evaluation for Alzheimer’s disease.
Individuals with a familial background of early-onset
Alzheimer’s disease may contemplate the matter.

3. Review Methodology

To determine the various contributions in the field of Alzheimer’s disease detection, an
inquiry was conducted in prominent scientific databases, including IEEE Xplore, ScienceDi-
rect, Springer, MDPI, Elsevier, Wiley, Taylor & Francis, and ACM libraries. The search
was performed using specific keywords such as “Alzheimer,” “Artificial Intelligence,” and
“Machine learning” in the title, abstract, or keywords of the papers. Additionally, Clari-
vate Web of Science and Scopus-indexed research articles were also utilized to verify the
results and identify additional articles in less widely recognized repositories. These online
databases were selected based on their provision of the most significant peer-reviewed full-
text journals and conference proceedings encompassing the domain of deep learning. The
employed search terms were anticipated to contain a substantial portion, if not the entirety,
of the literature on the utilization of deep learning techniques in detecting Alzheimer’s
disease. Furthermore, Google Scholar was utilized to conduct forward-searching, which
involved examining the citations of identified papers to enhance our search and identify
any potentially overlooked documents. All authors searched; the most recent update
occurred on 20 May 2023.

4. Literature Review

As per a study, the Tosa straw rs-fMRI measures spontaneous activities consolidated
into several distinct resting state networks (RSNs) that exhibit comparable temporal char-
acteristics [86]. SMRI-derived images have been utilized in previous studies [7,86,87].
Structural adaptations in sMRI images pertain to the collective arrangement of neurons or
neural elements, physically or through synaptic networks. Researchers have been focus-
ing on using structural images to diagnose Alzheimer’s disease throughout history. The
utilization of said images has presented challenges for scholars because of the restricted
extraction attributes and the resultant precision of prognostication. Various approaches
have been implemented to identify the indications and manifestations of advertising. In
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advertisements, sophisticated equipment has been widely used to evaluate the disease’s
severity [88].

The authors provided a retrospective analysis of the illness and its mechanisms. This
work delves into the study and provision of unique techniques for photograph processing,
enhancement, and segmentation [89]. The methodology employs magnetic resonance (MR)
brain imaging to ascertain the interconnectivity between distinct brain regions [90]. A novel
artificial intelligence-based approach has been developed to detect alterations in individuals
with a heightened susceptibility to Alzheimer’s disease a decade before the manifestation
of the ailment. The approach utilizes brain magnetic resonance imaging (MRI) scans to
determine the interconnections among diverse brain regions [91]. Alzheimer’s disease is
the predominant etiology of dementia among elderly individuals and is characterized by
neurological dysfunction that results in compromised memory and cognitive functions. The
development of an effective protocol for the timely detection of the ailment is of paramount
importance. Although a cure for the disease has not yet been discovered, the prompt
administration of drugs currently in development will likely enhance their efficacy. The
timely identification of the ailment may also enable individuals to adopt modifications in
their lifestyle that can impede the advancement of the condition [92,93].

The researchers initially used a dataset of 67 MRI images to train the algorithm.
Among these images, 38 were obtained from individuals who had been diagnosed with
Alzheimer’s disease, while the remaining 29 were acquired from healthy subjects. The goal
of the study was to teach the algorithm to distinguish between brains that are suffering from
a pathological condition and those that are in a normal physiological state. The researchers
partitioned the brain scan images into smaller segments. The optimal size of the divided
pieces was determined by manipulating their size across multiple trials. The algorithm
underwent evaluation by utilizing neuroimaging data derived from a separate cohort
of 148 individuals. The study’s sample comprised 100 participants, with 52 categorized
exhibiting normal health and 48 diagnosed with Alzheimer’s disease. A cohort of 48 partic-
ipants exhibiting mild cognitive impairment (MCI) were observed to have progressed to a
diagnosis of Alzheimer’s disease within 2.5 to 9 years. With a precision rate of 86%, the
AI algorithm demonstrates a keen ability to distinguish between a brain in a healthy state
and a brain affected with Alzheimer’s disease. The study exhibited a significant capacity to
differentiate between a healthy brain and one with mild cognitive impairment, achieving
an accuracy rate of 84%. According to [94,95], the algorithm exhibits good usefulness,
mainly when prophylactic interventions for Alzheimer’s disease are present. Initially, the
researchers trained the algorithm on a dataset comprising 67 MRI images, of which 38
were obtained from individuals diagnosed with Alzheimer’s disease and 29 were acquired
from healthy subjects. The objective was to instruct the algorithm to discriminate between
diseased and healthy brains. The brain scan images were partitioned into smaller segments
by the researchers. Through the manipulation of the size of the divided pieces in various
trials, the optimal piece size was determined. Subsequently, the algorithm was evaluated
using neuroimaging data obtained from a distinct cohort comprising 148 individuals. The
sample population consisted of 100 individuals, of whom 52 were classified as healthy
and 48 were diagnosed with Alzheimer’s disease. Forty-eight individuals were identified
as having a mild cognitive impairment (MLD) and subsequently developed Alzheimer’s
disease within 2.5 to 9 years. The AI algorithm can distinguish between a healthy brain and
a brain afflicted with Alzheimer’s with an accuracy rate of 86%. However, it demonstrated
a remarkable ability to distinguish between a brain in good health and one with mild
cognitive impairment, with an accuracy rate of 84%. The algorithm exhibits potential utility,
particularly in the presence of prophylactic interventions for Alzheimer’s disease [94,95].

Prior research has demonstrated that the combination or fusion of multiple modalities
of imaging results in an enhancement of either caliber or effectiveness [87]. The objective of
this research is to enhance the precision of categorization. The complexity of predicting
Alzheimer’s disease and the resemblance of brain networks in patients of both categories
necessitate extracting a maximum number of features from the brain. Extracting many
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features poses specific challenges, such as the intricate nature of the block, the abundance
of selected features, and the identification of extensive brain regions. Consequently, it
is imperative to employ a feature selection and combination approach that minimizes
the number of features and selects the optimal ones to enhance binding accuracy. The
utilization of pattern recognition techniques, facilitated by the progress of machine learning
methodologies, has enabled the automated identification of diseases in diagnostic processes.
In addition to offering higher precision and speed, automated diagnostic techniques are
comparatively more cost-effective than diagnostic methods that rely on specialists.

The utilization of pattern recognition techniques, facilitated by the progress of ma-
chine learning methodologies, has enabled the automated identification of diseases in
medical diagnosis. Apart from exhibiting higher precision and speed, an automated diag-
nostic approach is comparatively more cost-effective than diagnostic methods that rely on
specialists [96].

The study in reference [97] utilized a hybrid approach involving sMRI scans, cognitive
criteria, and age to diagnose individuals with Alzheimer’s disease. The level of precision
in forecasting is 82%. The present study, conducted by Ms. Moradi and her colleagues,
aimed to eliminate low-resolution features by selecting features from sMRI scans. In a
manner akin to Ms. Moradi’s publication, the authors of the article [98] employed cognitive
criteria in conjunction with the features of sMRI and PET images to forecast the onset of
Alzheimer’s disease. This article reports on a study investigating the ability to predict
Alzheimer’s disease in patients for 24 months. The results indicate a predictive accuracy
of 78%.

The study described in reference [99] used a composite of sMRI and cerebrospinal fluid
(CSF) measurements to attempt to predict the beginning of Alzheimer’s disease. This study
represents one of the initial efforts to incorporate image augmentations alongside other
parameters to predict AD. The results indicate an actual prediction rate of 12%. In a separate
publication, the brain’s cortical thickness pattern and white matter volume had a separation
accuracy of 71% and 34%, respectively, regarding the prediction of non-dominant hand
usage. A modest enhancement in accuracy was achieved by integrating these two statistical
parameters in conjunction with additional parameters [100].

There is a lack of research on the prognostication of Alzheimer’s disease utilizing
rs-fMRI-based Alzheimer’s disease. Resting state functional magnetic resonance imaging
(Rs-fMRI) is a powerful technique for the cartography and assessment of diverse brain
networks [101]. Several studies have investigated the various objections to the utilization
of imaging techniques for the diagnosis of Alzheimer’s disease in recent times [102–105].
In references [98,102], Mr. Khazaee studied the fundamental techniques for diagnosing
and distinguishing individuals with Alzheimer’s disease from those who exhibited mild
behavioral disorders or were considered neurotypical; the present study aimed to develop
an automated approach for distinguishing between the sample groups mentioned above.
Mr. Khazaei employed the graph theory technique, which relies on functional images, to
achieve this objective.

Based on RS-fMRI data, graph theory helps understand how brain networks are
organized. Brain network analysis can identify the directions of interconnection in addition
to the strength of interconnection. Graph theory is a technique that investigates and
analyzes the networks in the brain and has several uses in locating various disorders [106].
Recent research has demonstrated that the correct isolation of Alzheimer’s patients is
made possible by integrating graph theory and machine learning techniques based on
functional pictures [107] in conjunction with sMRI, which defines network nodes and
structural regions of the brain by using particles from two distinct atoms.

Structural equations, which offer segmentation based on overlapping structural units,
have been employed in previous AD or MCI research. Brain segmentation cannot suffi-
ciently represent the brain’s functional network solely based on anatomical criteria. This
paper proposes a segmentation for rs-fMRI data based on 111 broad functional regions.
In the feature selection area, a single and two-objective algorithm for choosing the best
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characteristics has been created for the first time for predicting Alzheimer’s disease, and
promising results have been attained. Alois Alzheimer initially described the condition in
1907. It is a neurological condition that progresses and causes dementia to appear gradually.
Although Alzheimer’s disease was once considered rare, it is now one of the most frequent
diseases in the elderly and the fourth most common cause of death in this age group. It is a
generic word that describes a decline in mental capacity due to “dementia” to the point
that it interferes with daily life (memory loss is a prominent symptom of this condition).
Dementia is most frequently caused by Alzheimer’s [108].

Furthermore, the Association for Alzheimer’s Disease and Related Disorders (NINCDS)
(ADRDA) developed criteria for diagnosing Alzheimer’s disease. This group included
the patient’s medical history, clinical examination, and neuropsychological and
laboratory evaluations.

According to some sources, like [109], Alzheimer’s disease can be diagnosed in patients
using data gathered over time. However, these techniques are unreliable because they
rely primarily on statistical and non-visual data. On the other hand, these methods have a
small statistical population, and Alzheimer’s disease can sometimes be mistaken for other
illnesses. Alzheimer’s disease has been recognized utilizing a mix of deep learning and
machine learning technique in several studies, including [110]. This research handles the
feature extraction stage by a deep learning system like a convolutional network, while
a backup vector machine handles the picture classification stage. These techniques for
diagnosing Alzheimer’s disease present the following challenges:

• Convolutional network feature extraction can be error-prone, and some features may
be overlooked during learning;

• The feature selection phase either did not exist or was not carried out correctly in these
experiments;

• A unique technique, such as an artificial neural network or a support vector machine,
is utilized for classification.

Only the photos are divided into standard and abnormal categories; the damaged
areas are not visible in the image.

According to a review of studies, image processing has typically been used to identify
Alzheimer’s disease, while other types of data can also be employed in this regard. Ma-
chine learning can employ numerous factors to increase classification errors and diagnose
Alzheimer’s. Utilizing feature selection techniques is one strategy to lower the error of
differentiating patients from healthy people. The binary version of the study algorithm
is utilized in this study to distinguish between patients and ill people. The dataset can
be split into training and testing. A feature can be chosen using educational data, and a
classification model can be created to tell healthy people from patients. Using evaluated
data, the final model can be tested. In this case, the mantis optimization technique is used
to determine the best feature vector with the fewest features for mapping on the dataset to
lower the dimensions and calculate the best feature vector to reduce the error of disease
detection [111]. The computational load can be decreased, and the dataset’s size can be
readily sent to Spark Cloud. The proposed method can be analyzed and evaluated using
error or classification indices. Here are two critical measures of mean square error and
mean accuracy, whose respective conditions are stated in Equations (1) and (2):

the rmse =

√
1
m∑m

i=1

(
Yi − Yi

)2 (1)

Sensitivity =
TP + TN

TP + TN + FP + FN
(2)

Here, m denotes the number of examples, Yi is the actual class number of an instance,
and Yi denotes the class number of an instance that can be healthy or sick. In the second
relation, the true positive number (TP), true negative number (TN), false positive number
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(FP), and true negative number (TN) can be calculated to quantify evaluation markers, like
accuracy. Additionally, test data must be used to calculate these data.

4.1. Machine Learning Algorithms

The tendency for complex genetic disorders, where several different variants alter
the risk, can be understood genetically when nonlinear interactions between variants are
considered using machine learning algorithms.

Based on biological interpretation, this study analyzes the gene sets generated by
these two meta-analysis methodologies, Ensemble and Entropy. Several works [112–115]
are actively studying the network analysis approach to finding genes in Alzheimer’s
disease. To compare networks, there are various distinct approaches. Here, biological
networks for the Ensemble and Entropy gene sets are built, and global parameters are
contrasted to determine the connectivity of the networks to evaluate the applicability of
both meta-analysis techniques.

4.2. Support Vector Machine

In [116], the use of support vector machines as a classification technique and for
improved feature selection in diagnosing Alzheimer’s disease is presented as a structured
approach. The method’s accuracy is reported to be 92.48%. The sensitivity and feature rates
are reported to be 86.92% and 90.76%, respectively. The paper’s authors have introduced
a methodology that employs principal component analysis to determine feature rank,
coupled with Fisher’s classification approach. This method yields an accuracy of 96.32%,
a sensitivity of 94.11%, and a feature rate of 98.52% [117]. The article referenced [118]
outlines a methodology for diagnosing Alzheimer’s disease utilizing image processing
techniques and genetic algorithms for classification and prediction purposes. The present
study involves the conversion of Alzheimer’s disease into a cognitive disorder, which
serves as the primary characteristic of the input MRI images. The genetic algorithm is
utilized to predict and diagnose Alzheimer’s disease, while the support vector machine is
employed as a classification technique. The method exhibits a precision of 93.01%, a recall
rate of 89.13%, and a feature detection rate of 96.80%. The field of utilizing photographs for
the intelligent diagnosis of Alzheimer’s disease has been subject to thorough investigation.
The present investigation centers on the methodologies utilizing the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) dataset as the primary input data. To identify Alzheimer’s
disease, a versatile cognitive classification technique was used as an illustration [119].
The present investigation considers the implementation of magnetic resonance imaging
(MRI) scans, the utilization of image processing methodologies, the execution of feature
extraction procedures, and the classification of data through support vector machines. This
study has considered various criteria, including accuracy, sensitivity, and rate of features.
The findings indicate that the respective percentages for these criteria are 93.2%, 93.00%,
and 93.3%.

As reported in [120], a previous study initially examined a sequence of preprocessing
procedures. The process of weighing involves two distinct operations: feature selection
and extraction, followed by segmentation of the available samples. Subsequently, a deep
learning neural network is employed for training and data testing, serving as the classifica-
tion technique within the scope of this investigation. Alzheimer’s disease is anticipated,
diagnosed, and subsequently assessed. The efficacy of this approach has been evaluated
concerning the classification reliant on support vector machines, which has exhibited note-
worthy outcomes. The research proposes a method referred to as SAE, which exhibits a
high level of accuracy at 91.40%.

Additionally, the method demonstrates a sensitivity rate of 92.32% and a feature rate of
90.42%. Notably, the SAE approach proves to be marginally more efficient than the support
vector machine when utilizing deep learning. The subject matter of reference [121] pertains
to using machine learning techniques to diagnose Alzheimer’s disease. Alzheimer’s is a
progressive neurodegenerative disorder that impairs cognitive function, including memory.
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Regrettably, as of yet, there is no singular diagnostic test capable of identifying this ailment.
Relying solely on cerebellar examinations cannot be deemed a definitive determinant in
ascertaining the presence or absence of the condition. Based on social aptitude connections
and a review of past clinical records, medical professionals have diagnosed an individual
with Alzheimer’s disease. The present model has the potential to be modified through
the implementation of artificial intelligence and machine learning algorithms. Extensive
processing is necessary due to data generated from diverse sources within intricate and
evolving settings. The conclusion of this article presents a comprehensive analysis of the
impact of the illness on individuals, taking into account both favorable and unfavorable
evidence. The proposed sequence offers a significant processing model from the data
mining perspective. The present study employs categorization to delineate the disorder’s
features that manifest as a conceptual framework for Alzheimer’s disease, utilizing various
machine learning techniques. Previous research has indicated that using support vector
machines for categorizing Alzheimer’s disease is notably less reliable.

Consequently, there is a need to enhance precision. This study outlines various data
classification techniques to enhance the illness’s diagnostic efficacy. Empirical evidence
suggests that the linear kernel support vector machine outperforms alternative models.

4.3. Image Processing Techniques

The authors of [122] propose a classification-independent method for diagnosing
Alzheimer’s disease using images. Image processing techniques were employed to analyze
image pixels, followed by an independent analysis algorithm. Weight extraction operations
were subsequently conducted using the same approach. The method exhibits a precision
level of approximately 98%, while the estimated sensitivity and feature detection rates
are 92% and 95%, respectively. In Alzheimer’s diagnosis, a novel approach has been
suggested [123], which involves utilizing the random forest algorithm for feature selection
and extraction from MRI images. The utilization of the stochastic forest algorithm has
been observed as a dual approach for feature extraction and classification. The precision
of this approach is evaluated at 93%. The study referenced [124] employed morphometric
techniques utilizing principal component analysis and independent component analysis for
feature extraction in conjunction with support vector machines as a classification approach
for diagnosing Alzheimer’s disease. The method exhibits a 95% level of accuracy. The
present study has employed the analytical process of MMSE in the context of a multiclass
system. To date, several techniques have been suggested for the diagnosis of Alzheimer’s
disease through the utilization of image processing and data analysis methodologies.
The diagnosis of Alzheimer’s disease-affected areas uses a variety of image processing
techniques. Specific methods solely employ classification techniques for discerning images
of the patient that are indicative of good health. The earlier methodologies encompass
machine learning and various techniques, such as artificial neural networks, decision trees,
and support vector machines. The methods mentioned above are exclusively employed for
categorizing non-pathological visual representations of the subject. They are predicated
solely upon rudimentary attributes, such as luminosity, thereby exhibiting a limited degree
of precision. The accuracy of the abovementioned methods is contingent upon their
association with the feature selection mechanism.

4.4. Other Methods

Ref. [125] presents language-specific features that can aid in the early detection of
Alzheimer’s disease. Alzheimer’s disease is the only manifestation of dementia. Alzheimer’s
disease is widely recognized as one of the costliest chronic conditions. Hence, automated
diagnosis and control systems may yield significant societal benefits and enhance patient
well-being. A prominent manifestation of Alzheimer’s disease is language impairment,
which directly results from cognitive deterioration. The utilization of speech-based charac-
teristics to diagnose Alzheimer’s disease is currently garnering increased attention. The
present investigation involved the extraction of linguistic characteristics following the pro-
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posed categorization for language impairments observed in individuals with Alzheimer’s
disease. The results indicate that the proposed classification of linguistic characteristics
obtained from speech samples can differentiate between individuals with Alzheimer’s
disease and cognitively healthy individuals.

The application of genetic programming was utilized in reference [126] to diagnose
Alzheimer’s disease by analyzing the characteristics of the higher-order spectrum. The
study presents a methodology that utilizes a system based on majority voting to select
sets of highly distinctive features, resulting in optimal accuracy for the final classification
detection. The diagnosis of Alzheimer’s disease was determined in reference [127] by
the utilization of sMRI gray matter sections with a section-by-section approach. This
study proposes a deep learning framework that utilizes sMRI gray matter segmentation.
Integrating the cutting area and attention mechanism in these data has improved gray
matter qualities compared to previous deep learning methods. This advancement has
the potential to increase the accuracy of Alzheimer’s diagnosis. In reference [128], a
comprehensive examination of machine learning and its associated learning methodologies
to diagnose Alzheimer’s disease is presented. Neural image analysis and investigation
were conducted in reference [129].

Regarding the diagnosis of Alzheimer’s disease, a recent study [130] has proposed
using verbal and psychological assessments and structural brain imaging as predictive
tools for cognitive prognosis in cases of moderate cognitive impairment. The utilization of
an attention-based multicellular convolutional neural network for diagnosing Alzheimer’s
disease has been investigated in reference [131]. The convolutional neural network extracts
the layer-by-layer properties of the image, while the observed properties are generated by
modifying the received fields. The precise cause of Alzheimer’s disease remains uncertain,
and the intricate nature of the brain presents a significant challenge.

Furthermore, many existing methods fail to account for the image’s unique charac-
teristics and holistic arrangement. The present study proposes a novel approach, namely
the multiscale convolutional neural network (MSCNet), to enhance the visualization of
model characteristics. A channel attention technique is also introduced to augment channel
dependency and reset the conventional response to the channel. In reference [132], a clinical
decision support system was developed to diagnose Alzheimer’s disease using the OASIS-3
dataset. The present study utilized convolutional neural network architectures: ResNet,
DenseNet, and Inception-v3.

Dementia is a cognitive disorder that impairs various mental functions, including
memory, judgment, planning, and reasoning. Alzheimer’s disease is the most prevalent
etiology of dementia. Presently, approximately 57 million individuals worldwide are
affected by dementia. It is projected that by the year 2050, the prevalence of Alzheimer’s
disease will increase fourfold, resulting in approximately 152 million cases. The exponential
increase in dementia cases can be attributed to the aging of society, which has led to
a higher incidence of neurological illnesses. Diagnosing neurological diseases poses a
significant challenge due to the lack of sensitivity and specificity of structural symptoms
and Alzheimer’s diagnostic tests. Currently, there is a lack of dependable instruments for
forecasting pre-dementia progression. Conversely, the utilization of non-invasive tests for
diagnosing neurological disorders is unfeasible due to the resulting impairment of brain
tissue, as indicated by reference [133].

Alzheimer’s is a neurodegenerative disorder with a predominantly deleterious impact
on memory, cognitive function, and language abilities, ultimately leading to fatality. The
condition is induced by the progressive deterioration of neurons in the cerebral cortex. Cur-
rently, there is no all-encompassing remedy for the ailment. The only available options are
pharmacological intervention or verbal behavior modification to impede its advancement.
Research indicates timely intervention in treating Alzheimer’s disease can effectively arrest
its advancement and preserve optimal cognitive function. The early diagnosis and treat-
ment of Alzheimer’s disease pose significant challenges due to the limited manifestation of
cognitive impairment in patients and the high incidence of misdiagnosis.
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Furthermore, individuals at elevated risk for the ailment may exhibit pathological
modifications in their cerebral structures before the manifestation of clinical indications of
dementia. Hence, the precise identification of Alzheimer’s disease patients through the
utilization of neuroimaging technologies is crucial to augmenting therapeutic efficacy [134].
Research findings indicate that the human brain comprises an estimated 100 billion neu-
rons and nerve cells. Neurons establish intercellular communication utilizing synapses,
which are the gaps between them. The process of neuronal communication is intricate and
involves a network with intricate characteristics and stochastic processes [135]. Electroen-
cephalography (EEG) is an imaging modality that is non-invasive and cost-effective. It
can capture electrical activity in the brain during neurotransmission with high temporal
resolution. The electroencephalography (EEG) technique is utilized in specific medical
assistance systems to diagnose Alzheimer’s disease. Increasing evidence suggests that
EEG signals could be valuable in differentiating between neurological characteristics and
cognitive issues [136]. Alzheimer’s disease is characterized by pathological indications
such as heightened oxidative stress, loss of synapses, the gradual emergence of intracel-
lular tau pathology, the accumulation of extracellular amyloid beta plaques, and other
related factors [137]. The onset and advancement of Alzheimer’s disease are accompanied
by various neurological disorders that culminate in memory loss, significantly impeding
individuals’ daily functioning.

Alzheimer’s disease has been subjected to diverse treatment modalities; however, the
results have been unsatisfactory and arduous. The disruption of multiple brain circuits
characterizes Alzheimer’s disease, and its diagnosis presents significant challenges. On-
going research indicates a correlation between a diet high in flavonoids and enhanced
cognitive function and mental well-being [138]. Furthermore, research has revealed that
several flavonoids can decelerate the advancement of Alzheimer’s disease. Foods rich in
flavonoids, such as chocolate, citrus fruits, green tea, and berries, interact with a diverse
range of intracellular targets due to the interaction of flavonoids and their metabolites with
these targets. Flavonoids exert their neuroprotective effects to preserve neuronal integrity
and mitigate the risk of Alzheimer’s disease, as evidenced by previous research [139,140].
Physicians employ medical imaging techniques such as computed tomography (CT), mag-
netic resonance imaging (MRI), and positron emission tomography (PET) to aid in the
identification of Alzheimer’s disease. The PET imaging modality can reveal cerebral le-
sions’ metabolic and functional status. The attribute mentioned above renders PET-based
neuroimaging a valuable instrument for the timely identification of Alzheimer’s disease.
According to reference [141], timely identification and treatment of individuals with mod-
erate cognitive impairment, a condition akin to Alzheimer’s disease, as well as negative
cases, can potentially delay the progression of the illness. The manual classification of
photos associated with Alzheimer’s is a time-consuming task that falls under the purview
of a neurologist. However, the reliability of the results obtained through this method is not
always guaranteed. The diagnosis of Alzheimer’s may be significantly impacted by a range
of factors, such as the patient’s age, level of anxiety, visual impairment, and other related
circumstances. The investigation of intricate modifications occurring in cerebral tissues
during the initiation and progression of Alzheimer’s disease has been a topic of scholarly
inquiry [142]. Research reports suggest that alterations in brain tissue may commence
well before the onset of Alzheimer’s disease. The changes above may be indicative of the
development of the disease [143]. The pathogenesis of Alzheimer’s disease involves the
formation of amyloid plaques and tau tangles, which result from atypical alterations in the
brain. The process in question leads to a gradual breakdown of the connections between
healthy neurons [144]. Utilizing machine learning and deep learning techniques presents a
pragmatic approach to diagnosing Alzheimer’s disease. The employment of deep learning
and machine learning techniques enables the classification of the brain’s magnetic reso-
nance images, with the ailment’s severity serving as the basis for such classification [145].
Alzheimer’s diagnosis can be facilitated through the utilization of classification techniques,
such as convolutional neural networks (CNN) and long-short-term memory (LSTM) [146].
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In the realm of Alzheimer’s diagnosis, deep learning techniques have been observed to
employ feature extraction and feature selection methodologies as a means of mitigating
diagnostic errors [147,148]. Deep learning is utilized by machine learning techniques in
certain research studies [149–151]. Examining research in the medical image classification
domain to diagnose Alzheimer’s disease reveals that these techniques encounter numerous
obstacles. One of the challenges faced by current methodologies is the absence of intelligent
feature selection techniques, particularly those utilizing group intelligence methodolo-
gies [152]. The majority of research endeavors have employed deep learning techniques for
image classification purposes; however, it has been observed that a considerable proportion
of these techniques exhibit notable error rates [153]. Table 2 summarizes the essential
current methodologies for Alzheimer’s disease detection and classification.

Table 2. Most existing methodologies for the detection of Alzheimer’s disease.

Reference Methodology Performance (%)

[116] SVM 92.48
[117] Fisher 96.32
[118] SVM with genetic algorithm 96.80
[118] SVM with image processing 93.30
[119] Multi-modal neuroimaging 91.40
[120] Image processing and weight extraction operations 95
[123] Stochastic random forest 93
[124] PCA with SVM 95

[129,131,132] CNN with various architectures (average) 98.08

5. Discussion

The determination of the optimal combination of various indicators is of utmost
importance. One of the primary focal points in multi-modality studies revolves around
establishing a methodology that can efficiently incorporate information obtained from
different modalities. Using “feature concatenation,” in which the extracted features from
all of the inputs are combined into a single vector, is an excellent way to do things. But
combining data without considering that similar disease patterns can show up in the same
part of the brain across all modalities can lead to an inaccurate detection model. Moreover,
including supplementary variables, such as genetic data, poses a significant challenge
when attempting to ascertain the various factors involved in Alzheimer’s disease detec-
tion. The resolution of incomplete datasets is of utmost importance in studies involving
multiple modalities. One significant obstacle faced in studies involving various modalities
is the inherent incompleteness of the data, where specific modalities may be missing for
certain subjects. This matter suggests that utilizing a singular deep model to encompass
all modalities is contingent upon the availability of comprehensive multi-modality data
possessed by subjects. It is worth noting that such data account for a significant portion of
all multi-modality studies.

Nevertheless, they limit the extent of the model. One potential approach to tackle this
issue entails the creation of a three-stage framework for deep feature extraction and fusion
in the context of magnetic resonance imaging (MRI), positron emission tomography (PET),
and genetic data.

Further investigation is required to examine the process of data generation. Even
though different strategies, such as transfer learning and data augmentation, have been
used to prevent overfitting, the lack of enough data samples is still a significant problem
that makes it hard to generalize. Generative models can mitigate overfitting, which refers
to excessively tailoring a model to the training data. In this context, data generation entails
the creation of novel images based on existing ideas, thereby augmenting the dataset. As
previously stated, the correlation between magnetic resonance imaging (MRI) and positron
emission tomography (PET) can be mathematically represented to estimate the absence of
PET scans based on the presence of MRI scans.
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There is a significant demand for conscious explanations of intricate, deep architectures.
Convolutional neural networks (CNNs) are extensively employed in deep learning archi-
tectures; however, selecting and designing an appropriate CNN model for Alzheimer’s
disease (AD) detection lacks a definitive methodology. Determining the quantity and
arrangement of convolutional and fully connected layers is typically made through a
subjective decision-making process based on arbitrary choices or informed by previous ex-
perience. Several CNN models are currently being utilized; however, the researchers have
not comprehensively explained their methodology for selecting these models. The selection
of the dataset is crucial and has the potential to impact the outcome of the classifier. The
presence of diverse datasets, varying subject quantities, and distinct subject number codes
often renders comparing different methods unfeasible. In instances where studies employ
identical datasets, encompassing equivalent numbers of issues and subject number codes,
it is still possible for the results to lack comparability due to variations in the allocation of
subjects between training and test sets.

6. Conclusions and Future Works

Alzheimer’s disease is characterized by neuronal degeneration and subsequent brain
disorders, resulting in altered behavior and functionality in the afflicted individual. The
process of brain resorption typically results in impairment of cognitive function and im-
pacts various regions of the brain. Consequently, the management of Alzheimer’s disease
necessitates a procedure that mitigates the impairments resulting from cerebral atrophy
and neuronal degeneration [154–156]. This condition is characterized by a progressive
decline in the ability to recall recent information and memories, eventually leading to an
inability to retrieve memories. This particular ailment is more prevalent in the elderly
population and is characterized by challenges in recognizing individuals, including those
with whom one is intimately familiar. The diagnosis of affected individuals can prove to be
a formidable task. In advanced stages of the ailment, patients may experience functional
limitations, such as gait disturbances and spatial disorientation, and engage in hazardous
activities, necessitating close surveillance of this population. Patients in advanced stages
of Alzheimer’s disease exhibit impaired ambulatory abilities and compromised balance,
rendering them incapable of walking independently. This study explores machine learn-
ing techniques and their application to feature selection from MRI images. The authors
recommend that future research endeavors focus on feature selection and optimization
techniques to improve the diagnosis performance and accuracy, such as whale optimization,
gray wolf optimization, and other recent optimization methods, and identify the most
optimal features from MRI images.
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