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Abstract

A strong need exists for very small, multiplexed and sensitive optical biosen-
sors for applications in pharmaceutical research, medical diagnostics, envi-
ronmental monitoring and homeland security. Photonic crystal membrane
nanocavities are a promising platform because their resonance spectra are
highly sensitive to changes in the ambient refractive index. Using current
semiconductor technologies, large arrays of nanocavities can be integrated to
realize a lab-on-a-chip. Because the cavities have wavelength-sized dimen-
sions, ultra-small sample volumes are sufficient.

In this report, the systematic investigation of the sensitivities of several types
of InGaAsP photonic crystal membrane nanocavities with embedded InAs
quantum dots is described. Proof is given that these nanocavities can be com-
pletely filled with aqueous solutions while the aqueous environment does not
inhibit the detection of the resonance spectra. The sensitivities are depen-
dent on the dimensions of the nanocavity, with smaller cavity types yielding
higher sensitivities, and on the position of the cavity modes with respect to
the photonic crystal band gap. Furthermore, the inverse correlation between
sensitivity and quality factor, which affects the detection limit, was observed.

The functionalization of InGaAsP photonic crystal membrane nanocavities
with proteins that act as a probe, and the subsequent label-free detection
of target proteins was also investigated. It was found that functionalization
of the membrane surface is possible, as well as the label-free detection, but
both need further optimization.

From this work guidelines are obtained for the design of photonic crystal
membrane nanocavity biosensors.
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Chapter 1

Introduction

The goal of this master project is to investigate label-free optical biosensing
with InGaAsP photonic crystal membranes. To understand the meaning of
each of these words, an introduction is given to both optical biosensing and
photonic crystals. Next, the aims of this project are formulated together
with a motivation and this chapter ends with an overview of the structure of
the report.

1.1 Biosensors

Generally, a biosensor consists of a substrate onto which probe molecules are
attached and a transducer. When target molecules bind specifically to the
probe molecules, the transducer translates this binding into a physical signal
that can be detected. This signal can be either optical, mechanical, elec-
trical or magnetical. An example of biochemical recognition in the form of
an immunoassay is given in Figure 1.1. The sensor surface is functionalized
with one type of antibodies, to which only antigens with a circular hole can
bind. When a sample containing different types of antigens is applied, only
antigens with circular holes will bind.

Figure 1.1: A schematic representation of an immunoassay with biochemical
recognition between antibodies and antigens.

The development of next generation biosensors focusses on fulfilling three
basic requirements: good sensor performance, multiplexing, low complexity
and cost. The sensor performance is quantified by the detection limit and the
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1.2. Optical sensing and optofluidic systems

test sensitivity and the test specificity. Ideally, when performing for example
an immunoassay as in Figure 1.1, all the antigens with circular holes should
bind to the antibodies and no antigen with a triangular holes should bind.
In practice, this is not always true; there will be antigens with circular holes
that do not bind while some antigens with triangular holes do bind. The
test sensitivity and specificity are a measure for these biding errors. The
test sensitivity is defined as the number of antigens with circular holes that
were bound divided by the total number of antigens with circular holes and
the test specificity is given by the number of antigens with triangular holes
that did not bind divided by the total number of antigens with triangular
holes. In the ideal sensor, as well the test sensitivity as specificity are equal
to one. The second requirement is that the new technology platform needs
to have a high degree of multiplexing capabilities to maximize the number of
biomolecules a sample can be tested for. To conclude, it also is important to
minimize the steps in the sensor fabrication process and the sample prepa-
ration in order to have a commercially viable sensor platform.

1.2 Optical sensing and optofluidic systems

Optical sensors are sensors in which the biorecognition between two molecules
is transduced into a detectable optical signal. Based on the detection of this
signal, optical sensors can be categorized in two groups: fluorescence-based
detectors and label-free detectors. When detection is fluorescence-based, ei-
ther the target or a secondary probe molecule are labeled with a fluorescent
tag. Figure 1.2 (a) shows a fluorescence-based immunoassay in which the
secondary probe molecules are labeled. After binding the target antigens to
the antibodies on the sensor surface, a washing step is performed after which
a solution containing a second antibody, tagged with a fluorescent label, is
applied. When the unbound secondary antibodies are washed away, the in-
tensity of the fluorescence is a measure for the number of target antigens.
With florescence-based detection even single molecules can be detected [1],
but the disadvantages are the difficulty of labeling the molecules with the risk
of changing their three-dimensional conformation and thus their biochemical
recognition abilities and the necessity of washing steps to remove unbound
molecules and unbound labeled biorecognition molecules.

These disadvantages do not play a role in label-free optical sensing. There are
several detection methods for label-free optical sensing like optical absorp-
tion and Raman spectroscopic detection but this report focusses on refractive
index sensing. For most label-free optical detectors, the light that is used to
detect is concentrated near the sensor surface as is shown in Figure 1.2 (b).
The evanescent field of this light decays exponentially away from the surface
with a decay length of the order of tens to hundreds of nanometers. For the
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Chapter 1. Introduction

(a) (b)

Figure 1.2: A schematic representation of (a) an immunoassay based on
fluorescence detection fluorescence-based and (b) an immunoassay based on
label-free detection with the evanescent tail of the light at the sensor surface.

immunoassay of Figure 1.2 (b), where both the antibody and antigen have
dimensions of the order of tens to hundreds of Angströms, this evanescent
tail is able to detect the binding. Also in other configurations, the decay
length is larger than the dimensions at which the binding takes place.

Refractive index sensing optical sensors can detect the small increase in re-
fractive index when a target molecule binds to a probe but they can also
detect changes in the refractive index of a bulk solution. In this report, the
detection with bulk solutions is referred to as chemical sensing. The sensi-
tivities of refractive index optical sensors are expressed in nanometers per
refractive index unit (RIU). This sensitivity is not the same as the test sen-
sitivity of paragraph 1.1 but they are related. Increasing the sensitivity in
nm/RIU is a way to increase the test sensitivity [2].

Refractive index based label-free optical biosensors enclose different technol-
ogy platforms like surface plasmon resonance (SPR), interferometer, ring res-
onator, optical fiber, waveguide and photonic crystal based biosensors. Since
2000, several optical biosensor devices have become commercially available
but they are mostly based on SPR, interferometry or waveguides [3]. In the
Appendix an overview is given of the detection limits of different designs
of each platform. The lowest detection limits of each platform are approxi-
mately 10−7 RIU for bulk refractive index sensing which is one to two orders
lower than for photonic crystal based biosensors. However it is possible for
photonic crystal based biosensors to obtain similar values for the detection
limit. The main advantage of photonic crystal based biosensors is that they
have very small dimensions compared to the other platforms. Therefore
sample volumes of only 0.1 to 1 fL are sufficient to do bulk refractive index
measurements. In the tables in the Appendix, detection limits are given for
bulk solutions and protein/bacteria/virus measurements.
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1.2. Optical sensing and optofluidic systems

Figure 1.3: Schematic representation of the microfluidic integration of a pho-
tonic crystal membrane cavity using polydimethylsiloxane (PDMS) [8].

For optical biosensors to develop from the research area to practical appli-
cations, optofluidic integration is necessary. Several review papers can be
found in literature on this subject [4–6]. Most of the microfluidic fabrication
methods have been with soft lithography since it allows for easy and cheap
fabrication of complex microfluidic structures while the material has a good
optical transparency and quality [4, 7]. Also for photonic crystal membrane
cavities examples of microfluidic integration can be found in literature [8–11].

There are currently three major target groups that can benefit from improv-
ing optical sensors for multi target sensing or for continuous monitoring [12].
First of all, the medical (and veterinary) diagnostics would benefit from both
a multiplexed diagnostics device with biomarkers for specific diseases but also
from a diagnostic technique for point-of-care (i.e. at the doctors office in-
stead of in a lab) and self-testing purposes. There are already commercial
optical biosensors that test for infectious diseases or heart attack markers,
and alcohol or drugs abuse [13]. Secondly, homeland security agencies all
over the world would benefit from a means to identify biothreats and ex-
plosives detection. Currently, the technology to detect biothreats exists and
similar technologies are being tested for explosives detection and the tracking
of both biothreats and explosives [14]. The third group consists of environ-
mental regulatory agencies and heavily polluting or chemical factories. The
factories need on-site monitoring systems to reduce the response time in case
of pollution or the release of dangerous substances while the environmental
agencies are mostly interested in optical biosensors for the monitoring of air,
water and soil. Currently, there are already a lot of different optical sensors
for environmental monitoring commercially available; examples can be found
in [15, 16]
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Chapter 1. Introduction

1.3 Photonic crystals

A photonic crystal is a periodic dielectric structure that has, as a result of
this periodicity, a photonic band gap. The easiest way to explain the occur-
rence of the photonic band gap is to make the analogy between photons in
a photonic crystal and electrons in a semiconductor crystal. In a semicon-
ductor, the waves of electrons scatter at each layer of atoms they encounter.
The scattered waves will interfere constructively if the de Broglie wavelength
of the electron waves, given by λ = h

mv
with h Plancks constant, m the elec-

tron mass and v the speed of the electron, is close to the distance d between
successive atom layers which is of the order of Ångströms. When this con-
structive interference, i.e. reflection, occurs over a range of wavelengths and
in all directions through the crystal, one can say that these wavelengths are
forbidden. This band of forbidden states is referred to as the electronic band
gap.

Analogously, photonic crystals are composed of periodically arranged dielec-
tric structures with a periodicity that is of the same order as the wavelengths
of the photons one wishes to use for a specific application. This means that
the periodicity can be centimeters (microwaves) or hundreds of nanometers
(visible light), but always large compared to semiconductor crystals. When
photons travel through the photonic crystal, there will be constructive or
destructive interference of the waves depending on the direction in which
they travel through the crystal, the refractive index and the periodicity of
the crystal. Like with electrons in a semiconductor, a band with forbidden
wavelengths arises which is called the photonic band gap. By locally dis-
rupting the photonic crystal periodicity, locally states are created within the
forbidden band just like doping does in semiconductors.

(a) (b) (c)

Figure 1.4: Periodicity in one, two or three directions leads to (a) 1D photonic
crystals, (b) 2D photonic crystals and (c) 3D photonic crystals [17].

Photonic crystals can have one-dimensional (1D), two-dimensional (2D) or
three-dimensional (3D) periodicity as is schematically shown in Figure 1.4.
The simplest form of a photonic crystal is the one in Figure 1.4 (a) which is
a one-dimensional periodic structure called a Bragg mirror. The propagation
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1.4. Goal and motivation of this project

of light through these structures was first studied by Lord Rayleigh in 1887
[18] who demonstrated the existence of a band gap. However, it was only in
1987 that Yablonovitch and John suggested the possibility of two- and three-
dimensional periodic crystals with respectively two- and three-dimensional
band gaps [19, 20]. A schematic representation of 2D and 3D periodicity is
given in Figures 1.4 (b) and (c).

It took Yablonovitch until 1991 to produce for the first time a 3D photonic
crystal [21]. This was only for electromagnetic waves in the microwave re-
gion since the dielectric structure had a periodicity of the order of millimeters.
After this first proof of principle other groups tried different configurations
which were all in the microwave regime since the scaling down of these struc-
tures proved to be very difficult [22]. Therefore Krauss et al. used techniques
form the semiconductor industry to fabricate 2D photonic crystals at near-
infrared wavelengths in 1996 [23]. Since then 2D photonic crystals have been
made all over the world for various purposes ranging from the guiding, bend-
ing, and splitting of light to the slowing down of light and many others.
In 2000, Noda et al. were successful at scaling down a 3D structure from
the microwave to the near-infrared regime using advanced semiconductor
techniques [24]. However this is not a mature fabrication process so if 3D
confinement is necessary, it is advisable to use photonic crystals that have a
2D confinement due to their periodicity and that are so thin that total in-
ternal reflection occurs which confined the light in the third direction. This
method combines (almost) 3D confinement with fabrication techniques that
have become common knowledge.

As stated above, introducing a local defect, referred to as a cavity, into the
photonic crystal periodicity locally changes the allowed wavelengths. Light
of these wavelengths will reflect at the edges of the cavity so actually, by
creating a defect an optical resonator is made. A resonator is characterized
by its resonance spectrum and the wavelengths at which it resonates are,
among other things, determined by the refractive index difference between
the dielectric and the environment. This means that photonic crystal cavities
can be used as refractive index sensing optical sensors.

1.4 Goal and motivation of this project

The main goal of this project is to develop photonic crystal membrane
nanocavity based sensors that detect the binding of proteins onto the sensor
surface via the change this induces in the refractive index. Since the char-
acterizing resonance peaks of the photonic crystal cavities depend on the
refractive index, this detection will be done by comparing resonance spec-
tra. The major part of this project is the optimalization of the design of
the photonic crystal membrane nanocavities to do this detection, i.e. what
are the parameters that determine the sensor performance. These questions
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Chapter 1. Introduction

need to be answered before looking at protein detection. What lies beyond
the scope of this master project is the microfluidic integration of photonic
crystal membrane nanocavities, the development of immunoassays and the
design of a full lab-on-a-chip based on arrays of functionalized photonic crys-
tal membrane nanocavities.

As was stated in paragraph 1.2, photonic crystal membrane nanocavities are
a good candidate to be the next generation biosensors. Our research is new
in the sense that until now, photonic crystal membrane nanocavities have
been made mostly in silicon-based systems that can be easily incorporated
in the current silicon platform. However, these devices need an external light
source and access waveguides to make the cavities resonate. The next gen-
eration integrated photonic circuits will have sources and detectors built-in
on the chip which allows researchers to look into photonic crystal nanocav-
ities based on active III/V semiconductors. This offers the possibility for
remote optical read-out by photoluminescence. A few groups have reported
on the fabrication of III/V based photonic crystal membrane nanocavities
with incorporated quantum wells but we report here on the first sensor with
quantum dot embedded photonic crystal membrane nanocavities.

This report will start with a theoretical background of two-dimensional pho-
tonic crystal membranes in Chapter 2. In the next chapter the fabrication,
characterization and desing of the cavities will be discussed. Chapter 4 starts
with a theoretical description of the binding of proteins to a surface after
which results will be shown for InP substrates. In Chapters 5 and 6 the
results for bulk refractive index sensing and protein detection are described
after which the conclusions are summarized.
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Chapter 2

Theory

This chapter will start with the master equation which will be necessary to
describe the propagation of light in waveguides, 2D photonic crystals (PhC),
and PhC membranes. For a more thorough explanation of the theory behind
photonic crystals is referred to [17, 25]. Attention is also given to cavities
which are created by introducing defects into the PhC.

2.1 Derivation of the master equation

First of all, a theoretical framework is needed for the propagation of electro-
magnetic waves in a photonic crystal, a structure that consists of periodically
arranged regions of different dielectric materials as was shown in Figure 1.4.
The field of electromagnetism is governed by four fundamental equations,
called the Maxwell equations. In SI units these four equations are given by

∇ ·B = 0 (2.1)

∇ ·D = ρ (2.2)

∇× E +
∂B

∂t
= 0 (2.3)

∇×H− ∂D

∂t
= J (2.4)

In these equations, E and H are the electric and magnetic field, D and B the
electric and magnetic flux density, ρ the free charge, J the current density
and t the time.

Assuming that the field strengths of E and H are small and that the dielectric
material is macroscopic, isotropic, transparent and that material dispersions
can be ignored, means that E and H depend linearly on D and B and that
E and D are related by ε0 times the dielectric function ε(r) which is real and
positive.
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2.1. Derivation of the master equation

With these assumptions D and B are related to E and H by

D(r) = ε0ε(r)E(r) (2.5)

B(r) = µ0µ(r)H(r) (2.6)

Equation 2.6 can be further simplified to B = µ0H because for most di-
electrics the relative magnetic permeability µ(r) is very close to unity.

Assume there are no current (J = 0) or free charges (ρ = 0), and using
equations 2.5 and 2.6 the Maxwell equations can be written as

∇ ·H(r, t) = 0 (2.7)

∇ · [ε(r)E(r, t)] = 0 (2.8)

∇× E(r, t) + µ0
∂H(r, t)

∂t
= 0 (2.9)

∇×H(r, t)− ε0ε(r)
∂E(r, t)

∂t
= 0 (2.10)

Since these equations are all linear relations, the time and space dependency
of both the electric and magnetic field can be separated by writing them as
harmonic modes

E(r, t) = E(r)e−iωt (2.11)

H(r, t) = H(r)e−iωt (2.12)

Inserting these into equations 2.7 - 2.10 we find

∇ ·H(r) = 0 (2.13)

∇ · [ε(r)E(r)] = 0 (2.14)

∇× E(r)− iωµ0H(r) = 0 (2.15)

∇×H(r) + iωε0ε(r)E(r) = 0 (2.16)

Equations 2.13 and 2.14 require that both the electric and magnetic field are
composed of transverse electromagnetic waves and equations 2.15 and 2.16
can be rewritten into one equation, called the master equation.

∇×
(

1

ε(r)
∇×H(r)

)
=

(ω
c

)2

H(r) (2.17)

Because for photonic crystals, the permittivity ε(r) is a periodic function,
the master equation has been reduced to a periodic eigenvalue problem. This
means that the solutions can be obtained using Bloch’s theorem

H(r) = Hn,k(r) · eik·r (2.18)
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Chapter 2. Theory

where n is the mode number and k the wave vector. Equation 2.18 has
eigenvalues that satisfy

(∇+ ik)×
[

1

ε(r)
(∇+ ik)×Hn,k(r)

]
=

(
ωn(k)

c

)2

Hn,k(r) (2.19)

Most of the paragraphs in this chapter will be based on equation 2.18.

The master equation only gives solutions for the magnetic field H(r) but
when this equation is solved and the frequencies of the modes are determined,
equation 2.16 can be used to determine E(r).

2.2 The propagation of light in waveguides

2.2.1 Planar waveguides

Consider an infinite plane of dielectric material surrounded by air. This is
called a planar waveguide and as can be seen from Figure 2.1, this structure
has a constant dielectric function in the x and y direction but ε(r) changes
in the z direction when going from the dielectric material to air. This means
that the system is invariant under all translational operators in the xy plane
and that the modes are given by

Hk‖(r) = h(z)eik‖·ρ (2.20)

where k‖ = kx + ky and ρ is the projection of r in the xy plane.

Figure 2.1: A planar waveguide.

An important property of the planar waveguide is its ability to reflect light
without any losses if the angle θ of the incoming light with respect to the
plane is small enough. The refraction of light at the interface between two
dielectrics is described by Snell’s law, n1 sin θ1 = n2 sin θ2 and a schematic
representation is given in Figure 2.2. For a planar dielectric waveguide sur-
rounded by another dielectric, n1 is the refractive index of the waveguide and
n2 of the surrounding dielectric and θ1 and θ2 are the angles the ray makes
with the normal to the interface. If the incoming angle θ1 is large enough so
that θ1 > sin−1 (n2/n1), then Snell’s law states that sin θ2 should be larger
than 1 but there is no angle θ2 for which this is possible. With other words,
transmission of light from the waveguide to the surrounding dielectric is not
allowed and the light is totally reflected. This argumentation is only valid
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2.2. The propagation of light in waveguides

when n1 > n2 so total internal reflection only occurs within the dielectric
with the highest refractive index.

Figure 2.2: The refraction of light at the interface of a waveguide (n1) and
the surrounding dielectric material (n2).

For the planar waveguide of Figure 2.1, only certain angles larger than the
critical angle give rise to propagating modes. The relation between the mode
frequencies ω and the wave vector k is called the dispersion relation. The
dispersion relation (or band structure or band diagram) of a planar waveguide
surrounded by air is shown in Figure 2.3 (a).

(a) (b)

Figure 2.3: (a) The dispersion relation ωn(k‖) of a planar waveguide with
thickness a and dielectric constant ε=11.4. The blue region is the light cone,
the red line indicates the light line and the propagating modes are indicated
by the blue lines [17], (b) The field distributions for the TE guided modes in
a dielectric waveguide with thickness a [26].

The modes that do not undergo total internal reflection are transmitted at
the interface and they propagate into the air, or more generally the cladding
dielectric, after being refracted. The boundary between modes that are lo-
calized in the dielectric and modes that refract into the surrounding air is
called the light line which is given by ω = ck‖/n2. At a large distance from
the dielectric, the extended states must behave like regular plane waves char-
acterized by

ω =
c|k|
n2

=
c

n2

√
k2
‖ + k2

⊥ (2.21)
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Because there is no limitation on the values for k⊥, only that they need to
be real, there will be modes with every possible frequency greater than ck‖.
This means there is a continuous spectrum of states above the light line.
This area is the blue region in Figure 2.3 (a) which is called the light cone.
The modes guided by the dielectric waveguide lay underneath the light cone
because ε is larger which lowers the frequency. These solutions decay expo-
nentially away from the dielectric which means that they need to have an
imaginary k⊥. For a fixed k‖ the solutions form a discrete set of ωn(k‖) and
they are labeled by the mode number n, starting with n = 1 for the lowest
frequency. As Figure 2.3 (a) shows, there always is at least one mode since
the mode n = 1 is always allowed.

The mode n = 1 is referred to as the first order mode or the fundamental
mode, and all n > 1 are higher order modes. The field distributions of the
first few modes are shown in Figure 2.3 (b). The condition to avoid higher
order modes and work with a single mode waveguide is given by

2a

λ
NA < 1 (2.22)

with λ the wavelength in free space and NA the numerical aperture given by√
n2

1 − n2
2 [26].

2.2.2 Periodicity leads to a photonic band gap

The Brillouin zone

When the waveguide is no longer the simple planar waveguide of Figure 2.1
but a waveguide with translational symmetry in the y direction, equation 2.18
can be rewritten and a primitive lattice vector and primitive reciprocal lat-
tice vector can be defined.

For a system with discrete translational symmetry, the modes that can prop-
agate are given by a Bloch state

Hk(r) = uk(r)e
ik·r (2.23)

where uk(r) is a periodic function with uk(r) = uk(r+R), where R is a real
space lattice vector.

For a one-dimensional situation with a the lattice constant, the primitive
lattice vector is given by a = aŷ, and for b = 2π

a
the primitive reciprocal

lattice vector is defined by b = bŷ. With these definitions the Fourier trans-
formation of equation 2.23 in one dimension becomes

Hk(y) =
∑
m

uk,m(y)eimbyeiky (2.24)
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2.2. The propagation of light in waveguides

This introduces a periodicity in reciprocal lattice vector, implying that the
Bloch states with wave vector ky and with wave vector ky +mb are identical
if m is an integer [27]. This implies that the mode frequencies are periodic
in ky so ω(ky) = ω(ky + mb) so all allowed ω can be found with k′ys within
the range −π

a
< ky ≤ π

a
. This range is called the Brillouin zone. When the

dielectric structure has a certain symmetry operation, the ωn(k) function
has that symmetry too. These operations (rotation, mirror-reflection and
inversion symmetry) are therefore called the point group of the structure.
As a consequence, one does not need to consider the ωn(k) of the entire Bril-
louin zone. The smallest region within the Brillouin zone for which the ωn(k)
are not related by symmetry operators is called the irreducible Brillouin zone.

The photonic band gap

To understand the origin of the photonic band gap, one-dimensional photonic
crystals in which several dielectric layers (multilayer structure) with period a
are stacked onto each other in the z direction will be explored. This structure
is periodic in the z direction and homogenous in the xy plane which allows
one to write equation 2.23 as

Hn,kz ,k‖(r) = un,kz ,k‖(z)e
ik‖·ρeikzz (2.25)

with ρ the projection of r in the xy plane and u(z) = u(z + R) with R
an integer multiple of a. Because the 1D photonic crystal has continuous
translational symmetry in the xy plane, the wave vector k‖ can assume any
value but the wave vector kz is restricted to the Brillouin zone −π

a
< kz ≤ π

a

because of its discrete translational symmetry.

Looking only at waves that propagate in the z-direction (k‖ = 0) and setting
k = kz, the dispersion relations ωn(k) can be plotted. Figure 2.4 shows
the dispersion relations of three different dielectric multilayer systems. Each
layer has a thickness 0.5a and the dielectric constants vary between two
consecutive layers. Figure 2.4 (a) shows the band diagram of homogeneous
GaAs bulk material with ε = 13. The modes of this system all lie along a
line given by ω(k) = ck√

ε
. Because the graphs are restricted to the Brillouin

zone, the dispersion relation is folded back into the range −π
a
< kz ≤ π

a
for

values k > π
a

and k < −π
a

.

Figures 2.4 (b) and (c) show the dispersion relations of a multilayer system
with GaAs and GaAlAs and a multilayer system with GaAs and air, respec-
tively. Because of the small, respectively large difference in ε between the
different layers, a gap is created between the n = 1 and n = 2 branches of
the band diagram. This means that for these specific frequencies, there is no
allowed mode in the Brillouin zone and therefore this ω-region is referred to
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(a) (b) (c)

Figure 2.4: The dispersion relations for three different multilayer systems for
propagation in the z-direction, (a) ε = 13 for each layer, (b) ε alternates
between 12 and 13, (c) ε alternates between 1 and 13 [17].

as the photonic band gap.

The photonic band gap occurs at k = π
a

which is at the edge of the Brillouin
zone, and corresponds to the Bragg reflection condition. Here the modes
have a wavelength 2a so their nodes are located either in the low-ε or high-ε
dielectric. Because low frequency modes center their energy in the high-ε
layer and high frequency modes have more energy in the low-ε layer, the
origin of the band gap and the difference between Figure 2.4 (b) and (c) can
be understood. The mode below the band gap has more of its energy in the
high-ε GaAs and the mode above the band gap has more of its energy in the
lower-ε GaAlAs or air. Because the low-ε region is usually air, the convention
is to refer to the band above the photonic band gap as the air band and to
the band below the band gap as the dielectric band.

2.2.3 A periodic waveguide

To see the difference in band diagrams between a planar and a periodic waveg-
uide one needs to go back to the planar waveguide. As shown in Figure 2.5
(a), the dielectric strip with ε = 12 extends in the x- and y-direction and it
is known from paragraph 2.2.1 that the light is confined in the z-direction
by total internal reflection. A periodic waveguide is created by introducing a
periodic discontinuity in the strip in the y-direction as is shown in the inset
of Figure 2.5 (b). Two restrictions are made; only light propagating in the
in the xy-plane (kz = 0) and with TM-polarization is taken into account.
Both waveguides have translational symmetry in the y-direction but not in
the z-direction, therefore ky is conserved but kz is not so k = ky.
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2.2. The propagation of light in waveguides

(a) (b)

Figure 2.5: Band diagrams for a planar (a) continuous and (b) periodic
waveguide for the in-plane propagation light [17].

For the planar waveguide of Figure 2.5 (a), the light cone (ω ≥ ck/n with
n =nenvironment) encloses the extended states propagating in air as was ex-
plained in paragraph 2.2.1. Beneath the light cone (ω < ck/n) the higher
index of the dielectric waveguide pulls down modes that are guided by the
waveguide. This property was previously described as total internal reflec-
tion but can in a more general way be referred to as index guiding. Because
the waveguide is symmetric under reflections through the z = 0 plane, the
guided modes are either even or odd with respect to z = 0.

The periodically discontinuous waveguide of Figure 2.5 (b) has a period a
and each square of dielectric material has a size 0.4a × 0.4a. Light rays can
not stay inside the dielectric squares so it seems impossible that the light in
this waveguide is guided by total internal reflection. However, Bloch formu-
lated a theorem that says that waves in a periodic structure can propagate
without scattering. The periodic structure has Bloch modes as solutions with
frequencies below the light cone. So because of the periodicity of the system,
the wave vector k = ky is still conserved so there still is a light cone beneath
which localized modes can exist as can be seen from Figure 2.5 (b).

An important difference between the planar and periodic waveguide are the
values of k. For the planar continuous waveguide the wave vector is not
restricted because of the continuous translational symmetry, but for the pe-
riodic waveguide the wave vector can be restricted to the Brillouin zone:
−π

a
< k ≤ π

a
. Because of the periodicity, the dispersion relation in the range

π
a
< k < 2π

a
is identical to the dispersion relation the range −π

a
< k < 0

which is the reverse of the dispersion relation in the range 0 < k < π
a

(see
paragraph 2.2.2). Because of this reversibility there also is a light cone in
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the range 0 < k < π
a
. Analogously, the lowest band starts at (k = 0, ω = 0)

and it reaches its maximum at k = π
a

after which it goes back to ω = 0
at k = 2π

a
. Because this band is pulled down, a photonic band gap arises

between the first two guided modes, just as in the multilayer systems of Fig-
ure 2.4 (b) and (c). The difference between the multilayer systems and the
periodic waveguide is that the band gap only exists for the guided modes.
The modes within the light cone can still exist for every ω. The photonic
band gap of Figure 2.5 (b) is therefore called incomplete whereas the ones
from Figure 2.4 are complete photonic band gaps.

2.3 Two-dimensional photonic crystals

The second step on the way to two-dimensional photonic crystal membranes
are two-dimensional photonic crystals that are periodic in the x- and y-
direction while homogenous and infinitely long in the z direction as was
shown in Figure 1.4 (b). Consequently, ε(r) = ε(r + R), kz is not restricted
and k‖ can be restricted to the Brillouin zone. Propagation is assumed to
always be in-plane or kz = 0. The Bloch states can now be written as

Hn,kz ,k‖(r) = un,kz ,k‖(ρ)e
ik‖·ρeikzz (2.26)

with ρ the projection of r in the xy-plane and u(ρ) = u(ρ + R).

The modes that are allowed to propagate in the photonic crystal can be
distinguished by their polarization. Transverse-electric (TE) modes have E
in the xy-plane and H normal to the plane and transverse-magnetic (TM)
modes have E normal to the plane and H in the plane. In the next para-
graph, two different 2D photonic crystal structures are described and the
importance of the polarization will become clear.

2.3.1 Dielectric columns and veins

Figure 2.6 (a) shows the TE and TM dispersion relations for light that prop-
agates in the xy-plane of a square array of dielectric columns with radius
0.2a, lattice constant a and ε = 8.9. The wave vector k = k‖ is only plot-
ted along the edges of the irreducible Brillouin zone. Because the points
k = (0, 0), k = (π

a
, 0) and k = (π

a
, π

a
) are referred to as the Γ, X and M

point respectively, the edges of the irreducible Brillouin zone are determined
by ΓX, XM and MΓ. The dispersion relations can be restricted to these
directions because the minimum and maximum of the dispersion lines, i.e.
the points that determine the band gap, almost always occur at the edges
of the Brillouin zone and often at a corner. This is also the case for the
structures discussed in this chapter [17].
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2.3. Two-dimensional photonic crystals

(a) (b)

Figure 2.6: The band diagram of (a) a square array of columns and (b) a
square lattice of veins. The insets show the structures and their Brillouin
zones with the irreducible Brillouin zones highlighted in blue [17].

Figure 2.6 (a) shows that this structure of columns has a complete band gap
for the TM modes between the first and second band. However, for the TE
modes there is no band gap. Looking at the band diagram of a different 2D
structure, a square grid of dielectric veins with thickness 0.165a and ε = 8.9
in Figure 2.6 (b), it is seen that there is no band gap for the TM modes and
only a small one for the TE modes.

(a) (b)

Figure 2.7: Hexagonal structure of air holes (a) top view, (b) side view [17].

The column and vein structures can be combined into the hexagonal array
of air holes shown in Figure 2.7. This structure combines isolated high-ε
regions that resemble the dielectric columns with a connected grid that re-
sembles the veins. Figure 2.6 (a) showed that a isolated high-ε regions lead
to a large TM photonic band gap. On the contrary, there was no TM pho-
tonic band gap for the square grid of dielectric veins; the connectivity of
the veins led to a TE photonic band gap. In the square array of dielectric
columns, the TE modes had to penetrate the low-ε regions resulting in no
TE band gap. The square grid of dielectric veins does not have this prob-
lem because the mode can follow the high-ε veins, giving rise to a small TE
band gap. Since the hexagonal array of air holes combines these features, it
has a photonic band gap for both TE and TM modes as can be seen from
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Figure 2.8. The complete photonic band gap, i.e. a band gap for the TE
modes as well as the TM modes, only occurs for large r

a
values (> 0.4a). In

practice much smaller value are used (∼ 0.3a) so there will only be a TE gap.

Figure 2.8: The band diagram for the hexagonal structure of air holes with
ε = 13 and r

a
= 0.48. The blue lines represent TM band and the red lines TE

bands. The inset also shows the irreducible Brillouin zone, shaded in light
blue [17]. The stop gaps are indicated by the black arrows.

2.3.2 Point and linear defects

For 2D photonic crystals with band gaps for the in-plane propagation of
light, no modes are allowed with frequencies within the band gap. However,
by slightly changing one (or a few) lattice site(s), a single localized mode (or
a few modes) can be created with a frequency within the band gap because
locally the periodicity is broken. For the hexagonal structure of air holes,
one of the air holes can be removed or have an increased/decreased radius.
Key is that the dielectric constant is changed compared to the original struc-
ture. The perturbation that is applied to the photonic crystal is localized to
a certain point in the xy-plane which is why it is called a point defect. This
defect is introduced to obtain a localized mode inside the band gap, implying
that the mode needs to be evanescent because it can not propagate in the
crystal. By changing one lattice site, a cavity is created with reflecting walls
in the xy-plane because the photonic crystal reflects light with frequencies
inside its band gap. If the cavity can support a single mode in the band gap,
that light can not leave the cavity and the mode is related to the defect.

By means of point defects light can be localized, and by using linear defects
light can be guided from one location to the other. This can be done by
removing for example one line of air holes from the hexagonal structure of
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air holes. Light that propagates along this line with a frequency within
the band gap of the surrounding photonic crystal is guided along this linear
defect.

2.4 Photonic crystal membranes

2.4.1 The dispersion relation of a photonic crystal mem-
brane

With the background of the previous paragraphs, two dimensional photonic
crystals with a finite thickness, also know as photonic crystal membranes can
be understood. The finite thickness in the vertical z-direction introduces a
different ωn(k) behavior, shown in Figure 2.9. Like with the 2D photonic
crystal, a hexagonal lattice of air holes with radius r = 0.3a will be con-
sidered but now with a finite thickness of 0.6a, as is shown in the inset of
Figure 2.9. The membrane is surrounded by air which is why this structure
is referred to as a suspended membrane. The structure has a discrete trans-
lational symmetry in the x- and y-direction so the in-plane wave vector k‖
is conserved, but the vertical wave vector kz is not conserved. As in para-
graph 2.2.1, the extended modes that propagate in air lay within the light
cone for ω ≥ c | k‖ | and below the light line, the higher refractive index of
the membrane has pulled down discrete guided bands. This structure has a
TE-like band gap but it is not a complete band gap; only the guided modes
have a band gap, the ones above the light cone do not.

Figure 2.9: The band diagram of a photonic crystal membrane. The shaded
purple area is the light cone and below it are the guided modes localized to
the membrane. Blue lines represent TM modes and red lines TE modes [17].
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2.4.2 Defects

Just as for a 2D photonic crystal, creating a point defect can result in a
localized mode. Because a localized mode has no discrete k-value, but a
distribution of k-values which may extend to values within the light cone,
the localized mode(s) are leaky resonances, with intrinsic vertical radiation
losses. The design challenge is to minimize the k-components within the
light-cone. Examples of different point defects can be found in the next
chapter.

By filling one line of air holes with dielectric material, the average dielectric
constant of the photonic crystal membrane structure is increased which pulls
bands down from the upper edge of the band gap as is shown in Figure 2.10.
This structure is referred to as a W1 defect; 1 is used since one line of holes
was removed and W stand for waveguide. In paragraph 2.3.2 it was explained
why this structure guides light.

Figure 2.10: The band diagram a photonic crystal membrane with W1 de-
fect. Dark-red shaded regions indicate extended TE-like modes of the crystal.
Guided modes are introduced both in the band gap (red lines) and below all
the extended modes of the crystal (green lines) [17].

In recent years, a new type of structure has been used that is able to guide
and enhance light in low-index regions [28–34]. The structure is referred to
as a slotted waveguide and an example is shown in Figure 2.11. The slotted
waveguide is interesting for this project because the slot allows for a better
interaction between matter (the sample analyte) and light. For the theo-
retical background of slotted waveguides is referred to [28] but an intuitive
approach is given here. The structure of Figure 2.11 can confine and guide
light when it is polarized with its electrical field perpendicular to the slot,
i.e. for TE modes. This way the light strongly feels the discontinuity in the
refractive index when going from the dielectric material nW to the air slot
nS. The modes of the two waveguides have their evanescent field inside the
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slot and if the slot width wS is narrow enough, the tail of the two waveguides
can overlap. They will then form one mode with a very high intensity and
small volume which propagates through the slot (air) and is guided by the
waveguide walls.

Figure 2.11: The slotted waveguide. The refractive indices of the cladding,
waveguide and slot are referred to as nC, nW and nS, respectively. The
waveguides have a height h and width wW = b − a and the slot has a width
wS = 2a [28].

2.4.3 The design of a cavity

As stated in paragraph 2.4.2, the challenge in designing a cavity is to reduce
the k-components in the light cone because lossy modes are something to
avoid. In other words, one wants to maximize the quality factor Q of the
cavity mode, defined as the ratio of the power stored inside the cavity and
the power lost during one mode period. The quality factor not only depends
on the confinement of photons within the plane of propagation, but also on
how strongly the photons are confined in the out-of-plane direction by total
internal reflection or index guiding. As Figure 2.12 shows, the goal is to
create cavity modes for which all angles ensure total internal reflection.

Noda et al. have developed an important design concept to create high-Q
cavities to which they refer to as “Gaussian confinement”[36]. It is stated
that if one wants to decrease the losses in the vertical direction, one needs
to make sure that the envelope of the cavity mode field is a Gaussian function.

This concept can be explained by looking at the straightforward 1D cavity
shown in Figure 2.13. This cavity consists of a dielectric material that is
finite in the x- and z- direction and it is uniform in the y-direction. In the
x-direction the cavity is confined by two perfect mirrors. These mirrors are
perfect but the electromagnetic field may penetrate into the mirrors over a
finite length.
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(a) (b)

Figure 2.12: Components of the resonant mode that lay outside the grey
regions will arrive at the dielectric interface at an angle that is large enough to
have total internal reflection, (a) a few components of the resonant mode are
lossy, (b) all components of the resonant mode are confined by total internal
refraction [35].

Figure 2.13: A one-dimensional cavity.

Two situations of this cavity will be explored in which the in-plane confine-
ment is very different which results in different electric field profiles in the
mirror (in the x-direction). With an abrupt mirror, photon confinement is
caused by sharp reflections at the cavity walls which results in an electric
field profile of the cavity mode with a rectangular envelope function, see Fig-
ure 2.14 (a). In the second situation, the photons are confined by a spatially
distributed reflection and this causes the cavity mode electric field profile
to have a Gaussian envelope function, as is shown in Figure 2.14 (b). The
spatial Fourier transform spectra of both electric field profiles gives the plane
wave components of the cavity mode and they can be seen in Figures 2.14
(c) and (d). Assuming that the wave vector of light in the surrounding air
is k0, only the plane wave components with | k‖ |> k0 can be confined by
total internal reflection and the region where | k‖ |< k0 is called the leaky
region because these are the k-values for which the plane wave components
of the cavity mode are leaked into the air. Figures 2.14 (c) and (d) show
clearly that the cavity with a rectangular envelope function has more leaky
components than the cavity with a Gaussian envelope function.

How are cavities obtained with Gaussian envelope functions instead of rectan-
gular ones? Abrupt changes in the electric-field profile results in rectangular
envelope function so one needs to find a way to make the electric-field profiles
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at the cavity edges more smooth. This can for example be done by modifying
the holes surrounding a cavity. Adjusting the nearest neighbor holes induces
a big increase in quality factor which can be further improved by modifying
holes further away [37]. Modifying can mean shifting the holes further away
from the cavity or reducing their radius.

The physical principle behind this phenomenon is that the Bragg reflection
that confines the light in the cavity, depends on the summation of partial
reflections at certain points near a cavity. When the holes near the cavity
edge are modified, so is the condition for Bragg reflection. Because the
phases of partial reflections are changed, a phase-mismatch is obtained that
weakens the magnitude of the Bragg reflection. Because the reflection is less,
more light penetrates the perfect Bragg mirror were it is reflected perfectly.
Because of this, the electric-field profile at the cavity edge will be smoother.

(a) (b)

(c) (d)

Figure 2.14: Electrical field profiles of cavities with (a) a rectangular envelope
function, (b) a Gaussian envelope function, (c) and (d) the respective Fourier
transform spectra of (a) and (b) [36].
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Chapter 3

Photonic crystal membrane
nanocavities

This chapter discusses the fabrication, the cavity designs and the character-
ization of the photonic crystal membrane nanocavities used further in this
report. First the production process of photonic crystal membrane nanocav-
ities (see Figure 3.1) will be discussed, starting from a bare InP wafer. The
investigated cavity designs are both point defect cavities, of which the band
structure was explained in Chapter 2, as well as linear defects in heterostruc-
tures. The dispersion characteristics of these heterostructure-like cavities
will be explained in this chapter. The resonance spectra of the cavities will
be obtained by performing photoluminescence experiments. The working
principles as well as the photoluminescence set-up are therefore highlighted.

Figure 3.1: A cross-sectional scanning electron microscope image of a free
standing membrane.
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3.1. Typical dimensions

3.1 Typical dimensions

The typical dimensions of a sample, i.e. a piece of wafer on which the pho-
tonic crystal membranes are made, is between 0.5 and 1 cm2. This is just a
dimension that is easy to handle, the actual area on which the photonic crys-
tal cavities are written is much smaller. Each photonic crystal (the hexagonal
shapes in Figure 3.2) has a lattice constant a of approximately 500 nm and
there are about 10 holes surrounding the defect in each direction. This means
that each photonic crystal has a surface area of approximately 65 µm2. Note
that because the cavity has reflecting walls, the light is confined to 0.5 -
1 µm2. The modal volume, i.e. the volume a specific mode occupies, is given
by

V ≡
∫
ε(r)|E(r)|2d3r

max[ε(r)|E(r)|2]
(3.1)

which is typically given in cubic half-wavelengths (λ/2n)3 where n is the re-
fractive index of the slab [17]. For an InGaAsP membrane with n = 3.37
and at a wavelength of 1500 nm, the modal volume of a dipole mode is
approximately 2.5 cubic half-wavelengths which corresponds to a volume of
0.28 µm3 [38]. Each sample contains about 200 photonic crystals so the area
they occupy on the sample is less than 5 mm2.

Figure 3.2: A scanning electron microscope image of part of a sample, and a
stronger magnification of one of the cavities.

3.2 Fabrication process

The fabrication process starts with an InP (100) substrate. On top of this
substrate a stack of In(Ga)(As)P layers is grown by metal-organic chemical
vapor deposition, see Figure 3.3 (a). First a 1 µm InP buffer layer is grown
directly onto the substrate, followed by the active InGaAsP layer. This layer
is composed of 110 nm InGaAsP, a quantum dot layer and again 110 nm In-
GaAsP. (λ = 1.25 µm). This choice of layer thickness can be explained from
equation 2.22. For InGaAsP membranes surrounded by air, the refractive in-
dices are n1 = 3.37 and n2 = 1 and a typical wavelength is 1500 nm. Inserting
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these values into equation 2.22, the maximal thickness a of the membrane
is found to be ∼233 nm. The InGaAsP material is defined as Q1.25 which
means that it has a band gap of approximately 1 eV. The quantum dots are
created by first growing 1.2 monolayers GaAs on top of the InGaAsP. This
interlayer is necessary to obtain InAs quantum dots with wavelengths around
1550 nm when 2 monolayers of InAs are deposited [39, 40]. The density of
these InAs quantum dots is about 300 µm−2 per layer. To conclude, the
active layer is capped with a thin layer (20 nm) of InP.

(a) (b) (c)

(d) (e) (f)

Figure 3.3: Schematic overview of the fabrication process of photonic crystal
membrane cavities (not drawn to scale).

The PhC pattern can not be directly written into the semiconductor material.
Two intermediate stages are necessary to ensure almost-perfect holes, and
each of these intermediate steps requires an additional layer. Figure 3.3 (b)
shows that these layers are a silicon nitride hard mask and a layer of electron-
beam resist called ZEP 520. With plasma enhanced chemical vapor depo-
sition a 400 nm layer of SiNx is deposited and on top of that, a 350 nm
ZEP 520 layer is spin coated.

By means of electron-beam lithography (EBL) at 30 keV, the hexagonal
lattice PhC patterns are defined into the ZEP 520 layer as is shown in Fig-
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ure 3.3 (c). As Figure 3.2 shows, neighboring photonic crystal cavities are
10 µm apart and the distance between different rows is at least 20 µm. This
is done to reduce the interference of electrons used to create one photonic
crystal with the photonic crystal next to it and cause an over exposure.
Bombarding the resist with electrons lowers its molecular weight and dur-
ing development, the exposed resist is removed. The pattern is now in the
ZEP 520 layer and needs to be transferred into the SiNx layer. This transfer
is done by reactive ion etching (RIE) with CHF3 after which the ZEP 520
is removed by an oxygen plasma. Next, the pattern is transferred into the
InP/InGaAsP/InP layer stack by inductively coupled plasma etching (ICP)
using Cl2, Ar and H2 (Figure 3.3 (e)). The SiNx layer can now be removed
by a 10% HF solution. The final step is a selective wet chemical etching step
using a HCl:H2O = 4:1 solution for 10 minutes at 2◦C. This removes the InP
cladding layer and undercuts the InGaAsP layer by removing part of the InP
buffer layer. What remains is a free standing InGaAsP membrane as can be
seen from Figure 3.3 (f). The structure is then given a final rinse with H2O
to remove any remaining acid.

3.3 Characterization of the cavities

3.3.1 Scanning electron microscopy

Scanning electron microscopy (SEM) is a technique in which high-energy
electrons are bombarded at the surface which allows one to make an image
of the surface. These images are used to see whether the design parameters
are indeed the parameters that determine the cavities or whether there is a
discrepancy between design and final product.

3.3.2 Photoluminescence

By incorporating quantum dots into the III/V structure, an active material
is created. Quantum dots are artificial atoms with discrete energy levels. As
a consequence, they can be excited by absorbing a photon and relax again
by emitting one. This is a huge advantage compared to passive semiconduc-
tor materials like silicon. To characterize silicon photonic crystal cavities,
waveguides need to be added and difficult and time-consuming transmission
experiments are necessary. This especially is a disadvantage if one wants to
do systematic investigations of hundreds of cavities. The experiments per-
formed in this report to obtain the resonance spectra are quite easy and
quick: by shining a laser spot onto the membrane, the quantum dots are
excited and their emitted light is detected. This process is called photolu-
minescence (PL). The PL spectrum of an un-patterned surface is shown in
Figure 3.4 (a). This is a very broad spectrum which is caused by the size-
dispersion of the InAs quantum dots. They are self-assembled and therefore
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it is impossible that they all emit light at 1500 nm. By patterning the PhC
cavity into the membrane, most wavelengths between 1300 and 1600 nm will
become forbidden, because they are in the band gap of the PhC lattice. The
PL spectrum will have a few very sharp peaks at the resonance wavelengths
of the nanocavities which lay inside the PhC band gap. This is shown in
Figure 3.4 (b).

(a) (b)

Figure 3.4: PL spectra of (a) an un-patterned InGaAsP surface, (b) a modi-
fied H1 cavity.

The use of quantum dots in InP based structures is relatively new [39, 40].
Almost all previous groups working with In(Ga)(As)P membranes use one
or more layers of quantum wells [8, 48–51, 71], only one group uses quantum
dots in InP membranes [54]. For the experiments in this report the influence
of the emitting material due to its absorption is minimal because of the low
density of quantum dots. In most other experiments the amount of active
material is maximized to compensate for the loss due to absorption, in order
to obtain lasing. Under that condition the passive quality factor of the cavity
(also known as the “cold ”quality factor) is difficult to determine: for low
excitation powers the quality factor is too low due to absorption, for high
excitation the linewidth is very small due to lasing.

Room temperature micro-photoluminescence experiments are conducted us-
ing a continuous wave diode laser with wavelength λ = 660 nm. This set-up
allows the focusing of the laser spot to an area of a few µm2, which is why
it is called micro PL. Low powers (approximately 30 µW) are used to avoid
heating of the cavities (that would induce red-shifts of its own) and to avoid
destroying the proteins. Figure 3.5 shows the entire PL set-up. The set-up is
placed on a shock-absorbent optical table to prevent mechanical noises from
interfering with the experiments. The sample is placed on a stage for which
the x- and y-position can be controlled on a nanometer scale by means of
piezo-positioners. The position in the z-direction (height) can be adjusted by
focusing the laser light with the microscope objective. When looking through
the microscope (with or without the camera), we see the sample in a way
very similar to Figure 3.2.
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Figure 3.5: A schematic representation of the photoluminescence set-up.

During a PL experiment, first, the laser light (in an optical fiber) goes to
a beam splitter that reflects about 30% of this light onto the sample. The
laser spot is focused onto one of the cavities by an objective with a mag-
nification of 50× and a numerical aperture of 0.5. Because visible light is
used to focus the laser spot onto the cavity, a beam splitter is placed inside
the microscope objective that reflects the visible light but transmits both
all the laser and the emitted light. The light from the laser spot excites
the quantum dots and they will emit light with wavelengths dependent on
their size; typically the wavelength is between 1300 and 1600 nm. The same
objective is used to collect the emitted light and light of these wavelengths
is about 80% transmitted by the beam splitter. The beam splitter reflects
best at the excitation wavelength (660 nm) and transmits best at the emit-
ting wavelength (∼1500 nm). Afterwards the light is focussed into an optical
fiber and it goes through a filter that cuts off any wavelengths below λ =
1300 nm. Next the light enters the adjustable slit of the 50 cm monochroma-
tor. There the light is dispersed and the entire spectrum is recorded on an
InGaAs diode array that is cooled by liquid nitrogen. The InGaAs array has
512 pixels, each 50 µm wide. The spectral resolution of this spectrometer is
∼0.3nm. The signal is sent to a computer where it can be read out with the
program WinView (Superlogistics, Inc.). The analysis of the spectra is done
with Origin (OriginLab Corporation); by fitting the peaks with a Lorentzian
curve the resonance wavelength and the full-width-at-half-maximum of the
peaks can be determined [41]. The quality factor defined in paragraph 2.4.3
can then be calculated since Q = λ/∆λ.
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It should be noted that when the PL spectra of two photonic crystal mem-
brane nanocavities with identical design parameters are compared, the po-
sitions of the resonance peaks are not exactly the same. Figure 5.4 shows
the PL spectra of two H1r nanocavities with parameters a = 530 nm and
r = 0.22a. The hexapole mode of sample 1 resonates at 1381.1 nm while
for sample 2 this occurs at 1357.2 nm. Analogously, for the quadrupole
peaks values are found at 1404.2 and 1410.6 nm for sample 1 and 1387.9 and
1396. nm for sample 2. However, these values are all within a 3% margin so
for the sensitivities the effects will be neglected.

Figure 3.6: PL spectra of two H1r cavities with the same lithographic param-
eters.

3.3.3 Finite-difference time-domain simulations

Finite-difference time-domain (FDTD) simulations are a way to simulate the
Maxwell equations in an isotropic medium, so also for our structures. This
gives information about the mode profiles, the resonance spectra, etc.

The FDTD simulation method already existed long before two-dimensional
photonic crystals were made for the first time. In 1966, Kane Yee developed
this method to look at the scattering of an electromagnetic pulse by a per-
fectly conducting cylinder [42]. This method divides space and time into a
discrete grid and calculates how the electric and magnetic fields evolve in
time. This is done for discrete time steps ∆t by means of a leap-frog ap-
proach.The electric fields at time t are calculated from the electric fields at
t −∆t and the magnetic field at t −∆t/2. Analogously, the magnetic field
at t+ ∆t/2 is calculated from the magnetic field at t−∆t/2 and the electric
field at t [17].

The reliability of the FDTD method is determined by the choice of grid and
time spacing, ∆x and ∆t respectively. They both need to be as small as
possible for the simulations to come as close as possible to the continuous
Maxwell equations but the computer should be able to handle the calculation
and the simulation time needs to stay reasonable. It makes sense that ∆x
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needs to be smaller than the lithographic parameters used and throughout
this report, a grid spacing of a

16
was used in which a is the lattice constant

in µm. This leads to a value for ∆x or approximately 0.03 µm. The FDTD
simulations lasted 65535 time steps with time spacing ∆t ∼ 0.05fs. For more
information about the FDTD method is referred to [43].

3.4 Designs

This report deals with different cavity designs, all created in InGaAsP PhC
membranes with a refractive index of 3.37 [44]. Independent of the design,
the standard radius to lattice constant ratio r

a
of the photonic crystal pattern

was always designed as 0.3. As seen in Chapter 2 this is not enough for a
complete photonic band gap but it is for a TE-like band gap.
The cavity designs can be separated into two groups: the point defect cavities
(paragraph 3.4.1) and the linear/heterostructure defects (paragraph 3.4.2).
The different designs and the identification of the modes from the character-
istic resonance spectra will be explained by looking at literature and simula-
tions. For each cavity design, an overview will be given of the lithographic
parameters used.

3.4.1 Point defects

H0 cavities

The point defect that needs the least changes to the photonic crystal pattern
is a modified H0 cavity. The term H0 means that the cavity is made without
leaving any holes out of the pattern and modified means that the nearest
neighbor holes are reduced in radius or shifted outwards. The two types of
cavities of Figure 3.7 are referred to as H0r (reduction only) and H0s&r (shift
and reduction). Actually, the simplest H0 cavity would be one in which only a
single hole is modified. This design has already been thoroughly investigated
and even patents have been obtained [45–47] which is why it was chosen not
to look at this H0 design.

(a) (b)

Figure 3.7: SEM images of two types of modified H0 cavities, (a) H0 reduction
only, (b) H0 shift and reduction.

The H0r cavity in Figure 3.7 (a) is created by reducing the radius of the two
central holes in the x-direction of the photonic crystal pattern. From [48,
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49] the modes of the photoluminescence spectra of the H0r cavity in Fig-
ure 3.8 (a) are identified as the (theoretically) doubly degenerate dipole
(D1 and D2) mode and the non-degenerate monopole mode (M). The dipole
mode is not truly doubly degenerate due to small asymmetries in the pattern,
caused by small errors in the fabrication process. The peaks with wavelengths
smaller than λdipole are peaks of higher order modes which will be neglected.
The quality factors of the dipole peaks are ∼500 while the monopole mode
has a quality factor of ∼1500.

(a) (b)

Figure 3.8: PL spectra of the two modified H0 cavities, (a) H0r with param-
eters a = 530 nm and rred = 0.17a, (b) H0s&r with parameters a = 511 nm,
rred = 0.2a, sx = 0.14a and sy = 0.06a.

The lithographic parameters of the H0r cavities used in this project are:

• the lattice constant a is 511, 518 or 530 nm

• the radius of the holes r is always 0.3a

• the reduced radii are given by rred with values between 0.17a and 0.22a

The values for these parameters (and the lithographic parameters of all other
designs) are not randomly chosen, a few guidelines were followed. First of
all, the lattice constants a were chosen in such a way that the wavelengths of
the resonances were between 1300 and 1600 nm because that is the range in
which the quantum dots emit light. By slightly changing the modifications,
the resonances are pushed through the band gap.

The H0s&r cavity is created by reducing the radius of the two central holes
in the x-direction and the two central holes in the y-direction and shifting
these four holes outwards as shown in Figure 3.7 (b). From [48, 49] and
FDTD simulations, the modes of the photoluminescence spectra of the cav-
ity (Figure 3.8 (b)) are identified from left to right as an asymmetric second
order monopole mode, a second order dipole mode, an asymmetric monopole
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mode and an asymmetric dipole mode. Their mode profiles are shown in
Figure 3.9. The reason that some modes are asymmetric remains unclear. It
is not due to an asymmetry in the sx and sy values since it was not observed
by the group of Baba [48, 49]. The quality factors of the H0s&r cavities were
approximately 800 and 1200 for the second order monopole and second order
dipole mode while for the monopole and dipole modes high quality factors
of 4000 and 2500 were observed.

(a) (b) (c) (d)

Figure 3.9: The simulated mode profiles for a modified H0s&r cavity with
parameters with parameters a = 511 nm, rred = 0.22a, sx = 0.12a and sy =
0.01a, (a) asymmetric second order monopole mode, (b) second order dipole
mode, (c) asymmetric monopole mode and (d) asymmetric dipole mode.

The lithographic parameters of the H0s&r cavities used in this project have
the following values:

• the lattice constant a is 480, 499 or 511 nm

• the radius of the holes r is always 0.3a

• the reduced radii are given by rred with values 0.2a, 0.22a or 0.3a (i.e.
no reduction)

• the shift in the x-direction is given by sx with values 0.12a, 0.14a or
0.16a

• the shift in the y-direction is given by sy with values 0.06a or 0.1a

H1 cavities

The second point defect cavity design is the H1 cavity, which means that one
hole is left out from the photonic crystal pattern. The cavities are modified
by reducing the radius of the six nearest neighbor holes of the left-out hole as
is shown in Figure 3.10 (a). This cavity design is referred to as H1r. In the
other type of H1, the nearest neighbors are not only reduced, they are also
radially shifted outwards as is shown in Figure 3.10 (b). This cavity design
is referred to as H1s&r.
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(a) (b)

Figure 3.10: SEM images of the two modified H1 cavities, (a) H1 reduction
only, (b) H1 shift and reduction.

In this project the lithographic parameters of the H1r cavities are given by:

• the lattice constant a is 480, 499, 511, 518 or 530 nm

• the radius of the holes r is always 0.3a

• the reduction of the radii is given by rred with values between 0.17a
and 0.26a

and the lithographic parameters of the H1s&r cavities are:

• the lattice constant a is 480, 499, 511, 518 or 530 nm

• the radius of the holes r is always 0.3a

• the reduction of the radii is given by rred with values 0.23a, 0.24a or
0.25a

• the shifts are given by s with values 0.025a, 0.03a, 0.04a or 0.05a

(a) (b)

Figure 3.11: PL spectra of the two modified H1 cavities, (a) H1r with param-
eters a = 511 nm and rred = 0.22a, (b) H1s&r with parameters a = 530 nm,
rred = 0.23a and s = 0.05a.
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Other groups have also investigated these designs [52–55] and together with
Figures 3.12 (a) and (b) the modes in Figures 3.11 (a) and (b) can be iden-
tified as hexapole, quadrupole and dipole. The quadrupole as well as the
dipole mode are doubly degenerate but this degeneracy is again lifted due to
small, local fabrication errors that destroy the theoretical symmetry. How-
ever for the dipole mode it is not possible to see two peaks since the quality
factor is too low. The quality factors for the H1 modes are on average 1500
for the hexapole peak and 1000 for the quadrupole peaks. However, for some
of the H1r cavities the quadrupole peaks had quality factors of ∼2500 and
the hexapole peaks values of ∼3000, proving that carefully modifying the
cavities can substantially increase the quality factor.

(a) (b)

Figure 3.12: (a) Mode identification graph for H1r cavities. Simulation pa-
rameters: membrane thickness t = 0.4a, radius holes r = 0.35a, refractive
index n = 3.4 [52]. (b) Mode identification graph for H1s&r cavities. Sim-
ulation parameters: membrane thickness t = 0.71a, radius holes r = 0.31a,
refractive index n = 3.4, the radii of the nearest neighbors are reduced by ∆r
and its position shifted outwards by s [53].

The reason it is important to know the wavelength position of the modes,
is that the sensitivity is determined by the value of the filling factor f . Dif-
ferent modes have a different overlap of the electromagnetic field with the
holes and thus also a different filling factor f . Figure 3.13 shows the different
modes of an H1s&r cavity. It can be seen that the hexapole mode has the
most overlap so its filling factor will be the largest. It is therefore expected
that the hexapole mode will be the most sensitive, but also the most lossy
mode with the lowest quality factor.
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(a) (b) (c)

(d) (e) (f)

Figure 3.13: Calculated electric field distribution for the modes of an H1s&r

cavity, (a) and (b) dipole mode, (c) hexapole mode, (d) and (e) quadrupole
mode, (f) monopole mode [53].

L3 cavities

The last point defect cavity design is the L3 cavity. As Figure 3.14 (a) shows,
a line of three holes is left out of the pattern and the two holes at either end
of the line are reduced in radius and shifted outwards. The average quality
factors of the modes are 500, 500 and 1500 respectively.

(a) (b)

Figure 3.14: (a) SEM image and, (b) PL spectrum of the modified L3 cavity.

In this project several L3 cavities are used and their lithographic parameters
are given by:

• the lattice constant a is 480, 499, 511 or 518 nm

• the radius of the holes r is always 0.3a

• the radii of the two outer holes are reduced to 100 nm

• the two outer holes are shifted by sx with values 0a, 0.05a or 0.1a
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With the help of [56, 57] the modes in the photoluminescence spectrum of
Figure 3.14 (b) can be identified. The mode profiles of modes A, B and C
are given in figure 3.15.

(a) (b) (c)

Figure 3.15: Mode profiles of an L3 cavity with parameters a = 350 nm, r
= 95 nm and the two outer holes are shifted by s = 0.15a (a) mode A, (b)
mode B and (c) mode C [56].

3.4.2 Linear defects combined with heterostructures

The second kind of cavities is a combination of linear defects and heterostruc-
ture defects. A photonic crystal heterostructure is a structure in which pho-
tonic crystal lattices with different lattice constants in the x-direction are
placed next to each other. In the y-direction the same lattice constant holds
for the entire structure. In Figure 3.16 heterostructures with two different
lattice constants a1 and a2 and two boundaries is shown; therefore these
structures are called a double-heterostructures. In Figure 3.16 (a) the white
holes have a lattice constant a1 in the x- and y-direction and the red holes
have lattice constant a2 in the x-direction and a1 in the y-direction. For a
positive defect a1 is smaller than a2 and for a negative defect as in Figure 3.16
(b), a1 is largen than a2.

(a) (b)

Figure 3.16: Photonic double-heterostructures with (a) a positive defect and
(b) a negative defect.

When a line of holes is removed from the double-heterostructure, a waveg-
uide defect (W1) is created like in Figure 3.19 (a). As was seen in Chapter 2,
a waveguide in a homogenous photonic crystal lattice creates several waveg-
uide modes. These modes are inside the band gap of the photonic crystal
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lattice (and also below the modes of the photonic crystal lattice). For a
double-heterostructure waveguide, the waveguide modes are slightly shifted
compared to in a homogenous photonic crystal latiice. If a1 < a2 the modes
are shifted downwards in frequency as is shown in Figure 3.17, and if a1 > a2

the modes are shifted upwards in frequency. The mode profiles of modes a,
b and c of Figure 3.17 are shown in Figure 3.18.

Figure 3.17: On the left the simulated dispersion relation of a photonic crystal
waveguide with the following parameters: lattice constant a1, radius of the
holes r = 0.29a1, thickness of the membrane t = 0.6 and refractive index n
= 3.4. On the right the calculated resonance spectrum for the corresponding
double-heterostructure waveguide with a2 = 1.05a1 [62].

(a) (b) (c)

Figure 3.18: The mode profiles of a double-heterostructure waveguide with
parameters a2 = 1.05a1, radius of the holes r = 0.29a1, thickness of the
membrane t = 0.6 and refractive index n = 3.4 [62].

In literature the waveguide double-heterostructure with positive defect is
used as a cavity [60, 61]. Because locally the waveguide mode is brought
down to lower frequencies, i.e. higher wavelengths, there are wavelengths
that only exist in the part of the waveguide with lattice constant a2. These
modes therefore reflect at the a1/a2 interfaces which creates a cavity.

The lithographic parameters of the double-heterostructure waveguide cavities
in this report are:

• the lattice constant a1 is always 490 nm
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• the lattice constant a2 goes from 495 nm to 520 nm with steps of 5 nm

• the width of the photonic crystal lattice with lattice constant a2 is
1-1.5µm (two to three holes)

Noda et al. have shown that the electric field profiles of the multi-heterostructure
cavities come very close to the ideal Gaussian curves [36]. Because of this,
high quality factors have been predicted and proven by experiments. How-
ever, the modal volume is approximately a factor of 6 higher than for the
point defect cavities that were described earlier [64]. This implies that there
is a higher overlap of the electromagnetic field of the modes with the holes,
which should make these designs more sensitive to changes in the environ-
mental refractive index. Because of their promise of high quality factors and
sensitivities, heterostructure designs have been proposed and used in litera-
ture as refractive index sensors [33, 65, 66].

The principle of slots can also be introduced to double-heterostructures
waveguides as in Figure 3.19 (b). For the W1 defect in Chapter 2, the
dispersion relations all decreased for an increasing k but that was for what is
called a high-index line defect. Because of the slot here it is a low-index line
defect which results in increasing ω’s for increasing k’s [63] as is shown in
Figure 3.19 (c). Therefore if a1 would be smaller than a2, all the wavelengths
inside the lattice with a2 would be allowed to propagate into the lattice with
a1 and there would be no cavity. This is the reason that for the slotted
double-heterostructure a1 needs to be larger than a2.

(a) (b) (c)

Figure 3.19: SEM images of photonic heterostructures (a) double heterostruc-
ture, (b) slotted double heterostructure, (c) dispersion relation slotted double
heterostructure [68].

Like with the double-heterostructure waveguide, this slotted design has a
high quality factor due to the Gaussian curves and a high modal volume as
can be seen from Figure 3.20. However because of the air slot, liquids can
infiltrate this structure easily which results in more overlap of the light with
the liquid. It is therefore expected that high quality factors and a sensitivity
that even exceeds the sensitivity of the double-heterostructure waveguides
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will be obtained. Different slotted heterostructure photonic crystal cavities
are proposed and used in literature as sensors [68–70].

Figure 3.20: The simulated mode profile of a slotted double-heterostructure
waveguide with the following parameters: lattice constant a1 = 490 nm, a2

= 0.95a1, radius of the holes r = 0.29a1, thickness of the membrane 220 nm
and refractive index n = 3.4 [67].

The lithographic parameters of our slotted double-heterostructure waveguide
cavities are:

• the lattice constant a1 460, 470, 490 or 500 nm

• the corresponding lattice constants a2 are 440, 450, 470 and 490 nm

• the width of the photonic crystal lattice with lattice constant a2 is
1-1.5µm (two to three holes)

• the width of the slot is given by w with values between 0.3a and 0.45a

However, the PL spectra obtained for the double-heterostructures were not as
was expected. Figure 3.21 (a) shows the PL spectra of a double-heterostructure
with parameters a1 = 490 nm and a2 = 495 nm. Unlike in Figure 3.17, only
one resonance peak was found, at λ = 1446.8 nm and the quality factor
was only 162.6. Also for the slotted double-heterostructures, the spectra are
not was what expected and the quality factors were low as can be seen in
Figure 3.21 (b) for a structure with parameters a1 = 490 nm, a2 = 470 nm
and slot width 0.3a. The reason for this is most probably a wrong choice of
lattice constants.

(a) (b)

Figure 3.21: PL spectra of (a) a double-heterostructure and (b) a slotted
double-heterostructure.
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Chapter 4

Binding of proteins to III/V
semiconductor surfaces

This chapter is devoted to protein/surface interactions; more the binding
between bovine serum albumin and III/V semiconductors. The properties of
a protein are largely determined by its 3D configuration. The characteristic
features of proteins and surfaces that strongly influence protein adsorption
on the surface will be described. After this general introduction the focus
will be on the protein bovine serum albumin (BSA), and its adsorption char-
acteristics. This is followed by a literature overview on binding proteins,
more specifically BSA, to (III/V) semiconductor surfaces. The last part of
this chapter is about binding biotinylated BSA to different InP surfaces.
The results of contact angle measurements, spectroscopic ellipsometry and
experiments with streptavidin-coated beads will be shown and explained.

4.1 Fundamentals of proteins and their inter-

actions with surfaces

4.1.1 Proteins

Proteins play an important role in the cell cycle, the immune system, and
many other functions within the human body. They are organic structures
made up from amino acids. As is shown in Figure 4.1, these building blocks
consist of a central carbon atom with an amine group (-NH2), a carboxylic
acid group (-COOH), a hydrogen atom (H) and a rest group (R) which
determines the properties of the amino acid. In nature, only 20 different
rest groups appear and thus only 20 different amino acids exist. These rest
groups determine whether the amino acid is positively or negatively charged
or whether the amino acid is polar or non-polar, i.e. hydrophobic or hy-
drophilic [73].

The polymerization of amino acids results in a chain of amino acids, called a
polypeptide. During this process, the amine group of one amino acid reacts
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Figure 4.1: Amino acids consist of an amine group, a carboxylic acid group, a
hydrogen atom and a rest group. Two amino acids are linked to one another
by a peptide bond [74].

with the carboxylic acid group of a second amino acid. A water molecule is
eliminated and a peptide bond is created (see Figure 4.1). This process can
be repeated multiple times and the resulting chain of amino acids is referred
to as the primary structure of the protein. A protein can contain only a few
amino acids but also several thousands. A polypeptide is not just a linear
chain of amino acids. Interactions between the different amino acids (hydro-
gen bonds) give rise to folding, bending and/or coiling of the chain which is
called the secondary structure of the protein. Two regularly occurring sec-
ondary structures are the α-helix and the β-sheet, see Figures 4.2 (a) and
(b). What happens often in the formation of a protein is the combination of
a few secondary structures into one larger structure which is called a motif.
When using α-helices and β-sheets, two of the possible motifs are the helix-
turn-helix motif and the β-barrel motif, see Figures 4.2 (c) and (d). This
interaction between different parts of the polypeptide chain are the result of
four different types of interactions between rest groups.

The interactions between rest groups are either hydrophobic interactions be-
tween non-polar rest groups, ionic interactions between negatively or pos-
itively charged rest groups, covalent bonding or hydrogen bonds between
polar rest groups. The hydrophobic interactions force the non-polar groups
together, as far away from the aqueous environment as possible. Generally
this means that the hydrophobic rest groups are folded towards the inside
of the structure while the polar and ionized rest groups are oriented towards
the outside. However, this is only a general rule. Hydrophobic amino acids
can also be on the outside but then it is for a specific reason, for example
to bind to other polypeptides or to a surface. The same is true for charged
amino acids; when they are found on the inside of a polypeptide/protein it
is often to stabilize the structure or to form an active binding site.
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(a) (b) (c)

(d) (e)

Figure 4.2: Examples of secondary structures, motifs and domains, (a) α-
helix [76], (b) β-sheets [77], (c) helix-turn-helix motif [78], (d) the β-barrel
motif [79] and (e) the protein pyruvate kinase with its three domains [79].

Several groups can be grouped together to form a unit that is referred to
as a domain as the result of the same four interactions. The combination
of domains like this and secondary structures is called the ternary structure
of the protein. Again the four interactions between the rest groups of the
polypeptide chains are responsible. The ternary structure is still a single long
peptide chain but one that is able to perform certain functions. For example
four α-helices can form an α-domain which can form an ion channel in a cell
wall. Proteins are often composed of different domains and/or ternary struc-
tures (see Figure 4.2 (e)) that are either linked by hydrogen bonds, disulfide
bonds or the same interactions as before except that they are now between
amino acids on different polypeptide chains.

The conformation of a protein is very important because the function of the
protein is determined by its structure. An example of this are antibodies:
they are folded in such a way that only one specific protein, called the antigen,
can attach at a specific binding site.

4.1.2 Protein adsorption on a surface

Before immersing a surface in a solution containing proteins, it is important
to understand the general chemistry and physics behind protein adsorption
onto a surface. Both proteins and surfaces have properties that affect the
adsorption but but in the end, the adsorption is governed by the affinity of

45



4.1. Fundamentals of proteins and their interactions with surfaces

the proteins towards the surface. The affinity K is defined as the ratio of
the reaction rates kadsorption and kdesorption. Proteins with a high affinity will
have a higher probability to adsorb on a surface and a lower probability to
desorb. The protein and surface properties that are described in the following
paragraphs all have their influence on either the adsorption or the desorption
rate.

Protein properties

When proteins diffuse towards the surface, the proteins and the surface will
interact by means of intermolecular bonds. This could be ionic bonds be-
tween negative and positive charges, hydrophobic interactions in which polar
regions of the protein avoid non-polar regions of the surface and vice versa
or charge transfer in which a stabilizing charge is transferred between two
molecules. Which of these bonds will be formed depends on the properties
of the protein.

The first of these properties is the size of the protein. It influences the affinity
because larger proteins have a larger area that can interact with the surface
as is shown in Figure 4.3. This means that larger proteins can adsorb, and
stay adsorbed, more easily.

(a) (b) (c)

Figure 4.3: The size dependence of protein-surface interactions.

Since proteins are amino acid chains, the properties of the amino acids also
have their influence on the adsorption of the protein. This leads to the sec-
ond property: the charge of a protein. Depending on the pH of the buffer
solution, the amino acids can be charged. This means that they are polar
and thus more hydrophilic. As seen in paragraph 4.1.1, hydrophilic amino
acids have a tendency to be on the outside of the protein where they can in-
teract with the polar regions of the material surface. The negatively charged
regions on the outside of the protein prefer the positively charged surface re-
gions and vice versa. However, proteins adsorb the most at their isoelectric
point which is defined as the pH of the buffer solution at which the proteins
carry no net electrical charge, i.e. they are neutral. At this point the elec-
trostatic repulsion with other proteins on the surface is reduced which leads
to an increase in adsorption [72].

The third protein property that influences the adsorption is the hydrophobic-
ity or hydrophilicity of the proteins. Hydrophobic (non-polar) regions tend
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to adsorb to hydrophobic surfaces and hydrophilic (polar) regions tend to
adsorb to hydrophilic surfaces. As stated before, when the protein is in so-
lution, the hydrophobic regions tend to be on the inside of the protein. But
when the protein adsorbs and unfolds, these regions may become exposed
and free to interact with the surface and the protein loses its biochemical
selectivity.

The (thermodynamic) stability of the protein is determined by its conforma-
tion. Proteins with a low stability have less internal bonding and/or cross-
linking and they tend to adsorb more readily than more stable proteins. This
is because they unfold more easily which results in more protein surface area
that is free to interact with the surface.

Surface properties

Besides the protein properties, also the surface properties have their influ-
ence on the protein adsorption. If the surface is hydrophobic as in Figure 4.4
(a), binding will occur with the hydrophobic amino acids on the inside of the
protein. For this the interface needs to be dehydrated and the protein needs
to change its conformation in such a way that the hydrophobic parts are at
the protein/surface interface and the hydrophilic parts at the protein/water
interface. Therefore an increase in conformational changes are seen with hy-
drophobic surfaces. On a hydrophilic surface the interaction between surface
and protein will occur via hydrogen bonds between the polar regions as can
be seen in Figure 4.4 (b). However, hydrogen bonds can also be formed
between the water molecules in the solution and the surface which leads to
a competition between proteins and water molecules. Therefore hydrophilic
surfaces will have less protein adsorption and no conformational chance is
necessary. A second difference between hydrophobic and hydrophilic sur-
faces is the number of proteins that are/stay adsorbed. On a hydrophobic
surface, the proteins will unfold which leads to a low desorption rate and
thus a higher affinity.

The second surface property is the charge (distribution) of the surface. When
the surface and the protein have opposite charges, they will be attracted to
each other which leads to an increase in adsorption and like charges repel
each other which leads to a reduction in adsorption. The surface potential
influences the distribution of ions in the solution and also the interaction
with proteins.

Thirdly the topography of the surface that plays an important role in the
adsorption of proteins. If the surface roughness is increased, whether or not
intentionally, more surface area is available for protein adsorption. Because
proteins are so small (of the order of nm), small topological features can lead
to a large increase in adsorption.
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(a) (b)

Figure 4.4: Schematic representation of protein adsorption to (a) hydrophobic
and (b) hydrophilic surfaces. Polar groups are shown as black dots and water
molecules as white dots. The shaded area in (a) represents hydrophobic part
of the surface [75].

Also the heterogeneity of the surface is of interest. If the surface is not uni-
form, there will be regions that interact strongly with the proteins in regions
for which the interaction is less.

The chemical properties of a surface can influence the adsorption of proteins.
Therefore introducing surface functional groups like methyl (hydrophobic),
hydroxyl (hydrophilic), amine (hydrophilic) or carboxyl (hydrophilic) groups
will change the adsorption. It is also possible to bind self-assembled mono-
layers to the surface. Examples of self-assembled monolayers and III/V semi-
conductors will be given in paragraph 4.3.

4.2 Bovine Serum Albumin

4.2.1 The albumin protein

Serum albumin is the most occurring protein in human plasma. It performs
several function in the human body, one of them being a transport vehicle for
hydrophobic proteins by non-specific binding. Its bovine counterpart, bovine
serum albumin (BSA), is widely used for biochemical applications as a stable
surface covering molecule. It is made from approximately 600 amino acids
which gives it a molecular weight of about 66 000 atomic mass units. Orig-
inally, BSA was considered to be an ellipsoid with dimensions 4×4×14 nm
[80, 81], but later this was corrected to the heart-shaped structure shown in
Figure 4.5 [82, 84]. BSA is a protein that has been thoroughly investigated,
so in literature a good description of all its structures can be found [84]. The
primary structure consists of three identical polypeptide chains [83].
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Figure 4.5: The heart-shaped 3D structure of bovine serum albumin [84].

4.2.2 Binding of BSA to a polystyrene surface

To illustrate the binding of BSA to a surface, the binding of BSA to polystyrene,
a hydrocarbon chain with formula (C8H8)n will be discussed. Browne et al.
have investigated the effects of treating the polystyrene surface to the ad-
sorption of BSA [75]. They state that BSA has a higher adsorption on hy-
drophobic surfaces than on oxidized, i.e. hydrophilic, surfaces. Furthermore,
adsorption onto non-oxidized polystyrene surfaces is the result from disper-
sion interactions (a type of van der Waals force) between non-polar amino
acids. This implies that the protein needs to change its conformation because
in an aqueous environment the non-polar amino acids are on the inside of
the protein conformation. Adsorption on oxidized polystyrene surfaces can
occur without a change in conformation due to an interaction of polar groups
on the surface and the outside of the protein. But as was seen in Figure 4.4,
this means that water molecules can interfere with these bonds, making it a
relatively weak bond. It can be concluded that if one wants a stable bond
between BSA and the surface, oxidation needs to be avoided.

Swerydo-Krawiec et al. state that BSA adsorption on a hydrophobic surface
occurs gradually until full passivation of the surface is reached [87]. On the
other hand, on hydrophilic surfaces the adsorption happens in two steps. In
the beginning the affinity is very high but at a certain coverage, further BSA
adsorption occurs with a lower affinity. This implies that BSA coverage on
hydrophilic surfaces occurs via two different mechanisms but little is know
about what these adsorption mechanism really are. Furthermore they say
that the ternary structure of the protein is lost in controlled, discrete steps.
The layer structure that is formed on the surface is very specific and it
inhibits further protein adsorption, regardless of the chemical composition of
the underlying layer. This is a very important property since it explains why
only monolayers of BSA are formed on a surface.
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4.2.3 Binding of biotin to streptavidin

The protein streptavidin is a protein that is famous for its interaction with an-
other molecule called biotin or vitamin H. Together they form the strongest,
non-covalent bond known in nature. There are two main reasons why this
bond is so strong. First of all, there are van der Waals interactions be-
tween biotin and streptavidin and secondly, the surface polypeptide chains
of streptavidin bury the biotin in the streptavidins interior which causes a
conformation change in the quaternary structure of streptavidin [86]. As
Figure 4.6 shows, each streptavidin molecule has four available binding sites
for a biotin molecule.

Figure 4.6: The three-dimensional structure of streptavidin, the biotin binding
sites are denoted with I, II, III and IV [85].

The biotin molecule is very small (its molecular weight is only 244 atomic
mass units) and can be easily bound to other proteins. In this report, biotin
will be used to functionalize the surface of the BSA proteins which will make
it possible to attach streptavidin molecules to the biotinylated BSA (bBSA).

4.3 Binding of proteins to III/V semiconduc-

tor surfaces

The binding of proteins to semiconductor surfaces is currently a hot topic,
not only within the field of photonic crystals, but also for other biochem-
ical sensor platforms based on (III/V) semiconductors [88–90]. There are
three possibilities: directly binding the protein to the semiconductor surface,
functionalizing the surface with a linker molecule that covalently binds to
both surface and protein or functionalizing the surface with a self-assembled
monolayer (SAM) for which the protein has a high affinity . Ideally one wants
to obtain homogenous binding of proteins to a surface that has received (al-
most) no treatment and without using a linker molecule. This is however not
always possible due to, among other things, surface heterogeneity and surface
charge. In this literature overview both the direct binding of proteins to a
III/V semiconductor surface and use of linker molecules will be discussed.
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4.3.1 Binding by functionalizing the surface

By adsorbing first linker molecules onto the semiconductor surface, a uniform
surface is obtained to which proteins can bind easily if the end group of the
linker is chosen carefully. The covalent binding of linker molecules to metals
has already been intensely investigated, this in contrast to III/V semiconduc-
tors. The reason for this is the presence of a thin layer of native oxide on the
III/V semiconductors which can make the binding process more complicated.
In 2007, Park & Ivanisevic were the first to do a systematic investigation of
the use of linker molecules on InP surfaces [91]. Their goal was to find spe-
cific functional groups that would bind to the InP surface via covalent or
ionic bonds. One of the advantages of covalent bonds is their stability which
would give a long life-time to the biosensor applications. Another advantage
is the control over the conformation of the linker molecule which in turn gives
control over the selectivity and the specificity of the biosensor [94]. Park &
Ivanisevic investigated the binding of both alkanethiols (hydrocarbon chains
of different lengths ended at one side by a thiol group) and peptides (short
chains of amino acids). Both hydrocarbon chains and peptides can be closely
packed on a surface due to van der Waals forces and interactions between
amino acids (4.1.1) respectively. Park & Ivanisevic found that monolayers of
alkanethiols would self-assemble onto InP (100) surfaces via a bond between
indium atoms on the surface and the sulfur atom of the thiol. Positively
charged peptides would interact with the surface via ionic bonds.

Goede et al. have looked at peptide bonding on different III/V semicon-
ductors [97]. They chose for peptides because they were interested in the
material recognition properties of peptides. This is necessary when you have
a surface made of different materials and you want the binding only to occur
at one of them. Goede et al. took a peptide with a strong preference to
bind to GaAs(100) and looked at the peptide adhesion coefficient, i.e. the
percentage of surface area covered by the peptide, on different III/V semi-
conductors. Naturally, the peptide adhesion coefficient was the largest for
GaAs(100) but more importantly, they were able to explain the differences
in this coefficient between the different semiconductor surfaces. The peptide
adhesion coefficient does not depend on the lattice constant or the band gap
but on the electronegativity of the semiconductor. The chosen peptide had
amino acids with mostly polar and basic rest groups and therefore prefered
to bind to a surface with a certain surface polarity and acid binding sites.
Additionally, the chemical composition and conformation of the peptide are
important to optimize the peptide adhesion coefficient.

Estephan et al. looked at peptides because like Goede et al. they wanted
material specific binding. More specifically, they used biotinylated peptides
to control the position of biotin molecules on a semiconductor surface [92].
They observed that when they bound a biotinylated peptide specific for InP
on an InP surface and next incubated this sample with streptavidin, a full
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surface coverage of streptavidin molecules was formed. They state that the
advantage of using small peptide linkers is that they can be used to immobi-
lize other molecules onto semiconductors thereby opening new doors for the
engineering of organic/inorganic hybrid devices like biosensors.

Wampler & Ivanisevic [93] have shown that octadecanethiol fully passivates
an InP surface. Furthermore the octadecanethiol proofs to be a good surface
to bind bBSA as is seen in Figure 4.7. Wampler & Ivanisevic were also able
to attach streptavidin coated gold nanoparticles to the bBSA. This means
they were able to adsorb the biotinylated BSA-streptavidin duo onto InP by
functionalizing the surface. Several other groups have also obtained surface
passivation of GaAs and InP surfaces with different thiols [98–103].

(a) (b) (c)

Figure 4.7: Schematic representation (a) the binding of octadecathiol to InP,
(b) the binding of biotinylated BSA to octadecanethiol and (c) the binding of
streptavidin-coated gold nanoparticles to biotin molecules [93].

4.3.2 Direct binding

Little work has been done on the direct binding of BSA to semiconductor
surfaces. To the best of our knowledge, only Losurdo et al. have reported on
the functionalization of Si(100) and GaAs(100) with BSA [95]. This group
reports that the native oxide layer does not inhibit the formation of a mono-
layer of BSA, contrary to other biomolecules, since they only degreased their
surfaces in a solution with trichloroethylene, acetone, methanol and deion-
ized water. They also observe that the bond between BSA and GaAs is
characterized by a strong electrostatic component, which was previously also
stated by [96]. Because of this result and because it requires only little sur-
face preparation, this report will look at the direct binding of proteins to
a III/V semiconductor surface. To do this, several surface treatments were
investigated in paragraph 4.4.

4.4 The binding of bBSA to InP

4.4.1 Experiments with streptavidin-coated beads

In this paragraph the binding of bBSA to treated InP(100) wafers with
streptavidin-coated beads (Dynabeads, Invitrogen) is investigated. It is im-
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possible to see individual bBSA molecules on the InP surface with a simple
microscope but their presence can be detected by using the streptavidin-
coated beads. They have a diameter of approximately 2.8 µm which is visible
with a normal microscope.

Figure 4.8: The binding of a streptavidin-coated bead to a surface covered
with biotinylated BSA (not drawn to scale).

Before looking at InP surfaces, first a reference experiment with glass was
done. First a circular, double-sided adhesive or spacer (SecureSeal Imag-
ing Spacers, Grace Bio-Labs) was applied to a piece of glass as is seen in
Figure 4.9 (a) and (b). Next the glass surface was incubated with either 2
mg/mL bBSA in a 0.14 mM citrate buffer with pH 6.8 (9 moles biotin per
mole BSA, Pierce Biotechnology) or 10 mg/mL BSA in a 20 mM potassium
phosphate buffer with pH 6.5 (Calbiochem) for respectively 20 hours and
1 hour at 4◦C. Afterwards the samples were rinsed with Milli-Q water and
blown dry with N2.

(a) (b) (c) (d)

Figure 4.9: Schematic representation of the glass samples (a) top view of the
glass and adhesive, (b) side view of the glass and adhesive, (c) with cover
glass and (d) rotated sample (not drawn to scale).

Next, the samples, including blanks, were incubated with a 1:200 solution of
the streptavidin coated beads in a 5 mM phosphate buffered saline solution.
Earlier experiments had shown that at this concentration of salt, the Debye
length is small enough for part of the rough beads to attach to the glass
surface. This means that if no protein is on the surface, beads will bind and
if BSA is on the surface, no beads will bind. On the contrary, if bBSA is
on the surface, all beads should bind due to the strong interaction between
biotin and streptavidin. After 15 minutes, the beads had had enough time
to diffuse towards the surface and possibly bind and a thin cover glass was
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placed on the adhesive and the sample is rotated as in Figures 4.9 (c) and (d).
All unbound beads fell down because of gravity during the next 15 minutes.
By means of inverted microscopy (Leica DMI5000 M, Leica Microsystems
B.V.) images of the cover glass and next of the glass surface were taken. In
Figure 4.11 the results of this reference experiment can be seen. For the
blank glass surfaces it was expected to see beads that were non-specifically
bound to the glass surface and beads that were laying loose on the cover glass
as in Figure 4.10 (a). For the BSA glass surfaces it was expected to see all
beads on the cover glass and no beads on the surface as in Figure 4.10 (b)
and the exact opposite was expected for the bBSA glass surfaces as can be
seen in Figure 4.10 (c).

(a)

(b)

(c)

Figure 4.10: Expectations for the glass samples for (a) the blank sample, (b)
the BSA sample and (c) the bBSA sample. Figures not drawn to scale.

The glass surface was marked with a scratch before the incubation which
made it easy to focus on this plane with the microscope. Afterwards the fo-
cus plane was brought down ∼120 µm, i.e. to the top of the cover glass. The
images taken with the microscope were analyzed with a MATLAB program
(The Mathworks) that counted the number of beads. Figure 4.11 shows that
for the blank samples, beads are both on the glass and on the cover glass, in
this case 116 beads are on the cover glass and 151 on the glass surface itself.
These experimental results agree with the expectation of Figure 4.10 (a).
With a layer of BSA on the glass surface, the electrostatic interaction be-
tween the beads and the surface is prevented which is why on the glass surface
no beads are counted and 373 on the cover glass. For the bBSA incubated
glass surface 287 beads are found on the glass surface and no on the cover
glass. So also for the incubated glass surfaces, the results match the expec-
tations. The large, grey, unfocussed spots in the images of Figure 4.11 are
probably dust particles.
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(a) (b)

Figure 4.11: Results of the glass samples for the blank sample (top row), the
BSA sample (middle row) and the bBSA sample (bottom row). Microscope
images were taken at magnification 20× for (a) the cover glass and (b) the
glass surface.

InP surfaces with different surface treatments were investigated to see on
which surface bBSA binds best. There was an untreated InP sample, a sam-
ple that had undergone an oxygen plasma for 10 minutes, a sample that was
etched with a H20:H3PO4 = 10:1 solution for 5 minutes and a sample that
first had the oxygen treatment and next the etch. Four samples of each treat-
ment were used for these bead experiments. Different than with the glass
samples, only a small drop of bBSA solution was applied to the sample. This
drop did not fully cover the InP surface so the beads were only expected to
bind on a small circle. The bBSA was again incubated for 20 hours at 4◦C af-
ter which it was rinsed and blown dry. Next the samples were incubated with
BSA for 1 hour at 4◦C. BSA will only bind to the free InP surface and will be
washed of the bBSA covered surface (see paragraph 4.2.2). Next the beads
were applied, 15 minutes later the cover glass is applied and the sample was
rotated and 15 minutes later we looked at it through the inverted microscope.
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The number of beads differed for different samples with the same treatment,
probably because the number of beads in each drop was not the same, but
a general trend between the different treatments was observed. When the
average of four samples is taken for each treatment, the number of counted
beads are given in Table 4.1. The observed trend is that the number of beads
on the InP surface increased from no treatment to H3PO4 treatment, to O2

treatment and to O2 and H3PO4 treatment. At the same time the number of
beads on the cover glass decreased from no treatment to H3PO4 treatment,
to O2 and H3PO4 treatment and to O2 treatment.

Table 4.1: The average number of beads on the InP surface and the cover
glass for each of the four treatments.

treatment InP surface cover glass

No 75 186
O2 185 83

H3PO4 121 148
O2 and H3PO4 266 99

The samples with both the oxygen and etch treatment had the highest num-
ber of beads on the InP surface combined with a low number of beads on the
cover glass. An example of these images is given in Figure 4.12. On these
samples the edge of the bBSA drop was also clearly visible as is shown in
Figure 4.13.

(a) (b)

Figure 4.12: Microscope images of an InP substrate with O2 and H3PO4

treatment (magnification 10×). The images are taken within the bBSA circle
and focused on (a) the cover glass and (b) the InP surface. the number of
beads on the cover glass is 175, on the InP surface 1310.
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Figure 4.13: Microscope image of the edge of the bBSA drop (left bottom
corner) on the InP surface with O2 and H3PO4 treatment (magnification
10×). The (unfocused) larger dark grey areas are clusters of beads on the
cover glass.

4.4.2 Contact angle measurements

To investigate the hydrophobicity/hydrophilicity of the different InP sur-
faces, contact angle measurements with a drop of water were performed. As
is shown in Figure 4.14, during a contact angle measurement both the bot-
tom of the water drop and its tangent line need to be aligned with a cursor.
The value of the contact angle can then be read out at the intersection of
the tangent with the goniometer.

Figure 4.14: An example of a contact angle measurement were the contact
angle θ is 45◦.

Table 4.2 shows the results that were obtained for two contact angle mea-
surements for all four treated InP surfaces. By definition, only surfaces with
θ > 90◦ are hydrophobic so the first conclusion that can be drawn is that
none of the surfaces are truly hydrophobic. But decrease in hydrophilicity is
seen when going from O2 treatment, to O2 and H3PO4 treatment, to H3PO4

treatment and to no treatment.
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Table 4.2: The results from contact angle measurements with a water drop.

no treatment only O2 only H3PO4 O2 and H3PO4

measurement 1 69◦ 8◦ 50◦ 14◦

measurement 2 66◦ 9◦ 40◦ 15◦

4.4.3 Spectroscopic ellipsometry

To get an idea of the layer thickness of the adsorbed bBSA layer, spectro-
scopic ellipsometry experiments were performed. Spectroscopic ellipsometry
is a good method to obtain more information about the structure and the
optical constants of thin film structures. By irradiating s- and p-polarized
light waves onto a sample at its Brewster angle, useful information can be
obtained from the change in the polarization of these light waves. Gener-
ally light waves are distinguished by the oscillatory direction of its electric
field. For p-polarization, the electric fields of both incident and reflected light
waves oscillate in the plane of incidence while for s-polarization the electric
fields of the incident and reflected light waves oscillate perpendicular to the
plane of incidence as in Figure 4.15. The Fresnel equations lay on the basis
of ellipsometry and for reflection amplitude coefficients they are given by

rp =
nt cos(θi)− ni cos(θt)

nt cos(θi) + ni cos(θt)
(4.1)

rs =
ni cos(θi)− nt cos(θt)

ni cos(θi) + nt cos(θt)
(4.2)

where i and t stand for incoming and transmitted and the angles θ are the

angles between the light ray and the plane of incidence. As is seen from
equations 4.1 and 4.2, s- and p-polarized waves have different reflection co-
efficients which is something that is used in spectroscopic ellipsometry since
experiments are done at the Brewster angle. By definition, the Brewster
angle is the angle of incidence at which p-polarized light is completely trans-
mitted. At this angle, the difference between rp and rs is maximized. Since
spectroscopic ellipsometry measures the ratio rp/rs of these reflection ampli-
tude coefficients (see further), the measurements are most sensitive at the
Brewster angle.

As is shown in Figure 4.16, ellipsometry measures two values, ψ and ∆ that
express the amplitude ratio and phase difference between s- and p-polarized
waves respectively. These two parameters are defined by ρ ≡ tanψ · ei∆

which is defined by the ratio of the amplitude reflection coefficients for p-
and s-polarization. To go from the two measured quantities ψ and ∆ to in-
formation about the structure or the value of optical constants, a schematic
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Figure 4.15: The reflection of s- and p-polarized light waves [105].

representation of the structure containing the complex refractive index and
layer thickness of each layer is needed.

Figure 4.16: The measurement principle of spectroscopic ellipsometry [105].

In Figure 4.17 (a) such a schematic representation is shown. This figure also
shows that when the light absorption in a thin film is small, optical interfer-
ence occurs between the multiple reflections. Because the incident angle is the
Brewster angle, this interference is destructive. The value of ρ is determined
by the complex refractive indices N0, N1 and N2, by the thickness of the layer
d and by the angle of incidence θ0. The complex refractive index of air is N0

= 1 and the values of N2 and θ0 are usually known. The transmission an-
gles θ1 and θ2 can be calculated from the angle of incidence θ0 via Snell’s law.

In the (ψ,∆) spectra shown in Figure 4.17 (b), the optical interference effect
appears in the energy region where optical light absorption is relatively small,
hν < 2.5 eV. From the analysis of this interference pattern, the thickness of
the thin film d can be estimated. If d is determined from this analysis, the
only unknown parameter of ρ is N1 = n1 - ik1. The two values (n1,k1) can
be obtained from (ψ,∆). The low-energy region gives values for the optical
constants and the thickness of the thin film; the high-energy region gives
information on the band structure and surface roughness. At these high
energies, light absorption in the samples generally increases and the pene-
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(a) (b)

Figure 4.17: (a) A schematic representation of an air/thin film/substrate
structure and (b) (ψ,∆) spectra obtained from an amorphous silicon (a-Si:H)
thin film (252 nm) on a crystalline Si (c-Si) substrate [105].

tration depth of light becomes smaller which means that optical interference
becomes negligible.

At low energies the refractive index as a function of the wavelength can be
determined by fitting the collected spectra to an appropriate optical model.
In the simplest case, when the layers are transparent and homogeneous, the
refractive index n as a function of the wavelength λ can be described using
a Cauchy model which is given by

n(λ) = A+
B

λ2
+
C

λ4
(4.3)

with A, B and C constants fitted by the model.

In this report, spectroscopic ellipsometry (SE) was used as a non-invasive
technique to analyze the surface of the treated InP to obtain information on
the surface coverage with bBSA as was also done by [95, 104]. InP wafers
with two different treatments were investigated; one sample had received the
O2 treatment of 4.1 and the second sample had received both the O2 and
H3PO4 treatment. This choice was made since most of the streptavidin-
coated beads bound to these surfaces in paragraph 4.4.1. For each of these
samples, a reference measurement of the treated surface was taken and a
measurement with a layer of bBSA. For the calculations, both InP wafers,
that in practice contain an oxide layer, were simplified into one layer of InP
with standard optical values. As is shown in Figure 4.18, the obtained spec-
tra1have wave numbers between 5500 and 8500 cm−1 which corresponds to a
wavelength range of 1175-1820 nm or a photon energy between 0.65 and 1.05
eV. This means that these measurements are in the energy range in which
light absorption is small and the values N1 and d can be determined.
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The obtained (ψ,∆) spectra are shown in Figure 4.18. For the sample with
O2 treatment only, the calculated thickness was 1.4 nm and for the sample
with O2 and H3PO4 treatment the thickness was 1.5 nm.

(a) (b)

Figure 4.18: Spectroscopic ellipsometry measurements on our samples as a
function of wavelength.

The spectra were fitted with to Cauchy model of equation 4.3 with values
A = 1.353, B = 1096.2 102 and C = 643.9 107 for the O2 treated InP and
values A = 1.651 , B = -3120.4 102 and C = 2078.3 107 for the O2 and H3PO4

treated InP. At 1550 nm, the calculated refractive index of the bBSA layer
was 1.4 for the sample with O2 treatment only and 1.525 when the sample
had also received an H3PO4 etch. For comparison, the refractive index of
proteins, and thus also of bBSA, is typically 1.445 [109].

The thicknesses that are obtained, 1.4 or 1.5 nm, are too small (see paragraph
4.2.1). Both treatments give rise to hydrophilic surfaces, see Table 4.2, so it
is expected that the BSA molecules will not unfold but keep their full volume
which is approximately 4 nm when they are flat on the surface or 14 nm when
they stand tall on the surface. The bBSA layer thickness observed by [93],
is 1.35 nm but this was on a hydrophobic surface so the BSA molecules were
unfolded. However, the spectroscopic ellipsometer can not see a difference
between a surface fully covered with a 1.4/1.5 nm layer and a surface on
which bBSA molecules stand separately from each other. It could be that we
are in the latter situation and that this is the reason the SE measurements
underestimate the thickness. However, if this was the case, the calculated
refractive index should not exceed the value of 1.445. Also the large difference
in calculated refractive index values for the bBSA layer can not be explained.
A more thorough investigation is needed in which more attention is given to
the layer structure and the fitting parameters. At this point we can only
state that the addition of a layer is observed after bBSA incubation which
gives us the confidence to say that if the fitting is optimized, spectroscopic
ellipsometry can be used in the future to investigate bBSA binding to InP
surfaces.

1These measurements and subsequent fitting were done by T. de Vries.
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4.4.4 Conclusions

Because Losurdo et al. have shown that it is possible to bind BSA directly to
a III/V semiconductor surface it was decided to try and bind bBSA directly
to InP. Whether this was successful or not was investigated with both bead
experiments and spectroscopic ellipsometry. The samples with both the oxy-
gen and etch treatment had the highest number of beads on the InP surface
and the lowest number of beads on the cover glass, and therefore we chose
to give our photonic crystal membranes the same oxygen and etch treatment
before incubation them with bBSA. From the contact angle measurements,
we know that this results in relative hydrophilic surfaces.
The spectroscopic ellipsometry measurements show that a layer of bBSA is
created on the treated InP surfaces but in order to make confident statements
regarding the thickness of the adsorbed layer, more reference measurements
are needed and more attention needs to be given to fitting the obtained
spectra with the Cauchy model.
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Chapter 5

Chemical sensing

This chapter will consider chemical sensing with PhC membrane cavities,
which is the detection of changes in ambient refractive index from the reso-
nance spectra. In the next chapter PhC membrane cavities will be incubated
with solutions that contain proteins, therefore it is necessary to know whether
a solution really fills the holes and the area underneath the membrane. This
chapter will start by explaining the main parameters of refractive index sens-
ing optical biosensors; the sensitivity, the filling fraction and the detection
limit. Refractive index sensing is an area of interest for several groups all
over the world, so we will start with a literature overview of what has already
been done in this field. Next the systematic investigation of the sensitivity 80
PhC membrane cavities will be discussed. Part of the results in this chapter
are also published in [111].

5.1 Sensors: basic working principles and def-

initions

The goal of this project is to detect changes in the ambient refractive in-
dex with photonic crystal membrane cavities, or to use the photonic crystal
membrane cavities as a refractive index sensor, also called a refractometer.
This is done by looking at the resonance spectra of the cavity, taken at dif-
ferent ambient refractive indices. The easiest experiment is to immerse the
photonic crystal membrane in a liquid, for example water, as in Figure 5.10.
Increasing the environmental refractive index causes the peaks in the reso-
nance spectrum to shift towards the red. The wavelength λ of a peak divided
by its full-width-at-half-maximum ∆λFWHM determines the quality factor Q
of that cavity mode.

There are two important parameters that describe the sensor performance:
the sensitivity and the detection limit of the sensor. The sensitivity is defined
as the change in the transduction signal in response to biorecognition. The
value of the sensitivity increases if the interaction between matter and light
is increased. The detection limit is the smallest change in the transduction
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Figure 5.1: The resonance spectra of a photonic crystal membrane cavity
before and after water infiltration. Q1 and Q2 are the resonance peaks of
the (nearly degenerate) quadrupole mode, and H is the hexapole mode of the
cavity.

signal that can be accurately obtained so it is determined by the noise of the
transduction signal.

5.1.1 The sensitivity

The first important parameter of a refractive index sensor is its sensitivity
S, defined as

S =
∆λ

∆n
(5.1)

with ∆λ the shift in resonance wavelength and ∆n the change in refractive
index. The value of the sensitivity can be easily determined from resonance
spectra like Figure 5.10. However, even though this definition is very practical
to work with, it says not everything about the sensitivity of the cavity. The
shift in resonant wavelength ∆λ and the change in refractive index ∆n are
also related by

∆λ

λ
= f · ∆n

n
(5.2)

with f the filling fraction that quantifies the relative optical overlap of the
mode with the air/liquid in the holes, therefore 0 ≤ f ≤ 1 [112]. The
wavelength λ is the free space resonance wavelength of the cavity and the
refractive index n is the refractive index of the liquid. Using equation 5.2,
equation 5.1 can be written as

S = f · λ
n
≤ λ

n
(5.3)

The theoretical maximum sensitivity Smax is thus defined as λ
n
. This is a

theoretical maximum, that can never be obtained in practice because a full
overlap of the mode with the hole is impossible. However, the goal is to have
a high sensitivity and this the highest value for f as is practically possible.
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5.1.2 The detection limit

A second important parameter is the detection limit DL of a sensor. The
detection limit is the smallest change in refractive index δn that the refrac-
tometer can still accurately detect. It is determined by the ratio of the
smallest spectral shift δλ that can be accurately detected, i.e. the sensor
resolution, and the sensitivity. Roughly speaking δλ might be set to be the
resonance linewidth ∆λFWHM = λ/Q. However, accurate fitting procedures
may determine peak shifts with a resolution better than the linewidths of the
peaks. The resolution is determined by three factors: the amplitude noise
of the signal, fluctuations in temperature and the spectral resolution. The
latter two can be neglected in to our experimental set-up (see next chapter)
but the amplitude noise needs to be taken into account because the accuracy
of fitting depends on the signal-to-noise ratio. The standard deviation of the
resulting spectral variation is given by

σδλ =
∆λFWHM

4.5 · (SNR0.25)
(5.4)

with SNR the signal-to-noise ratio (not in dB but in numbers) [113].

The resolution is taken as three times the standard deviation of the noise of
the system

R =
3 ·∆λFWHM

4.5 · (SNR0.25)
(5.5)

Therefore the detection limit can we written as

DL =
R

S
=

3 ·∆λFWHM

4.5 · (SNR0.25) · S
(5.6)

Using Q = λ/∆λ this becomes

DL =
3 · λ

4.5 · (SNR0.25) ·Q · S
(5.7)

All the variables in equation 5.7 can be obtained by comparing two resonance
spectra as in Figure 5.10.

Interpreting equation 5.7, to obtain a sensor with a low detection limit one
needs a large signal-to-noise ratio, a high sensitivity and a high quality factor.

5.1.3 Competing properties

Reference [114] shows that f and Q are two competing properties of pho-
tonic crystal membranes and they can not both be maximized. This can be
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understood since maximizing f means maximizing the overlap of light with
the holes which increases the losses and decreases Q. However, to maximize
the sensitivity, f needs to be maximized. To solve the dilemma between
maximizing S and Q, Tomljenovic-Hanic et al. introduced whet they call
the figure of merit M , given by

M = f ·Q (5.8)

For photonic crystal membrane nanocavities, this figure M needs to be opti-
mized. The theoretical study of the figure of merit performed by Tomljenovic-
Hanic et al. showed that to obtain the highest possible M , the quality factor
needs to be optimized in spite of the negative effect this has on the filling
factor.

5.2 Literature overview

In literature, lot of reports can be found on refractive index sensing with
photonic crystal based devices. Examples are among others one dimensional
PhCs [115], PhC fibers [116] and PhC waveguides [66] but the focus here will
be on the literature of photonic crystal membrane cavities.

The group that was the first ever to publish their research on photonic crys-
tal membrane cavities for refractive index sensing is the group of Scherer
from the Californian Institute of Technology [71] in 2003. Over the years
they have published several articles in which they optimize a modified H0
lasing cavity in InGaAsP membranes with quantum wells as active mate-
rial [9]. From photoluminescence experiments during infiltrations with iso-
propanol and methanol they obtained sensitivity values up to 245 nm/RIU
[9]. Shortly after, Grots group from Agilent Technologies reported on a sim-
ilar H0 cavity in a silicon-on-insulator (SOI) based system [117]. This group
had to use waveguides to excite their cavities and they obtained a sensitivity
of ∼200 nm/RIU and a detection limit smaller than 10−3.

The next report came in 2008 from the group of Baba, based on InGaAsP
membranes with a quantum well. This group has been optimizing (lasing)
H0s&r cavities [48–50] and their highest experimental sensitivity is 400 nm/RIU
[50]. Since these cavities lase, the spectral linewidth is very high (of the order
of pm) so the detection limit will be well below 10−6.

The group of Krauss have quoted a sensitivity value 1538 nm/RIU for their
slotted double-heterostructures using SOI technology [68, 118]. They ob-
tained these numbers by infiltrating their structures with solutions of caster
sugar and deionized water. Care should be taken in interpreting these results
since 1538 nm/RIU exceeds the theoretical maximum for λ ∼1600 nm and
n ∼1.33 RIU. They explain this surprisingly high figure by an increase in
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.2: SEM images of the cavity designs of the different groups (a)
Scherer, (b) Grot, (c) Baba, (d) Krauss, (e)-(g) Finley, (h) Lee.

wettability; increasing the concentration of caster sugar improves the wetta-
bility and therefore the penetration of the solution into the slots improves
too and leads to large shifts (∆λ = 18 nm) for very small changes in refrac-
tive index (∆n = 0.0117). For a quality factor of 4000 and a sensitivity of
1538 nm/RIU this group obtains a detection limit of 7.8 10−6 RIU. How-
ever, because the sensitivity depends on a partial filling, it is not possible
to calibrate this sensor. Finley et al. performed infiltrations with water and
isopropanol for three types of cavities: a modified H0 cavity, a modified L3
cavity and a width modulated cavity which is a PhC waveguide in which
several of the holes have a shift perpendicular to the waveguide orientation
[119, 120]. They found sensitivity values of approximately 155, 65 and 105
nm/RIU respectively with corresponding detection limits of 0.018, 0.006 and
0.003 RIU.

The group of Lee et al. have quoted a sensitivity value of ∼50 nm/RIU for
their microfluidic system based on an InP membrane with InAsP quantum
wells with lasing H1s&r cavities [8]. They state however that the InP surface
is hydrophobic which is the reason their holes are only partially filled and
the sensitivity is lower than expected.
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5.3 Systematic investigation of the sensitiv-

ity

5.3.1 Experimental method

To look at the sensitivity of the PhC membrane nanocavities, they were
infiltrated with Milli-Q water. The experimental method will be described
before turning to the results. In Chapter 4 was seen that the InP substrates
that received both the O2 and H3PO4 treatment were the best for bBSA ad-
sorption. For this reason the wafer that holds the InGaAsP PhC membrane
nanocavities was given this very same treatment. Since the area on which
the cavities are made is very small, it is sufficient to apply a droplet of water
onto the surface for the infiltration experiments. However, because of the
curvature of the droplet it could be that the laser light does not get to the
cavity properly or that the collection of emitted light is distorted. Addition-
ally, the absorption of light by water could be an issue.

To understand this issue, the penetration depth of light in water as a function
of the wavelength was investigated. The penetration depth δ = 1/α, with
α the absorption coefficient, is defined as the depth at which the intensity
of light inside water drops to 1/e of its original value. From Figure 5.3 (a)
can be seen that the penetration depth in water at the excitation wavelength
(660 nm) is approximately 275 cm which causes no problems for our exper-
iments. However, as Figures 5.3 (b) and (c) show, the emitted light with
wavelengths between 1300 and 1600 nm has a penetration depth between
340 and 1500 µm [121]. The light can thus travel multiple times from one
side of the cavity to the other, a distance of approximately 1 µm. However
it does cause a problem for the collection of emitted light from the cavities
since a droplet of water is several millimeters high.

(a) (b) (c)

Figure 5.3: The penetration depth of light in water for different wavelength
ranges [121].

To avoid these problems with the absorption of water, a thin cover glass
(grade No.0 which corresponds to a thickness between 85 and 130 µm) was
placed on top of the droplet and gently pushed it down as is shown in Fig-
ure 5.4 (d). Figures 5.4 (a) and (b) show that placing a cover glass on the
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PhC membrane does not change the position of the resonance peaks (the
differences are within the resolution limit), only the intensity of the collected
light decreased slightly. Adding a water droplet shifts the resonance peaks
towards the red, see Figure 5.4 (c). The resonance wavelengths and quality
factors are determined from Lorentzian fits that give the values for λ and ∆λ.

(a) (b)

(c) (d)

Figure 5.4: The influence of a cover glass and a droplet of water on the PL
spectrum of an H1s&r cavity with parameters a = 511 nm, reduced radius
0.23a and shift 13 nm. The PL spectra are measured in (a) air, (b) air with
a cover glass on top of the membrane, (c) water with a cover glass on top
of the water layer and (d) a schematic representation of the infiltration (not
drawn to scale).

Because we slightly press down the cover glass is slightly pressed down, the
thickness of the water layer. As is shown in Figure 5.4 (c) this layer is thin
enough to allow the collection of light. Figure 5.4 shows that the intensity
of the resonance peaks decreases in water but the noise stays the same for
all three measurements. The quality factors increases when the cover glass
is applied and a second time when water is applied. The shift from 1475.8
to 1639.4 corresponds to a decrease in spectral linewidth ∆λFWHM of 1.0 to
0.9 nm while the spectral linewidth stays 0.9 nm when going from 1636.4 to
1727.9, which means that the increase in Q is only caused by the increase in
λ. The first increase in Q can maybe be explained by the fact that the average
refractive index increases when the cover glass is applied which may reduce
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the out-op-plane losses [122]. The decrease in collected signal points out that
part of the emitted light is absorbed but we have no idea of the thickness of
the water layer. To get an idea of the thickness, Beer-Lambert’s law, which
relates the intensity to the distance light travels through the material, i.e.
the path length, was used. Beer-Lambert’s law is given by

I(z) = I0 · e−αz (5.9)

with I the intensity as function of the path length z, I0 the intensity when
no water is present and α the absorption coefficient of water which is wave-
length dependent. The highest intensity in Figure 5.4 (b) is approximately
1900 which is taken as I0 and this is at a wavelength of 1475.5 nm. By in-
serting these values in equation 5.9, together with α from [121], the graph
of Beer-Lambert’s law in Figure 5.5 is obtained. From Figure 5.4 (c) is seen
that the collected intensity of the same mode for a water measurement de-
creases to about 530. Figure 5.5 shows that this corresponds to a penetration
depth of approximately 60 µm. This means that the light travels a distance
of 60 µm through water, meaning that the thickness of the water layer is 60
µm, which is smaller that the penetration depth.

Figure 5.5: Beer-Lambert’s law for the water experiment of Figure 5.4. The
loss in intensity that is observed corresponds to a path length of approximately
60 µm.

Since the heterostructure designs did not give a PL spectrum we could work
with, their sensitivity was not investigated. The sensitivity of the five point
defect cavities was investigated systematically, irrespective of the variation
of the quality factors with the different designs. Because the active III/V
structure allows us to do fairly quick PL experiments, we are able to present
the PL spectra of 80 cavities: 11 H0r, 37 H0s&r, 12 H1r, 11 H1s&r and 9 L3
cavities.

A striking observation is that different measurements of the same cavity,
give reproducible resonance spectra when a day or a few weeks are in be-
tween two measurements. Reproducible means that the observed variations
in λ are within the resolution limit of our set-up. It is also known that the
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temperature dependence of the cavities is 0.1 nm/◦C [123] but this has no
effect on the observed wavelengths since 0.1 nm is smaller than the resolution
limit.

5.3.2 Design dependence

After infiltrating the PhC membrane cavities with water, the resonant wave-
lengths are red-shifted due to the increase in the ambient refractive index as
was shown in Figure 5.4. When working with water, the change in refrac-
tive index ∆n = nwater − nair is given by 0.3330. The sensitivities of the
five designs are determined from these red-shifts with the definition of sen-
sitivity S = ∆λ/∆n. Sensitivities between 100 and 425 nm/RIU (refractive
index unit) were observed. The maximum sensitivities for the five designs are
shown in Table 5.1. They are among the highest reported in literature so far
[8, 119], and compare favorably with cavities with central holes [124] or slots
[68] made specifically to maximize sensitivity. The sensitivity is also defined
as S = f ·λ/n and the values for the thus obtained filling fractions f are also
given in Table 5.1. Note that in practice, the filling fraction can never be
close to 1, because then the light would not be confined anymore. Therefore
we can not expect for the experiments to even get close to the maximum sen-
sitivity. Table 5.1 shows filling fractions of ∼0.4 which already is a high value.

Table 5.1: The maximum observed sensitivities.

Cavity design Sensitivity (nm/RIU) Mode Filling fraction

H0r 390 dipole 0.38
H0s&r 390 SO dipole 0.38
H1r 310 hexapole 0.29

H1s&r 425 hexapole 0.41
L3 110 A 0.10

The highest sensitivity was obtained for one of the H1s&r cavities and the L3
cavities tend to have the lowest values. For an interpretation of these data, it
is necessary to look in more detail to the variations with cavity designs and
with the different modes of each design. This is done in the next paragraph.

5.3.3 Mode dependence

Besides being design dependent, the sensitivity also depends on the mode.
In Figure 5.6 it is seen that the quadrupole peaks (Q1 and Q2) shift ap-
proximately 55 nm after water infiltration and the hexapole peak (H) 70 nm
which results in sensitivities of 165 and 210 nm/RIU, respectively.

By looking back at equation 5.3, it can be seen that the maximum sensi-
tivity is determined by the ratio of the resonance wavelength and the re-
fractive index of water. For example, for the hexapole peak of Figure 5.6,
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Figure 5.6: The mode dependence of the sensitivity for a modified H1r cavity.
The quadrupole peaks are denoted by Q1 and Q2, the hexapole peak by H.

this is 1133 nm/RIU. By comparing this value with the sensitivity of 210
nm/RIU which was experimentally observed, it can be concluded that the
filling fraction of this hexapole mode is approximately 20%. Additionally, the
maximum sensitivity for the quadrupole peaks is 1120 nm/RIU and experi-
mentally found a sensitivity of only 165 nm/RIU was found which results in
a filling fraction of approximately 15%. The difference in sensitivity between
the quadrupole modes and hexapole modes results from this 5% difference
in hole filling fraction between the two modes. With the current software it
is not possible to directly calculate the overlap of the electromagnetic field
with the holes, i.e. f . Qualitatively however, this difference can be explained
from Figure 3.11 which suggests that the electromagnetic field profile of the
hexapole mode indeed has more overlap with the holes that the quadrupole
modes.

In Table 5.2, for each mode of the five cavity designs the average measured
sensitivity, corresponding average filling fraction and the theoretical max-
imum sensitivity was determined. The maximum observed sensitivities of
Table 5.1 already have a filling fraction below 0.5 but the average observed
sensitivities differ even more from their theoretical maximum values.

Table 5.2 shows a lot of important trends. First of all, as with the example
of Figure 5.6, for each cavity type it can be understood why some modes
have higher filling fractions than others. A stronger overlap of the electro-
magnetic field, i.e. a higher filling fraction, is generally obtained when going
from monopole to dipole, quadrupole and hexapole. From the H0s&r cavities
is seen that higher order modes are more sensitive than first order modes.
Higher order modes have a higher filling fraction since they are less confined
to the dielectric. Furthermore the asymmetric monopole mode has a strong
overlap with the holes (see Figure 3.7) and is therefore in this case slightly
more sensitive than the asymmetric dipole mode.
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Table 5.2: The average observed sensitivities by mode.

Cavity Mode Average S Maximum S Average f
design (nm/RIU) (nm/RIU)

H0r dipole 308 1037 0.30
monopole 262 1077 0.24

H0s&r second order monopole 202 1035 0.20
second order dipole 221 1051 0.21

monopole 163 1100 0.15
dipole 143 1121 0.13

H1r dipole 112 1124 0.10
hexapole 258 1087 0.24

quadrupole 193 1087 0.18
H1s&r dipole 96 1055 0.08

hexapole 284 1067 0.27
quadrupole 191 1081 0.18

L3 mode A 86 1101 0.08

The second trend is that decreasing the size of the cavity (H1s&r > H1r >
H0s&r > H0r) influences the filling fraction. Take for example the dipole
mode that they all have, by decreasing the cavity, the average f increases
from 0.08 to 0.30 which corresponds to an increase in sensitivity of about
a factor of 3. This property is also seen for the monopole mode. For the
hexapole mode f stays constant when going from H1s&r to H1r the hexapole
mode tends to be concentrated to the perimeter of the cavity and so is less
dependent on the size. The filling fraction of the quadrupole mode even de-
creases for decreasing cavity size. A clear reason for this is not known.

5.3.4 Dependence of position in the band gap

The analysis of the sensitivities of 80 cavities shows an important trend that
holds for all five designs but which will be first illustrated for the H0s&r cav-
ities since we have the most data for them. Figures 5.7 (a) and (b) show
that the sensitivity scales as a function of the normalized frequency a/λ,
irrespective of the lithographic parameters (lattice constant a, reduction r,
shift s). The sensitivity increases when the cavity modes are lithographi-
cally tuned from the dielectric band (a/λ = 0.29) to the air band (a/λ =
0.37). The physical reason behind this phenomenon is again the overlap of
the electromagnetic field with the holes. Recently, it was theoretically shown
that modes closer to the air band have more overlap [114] and therefore they
are more sensitive to the changes in refractive index inside the holes. This
means that if the modes are lithographically tuned to be closer to the air
band, their filling fraction and thus also their sensitivity are increased.
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(a) (b)

Figure 5.7: The band gap dependency of the sensitivity for the modified H0s&r

cavities. Each data point represents a mode of a cavity with a different a, r
and s. The band gap of the host photonic crystal goes from 0.29 to 0.37 a/λ,
(a) the monopole mode and (b) the dipole mode.

Notice that the observed modes do not go below a/λ = 0.32 which corre-
sponds to a wavelength of approximately 1560 nm for a lattice constant of
500 nm. At this point, the sensitivity is still ∼150 nm/RIU which for a wa-
ter infiltration results in a shift in resonance wavelength ∆λ of about 40 nm,
yielding a resonance peak at λ = 1600 nm which is at the edge of what the
spectrometer can detect. If a/λ < 0.32, the resonance peak will shift out of
our detection range which is why there are no data point there.

Figures 5.8 (a) and (b), show that also for the H0r and H1r cavities the
sensitivity can be lithographically tuned as a function of a/λ. However the
H0r dipoles are found outside of the band gap and inside the air band (a/λ
> 0.37). The reason these modes can exist inside the air band is because
they still lay within the ΓK stop gap.

(a) (b)

Figure 5.8: The band gap dependency of the sensitivity for the modified (a)
H0r and (b) H1r cavities.
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5.4 Investigation of the detection limit

5.4.1 Experimental method

To investigate the detection limit, only water infiltrations were performed,
but also infiltrations with different sugar/water solutions. The same exper-
imental method as in 5.3.1; a droplet and a cover glass were applied after
which a PL experiment was done. The sugar/water solutions tha were used
contained increasing concentrations of sugar (sucrose) which corresponds to
an increasing refractive index of the solution as can be seen in Table 5.3.

Table 5.3: The refractive indices for the different sugar/water solutions [125].

Sugar concentration (% weight/weight) Refractive index

0 1.3330
2.6 1.3367
6.0 1.3417
9.3 1.3467
12.5 1.3517
15.6 1.3567
18.7 1.3617

Between different infiltrations, the PhC membrane was rinsed with Milli-Q
water and blown dry with N2. Next a PL spectrum in air was taken and
compared to a reference spectrum of the cavity, taken before the first infil-
tration. If the differences in resonance peak positions between the reference
spectrum and this PL spectrum were within the resolution limit, the next
infiltration was started.

5.4.2 The competition between S and Q

The detection limit is determined by the ratio of the resolution of the sensor
and the sensitivity as was seen in paragraph 5.1. From equation 5.7 was seen
that it was necessary to maximize the signal-to-noise ratio, the sensitivity
and the quality factor to optimize (i.e. minimize) the detection limit. Fur-
thermore, to optimize the figure of merit M = f ·Q, it was most important
to maximize the quality factor instead of the filling fraction (and thus the
sensitivity). This can be explained by looking at Figure 5.9 which shows that
the sensitivity, again determined from water infiltrations, tends to decrease
as the quality factor (measured in air) increases. However, at high Q’s the
decrease in S seems to become less. This inverse correlation between S and
Q is again the result from the variation in overlap of the electromagnetic field
with the holes, with other words, it is dependent on f . Cavities with a high
Q have a strong confinement of the light to the dielectric material, whereas
cavities with a high sensitivity have a strong overlap of the light with the
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holes which means that they have higher losses and thus a lower Q.

(a) (b)

Figure 5.9: The sensitivity as a function of the quality factor for all modes
of (a) a modified H0s&r cavity, SO M stands for second order monopole, SO
D for second order dipole, M for monopole and D for dipole and (b) modified
H1s&r cavity.

This inverse correlation between S and Q poses a problem because we need
to maximize both S and Q to minimize the detection limit. However, the
inverse correlation is not linear. Figure 5.9 (a) shows that S can drop 200
nm/RIU while Q is increased to 4000 but the sensitivity of the monopole
and dipole mode converge to a certain value, as well as the values of the
hexapole and quadrupole modes. However, S is limited by a theoretic value
of the order 103 while experimental Q values of 106 have been obtained [126]
and theoretical predictions show that quality factors of 109 are possible [36].
Therefore to obtain the sensor with the lowest detection limit, first Q should
be maximized and then look at how to maximize S at this maximum Q.

5.4.3 The detection limit

By doing infiltrations with the sugar/water solutions of Table 5.3, the detec-
tion limits of and H1s&r and L3 cavity were investigated. The parameters of
the H1s&r cavity are a = 511 nm, r = 0.23 a and s = 13 nm, for the L3 cavity
the parameters are a = 511 nm, s = 25 nm, r = 0. Figure 5.10 (a) shows
that the (normalized) shape of the resonance peaks of the H1s&r cavity does
not change, the quality factor stays the same in air and in the sugar/water
solutions (∼1500). For the sugar/water infiltrations of this H1s&r cavity,
red-shifts of about 1.2 nm are observed for an increase in refractive index of
0.005 RIU. This yields a sensitivity of approximately 240 nm/RIU and an
estimated detection limit of approximately 0.001 RIU. This is not very low
but it can be much improved by using cavities with lower spectral linewidths
∆λFWHM . Both by decreasing the cavity linewidth to realistic (lasing) val-
ues of the order of tens of pm [49] and improving the signal-to-noise ratio,
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detection limits of ∼10−6 and lower are well within reach. For the L3 cavi-
ties the sensitivities (∼120 nm/RIU) and Q (∼400) were too low to clearly
differentiate between the peaks of different sugar water solutions since the
detection limit for the L3 cavities was approximately 0.0075 RIU. Figure
5.10 (b) shows that when steps of 0.010 RIU are taken, one can distinguish
the peaks in the L3 spectrum.

(a) (b)

Figure 5.10: The PL spectra of (a) a modified H1s&r cavity and (b) a modified
L3 cavity after infiltration with different sugar/water solutions.

5.4.4 Comparison with simulations

One of the reasons for doing these infiltration experiments is to see whether
the holes are fully filled with the applied liquid. This is of importance for the
protein adsorption in Chapter 6. To confirm full filling, the experimental re-
sults for the infiltration with different sugar/water solutions were compared
to simulations. Three different scenarios were simulated; only liquid on top
of the membrane surface, liquid on top of the membrane and in the holes
and liquid on top of the membrane, in the holes and in the area underneath
the membrane. These three possibilities are referred to as surface filling,
surface-hole filling and total filling and are explained in Figure 5.11 (b). As
is seen from Figure 5.11 (a), the experimental results closely resemble the
total filling line. We can therefore conclude that we have total filling of the
holes. Unlike Kim et al. or Di Falco et al. [8, 67], we do not suffer from
air-pockets or high surface tension, respectively. Therefore every shift in
wavelength only depends on the change in ambient refractive index and not
on the good/worse infiltration.

Figure 5.11 also shows that the relation ∆λ/n is not linear since ∆λ increases
more strongly for higher values of n. This second-order polynomial behavior
of the form ∆λ = an2 + bn + c was previously also observed by Chow et al.
[117].
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(a) (b)

Figure 5.11: (a) The experimental and simulated resonance wavelengths of
a modified H1s&r cavity after infiltration with different sugar/water solutions
and (b) a schematical representation of the different simulated situations (not
drawn to scale).

5.5 Conclusions

From this chapter, three important conclusions can be drawn. First of all,
the small holes that form the photonic crystal can be infiltrated with a liquid.
More importantly the holes and the area underneath the membrane are fully
filled which means that the sensitivity is not influenced by changes in the
filling of the holes. Therefore the sensitivity is only dependent on changes
in the filling fraction. Different designs, modes and lithographic parameters
result in different filling fractions and thus different sensitivities.

The second conclusion is that there is an inverse correlation between the
sensitivity or filling factor and the quality factor. Increasing the filling factor
implies increasing the spectral losses of the cavity and therefore decreasing
the quality factor. However to maximize the detection limit one needs to
maximize both the sensitivity and the quality factor. Since the theoretical
maximum of the sensitivity is of the order of 103 and the highest experimen-
tal quality factors are currently of the order of 106, there is more room to
optimize the quality factor than the sensitivity.

Last but not least, we can state that we have found sensitivities for all five
designs that compare nicely to other literature values as is shown in Table 5.4.
It should be said that for the sensitivity of the H0s&r and H1s&r cavities, the
respective values of 390 and 425 nm/RIU are outliers. When discarding these
values, the next maximum sensitivity values for these cavity designs are 290
and 285 nm/RIU respectively. The reason for these two outliers is currently
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Chapter 5. Chemical sensing

Table 5.4: Overview of the sensitivities of PhC membrane cavities in litera-
ture.

System Design S (nm/RIU) DL (RIU) Reference

InGaAsP QW H0 laser 245 - [71]
SOI H0 200 < 10−3 [46]

InGaAsP QW H0s&r laser 400 < 10−6 [50]
SOI slotted DHS 1538 - [67]
SOI H0 155 18·10−3 [119]

L3 65 6·10−3 [119]
WMC 105 3·10−3 [120]

InP/InAsP QW H1s&r laser 50 - [8]
InGaAsP/InAs QD H0r 390 10−3 [111]

H0s&r 290/390 10−3 [111]
H1r 310 10−3 [111]

H1s&r 285/425 10−3 [111]
L3 110 10−2 [111]

not understood. A universal reading of the sensitivity with respect to the
resonance position in the band gap is demonstrated. Additionally, a clear
relation between sensitivity and cavity type and even cavity mode, has been
established. These observation provide simple design guidelines for photonic
crystal cavity sensors.
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Chapter 6

Biosensing

For photonic crystal membrane nanocavities to become a viable candidate
as refractive index sensing optical biosensors, the cavities need to be able
to detect the change in refractive index that is induced when performing
an immunoassay. This means that after creating arrays of PhC membrane
nanocavities on a wafer, different antibodies would be attached to differ-
ent cavities along the membrane after which a reference spectrum would be
taken. When a sample containing antigens is then applied, binding between
probe (antibody) and target (antigen) molecules will occur and the shift in
resonance wavelength this gives can be detected.

Figure 6.1: Schematic representation of an immunoassay with a refractive
index sensing optical biosensor (not drawn to scale).

This chapter will first look at recent literature in the field of photonic crystal
cavity based optical biosensors for protein detection. It will become clear that
all groups use a BSA-based detection scheme to demonstrate the potential
of their devices as a new optical biosensor platform. After the literature
overview, a description of our experiments and a discussion of the results
will be given.

6.1 Literature overview

The field of photonic crystals cavities as label-free optical detectors of pro-
teins is very new since the first paper published on the topic dates back to
only 2007 when Lee and Fauchet first described the functionalization of a
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silicon photonic crystal microcavity for the detection of BSA and strepta-
vidin [124]. After oxidizing and treating the oxidized silicon surface with
amino-propyltrimethoxy-silane, they immobilized the probe molecules, the
protein glutaraldehyde, which caused the resonance peak to shift 1.1 nm
towards the red as is shown in Figure 6.2 (a). Next they applied the tar-
get molecules, BSA, which resulted in a second red shift of 1.7 nm. For
the glutaraldehyde-BSA coupling, a detection limit of 2.5 fg was observed
but this binding is non-specific. By using sulfo-NHS-LC-LC-biotin as probe
molecule and streptavidin as target molecule, they demonstrated the specific
binding capabilities of their structure. By comparing their results with simu-
lated data, they concluded that the glutaraldehyde layer in their experiments
was 7Å and their BSA layer was 10Å. Additionally, ellipsometry experiments
were performed on a flat oxidized silica wafer to verify these thicknesses. The
ellipsometry results indicated a glutaraldehyde layer thickness of 7 ± 1Å and
a BSA layer thickness of 15 ± 5Å. The inconsistency in BSA layer thicknesses
was never solved.

Figure 6.2: (a) The resonance spectrum after oxidation and silanization, (b)
the resonance spectrum after glutaraldehyde incubation and (c) the resonance
spectrum after BSA binding [124].

The next articles on the label-free detection with photonic crystal cavities
are all from 2009. Dorfner et al. and Zlatanovic et al. both published articles
on the shift in wavelength due to protein adsorption as a function of time
on SOI based photonic crystal cavities [46, 120]. Dorfner et al. investigated
H0, L3 and width-modulated cavities (see Figure 5.1 (e)-(g)) for which they
found a BSA detection limit of 15.6 ± 2.9 fg, 4.5 ± 1.0 fg and 4.0 ± 0.6 fg, re-
spectively. Zlatanovic et al. looked into a different H0 design and a different
binding mechanism. They functionalized the surface with biotinylated BSA
after which they applied the anti-biotin antibody as target molecule. The de-
tection limit of anti-biotin was found to be smaller than 4.5 fg for this device.

Most recently, Kita et al. have reported on the binding of BSA to a glutaraldehyde-
functionalized InGaAsP photonic crystal membrane surface [51]. Their H0s&r

cavities showed an average blue shift of the resonance peaks of 0.8 nm after
glutaraldehyde incubation, which they state is possibly due to gluratic acid
etching the membrane, and an average red shift of 1.2 nm for BSA binding.
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However there is substantial spreading of the experimentally observed wave-
length shifts; for glutaraldehyde, ∆λ between -1.7 and 0.7 nm were observed
and for BSA values between 0.4 and 2.4 nm.

6.2 Detection of the binding of proteins

6.2.1 Experimental method

We chose to work with biotinylated BSA as probe molecule and streptavidin
as target molecule. This choice is motivated by the fact that BSA has good
surface coverage abilities and the fact that the biotin-streptavidin bond is
one of the strongest non-covalent interactions in nature.

The PhC membrane cavities were given a treatment with O2 and H3PO4

(see Chapter 4), which caused the resonance peaks to shift between 10 and
15 nm towards the blue, depending on design and mode. An example of this
is shown in Figure 6.3 for an H1s&r. The resonance spectrum that was taken
after the treatment was taken as a reference. The biotinylated BSA (bBSA)
molecules were bound to the membrane surface during either a one-hour or
a twenty-hour incubation period at 4◦C. The buffer solution containing the
bBSA was a 0.14 citrate buffer with pH 6.8 (Pierce Biotechnology). The
membrane was then rinsed with Milli-Q water and blown dry with N2, after
which a second resonance spectrum was taken to investigate the binding of
bBSA, see Figure 6.4. During an incubation period of one hour, the tar-
get molecules streptavidin (Pierce Biotechnology) were bound to the biotin
molecules. The streptavidin buffer solution was a 20 mM potassium phos-
phate buffer with pH 6.5. Again, the membrane was rinsed in Milli-Q water
and blown dry with N2 before a third spectrum was taken as is shown in
Figure 6.4.

Three cavities of each design (H0r, H0s&r, H1r, H1s&r and L3) were investi-
gated. For each design, the three cavities that had the highest sensitivities
for the chemical sensing of the previous chapter were chosen. The incuba-
tions with bBSA of 1 and 20 hours were done on two different samples but
for cavities with the same lithographic parameters.

6.2.2 Results

For a bBSA incubation time of 1 hour, Figure 6.4 shows the response of
the cavities to the adsorption of proteins for an H1r cavity with parameters
a = 530 nm and r = 0.22a. The hexapole mode in the reference spectrum
is located at 1381.1 nm, and experiences a red shift of 0. nm for bBSA in-
cubation and a blue shift of 0.6 nm for streptavidin incubation. The peaks
corresponding to the quadrupole modes were found at 1404.2 and 1410.6 nm
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Figure 6.3: The blue shifts due to the to O2 and H3PO4 treatment on the
InGaAsP PhC membrane nanocavities for an H1s&r cavity with parameters
a = 518 nm, r = 0.23a and s = 12 nm. Q1 and Q2 are the quadrupole modes
and H is the hexapole mode and their respective blue shifts are 12.8, 12.4 and
14.2 nm.

in the reference spectrum. For bBSA incubation, a red shift of 0.4 and 0.3 nm
was obtained, while for the streptavidin incubation a blue shift of 0.6 and
0.5 nm was seen. Note that compared to figure 6.3, the hexapole mode has
changed position from being on the right of the quadrupole mode to being
on the left in Figure 6.4. As can be seen in Figure 3.10, in most cases the
hexapole mode lies on the right hand side of the quadrupole mode but it
is also possible for the hexapole mode to be on the left hand side of the
quadrupole mode.

Figure 6.4: An example of the change in resonance spectra with a one hour
incubation of bBSA and streptavidin.

All fifteen investigated cavities gave a small red shift after bBSA incubation
with an average value of 0.4 nm as is shown in Figure 6.5. From simulations
was expected that these values would be around 5 nm. This could mean that
we do not have a full surface coverage of the cavity holes. After incubation
with streptavidin, a red shift that is similar to the one due to bBSA is ex-
pected but Figure 6.5 (a) shows that on average, the resonance peaks have a
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blue shift of 0.2 nm instead of a red shift. It is possible that the streptavidin
buffer, which is slightly acidic, etches the membrane during that hour, can-
celing out the effect of streptavidin molecules binding to the biotin molecules.

(a) (b)

Figure 6.5: (a) The red shifts due to adsorption of bBSA to the InGaAsP
and due to the binding of streptavidin to biotin and (b) the red shifts due to
adsorption of glutaraldehyde and BSA [51].

Our results are compared with the results of Kita et al. [51] in Figure 6.5
and it can be seen that both the graphs have a similar spread in ∆λ. How-
ever, the graph from Kita et al. investigated the reproducibility in ∆λ of
the same cavity while our data was obtained from different types of cavi-
ties and different modes. This means that for Kita et al., the spread in ∆λ
shows the difference in protein adsorption between different experiments, but
this is not necessarily the case for our results. Therefore, the shifts of Fig-
ure 6.5 (a) were normalized with the sensitivity values obtained for these
cavities in Chapter 4. Figure 6.6 shows ∆n, or ∆λ/S, for each of the in-
cubation steps. The average shifts in refractive index for one hour bBSA,
streptavidin and twenty hours bBSA are 0.0017 ± 0.0009, -0.0007 ± 0.0025
and -0.003 ± 0.002, respectively. For each of the binding steps, a large spread
in ∆n is observed, indicating that also our red shifts ∆λ are caused by an
unequal protein binding.

For a bBSA incubation time of 20 hours, Figure 6.7 shows the PL spectra
of the same H1r cavity as before. By comparing Figures 6.4 and 6.7, it can
be seen that the reference spectra for these two cavities with identical de-
sign parameters are not the same. This shows that even though two cavities
are theoretically the same, the fabrication process for both cavities differs
slightly which gives them different resonance wavelengths (see also Chapter
3).

Figure 6.7 shows that both the hexapole as the quadrupole resonance wave-
lengths shift towards the blue for this long incubation lime. For the other 14
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Figure 6.6: The shifts in refractive index due to adsorption of bBSA to the
InGaAsP and due to the binding of streptavidin to biotin.

cavities, the same blue shift was observed when the bBSA incubation time
was increase to 20 hours. The values ranged between 0.1 and 1.3 nm with
an average of 0.5 nm as is seen from Figure 6.5 (a). As with the streptavidin
buffer, the blue shift could be the result of the buffer etching the membrane
due to the increased incubation time.

Figure 6.7: An example of the change in resonance spectra with a twenty
hours incubation time of bBSA. The hexapole peak shifts 0.3 nm towards the
blue and the quadrupole peaks 0.5 and 0.2 nm.

6.2.3 Conclusions

It was shown that the binding of proteins to the InGaAsP photonic crystal
membrane cavities is possible and detectable but further work is needed
to optimize the binding steps size a large spread in ∆n was found. The
effect of buffer solutions to the InGaAsP membrane should be removed if
one wants to say with certainty that the observed shifts are solely due to the
binding of proteins to the membrane or to the probe molecules. However,
our results compare favorably with the results of other groups as is shown in
Figure 6.5 (b). It can be concluded that determining which buffer solution
to use is not a trivial problem and a thorough investigation is necessary.
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Conclusions

Of the seven photonic crystal membrane cavity designs created, the heterostructure-
based designs did not operate as expected. Therefore only the point defect
cavities were investigated for their sensitivity. Because experiments with
streptavidin-coated beads showed that biotinylated bovine serum albumin
bound best to InP wafers that had received an oxygen and etch treatment,
the InGaAsP samples were given these treatments too before incubation.

Spectroscopic ellipsometry experiments were performed to determine the
thickness of the layer biotinylated bovine serum albumin but the results
were not completely trustworthy; further spectroscopic ellipsometry measure-
ments are necessary. The contact angle measurements showed that treated
InP wafers were hydrophilic, which is why other than recent reports in liter-
ature, we did not have any problems infiltrating the photonic crystal holes.
Because the simulated and experimental data points for the infiltrations coin-
cided, the sensitivity values were found to be only dependent on the ambient
refractive index and on the position of the mode inside the band gap of the
photonic crystal. The observed sensitivities are among the highest reported
in literature while the quality factor can be further increased to obtain lower
detection limits.

Furthermore, it was shown that photonic crystal membrane nanocavities can
be functionalized with probe molecules. It was not possible to detect the sub-
sequent incubation with target molecules since the buffer solution containing
the target molecules most likely etched the membrane. Further investigation
is necessary to detect which buffer solutions are best used in combination
with InGaAsP membranes. Alternatively, the use of linker molecules could
be explored.

This report has shown that InGaAsP photonic crystal membrane nanocavi-
ties with embedded quantum dots are a promising platform for next gener-
ation optical biosensors. Furthermore, it was shown which parameters need
to be considered when designing photonic crystal membrane nanocavities for
sensing applications.
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Appendix

The following tables give an overview of the current status of refractive in-
dex sensing optical biosensors. In each table, the detection limits of different
designs of the same technological platform are compared.

For a refractive index based label-free optical biosensor the detection limit
can be expressed in different units. First of all, it can be expressed in refrac-
tive index units (RIU) which is used when detecting a change in refractive
index due to a change of bulk solution. The corresponding value is used
to compare the performance of different sensors from the same or another
platforms. When proteins are detected, other units are used. Either the de-
tection limit is expressed in pg/mm2, which corresponds to the surface mass
density, or in ng/mL which corresponds to the sample concentration. Unlike
the unit RIU, these units depend on the affinity of the target molecule to
the bio-recognition molecule so one needs to specify to which biomolecule the
value corresponds to.

When viruses or bacteria are detected, the detection limit units are pfu/mL
or cfu/mL, respectively. The unit pfu stand for plaque-forming unit and is
defined as the number of viruses that form a plaque, where a plaque is an
area of cells that appear darker than other cells under a microscope. The
unit cfu stands for colony forming unit. In a culture, each individual bacteria
will start to multiply and form a colony. Each of these colonies is visible with
the naked eye so they can be counted.

The detection limits of various optical biosensors categorized by technology
platform: surface plasmon resonance in Table 6.1, interferometry in Table 6.2,
waveguides in Table 6.5, ring resonators in Table 6.3, optical fibers in Ta-
ble 6.4 and photonic crystals in Table 6.6.
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Table 6.1: Detection limits of various surface plasmon resonator (SPR) based
optical sensors [127].

Optical structure Analyte Detection limit Reference

SPR Bulk solution 10−5-10−8 RIU [130]-[135]
Long range SPR Bulk solution 10−7-10−8 RIU [136, 137]

SPR Bulk solution 10−5-10−7 RIU [138, 141]
Imaging SPR Protein 1 nM [142]

Optical heterodyne SPR Protein 0.2 nM [143]
Phase sensitive SPR Protein 1.3 nM [144]

Wavelength modulated SPR DNA 10 pM [145]
Imaging SPR DNA and RNA 10 nM [146]

Flow injection SPR DNA 54 fM [148]
1.38 fM [148]

Angle modulated SPR Protein 0.15 ng/mL [149]
SPR Protein 66.7 unit/mL [150]
SPR Protein 50 ng/mL [151]

Prism based SPR Bacteria 106 cfu/mL [152]
100 cfu/mL [153]

BIAcore 2000 SPR Bacteria 25 cfu/mL [154]

Table 6.2: Detection limits of various interferometry (IF) based optical sen-
sors [127].

Optical structure Analyte Detection limit Reference

Mach-Zehnder IF Bulk solution 10−7 RIU [155]
Protein 20 pg/mm2 [156]

Young’s IF Bulk solution ∼ 10−7 RIU [157, 158]
Virus 1000 particles/mL [159]

Hartman IF DNA 4 ng/mL [160]
Protein 5 ng/mL [160]

0.1 ng/mL [161]
Virus 107 pfu/mL [160]

Bacteria 5 · 108 cfu/mL [160]
5 · 105 cfu/mL [160]

Backscattering IF Protein fM [162]
Protein pM [163]
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Table 6.3: Detection limits of various ring resonator based optical sensors
[127].

Optical structure Analyte Detection limit Reference

Ring on a chip Bulk solution 10−4-10−7 RIU [30, 164–166]
DNA ∼ 100 nM [167]

Protein 250 pg/mm2 [164]
20 [169]

0.1 nM [168]
Bacteria 105 cfu/mL [167]

Dielectric microsphere Bulk solution 10−7 RIU [170]
DNA 1 pg/mm2 [171]

Protein 10 pg/mL [172]
1 unit/mL [173]

Virus ∼ 1 pg/mm2 [174]
Bacteria 100 cfu/mm2 [175]

Capillary opto- Bulk solution 10−6-10−7 RIU [176]
fluidic ring DNA 4 pg/mm2 [177]

10 pM [177]
Protein ∼ 1 pg/mm2 [178]

3 pM [178]
Virus 1000 particles/mL [179]

Table 6.4: Detection limits of various optical fiber based optical sensors [127].

Optical structure Analyte Detection limit Reference

Fiber Bragg grating Bulk solution ∼ 10−6 RIU [180–185]
DNA 0.7 µg/mL [185]

0.1 µM [185]
Long period grating Bulk solution 10−4 RIU [186]

Protein 2 µg/mL [187]
Nanofiber Bulk solution 10−7 RIU [188]

Fiber coupler Bulk solution 4 · 10−6 RIU [189]
Protein 0.5 µg/mL [189]

Fiber Fabry-Perot Bulk solution 10−5 RIU [190, 191]
cavity DNA 76 µM [192]

1.7 ng [192]
Protein 25 µg/mL [193]
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Table 6.5: Detection limits of various waveguide (WG) based optical sensors
[127].

Optical structure Analyte Detection limit Reference

Resonant mirror Protein ∼ 0.1 pg/mm2 [194]
Cell 106 cells/mL [195]

Metal-clad WG Bacterial spore ∼ 105 spores/mL [196]
Cell ∼ 10 cells/mL [197]

Reverse symmetry WG Cell 60 cells/mm2 [198]
Symmetrical metal-clad WG Bulk solution 2 · 10−7 [199]

Table 6.6: Detection limits of various photonic crystal based optical sensors
[127].

Optical structure Analyte Detection limit Reference

2D PhC Bulk solution ∼ 10−5 RIU [200, 201]
Protein 0.4 pg/mm2 [200, 201]

2D PhC Microcavity Bulk solution ∼ 10−3 RIU [71, 117]
Protein 1 fg [124]

PhC waveguide Protein 0.15 µM [202]
1D PhC microcavity array Bulk solution 7 · 10−5 RIU [203]

PhC fiber Bulk solution 10−4 RIU [204]
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