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Motto: 

“”I used to thirtk t h t  the brak was the most worzder-ji~l organ in my body. TheM 1 
realised who was telling me this.”” 

- Emo Phillips 

Quzzle: 

Computers are never stupid, sometimes the user just requests the impossible. I thought of an illustrative 
example in MATLAB: 

>> [-5 : 01 
ans = 

-5 -4 -3 -2 -1 O 

This is a common way in MATLAB to obtain a series of six values with increment unity. Let’s extend 
this knowledge to another series: 

>> [inf - 5 : infl 

The answer might prove different than you think. Most humans will apply the previous rule and write: 

ansl = 
Inf-5 Inf-4 Inf-3 Inf-2 Inf-1 Inf 

But this is obviously wrong as infinity minus five equals to infinity. Some smarter people will still 
expect six values of infinity: 

ans2 = 
ïnf Inf Inf Inf Inf Inf 

Experienced programmers think more straight, first evaluating inf -5 to Inf and consider the series 
ïnf : ïnf to contain only one value: 

ans3 = 
Inf 

You might think for yourself and guess the real answer. MATLAB can provide it, you might be aston- 
ished. Always remember the most important computer rule: “Garbage In = Garbage Out”. 
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Summary 

During the design of new trucks, dampers need to be chosen for the truck suspension. Finding a correct 
damper consumes a lot of time as new dampers have to be inserted in a prototype over and over again, 
until sufficient performance is reached. 

This report will deal with the development of a controller for a fast continuously adjustable shock 
absorber. By inserting this controllable damper in the prototype truck, one can specify the desired 
passive dmqer characteristics using a computer. ïïnis enables the test driver to test many passive 
dampers in short time. 

First, various methods of damper parameter identification are described. It is concluded that all ma- 
jor methods are severely troubled by non-linear damper behaviour and temperature dependence and 
discard a lot of information. 

In order to be able to use simulations in controller design, two damper models are derived. One 
using a white-box approach for a passive monotube damper. This model incorporates some non- 
linearities and temperature dependence. 

The second model is developed using a black-box approach. The parameters of the controllable 
damper are fit using step responses. It is concluded that the parameters vary within large ranges, 
depending OE the d a q v r  state. 

To evaluate the performance of the controller/damper combination, several norms are discussed 
which directly compare the realised and desired damper forces. These do not match exactly. As the 
main goal states that a test driver is not allowed to notice the difference between a passive damper 
and the imitation of the passive damper by a controllable damper, a suspension and driver model are 
derived. Now driver accelerations can be compared, but due to the uncertainties on the sensitivity of 
test drivers, the resulting norms are rejected. 

A PID-scheme is described as controller. Several enhancements are discussed. Simulations on 
three road profiles and several damper models show that output errors exist. There is too little infor- 
mation to decide whether the variable damper and its controller suffice. 

Ts 
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Preface 

This is my graduation report. I originally started September 1, 1996 with the project as an spin-off of 
the CASCOV project [19]. Fast continuously adjustable dampers were available for study and DAF 
was very interested in replacing the time consuming test driving with various passive dampers by 
test driving with the controlled dampers. Originally, modelling would be only a minor subject, the 
emphasis should lie on experiments using a real vehicle and some test rigs. 

U~fûrtUnate!y, the OIIL!?!S daqxrs werp_ fi$l?!!y bnoked for the CASCOV project. Tne CASCOV 
project also took more time than expected, it was completed in Fall 1997, instead of Winter 1997. I 
actually haven’t even seen the ÖHLINS dampers. Therefore, the project became more theoretical, with 
a more profound modelling of the damper. 

Begin May, 1997 I became ill. For three months, I was barely able to walk, let alone think about 
dampers and suspensions. The original deadline of August was set to December 1997. In the end of 
August, I was recovered enough to restart the research. This is the final result of it. 

Many people have contributed to this report, partially by checking, proof reading and co-thinking, 
partially by moral support (and money). First of all, I would like to thank my parents and Sytske for 
all their faith in the outcome of my study and their 25+ years of work invested in me. 

30th my coaches, Frms Veldpaus and Rudo!f Euismaa hzve speEt many hours helping me to see 
through problems and correcting my intermediate reports. Without them, this report would never have 
existed. I would also like to thank Koenraad Reybrouck and Stefaan Duym at Monroe, Belgium for 
their explanations and the showing of real dampers and test facilities. 

for proof reading of this thesis, help and lots of support. 
Gratitude also goes to Sven Pekelder, Bert van Beek, Vivian van Gansewinkel and Jeroen Heesakkers 

Conny: Thanks for all the fish. 
Finally, I would show gratitude to everybody who helped me and kept me going (again). Without 

all friends at the University, student’s association Demos and the waterpolo team Nayade Heren Bier, 
it would have been very boring around here. 

9 Eindhoven University of Technology tu, 



CONTENTS 5 

Contents 
Summary 3 

Preface 4 

1 Introduction 7 
1.1 Pmjectgod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 
1.2 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 
1.3 Workings of a shock absorber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 

1.3.1 Passive damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 
1.3.2 Activedamping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9 

2 Damper Characteristics and Parameter Identification 10 
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 
2.2 Dampercurves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 

2.2.1 The Pressure-Flow curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 
2.2.2 The force-velocity curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11 
2.2.3 Workdiagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11 
2.2.4 Restoring Force Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11 

2.3 Identification methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 
2.3.1 Harmonic excitation - VDA test . . . . . . . . . . . . . . . . . . . . . . . .  12 
2.3.2 Stochastic excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14 
2.3.3 Step responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14 
2.3.4 Constant Velocity-method . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15 

2.4 Hysteresis in shock absorbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15 
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 

3 White Box modelling of passive dampers 17 
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  17 
3.2 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  17 

3.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  17 
3.2.2 Oil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18 
3.2.3 Gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19 
3.2.4 Piston . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19 
3.2.5 Heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19 
3.2.6 Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20 

3.3 ModelAssembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21 
3.4 Overview of Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 
3.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25 
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26 

4 Black Box modelling of a controllable damper 28 
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28 
4.2 Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  29 
4.3 Gasspring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 
4.4 OilDynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 
4.5 ValveDynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 

Eindhoven University of Technoiogy 



CONTENTS 6 

4.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 
4.5.2 First order valve dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . .  31 
4.5.3 Second order valve dynamics . . . . . . . . . . . . . . . . . . . . . . . . . .  31 

4.6 The second order damper model by Besinger . . . . . . . . . . . . . . . . . . . . . .  34 
Performance of the first and second order damper models . . . . . . . . . . . . . . . .  4.7 35 

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35 

5 Oerfcrm2nce evd‘?2tion 37 

5.2 Suspension and driver model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37 
5.3 Roadprofiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
5.4 Performance criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  39 

5.4.1 Performance from the driver’s view . . . . . . . . . . . . . . . . . . . . . . .  39 
5.4.2 Performance from the damper’s view . . . . . . . . . . . . . . . . . . . . . .  42 
5.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.1 Introduction 37 

38 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.5 Conclusions 46 

6 Controller 47 
6.1 Introduction and control objective . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47 
6.2 System definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47 
6.3 PIDController . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48 

6.6 Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51 
6.7 Other controller types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

6.4 Results 49 
6.5 Overshoot 50 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.8 Conclusions 52 

7 Conclusions and Recommendations 55 
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55 
7.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55 

Used References 57 

A Used Symbols 59 

B White Box Model: used parameters 61 

C 62 

D Results of fitting second order systems 63 

E Quarter Car model 64 

Damper warming in the VDA-test 

Eindhoven University of Technology t@ 



1 INTRODUCTION 7 

1 Introduction 

1.1 Project goal 

During the design of a new prototype truck, the performance of the suspension can only be judged 
by building a prototype and inserting of a first guess shock absorber. Then a test driver evaluates the 
driving comfort and gives some advice on adjustments to the damper characteristics. Then the dampers 
z e  ~ z m ~ v e d  from the ti.ick, cidjusted ancl re-installed, after which the test driving starts again. The full 
process of replacing one set of dampers takes approximately two to three hours. During this time, the 
test driver is busy with nose-picking and forgetting the previous driving experience. 

The general idea is to insert a fast continuously adjustable damper, which should be able to adjust 
itself to a desired damper force. Then it is possible to use this controllable damper as a replacement 
during test driving. Using a computer as controller, various passive damper characteristics can be 
evaluated in short time, thus enabling a shorter test drive phase in the design project. 

As a spin-off of the CASCOV-project [9] [18] [is], fast controllable ÖHLINS dampers were available 
for study. But in contrast to the CASCOV project where the adjustable damper is used to obtain a 
higher level of comfort using information on the future road profile, this project only uses the control- 
lable damper to mimic passive dampers. 

The original project goal of developing a controller for damper imitation is not fully reached. The 
controller was only used in simulations and it remains unclear whether the controller suffices. 

Although all discussions in this report concern the ÖHLINS damper, the systematics described in this 
report should be quickly portable to other dampers. 

1.2 Outline of the thesis 

The general workings of a shock absorbers are explained in Section 1.3 for both passive and adjustable 
dampers. 

Several methods exist to characterise dampers. The differences are in input signals and the display 
of information: what is measured and what is discardedíneglected. This is discussed to a greater detail 
in Section 2. 

In order to be able to use simulations for controller testing, a model of the ÖHLINS controllable 
damper has to be made. First, in Section 3 ,  a so-called white model is derived for a passive damper 
only. Due to the absence of information of the workings of the controlled valve, the white box model 
could not be expanded to the controllable damper. Therefore, a black box model is used to obtain a 
model on the controllable damper in Section 4. Knowledge on the damper dynamics can also be used 
to select an appropriate controller type. 

Section 5 discusses some methods to obtain performance criteria, i.e. norms to judge whether the 
test driver will notice the difference between a real passive damper and the ÖHLINS damper imitat- 
ing the same passive damper. Finally, the implementation of a controller is discussed in Section 6. 
Simulation results are used to evaluate the performance. 

1.3 Workings G€ a skock absorber 

There are two kinds of shock absorbers: monotube dampers and twin-tube dampers. Twin-tube 
dampers are common in passenger cars because they are cheaper than monotube dampers. 

Eindhoven University of Technology 



i INTRODUCTION 8 

In this report, only monotube dampers will be discussed as the damper involved - an ÖHLINS 

First, the passive monotube damper will be discussed. Afterwards, some extension will be made 
controllable damper - is of the monotube kind. 

towards controllable dampers. 

1.3.1 Passive damping 

Ihe essegtial mechanical parts of a passive monotube damper are a cylindrical rübe and two pisiom. 
(See Figure 1). Piston 10 separates compartment 2, filled with oil from compartment 3. Compartment 3 
is filled with pressurised gas. This piston is calledjoating piston. 

Piston 5 is connected to damper end 12 by rod 4. This piston can move in tube 13, which is 
connected to the other damper end 14. The pistons contains various small orifices and valves. 

When a force is exerted on both damper ends, the damper will contract. Piston 5 moves, reduc- 
ing the size of compartment 2 and enlarging the size of compartment 1. Oil must now flow from 
compartment 2 to 1, through the small orifices in the piston. An example of such orifice is 9. 

Oil flow from compartment 1 to compartment 2 is called rebound, oil flow in the other direction is 
called compression. 

There are also two larger one-way orifices in piston 5. One of those orifices opens if the pressure 
differecce A,- = pi - p2 zxceeds a critical d u e ,  the so-called blow-off pressure. 

The one-way orifices consist of a valve 9 and a spring. A stiffer spring will result in a higher 
blow-off pressure. The shape of valve 9 and the shape of inlet 7 are of major importance for the 
characteristics of the damper (See Section 2.2.2). 

Oil flow through a small orifice results in a pressure loss. This means a loss of energy, which is 
converted into heat. This heat is transferred to the surroundings (air). 

I . 

. .. I" GUS j 3\ 
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Legend 
oil compartiment 
oil compartiment 
gas compartiment 
piston rod 
piston 
restriction 
blow-off valve inlet 
controllable orifice 
valve 
floating pistion 
protection tube 
damper end 
tube 
damper end 

Figure 1: Schematic Drawing of a monotube damper. 
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1 I"RODUCTI0N 9 

1.3.2 Active damping 

Recent developments have lead to the development of controllable dampers. By using controllable 
dampers it is possible to change the behaviour of a shock absorber during the ride. 

Early variable dampers, as used in the Porsche 959 of the late eighties, contain two or three dif- 
ferent fixed characteristics (See e.g. Reimpell und Stol1 [ZO]), e.g. a luxury or sports-setting. During 
driving, these dampers can be set in accordance to the mood of the driver. 

Later S ~ G W  cmtïo!!ab!e daqxxs 2ppeared. These c m  switch hetwem chuxterktics h s t  enoiigh 
to influence vehicle behaviour. 

The OHLINS controllable damper is a fust controllable shock absorber. It is capable of fast switch- 
ing: within a few milliseconds it can be adjusted continuously between a soft and a hard setting. This 
is accomplished by adapting the orifice area of the controllable orifice 8 in Figure 1. 

Eind hoven University of Tech noiog y ts 



2 DAMPER CHARACTERISTICS AND PARAMETER IDENTFICATION 10 

2 Damper Characteristics and Parameter Identification 

2.1 Introduction 

This chapter deals with some characteristics of monotube dampers and the methods to identify these 
characierisiics. Sectiori 2.2 will ded with the characteristics of 2 damper, specified i11 the fom of 
the characteristic diagram (force-velocity curve), the work diagram (force-displacement curve) and 
the restoring force surface. Section 2.3 deals with common ways to obtain these curves. The sub- 
jects covered are harmonic excitation (VDA-test), stochastic excitation, step responses and constant 
velocity. 

One of the non-linear effects of shock absorbers is called Hysteresis. In Section 2.4 is shown that 
various situations can lead to hysteresis. 

2.2 Damper curves 

2.2.1 The Pressure-Flow curve 

When the piston of an automotive shock absorber is ifi motion, oil must flow through restrictions in the 
piston. This flow induces pressure differences between both sides of the piston. The resulting pressure 
difference causes the damper force. 

The pressure-flow curve shows the influence of the restrictions and valves in the piston. The curve 
of a generalised damper is depicted in Figure 2). In this curve, three slopes can be distinguished. Each 
slope has its own behaviour: 

Bleed: oil can flow through small restrictions and leak past the piston. The pressure difference is 
proportional to the square root of the flow. (See Section 3.2.6 for details). 
Blow-Off: when the pressure difference between both oil compartments exceeds the blow-off pres- 
sure pbr at rebound , a blow-off valve will (partially) open. The shape of the valve and the stiffness 
of the spring influence the flow through the valve. This is discussed extensively by Reimpell und 
Stol1 [20], WöBner and Causemann [29] and Lee [15] for some geometries. It is customary to design 
these valves such that the pressure-flow curve approximates a straight line during blow-off. 
Restriction: for pressure differences larger than some characteristic value p,, (see Section 3.2.6), 
the blow-off valve is fully opened. Turbulent flow will result in a flow proportional to the square of 

a2 k 

ZA v1 

a2 
Compress iopk  - Rebound 

Figure 2: Damper Characteristic curve 
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2 DAMPER CHARACTERISTICS AND PARAMETER IDENTFICATION 11 

the pressure difference. This is similar to bleed, but with a different gain. 
Dampers for automotive use tend to have smaller rebound flows than compression flows, probably 
yielding better driving comfort. 

2.2.2 The force-velocity curve 

The main goal of a shock absorber is to dissipate energy. The dissipated energy within the time interval 
[iss te] can be written as: 

The damper force depends on the relative velocity q and usually the damper behaviour can be de- 
scribed by means of a force-velocity curve. As the oil flow through the piston is closely related to the 
relative velocity and the damper force is closely related to the pressure difference, the resulting force 
velocity-curve looks very similar to the pressure-flow curve. 

2.2.3 Work diagram 

The work diagram is another way to represent damper behaviour. It is a force-displacement diagram, 
as can be seen in Figure 4. Usually, work diagrams are obtained using harmonic excitation of a shock 
absorber. This is discussed in the next section. 

Among the effects to be distinguished in a force-displacement curve are “backlash” [24], which is 
due to friction and the valve dynamics, and damper hysteresis, caused by foaming of entrapped gasses 
in the damper oil or vapourization of the oil under low pressures. Damper hysteresis is discussed to 
greater detail in Section 2.4. 

In Figure 4 it also can be seen that some kind of force-velocity curve can be derived from a set of 
work-diagrams, this is discussed in Section 2.3.1. 

2.2.4 Restoring Force Surface 

Assume a single degree-of-freedom non-linear system is governed by the equation of motion 

my + F ( y ,  -y) = u(t) .  (2) 

If the time signals y@), y ( t )  and y ( t )  and the excitation signal u(t)  are measured, one can determine 
the form of the non-linear restoring force F as a function of displacement and velocity. This function 
can be visualised as a surface in the displacement-velocity plane as depicted in Figure 3. 

In practice, the requirement of the simultaneous measurement of acceleration, velocity and dis- 
placement appears to be a problem. It is easier to measure one of these quantities and estimate the 
other two. This is no trivial case. Worden [27] discusses various methods of integration and differen- 
tiation. 

The demands on the excitation signal z ( t )  are severe also. It should generate a phase trajec- 
tory ( y(t), $(t) ) which covers as much of the phase plane as possible, to allow the construction of a 
co11ti11~cus force surfze. n?is is considered in $etad by Worden in [28]. 

If the restoring force depends on other parameters than velocity and displacement only, the surface 
will look severely distorted. The surface is then replaced by a thin layer with thickness E ,  describing 
the range of disturbances on the restoring force. 

Eindhoven University of Technology tú l  



2 DAMPER CHARACTERISTICS AND PARAMETER IDENTEICATION 12 

Recently Duym [4] proposed another RFS, representing the damper force as a function of velocity 
and acceleration, and advantageous especially for hysteresis fitting on broadband excitation signals. 

2.3 Identification methods 

To obtain the previously mentioned curves, experiments have to be conducted. A wide variety on 
possible tests is developed. A well-defined but ageing standard is the test standardised by the VDA 

Some of the tests described in this chapter, appear to be developed originally €or linear systems. 
Other methods of characterisation do not use a-priori knowledge, introducing too many measurements 
(thus damper heating) which influence damper behaviour. 

Using the knowledge gained in Section 3, far more sophisticated testing methods could be utilised. 

xah:-h 
111Ll1 is discused first. 

2.3.1 Harmonic excitation - VDA test 

Reimpell and Stol1 [20], Huisman [9, chapter 3.11 and Hagendorn and Wallaschek [SI describe a 
standard procedure for determining the force-velocity-characteristic of a damper. This procedure is 
normalised by the VDA (Verband der Automobilindustrie) in Germany’. 

According to this “standard procedure”, a sinusoidal excitation is applied to the damper at various 
(standardised) frequencies. This can be accomplished by a relatively simple device (see Figure 5) 
consisting of a motor with an excenter hub. The standardised hub lengths are 25,50,75 and 100 (mm] , 
whereas the number of revolutions is given by 25, 50,75, 100, 150 and 200 [rpm]. The test sequence 
for the 100 (mm] hub excenter length is to revolve the hub six times at each speed and to measure only 
during each last revolution. Then the speed is increased, and the next six revolutions are made. The 
first five revolutions serve to make sure that the speed is correct and the air is released from the damper 
(especially important for twin-tube dampers, due to their open air contact). In Appendix C the heating 

‘Unfortunately, the corresponding norms cannot be found. 

Figure 3: Restoring Force Surface. Plot taken from [24].  
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2 DAMPER CHARACTERISTICS AND PARAMETER LDENTIFICATION 13 

of the damper due to this excitation is calculated for a simplified damper model. As the sequence is 
standardised, influences from internal heating etc., are the same for all measurements. 

In monotube dampers internal heating also influences the gas temperature. The gas compartment 
in a monotube damper is always pressurised, resulting in a static force on the damper. For the ÖHLINS 
damper, Huisman [9] observed static force variations between 50 and 500 [NI, see also Section 3.5. 

To generate the force-velocity curve, the maximum and minimal damper forces of the work diagram 
aïe used in coiiibinatiûiì with the relative vebcities at that time t~ detemir,e pir,ts SE this ruwe (see 
Figure 4). 

The VDA-test seems to be designed with (almost) linear dampers in mind. The test discards all 
information gained on damper hysteresis or instabilities due to velocity sign changes, etc. The test 
suits fine for a first impression of a damper, but is not useful for parameter estimation. 

F 

7 -1 e4 
Work diagram Force-velocity curve 

Figure 4: Standard procedure to determine a force-velocity curve by using a harmonic excitation. 

excenter hub 

Figure 5: Schematic Drawing of VDA test equipment (rotated 90 degrees counterclockwise). 

Eindhoven University of Technology tuJ 



2 DAMPER CHARACTERISTICS AND PARAMETER IDENTIFICATION 14 

Worden [28] discusses the possible use of harmonic excitation to generate RFS-curves. Surace, Wor- 
den and Tomlinson [24] use harmonic excitation in combination with the RFS-technique for identifi- 
cation purposes on a parametric model which incorporates effects due to compressibility of oil in the 
damper. 

Hagendorn and Wallaschek [8], [26] use harmonic linearization to derive linearized equations for use in 
multi-body full car models. Parameters are estimated using both harmonic linearization and stochastic 
linearization. They coricliide &zit stochastic !ineâiizatim provides m~:e rezlistic results. 

2.3.2 Stochastic excitation 

Stochastic excitation can be used in two ways to accomplish parameter identification. The first method 
is to apply a stochastic input signal to a system and measure the responses. By comparing the input and 
the output in the frequency-domain, linear systems can be identified. For non-linear systems, however, 
this method is not suitable as there is no accurate method to describe most non-linear systems in the 
Laplace domain. 

Cafferty, Worden and Tomlinson [ 3 ]  use random excitation in combination with the RFS-method 
of system identification. They generate a stochastic signal as input signal to cover as much of the phase 
?lar,e as possible within smdl time limits. The merits and demerits are: 

Internal heating of the damper introduces non-stationary behaviour, as ”it is known that absorbers 
are strongly temperature dependent”. Using harmonic excitation, internal heating introduces non- 
linearities in the next sub test (at a different velocity). Stochastic excitation covers the phase 
plane much faster, with less damper heating, thus less induction of non-stationary behaviour (see 
also [28]). 
It is unclear how isofrequency surfaces can be used to predict the response of the shock absorber 
under random excitation. Cafferty &al. argue that using stochastic excitation results in better 
approximations of real damper behaviour, probably because the restoring force depends on more 
than displacement and velocity only. Stochastic excitation then excites this third influence in a more 
common way than harmonic excitation. 
The resulting surface is severely distorted. Five possible causes are discussed (amongst others 
cavitation and foaming of damping oil, inertia and unmeasured thermodynamic states). The latter 
cause is held responsible for distortion. 

Stefaan Duym (employed by MONROE) mentioned in a personal interview that the influence of 
temperature during the stochastic excitation for an RFS was significant smaller than the influences 
introduced by manufacturing inaccuracies. 

2.3.3 Step responses 

The previous sections dealt with parameter identification on harmonic and stochastic signals. A third 
method is to use step responses. 

According to Verbeek [25], shock absorbers in aircraft landing systems are tested using a drop 
test. A landing gear with an equivalent aircraft mass is released from a certain altitude to simulate 
impact with a prescribed vertical speed. The response of a system on a step on displacement (impulse 
in velocity) contains all eigenfrequencies of the system involved. This can be used to estimate the 
system’s transfer function. Unfortiünatelq: pxzimeteï estimâtiori is severely troubled i~ the nor,linear 
case. 
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The origin of this kind of testing obviously lies in the design goal of aircraft landing gear: absorb- 
ing the energy of a landing aircraft. According to the PhD-thesis of Verbeek [25], using a shaker (i.e. 
harmonic excitation) is a more straightforward method for identification purposes. 

2.3.4 Constant Velocity-method 

It is also possible to measure the damper force for a constant velocity, induced for instance by hydraulic 
test equipment. Huisman [9] uriiiised this method. Ze  noticed a strong influence of tempeïah-e md 
piston position on the measurements. 

By using fast thermo-couples and a sophisticated test programme, it should be possible to measure 
the damper force using this technique, for a set of given temperatures. This would provide interesting 
information on the temperature-dependence of the damper. 

2.4 Hysteresis in shock absorbers 

In AP Dictionary of Science and Technology [17], hysteresis is defined as follows: 

“A dependence of the state of system on its previous history, generally the retardation 
or lagging of an effect behind the cause of the effect.” 

In common engineering practice, the phenomenon hysteresis is defined as the loss of energy when 
performing a closed loop around a point in e.g. a force-displacement diagram. 

For example: to pull an ideal spring consumes energy. When the spring is released, all energy 
is returned. In case of hysteresis, some energy is lost. This can be seen in a force-displacement 
diagram as an enclosed area, see Figure 6. In an enclosed area, the loss of energy is described by 
(force x displacement = work). Well known examples are dry friction (see Figure 7) or a damper 
parallel to a spring (see Figure 6). 

I 

F 
+ 

/ 

X 

Figure 6: True hysteresis on a spring with a 
damper for a sawtooth force input signal. 

- 
X 

Figure 7: True hysteresis on a spring with dry 
fi-iction for a sawtooth force input signal. 
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In shock absorber engineering, it seems common to redefine hysteresis, see, e.g., Lang [14], Surace 
et al. [24]. They define an enclosed area in a force-velocity curve as hysteresis. 

In this case, the exact inverse occurs: an ideal damper does not contain hysteresis, but a spring 
does. This is depicted in Figure 8. In this case a spring induces hysteresis and an ideal damper is 
hysteresis-free. 

Figure 8: Hysteresis according to the damper definition. Input signal is a sinusoidal displacement sig- 
nal. To the left a force-velocity curve with hysteresis, to the right the corresponding force-displacement 
curve. The dotted line indicates the ideal curve. 

2.5 Conclusions 

Currently three kinds of graphs are in use to show damper behaviour: force-velocity, force-displacement 
and force-velocity-displacement (3D-figure). 

To obtain these curves, several types of experiments for parameter identification can be used. In 
most cases, the advantages or disadvantages break down to one simple conclusion: parameter identifi- 
cation is severely troubled by damper warming and non-linearities. 

Most characterisation methods discard much of the gained information in order to create one of 
the graphs mentioned above. 
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3 WHITE BOX MODELLING OF PASSIVE DAMPERS 17 

3 White Box modelling of passive dampers 

3.1 Introduction 

The previous section discussed some methods to obtain damper curves, which showed non-linear 
effects ax! Uistfirbmces by e.g. temperalme. Ir, Grder to develop 2 ccntm!lrr, howledge on the 
damper and the influence of the disturbances on its behaviour is very useful. Therefore, a damper 
model will be derived, starting from first principles in physics. A set of (differential) equations is 
derived, which together should describe the behaviour of a damper accurately enough. This is called 
“White Modelling”, as opposed to “Black Box”-modelling, a technique which only describes input- 
output behaviour of a system, thus NOT its contents. Black box modelling is used in Section 4 to 
model the controllable parts of a shock absorber. 

The model equations are derived in Section 3.2. Emphasis is given to model some temperature 
dependencies, as the previous section made clear that temperature can strongly influence damper be- 
haviour. An overview of all assumptions, together with a discussion on assumptions and results found 
in literature, is given in Section 3.4. Implementation of this model in a simulation environment and 
some simulation results can be found in Section 3.5. This section also covers the resulting temperature 
dependence and the static force of the damper model. 

3.2 Modeling 

3.2.1 Definitions 

A monotube damper consists of a closed tube, assumed to be rigid with constant volume Vd. In this 
damper there are two pistons for the separation of three compartments. Piston 1 is connected to the 
piston rod and has a constant volume V,i. Piston 2 with volume V,z is a floating piston, separating the 
oil compartment 2 from the gas compartment 3. The area of the pistons is constant and denoted by A,, 
the cross sectional area of the connecting rod is A,. 

pressure p2 

temperature TZ density pz 

Figure 9: Definition of shock absorber characteristics. 
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3 WHITE BOX MODELLING OF PASSIVE DAMPERS 18 

The volume of compartments I to 3 is given by: 

Sign definitions for the position coordinates q and s of piston 1 and piston 2 are given in Figure 9. 

3.2.2 Oil 

The mass balances of compartments 1 and 2 yield: 

d 

d 

-(Pi&) dt = -4m12 

-(P2V2> dt  = +4mi2 

where 4m12 is the mass flow from compartment 1 to compartment 2 and pi is the oil density in com- 
partment i (i = 1,2) .  

The density is a firnction of the pressure p and the temperzikre T ,  i.e. 

P = h ( P 1 T )  

Hence, the rate ri, of p is related to the rates p and T by 

where the coefficients soil and ,BAil follow from: 

The compressibility factor PAil (see Janna [12, equation 7.61) is set to zero, which means that the oil 
density is independent of pressure. The volumetric thermal-expansion coefficient soil is assumed to 
be independent of pressure and temperature. Hence, the density is given by: 

p ( T )  = p ( T o )  e-<Y~il{T-To) (12) 

Substitution in equations (6) and (7), results in: 
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3.2.3 Gas 

The gas in compartment 3 is assumed ideal, with specific gas constant R and specific heat at constant 
volume c,. The ideal gas law states: 

Various models in literature (see e.g. Reybrouck [21] and Lee [15]) assume adiabatic conditions, i.e. 
no heat is exchanged between the gas and the damper. One of the primaïï iageis of tbis iliode! is :o 
incorporate temperature effects: so this assumption is rejected here. 

The energy balance law for the gas volume is: 

Net rate of work ) = ( done by system ) + ( 
on surroundings 

Flow of heat 
towards system 

Accumulation 
of Heat 

+ mg c, T3 = -P3 v3 - Q9 

where mg is the mass of the gas in compartment 3 and Qg is the flow of heat. 
The combination of equations (1 5 )  and (1 6) results in: 

v3 
mg c, T 3  = -mg R - T3 - Qg v, 

where V3 is defined earlier in (5) .  

3.2.4 Piston 

To model the force equilibrium on both pistons, two simplifying but realistic assumptions are made: 
o The mass of both pistons is negligible. 
o Friction between the pistons and the tube is negligible. 
Then the equations of motion for the pistons become: 

This implies that p2 will always equal p3. 

3.2.5 Heat 

In the previous sections, three temperatures Ti, T2, T3 are used. It is assumed that, because of the 
piston movement, the oil in compartment 1 and 2 is well mixed. As the thermal conductivity of metals 
is much higher than that of oil or gas, the whole tube is assumed to be at one temperature, which equals 
the temperature of the oil, so 

Since the ci! density pi in compzrtmer?t i (i = 1,2) is assumed to depend on the oil temperature Ti in 
compartment i only, this implies that p i  (t)  = p2 (t). 

In general, the variation of Ttube (t)  is much slower than the variations of q( t )  and s (t).  Therefore it 
is assumed that the influence of ?tube ( t)  is negligible. More precisely, it is assumed that the term pi  & 
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in equations (6) and (7) is small compared to the term pi vi. Then it is readily seen that Vi ( t )  = V,(t). 
Using equation (5 )  it follows that: 

Api( t )  = AT4(t) V 3 ( t )  = -AT 4 ( t )  (21) 

&(t) = AT{q717,,Z - q(t)}  (22) 

where so is the position of the fioatiiig pisioíì fclï Q = O[mj, aid ATqm,, is the mzxizzm vdsiimv of 
the piston rod within the damper tube, or the gas volume at q = O. Note that for q = qmax, the gas 

A T  

AP 
s ( t )  = so + -q(t) 

volume should be reduced to zero, thus being only a fictious position. 
Note that &be still can vary with respect to time! (So-called quasi-stationary). 

The rate of change of the temperature T3 of the gas may not be neglected. A temperature difference 
between T3 and Ttube will result in a heat flow Qg. This is modelled using Newton's Law of Cooling 
(see Janna [12, Section 1.61): 

Q g ( t )  = h, A(t) {T3(t) - T t u b e ( t ) }  (23) 

where h,, the average convection heat transfer coefficient, accounts for the overall effects embodied 
in the process of convection heat transfer. Furthermore, the area A(t)  is the area of heal transfer 
between gas and tube, i.e. 

A(t)  = 2 Ap + 2 / $ V j ( t )  

In normal operation, differences in A(t)  are relatively small, so equation (23) can be simplified to: 

Qg ( t )  = Ag (T3 ( t )  - Ttube ( t ) }  (25) 

3.2.6 Flow 

The oil flow 4v in rebound2, i.e. for 4 < O, from compartment 1 to compartment 2 depends on the 
pressure difference pi - p2. Depending on the magnitude of this difference, there are three possible 
situations. 

Bleed on rebound 
For p i  - p2 < PbT (where PbT is the blow-off pressure at rebound), the blow-off valve is closed. In this 
case, oil can flow through restrictions (like 6 in Figure 1) and leak past the piston. This is called bleed. 
If turbulent flow through the restrictions is assumed (see also Section 3.4), this can be written as: 

where n = i for standard steady turbulent flow (Lang [14]). The rebound bleed constant ikTb(Ttube) is 
defined as: 

I o  

Here, A,,, is the area of the restrictions and Cd accounts for geometry effects of the orifices (Reynolds- 
number, etc.). 

*The same discussion can be held for compression (4. > O). 
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Restriction on rebound 
When the blow-off valve is fully opened, i.e. p i  - p2 2 prr ,  the whole of restrictions, valves and 
leakage can be seen as one large orifice. The assumptions from bleed do also apply here, resulting in: 

(28) h ~ l z  = krr (Ttube) {P i  - P2)" 

with n = $. The difference between (28) and (26) is in the parameters krr  and krb, where > krb. 

Blow-off on rebound 
For pbr 5 p i  - p2 < prT,  the blow-off valve is partially opened. The total flow through the piston 
will range between the maximum blow-off flow 4br and the minimal restriction flow q5Tr, which by 
definition are given as follows: 

By adjusting the shape of the valve and orifice and the stiffness of the valve springs, the characteristics 
of the flow through the valve can be adjusted. This is discussed by Lang [14, Section 3.31 in great 
detail. Lee [ 151 models a deflecting disk-restriction. 

In general, for automotive shock absorbers, the characteristics &dring Slow-off are 2cljusted to 
provide a somewhat linear relationship within the range @br,  4 b r )  .. (prr ,  qf+r). It is assumed that such 
characteristic is fully linear: 

3.3 Model Assembly 

All relations necessary for the model have been derived in the previous sections. However, many of 
the parameters within the model are superfluous. In order to present a compact model, some equations 
have to be rewritten. All equations necessary for the model are: 

o The assumption in (20) reduced (13) to: 

o Inserting equations (22) and (21) into (17) yields: 

o All three cases of oil flow through the piston (26), (28), (31) can be lumped into one equation. 
Insertion of (29) and (30) results in: 
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However, for most applications, the inverse of this equation is needed as the oil flow is known 
from the relative velocity of the piston (equation (32)). The inverse is: 

(Pbr { k}2 

Please note that drr and (bbr still depend on the temperature Stube (see (27) to (30)). 

Combination of (19), (15) and (22) results in a relation for p2: 

mg R T3 
Ar{qmaz - 4 )  

P2 = 

Equation (1 S), equation of motion for piston 1 remains unchanged: 

F = { A p - A r } p i  - A p  PZ 

(35) 

Equations (32) to (36) represent the full model for rebound. 
Please note that the model is not compared to the actual ÖHLINS damper. This was impossible 

because at the time the model was finished, the dampers had to be returned to the manufacturer. Thus 
the model is not validated. 

3.4 Overview of Assumptions 

In the previous sections, a number of assumptions has been made. In this section, these assumptions 
are compared to assumptions found in Lang [14], Wallaschek [26], Hagendorn and Wallaschek [SI, 
Janna [12], Reimpell und Stol1 [20], Mitschke und Riesenberg [16], Lee [15], Reybrouck [21] and 
Duym et al. [5]. 
The symbols used in the following table in front of the remarks have the following meanings: 
+ The remark confirms the assumption of this report. 
O The remark neither contradicts nor confirms the assumption. 
- The remark contradicts the assumption. 
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In: 
$3.2.1 

5 3.2.2 

5 3.2.2 

5 3.2.2 

5 3.2.3 

5 3.2.3 

Assumption: 
Tube volume constant, piston 
volume constant. 

Oil is incompressible. 

The volumetric thermal- 
expansion coefficient a,il is 
independent of oil temperature. 

Liquid oil is the only medium in 
compartments 1 and 2. 

The gas in compartment 3 is 
ideal. 

The gas in compartment 3 obeys 
the ideal gas law. 

Verification: 

7 Lang models expansion and contraction of the 
cylinder walls due to changes in pressure [14, Sec- 
tion 3.11. 

+ Walluxhek also assumes incompressibility. 
- Sumce ei al. m e  cûmpïessibi!ity of the fluid to ex- 

plain hysteresis. 
- Lung shows that the hysteresis loops in force- 

velocity diagrams, at higher frequencies, are caused 
by the compressibility of the shock absorber fluid 
and the expansion and contraction of a gas phase 
in the compression and rebound chamber. See [14, 
Section 6.91. 

+ Junnu gives only one a,il for engine oil for temper- 
atures ranging from O to 160 ["C] [12, Table C.41. 

- According to Wullaschek, on a velocity sign change, 
an equalisation of pressures must occur before flow 
between the chambers can reverse. Lung observed 
the appearance of gas bubbles in the oil. Further 
investigation revealed that it was not vaporised oil, 
but dissolved gas (entrapped air) in the liquid. This 
phenomenon is modelled by Duym for twin-tube 
dampers. 

7 In a monotube-damper no oil-air contact is possi- 
ble. In proper damper manufacturing, oil should not 
contain entrapped air. Besides, generally, the high 
internal pressure of a monotube damper will prevent 
the appearance of the bubbles. 

+ The same assumption is made by Reybrouck, whose 
damper has a static gas pressure of 6.9 x 105[Pu]. 

1 Both Reybrouck and Lee use an adiabatic gas law, 
assuming there is no heat exchange between the 
tube and the nitrogen gas. This assumption greatly 
simplifies their equations. However, one of the 
goals of this model is to investigate temperature- 
inihences. 

(continued on next page) 
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(continued from urevious riaae) 
In: 
5 3.2.4 

5 3.2.4 

5 3.2.2 
5 3.2.5 

5 3.2.5 

5 3.2.6 

5 3.2.6 

Assump tion : 
The mass of the pistons is negli- 
gible. 

Friction is negligible. 

The temperature of the oil and 
the metal parts of the damper are 
the same. 

The time scale of changes in 
Ttube is much larger than the 
time scale of changes in 4 or s. 
Oil flow through restrictions and 
valves is turbulent. 

All orifices and leaks are lumped 
into one orifice. 

Verification: 

+ Wallaschek reasons that the piston is connected to 
the chassis of a vehicle, whilst the tube is connected 
to the axle. In both cases, the added inertia of the 
damper is negligible. 

ZI The previous rcrnxk is not qp!ic&le to the floating 
piston, but mp2 5 < p3 Ap. 

- All authors incorporate friction, mostly Coulomb 

+ According to Reybrouck, friction is only important 
friction. 

at low velocities. 

U Most authors neglect the influence of temperature. 
According to Lang, this is because it strongly in- 
creases model complexity. 

+ Mitschke und Riesenberg claim that the temperature 
difference between tube and oil is small for mono- 
tube dampers. 

- Wallaschek and Surace et al. assume laminar flow; 
throttle losses are dealt with in a separate equation. 

+ Reybrouck notes that turbulent flow is valid for ex- 
citation signals from 0.5 [Hz] up to 30 [Hz] . 

+ Mitschke und Riesenberg claim that damper engi- 
neers try to avoid laminar flow because of its higher 
temperature dependence. 

U Lang arguments that leakage is almost negligible. 
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3.5 Simulation Results 

The model derived in Section 3.3 is also implemented for simulations using SIMULINK. For that 
purpose, the damper model was rewritten in state-space representation. Some additional, simplifying 
assumptions were made: 
o The influence of the temperature Ttube on the damper fluid through the valves (27) is neglected. 
e The same model was used for both rebound and compression. However, for compression the pres- 

sure dif€ere~.,ce in (36) was red~ced to only !!? of its real value, resdtitjng itjn f z  1owzi UziEper forces 
in compression. 

Parameters of the simulated model can be found in Appendix B. 
Please note that no effort was made to compare the model or its parameters to the actual ÖHLINS 

damper. This was impossible because at the time the model was finished, the dampers had to be 
returned to the manufacturer. Thus the model is not validated. 

Simulation of VDA test 
For harmonic excitation as specified in the VDA-test (see Section 2.3.1), the force-velocity curve was 
simulated. The resulting curve is depicted in Figure 4. Note that the test was simulated at a constant 
tube temperature Stube = 293[Kj3 Due to damper hysteresis, the force-displacement curve is NOT 
symmetrical. 

Influence of temperature 
The nitrogen gas is warmed and cooled by its surroundings: the damper tube. To investigate the 
resulting gas behaviour, an harmonic excitation with a hub of 0.1 [m] rotation at lOOJrpm] was 
performed for two different but constant tube temperatures: 273 [K] and 323 [K] . 

In Figure 10, the difference between the gas temperature and the tube temperature is printed. In 
both cases, the gas had an initial temperature of 293 [K] . It can be seen that the transient response of 
the gas temperature is damped out quite fast: within 0.2 I s ] .  

The ratio of the amplitudes of both curves is exactly 323/273, i.e. the amplitude is proportional to 
the tube temperature. The resulting extra damper force due to this temperature raise is negligible. 

Static force 
The static damper force is the force excerted by the damper in rest, i.e. F ( 4  = O). Huisman and 

Vissers [9] wrote that: 

“During the measurements the static force varied between 50 and 500 [NI depending 
on the damper temperature.” 

However, using the model from Section 3.3, these results seem unlikely. 
In rest (i.e. q = O[ds]) ,  no pressure difference pi - p2 exists: 

Pi = P2 = p3 (37) 

Inserting (37) and (35) into (36) result in: 

-mg R 
F =  T3 

4max - 4 

31ncrease of the damper temperature (as a result from the energy dissipation) would have lead to gas pressure increase 
only, as the dependence of fluid properties on temperature was not included in the simulation. 
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So within the range of damper temperatures (O..6O[OC]), the damper force will vary about 20 %. 
Additional effects like the expansion of the oil will add 10% to this variation of the damper force. 

However, the static force is highly position-dependent: for q within close range of qmax, the de- 
nominator of (38) goes to zero, inducing a strong increase in F (For q = qmax, no space is left for the 
gas, resulting in a infinite pressure). 

The same effects can be seen in the simulations. Using the parameters from Appendix B, the 
parameter qmax was 0.4393[m]. Results from the simulations are given in Figure 11. 

3.6 Conclusions 

In this section, a “white” damper model is derived. In contrast to damper models found in litera- 
ture (most of which are valid for isothermal dampers only) the influence of temperature on damper 
behaviour is incorporated. Dampers are known to show different non-linear behaviour at different 
temperatures, which might be partially explained using this model. 

The assumptions made are compared to assumptions made in literature. All assumptions seem to hold. 
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Figure 1 1 : Static force at various displacements and temperatures 
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4 Black Box modelling of a controllable damper 

4.1 Introduction 

In Section 3, a mathematical model for a passive damper was derived, based on physical laws and 
straightforward assumptions. TG mode! a cûn:ïû!!able da--- lilpbi, some specific detds  on the ccnstr~c- 
tion of the damper are important. This information, however, was not available. Therefore, a different 
approach will be used to model a controllable damper: the knowledge on damper mechanics as de- 
scribed in Section 3 is only used as a basis for choosing the structure of the model. The main approach 
is to try to fit measured damper behaviour in simple differential equations. Only known dependencies 
are modelled. 

Figure 12 shows the basic structure of the model, consisting of four parts. Section 4.2 describes a 
linear, steady-state model, the interpolation model. This is based on an idea of Muijdeman [18] and 
observations by Huisman [9]. In Section 4.3 the influence of the gas spring will be modelled, i.e. the 
influence of the position q on the damper force F .  In Section 4.4, the dynamics in the transfer from 
relative velocity 4 to damper force F will be dealt with. This is the oil dynamics, i.e. the dynamics 
resulting from compressibility of the oil and damper construction. Section 4.5 deals with the transfer 
from damper control voltage u to damper force F ,  also known as valve dynamics, i.e. dynamics 
induced by damper electronics and valve actuators. Several methods are described to model the valve 
dynamics. 

In Section 4.6, the resulting second order model is compared to the model derived by Besinger et 
al.. In Section 4.7 the first order model and second order model are compared to results obtained by 
hardware-in-the-loop simulations. In Section 4.8 conclusions are drawn. 

I Inter- 
§ 4.4 

I , 
I I 

I , 
Valve 

dynamics 

Figure 12: Simple 'Black Box'-model 
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4.2 Interpolation 

model 

The ÖHLINS damper is continuously adjustable: adjusting the control voltage to the damper electronics 
will result in a different damping rate. Within the damper, a servo adjusts the size of an orifice in the 
piston (see Figure 1). 

For each velocity, the damper has a minimal setting (‘soft’ setting, large orifice) and a maximum 
setting (’har& setting, smaii orifice), as seen in Figure i3. 

Muijdennan [19, Section 2.21 introduces a parameter f to describe the damping force as an inter- 
mediate value between the hard and the soft setting (see Figure 13): 

When f is maintained at zero, the damper acts like a soft passive shock absorber ( F  = Fsoft(cj)), 

where on f = 1 the damper characteristic can be described as hard: F = Fhard (y). 
The value off  depends non-linearly on the control voltage u of the damper. This dependence, the 

valve dynamics, is discussed in Section 4.5. 

Obtaining hard tand SQR dam=er curves 

Two different approaches can be used to obtain the necessary hard and soft damper curves &ard(y) 

and Fsoft (4) : 
The hard and soft damper curves can be obtained from the WhiteBox model using appropriate 
parameters for each curve. This method also incorporates temperature influences and hysteresis due 
to the gas compartment, as these are part of the WhiteBox model. The result would be a so-called 
“grey” model: both the BlackBox and WhiteBox approach would be used in one model. 
It is also possible to use measured damper curves for both settings. Huisman [9, Appendix 21 
measured the damper forces of the hard and soft setting using the Constant Velocity-method. This 
means that at various constant velocities, the damper force is measured with the control voltage at 
0.5 [VI (N f = O) for the soft curve and at 3.235 [VI (N f = 1) for the hard curve. Measurements 
were taken after switching dynamics had damped out, thus at constant velocity and constant control 
voltage. The damper was heated in advance to its working temperature. These measurements are 

“soft” curve / I  

Figure 13: Interpolation between ‘hard’ and ‘soft’ curve. 
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used in a look-up table to provide the functions Fhard (4) and Fs,ft (4). Data obtained by the Constant 
Velocity method are better than the VDA-test (refer to Section 2.3.1) because less information on 
hysteresis is discarded this way. 

The advantages and disadvantages of the use of the measured damper curves instead of the WhiteBox 
model are: 
+ using measured data might be a good protection against model uncertainties. 
+ using a look-up table is fx less ccjmpiitation-inteiishe thaiiuing the T?rE,ite13ûx-mûde!. This woa!c! 

- only the force velocity-curve is used, discarding all knowledge on position dependence. (This can 

- all knowledge on temperature-influences is lost, as the obtained damper curves are for working 

It was chosen to use the measured damper curves. 

be a major advantage for real-time model-based controllers. 

be partially solved by inserting a gas spring into the model, see next section). 

temperature only. 

4.3 Gas spring 

In the previous section, it was decided to use measured force-velocity curves. However, from the 
WhiteBox mode! it is clear thclt the coirpartment with Bitrogen gas acts as a gas spring, thus introduc- 
ing a position-dependence. 

Section 3.5 dealt with the static damper forces, which are generated by this gas spring. It was 
shown that these static damper forces are non-linear and relatively small around the nominal position 
of the damper (q N 0.2[m]), but increase rapidly in the neighbourhood of q N 0.4[m]. 

This could be modelled by an additional gas spring-block in the black box model. However, the 
static forces are relatively small and vary far less than the velocity does. Since the main goal of the 
black box model is to develop a good control algorithm4, this can be neglected. 

4.4 Oil Dynamics 

The “oil dynamics” deal with the dynamic effects which might be introduced by oil compressibility 
or entrapped gas in the damper oil. The effects of valve inertia and valve switching dynamics (thus 
valves which do not respond immediately to variations in oil flow) should also be incorporated in this 
section, just as velocity-dependent effects like Coulomb friction. 

In the WhiteB ox model, oil compressibility and valve inertia were neglected, probably resulting 
in inadequate modelling of hysteretic effects. However, it is unclear, how these effects should be 
incorporated using linear algebraic equations or linear transfer functions. 

Friction was neglected due to the small influence on damper forces in heavy vehicles. 

4.5 Valve Dynamics 

4.5.1 Introduction 

Due to dynamics in the control mechanism (a time lag?) and valve actuators, the damper does not react 
instantanousely to a step in the control voltage v. There will be a time delay and additional effects like 
overshoot might occur. 

4For instance a the integral action of a PID-controller will take care of such “static” off-sets 
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The valve dynamics are modelled as a scaling with saturation and a dynamics part with first or 
second order dynamics. The first order dynamics will be discussed in 4.5.2, while the second order 
dynamics are discussed in 4.5.3. 

The valve dynamics concern the transfer from the control voltage ‘u to the damper setting f. The 
input to the damper is a control voltage v, ranging between 0 and 3.5 [V] . According to Huisman [9], 
below 0.5 [VI the damper switches to a fail-safe mode. Above 3.0 [V] , the damper setting does not 
change if v is changed. An intermediate variable, the scaled damper control voltage vSc, is introduced: 

for w ( t )  < 0.5, 
for 0.5 5 v(t) 5 3.0 , 

forv(t) > 3.0. 

W( t )  -0.5 

Note that this equation is steady state. Valve dynamics will be discussed in the next paragraphes. 

4.5.2 First order valve dynamics 

Muijderman [19] assumed that the dynamics of the transfer from v to f can be characterised by a first 
order transfer function: 

This was based on the assumption that f is influenced by v, but not by 4 . 

constant delay re is 6.5 lop3 [SI. 
From the experiments of Huisman [9], it was concluded that a reasonable value for the first-order 

Results 
Huisman [9, Appendix 61 compares a simulation with the Muijderman model to measurements of the 
real ÖHLINS damper for q = 0.26 [ d s ]  . Conclusions are drawn in [9, Section 3.21: 

“From the responses shown in Appendix 6 we can conclude that often the simulated 
response deviates signijîcantly @om the measured one. The Hardware-in-the-loop ex- 
periments presented in the next chapter have to make clear whether the damper model 
is anyway accurately enough to predict the vehicle response.” 

The results of the Hardware-in-the-loop experiments are presented in [9, Section 51: 

“With respect to the validiíy of the nonlinear damper model, it can be concluded 
that the damper model is not accurately enough to predict the vehicle behaviour on 
incidents, but it is (surprisingly) accurately enough for stochastic road sugaces.” 

Therefore, a new model will be presented in the next section to overcome most problems related 
to the Muijderman model. 

4.5.3 Second order valve dynamics 

Introduction 
From the step responses in Huisman [9, Appendix 41, it is obvious that first order dynamics is only 
a rough approximation of the damper behaviour. In [9] the damper is excited using a set of constant 

9 
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velocities, in either compression (4 > O) or rebound (4 < O). The damper control voltage is switched 
between hard (3.235 [VI ), soft (0.5 [VI ) and medium (2 [VI ). The response of the damper force to 
this switching is measured. From the results, a few observations can be made: 

e The dynamical behaviour varies from first order to second order with overshoot, 

o A varying time lag occurs, 

o The Sehiccviouï s eem to depend OE the sign of the ch2fige ir, contrc! vdtzige EEC! OE the relztive 
velocity 4 ,  

o The damper sometimes resonates. 

To model all phenomena, second order dynamics with time lag is necessary. The resulting differential 
equation is: 

2 a2f a f  
7 - + 2c7-  + f = v,,{t - t d )  

a t 2  at 
where 7 is the natural period of oscillation, < is the damping factor and t d  is time delay [23]. 
To model the various types of behaviour mentioned before, the parameters 7 ,  c and t d  must vary. 
Therefore, in the next paragraph, the magnitude of these parameters will be estimated for various 
situations. 

Estimation of the parameters 
In [9, Appendix 41, the responses of an ÖHLINS shock absorber on a step in control voltage at various 
constant velocities are displayed. 

There are a few methods to extract the desired parameters from these responses: 

0 Extended Kalman-algorithm An Extended Kalman Filter can be used to estimate the state of a 
system. Unknown parameters can be estimated by using an augmented state consisting of both the real 
state and the unknown parameters. For the model of the valve dynamics in (42), this can be done by 
defining the extended state as: 

with the scaled control voltage vsc as input. 
Huisman provided measurement data of the ÖHLINS damper: response of the damper force on a 

step in the control voltage at constant voltage. The resolution of the responses, however, was quite 
low, probably resulting in too few data points. 

Besides, the amount of effort needed to implement the EKF to estimate all parameters using was 
considered too large for this simple application. 

o Least Squares approximation Simulation of (42) using data (velocities, control voltages and 
forces) supplied by Huisman from tests conducted at MONROE Belgium, results in a data set of simu- 
lated damper forces F,(t, 7 ,  <, t d )  in discrete time: (ti, Fsi) with O 5 i 5 n. 

The real response consists of a set of measurement data (ti, Pi). We can calculate the Sum of 
Squares Estimator: 

n 

SSE = E[& - (44) 
i=O 
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name 
minimal 
nominal 

If this SSE is minimised as a function of T ,  candid, the he result is the best possible fit in sense of 
Least Squares (See Figure 14). A minimal SSE can be achieved by minimising the partial differences 
-- ass* 
process. 

An analytical solution (all partial diffentials equal zero) is usually impossible, but using numerical 
minimisation, it is possible to obtain a least squares solution. Several algorithms are available (like the 
ones used to train Neural Networks) , but might take some time to implement. This is considered not 
worth the trouble ai the moment. 

and %SE A minimal SSE might be achieved after several runs of the simulation ar 3 ac a t d  . 

value r c t d 

small 0.0025 0.55 0.001 
mean 0.0042 0.6267 0.0029 

o Trial and Error Method Another algorithm is to do the optimisation of the parameters by hand. 
By choosing parameters and running the simulation over and over again, one can estimate parameter 
values. 

The user can calculate the SSE (equation 44) to obtain information about the “goodness of fit”. 
Still, the resulting parameters are only rough approximations, as humans do not have the accuracy of 
automated algorithms. 

The results can be found in Appendix D. 

damper test 
measurement data. 

Used Parameters 
From the table in Appendix D, it can be seen that the obtained parameters for T ,  C and t d  vary a lot. 
Therefore, three sets of parameters will be used to represent the second order model: 

(ti 9 <i 1 

Optimization SSE 
> 

, calculation Algorithm ( t i > F ; )  , 

1 maximal 1 large I 0.006 0.7 0.005 1 
These parameters can be seen as a nominal value and an estimation of uncertainty. However, it was 
observed that the parameters depend on - for instance - the relative velocity and sign of the change 
in damper control voltage. The parameters also change fast during operation. 

It is assumed that if a controller is capable of controlling all three models, it is likely that the 
controller is robust enough to control the real damper. However, this might be a very dangerous 
assumption, due to the very fast parameter changes. 

Huisman 

I I I I L 

Figure 14: Schematic drawing of parameter estimation using SSE. 
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4.6 The second order damper model by Besinger 

Another black box controllable damper model is provided by Besinger, Cebon and Cole [2]. Their 
damper “is provided by an European manufacturer for use in passenger cars”. No other information 
on the damper is given. 

Their damper model (see Figure 15) is also based on second order valve dynamics. When com- 
pared 

o 

o 

o 

to the mode1 derived in this section, a few remarks can be made: 

iney ais0 deai with a m o n o ~ b e  d a q e r ,  ôs they usc a “dzmping force offset” (i.e. a static 
damper force5), 

In Section 4.4 it turned out that the time delay from velocity input to damping force output was 
negligible. Besinger et. al. however, model a delay for the both the transfer of ‘u to F and 4 to 
F of 3 [ms] , 

They use a linear damper equation 

- 

F = C(v)  4 (45) 

for damper force calculation. This is a severe simplification, which is not acceptable for the 
OHLINS damper. 

In their article, the damper is used in Hardware-In-the-Loop simulations. According to their conclu- 
sions, the results are promising ... The resulting model is not further used in this report, largely because 
of the assumed linear characteristics. 

’Some twin-tube dampers also have a static force, but generally the twin-tube static force is much lower 

Besinger semi-active 
damper model 

damper setting 

Model 
resulting 

damper for 

1 &-c F 

relative velocity 

Transport Delay 
qdot 

Damping Force 
Offset 

Ohlinc Controllable damper, 
Second Order nominal model 

c 
” S  

Figure 15: Comparison of Besinger model (above) and Ohlins model (below) 
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4.7 Performance of the first and second order damper models 

Huisman [9] supplied measurement data obtained in Hardware-in-the-loop simulations with the ÖHLINS 
damper. This measurement data consisted of the road profiles, measured damper forces and the damper 
control settings. The hardware-in-the-loop simulations were done to evaluate the skyhook damping 
principle. In a skyhook experiment, the shock absorbers in the suspension (thus between road and 
chassis) are adjusted to imitate the behaviour of a damper connected to chassis and 2 fixed height "in 
the sky". See Figwe 16. 

Using the data from Huisman, these Hardware-in-the-loop experiments were simulated, using the 
damper models from this report instead of the real ÖHLINS damper. and the resulting damper forces 
were compared. 

The road profiles used were a Traffic Hump (see Section 5.3) and a positive step [9, Section 4.31; 
the skyhook damper was thought to have a setting of either 17.5[kNs/m] or 35[kNs/m] . The simulation 
data consisted of a time vector ranging from -.l to 2 seconds. Performance evaluation is done with the 
time lag compensated R M S  as will be described in Section 5.4.2. Results of the simulations are given 
in the table below: 

road profile skyhook damper 

Traffic Hump 17.5e3 

Traffic Hump 35e3 

Step up 17.5e3 

setting [kNs/m] 

Step up 35e3 

R ~ S c o r n ,  
1st order 2nd minimal 2nd nominal 2nd maximum 

618 625 739 897 
(n = -10) (n = -li) (n = -9) (n = -8) 

548 574 664 826 
(n = -10) (n = -11) (n = -9) (n = -7) 

(n = - 5 )  (n = -6) (n = -4) (n = -1) 

(n = -6) (n = -7) (n = -4) (n = -2) 

827 860 801 846 

472 557 620 659 

The results show a few things: 

o the RMS of the first order model is generally lower than any of the second order models. This 
can be explained by the nature of the second order models: each model is only valid for a specific 
working area of the damper, while the whole area of the damper is used. 

o the test equipment contains some time lag. The damper models respond faster to velocity 
changes (as desired by the Hardware in-the-loop simulations) than the real model. 

o the differences in time lag between the second order models are clearly visible. 

As the first order model is the better general model, whilst the second order model describe extreme sit- 
uations better, it is decided that all four models will be used in the next sections to serve as controllable 
damper model. 

4.8 Conciusions 

Using Black Box modelling techniques, it is possible to model the control influences of a controllable 
damper. It W E S  choser, to us3 i! rea! black box mode!, based only on zeasurement data. Another 
possibility was to use the previously derived white box model as a basis for the damper behaviour. The 
black box model incorporates specific damper behaviour as an look-up table, combined with a first or 
second order model for the valve and control dynamics. 
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First, control dynamics were modelled using a first order model. However, on step inputs in control 
voltage, the response of the ÖHLINS damper showed behaviour varying from first order behaviour to 
second order underdamped behaviour. 

Therefore, using second order dynamics, a new damper model was fit on the various experiments. 
The results showed that large deviations in damper parameters occur under different circumstances. 

nn I ne first order model and second o ïda  mode! were compared i~ SCEX s i ~ ~ ~ u h t i ~ ~ s  based on hxsdware- 
in-the-loop experiments. On average, the first order model yields a better performance as it is an 
overall fit, while the second order models are valid for a specific working zone only. Therefore, all 
models will be used in the next sections. 

7 sky hook 

tire 

Ohlins 
damper air-. 

Figure 16: Skyhook damping in a quarter car Figure 17: real world implementation of skyhook 
model (ideal) principle 
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5 Performance evaluation 

5.1 Introduction 

In order to compare various controllers on the QHLINS damper, some criteria must be devised to 
evaluate the controller performance. The general control goal is that a test driver is not allowed to 
notice the difference between a passive damper and the imitation of the same passive damper by 
the QBLINS danper. 

Comparing responses of both damper forces directly (Section 5.4.2) will show that perfect tracking 
is impossible, there will always be an error due to time lags and unmodelled dynamics. 

More important, however, is how the driver experiences these differences. To study the influence 
of tracking errors, a model of the truck and driver is used to estimate the influence of the errors on the 
senses of the driver. Section 5.2 deals with the basic structure of simulation models of a truck suspen- 
sion and the connection between truck and driver. Realistic road profiles are discussed in Section 5.3. 

In Section 5.4.1, the performance is evaluated from the driver’s view. Section 5.4.3 contains an 
overview of all discussed criteria. 

The resulting simulation model and the criteria will be used in the Section 6 to evaluate the chosen 
controllers. Please note that all results mentioned in this section are for illustration purposes only. 
Exact results and full simulation data will be given in the next section. 

5.2 Suspension and driver model 

To provide realistic excitation signals to the damper, i.e. to have a realistic relative damper velocity 
4 ( t ) ,  the truck vehicle dynamics have to be simulated. Several possible truck suspension models exist. 

Muijdeman [19] uses a DADS three dimensional multi-body model for simulation purposes. The 
model includes amongst others the tractor chassis, the cabin, the engine with transmission and front 
and rear suspensions. It does contain the influences of both horizontal and vertical displacements, 
along with the roll and pitch rotations. This model is far too complex for the purpose of this report. 

Huisman [lo] used a two-dimensional, four DOF6 model for the simulation of a truck. Only two 
wheels are simulated and the roll displacement is discarded. The remaining degrees of freedom are the 
vertical displacements of both wheels and chassis and also the jaw rotation of the chassis. A similar 
model is used by Isermann and Buí3hardt [ i  11 and is compared to a l-D two DOF “Quarter Car” 

6DOF=degrees of freedom 

Ohlins 
air, damper 

tire 

Y 

road profile 

Figure i 8: Quarter car model with drivei: 
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model. They conclude that the only reason to use a 2-D model is the availability of the jaw rotation: 
the other parameters can also be taken from the 1-D model. As the influence of one damper to the 
chassis (sprung mass) is needed only, a quarter car7 model with driver is used. 

The two DOF 1-D quarter car model is depicted in Figure 18. It consists of a unsprung axle mass 
r n 2  and the sprung chassis mass ml, interconnected by an air spring and a damper. Explanation on the 
model and its parameters is done in Appendix E. 

Accoïdiïìg to IS= 2631, tlie sated himm bodjr is especially sensitive to vertic21 accelerations in the 
frequency range between 4 and 8 [Hz] and to horizontal excitations in the frequency range up to 2 
[Hz] . Most comfort measurements are related to the acceleration of the excitation [19] [30], but some 
investigations show the jerk (triple derivative to time) as major cause of the sensitivity. 

To incorporate force excertation on the driver, the driver is modelled as a point mass of 80 [kg] , 
connected to the sprung mass by a stiff spring and a weak damper. The stiffness of the spring is 
assumed to be k = o.o1 sOOIN1 - 8O[kN/m] which accounts for the deformation of the chair and the body. 
The resulting mass-spring-damper system can be seen as a second order filter. The damping rate C 
must lie close to unity. Then WO N 5[Hz] and the damper will have b = 5OOO[Ns/m]. 

7- 

5.3 Road profiles 

In many of the simulations, a road profile has to be simulated, which excites the suspension model. 
Muijderman [ 191 uses five different deterministic road profiles: Standard Brick, Tra& Hump, Scraped 
Road, Well and Wave. Only the first two profiles will be used in this report. The Standard Brick profile 
- a simple brick on a flat road - is a real-world implementation of the 6 (Dirac)-function, whilst the 
Traffic Hump is a good test for the overall-performance of the suspension. 

Another road profile which might be interesting is the stochastic road profile as described by 
Huisman and Vissers [9]. It is also known as the “DAF Bricks” road surface. The profile is created by 
low pass filtering of a white noise signal. 

Other excitation signals, like e.g. sinusoidal excitation, Chirp-signals and semi-periodic signals, 
are not used because they do not directly relate to real-world road profiles. 

The dimensions of the profiles are given in the table. Also, the forward vehicle velocity and 
duration of the profile are given in the table: 

Description h [m] 1 [m] s [m] v[km/h] %[mms] 
< l ,  

1. Standard brick 0.105 0.065 80 2.9 

<s- 1 - - s >  

0.600 1.400 0.100 20 470 l - K  2. Traffichump 

nla Stochastic road 
“DAF Bricks” 

nla 60 nla 

7technically speaking, the name quarter car is incorrect for the underlying model. A truck is considered, with large 
differences between front and (one of the) rear axles. 

Eindhoven University of Technology t@ 



5 PERFORMANCE EVALUATION 39 

Each of the selected profiles has its specific merits and demerits. This is why simulations on all three 
road profiles will be used in performance evaluation of the damper-controller combination. 

5.4 Performance criteria 

In this section, several criteria will be derived to compare the performance of the controller-damper 
combination to the actual passive damper. Most criteria will return a scalar value, some return a 
grqhicd represeEt&ition. 

In all cases, the simulations are done with the DAF 95 rear axle passive damper and some controller 
for the ÖHLINS controllable damper. Two ÖHLINS dampers are needed to imitate the DAF 95 damper, 
as the ÖHLINS damper is far softer than the DAF 95 damper [9]. 

The controller used is not optimal, as the results are for illustration purposes only. A more detailed 
discussion on the implementation of controllers can be found in Section 6. 

5.4.1 Performance from the driver’s view 

In this section, only the influence of the damper imitation performance on vertical driver acceleration 
&(t) is discussed. This will incorporate some of the nonlinear dynamics found between the damper 
and the driver. Section 5.4.2 focuses of performance evaluation of the damper forces directly. 

Frequency domain 
The driver acceleration can be seen as a signal containing multiple frequencies. In a power spectral 

density plot, the power of the signal is plotted for each frequency. This is done for the “Traffic Hump” 
and the “Stochastic Road” road profiles in Figures 19 and 20. The driver accelerations for both the 
passive damper and the controlled damper are drawn. For frequencies below 10 [Hz] , the curves differ 
only marginally. 

In Section 5.2, it was noted that a seated human body was especially sensitive to vertical accelera- 
tions with frequencies between 4 to 8 [Hz] . By weighting all frequencies with a function W ( f ) ,  is it 
possible to calculate a scalar performance norm’: 

This approach is used by Yamashita et al. [31] to develop an H,-controller for a suspension with the 
goal to obtain maximum comfort. Please note that it is unclear what frequency range a test driver uses 
to judge over the performance of a suspension and its dampers, thus the approach of Yamashita might 
not work here. 

Time domain 
Simulations in the time domain result in large vectors with the responses to the excitation (road 

profile). There are several ways to obtain a characteristic value describing the vector, among which 
the N-norms Hz , H4 and H,. 

‘The power spectrum density is connected to the auto correlator by Fourier transform (Wiener-Khintchine). As the R M S  
is a special case of the zùtci coïïe!a:or, this n o m  c a  Aso 3e writtefi as m R M S  of the filtered signal. 
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Damper 
Type 

passive 
fast controllable 
slow controllable 

An example of an H2-norm is the the Root Mean Square RMS function: 

Traffic Hump Stochastic Road 

2.52 0.540 
2.57 0.539 
2.58 0.545 

RMS(23) RMS(Z3) 

I 
T 

RMS(23) = [ [Z:(t)dt] ’ (47) 

Please note that the RMS-theory is meaningful on stochastic inputs only. It is however chosen to 
qply  Chis norm Aso to deterministic inputs as there is no sensible alternative. 

As an example, the RMS-values have been calculated for the “Traffic Hump” and “DAF Bricks” 

were defined in Sec- 
tion 4.5.3. The resulting RMS-values are almost equal, which was to be expected as the responses are 
almost equal (see Figure 2í). Differences between the fast and slow controllable damper are hardly 
noticeable. 

An RMS(Z3 (t))-value is a mere indication of the quality of the whole suspension: only the inten- 
sity of the responses is taken into account. A larger value indicates more or larger accelerations and 
reveals no information on the frequency distribution. 

According to Muijderman [19, Section 2.4.11, Griffin and Howard & Griffin recommend a so- 
called Vibration Dose, defined as: 

LU 

Figure 19: Power Spectral Densities of the driver 
acceleration 23 for the “TrafJic Hump >’ road pro- 
$le. 

Figure 20: Power Spectral Densities of the driver 
acceleration 23 for the “DAF Bricks” stochastic 
road pro$le. 
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This H4-norm warrants a stronger contribution of peak values, due to the fourth power of 23. 

Muijderman [19] also uses the maximum peak value of the responses (thus a HW-norm), but although 
this norm may contain some information on the deterministic road surfaces, this kind of norms are not 
used. 

Difference in time domain 
To compare the performance of a controlled damper to a passive damper, one colikl M S  the &Eer- 
ence of both responses, like Besinger et al. [i]: They compare the characteristics of a real damper z( t )  
with its model y ( t )  by using an Error Coeficient Of Variation: 

Even a small time lag between z( t )  and y(t) results in large ECOF -values, which renders the norm 
useless. 

To overcome the problem of large deviations due to a small time lag, we could compensate these time 
lags by adapting 7- to minimise 

T 

Jmin = ./u {z(t> - y ~ ( t  - .>j2 dt  (50) 

Then a difference-based RMS-value would be defined like: 

The results are given in the following table: 

1 5  
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-2 
1 2 3 4 5 6 
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Figure 21: Comparison of the driver accelerations for a pussive damper and the ÖHLINS damper 
imitation of the passive damper on a stochastic road profile. 
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fast controllable 
slow controllable 

I Damper I Stochastic Road I 

0.0298 0.0258 0.0323 0.0450 0.0601 0.0760 
0.0732 0.0706 0.0724 0.0784 0.0877 0.0993 

Equation (50) can also be used to create the time compensated ECOVcOmp: 

The latter norm has another advantage: it is of dimension I-] , which is not true for e.g. (48) and (51). 

5.4.2 Performance from the damper’s view 

The previous section dealt with the effects of the damper imitation as sensed by the test driver. How- 
ever, if the damper imitation is perfect, no differences can be felt at all. For small imperfections, 
the influence of the perturbations on the vehicle dynamics will be negligible. Therefore, if we assure 
that the errors are small, it is possible to compare damper behaviour directly without violating the 
performance goal from Section 5.1. 

Note that allowing larger errors will lead to wrong results. 

Frequency domain 
Like Section 5.4.1, it is also possible to create power spectrum density plots for the damper force. 

A major difference between a PSD of the damper force and a PSD of the driver acceleration is the 
presence of an additional peak with a frequency around 10 [Hz] : the eigenfrequency of the unsprung 
mass. This eigenfrequency is damped out in the sprung mass to driver connection. Therefore it is 
absent in the PSD of the driver acceleration. 

As there is no link to the driver, it is not possible to use a sensible weighting function to evaluate 
the power spectrum. It is however possible to evaluate the PSD and the differences on sight. 

Time domain and difference in time domain 
In analogy to Section 5.4.1 and 5.4.1, an RMS-based norm can be derived for the damper force F ( t )  
and the (time lag-compensated) difference between the damper force F ( t )  and the desired damper 
force Fd (i). The skdations wex done wing both a slow and a fast model for the controllable damper. 
The Traffic Hump road was simulated over six seconds (containing two humps) whilst the stochastic 
road was simulated over sixty seconds. The results are displayed in the following table: 
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Damper 
Type 

passive damper force Fdes 
fast controllable damper force F 
slow controllable damper force F 

difference (F  - Fdes) 
Y 

3 time lag compensated difference 
F( t j  - F&& - T i  

R 

difference ( F  - Fdes) 
time lag compensated difference 

F ( t )  - F d e s ( t  - 7) 
m 

Traffic Hump Stochastic Road 

2.50e3 2.09e3 
2.49e3 2.02e3 
2.49e3 2.09e3 

162 199 
145 175 

358 724 
337 667 

RMS (. . .) RMS(. . .) 

(T = 2imsj) (7 = I[i-ns]) 

(7 = 3[l?’LS]) (7 z= 3[f’H.S]) 

Comparison in force-velocity plots 
It is possïbie to caicuiate the relative damper velocity 4 from simulations oï experiments md use this 

relative velocity to plot force-velocity curves of the realised damper force (see Section 2.2.2). Such 
force-velocity curve is drawn in Figure 22, together with the maximum and minimal damper forces 
and the desired characteristics. In this figure, a dot is plotted at each time step of 1 millisecond. 

Large deviations of the desired characteristic consume very little time, thus the influence of these 
errors should be quite small. It is, however, of importance to estimate this influence, as it is a measure 
for the performance of the controller. Therefore, a “windowed progressive averaging” is introduced. 
For each velocity and its n neighbouring values (a window), the mean and the standard deviation are 
calculated. 

Assume we have a velocity data vector qdot and the corresponding damper force data vector F .  In 
MATLAB -code, the algorithm to calculate the windowed progressive averaging is: 

function [ m , s ]  = progressiveaveraging(qdot, F, n); 
[qdotsort, I] = sort (qdot) ; 
Fsort = F ( 1 ) ;  

for i = n+l : length(qdot) -n, 
m ( i )  = average(i-n : i+n) ; 
s(i) = std(i-n : i+n) ; 

end ; 

In a more natural way of speaking: The velocity data vector and the damper force data vector are 
sorted on velocity, then a window of size 2n + 1 moves over the sorted damper force data and the 
mean and standard deviation of each window are calculated. 

The result is plotted in Figure 23. As can be seen, the spread of the data is relatively small. Larger 
deviations indicate that high damper accelerations have occurred. These accelerations are a result of 
the ïoad profile. This mems that compru;isons between vaioiis types of road profiles are impossible. 
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5.4.3 Discussion 

In the previous sections, several methods have been described to obtain norms for controller perfor- 
mance evaluation. These were separated in two groups: the drivers view, based upon the sensitivity of 
the driver and the damper view, based upon the responses of the damper. 

Driver 
Noms based qxm the vertical acceieration of the driver. Tne rnelris cisid deinests of these n ~ m s  ze :  
+- direct relation to the performance goal 
- influence of unmodelled vehicle dynamics is unknown. 
- sensitivity test driver is unknown. 
The following norms were developed: 

o Frequency domain A weighting of the PowerSpectrumDensity, based upon the sensitivity of 
drivers according to IS0 2631. 
+ also useful in H,-controllers. 
+ visual representation of PSD is useful. 
- the uncertainty about the sensitivity of the test driver makes a plausible 

weighting function unavailable. 

o Time domain The RMS of the response of the vertical driver acceleration. 
+ easy to calculate. 
- less useful for deterministic roads. 
- RMS values are a better norm to evaluate suspension comfort than to 

- comparison only possible on same road profile. 
compare characteristics. 
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E“ g 2000 - 
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-0.6 -0.4 -0.2 O 0.2 0.4 0.6 0.8 

R e l a h  velociiy [mis] 

Figure 22: Force-velocity curve of the control- 
lable damper on the “Stochastic Road” projile. 
Each time step of 5 milliseconds is represented 
by a dot. The resulting jigwe shows that huge 
deviations last rather short. 
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Figure 23: Force-velocity curve of the control- 
lable damper on the “Stochastic Road” projile. 
The same data was used as in Figure 22, but the 
data was windowed and the mean and stmda,d 
deviation are shown. Width of the window was 
1 O1 measwement points. 
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o Time domain The time lag-compensated FWS of the difference of two responses. 
+ easy comparison between two characteristics on the same road profile. 
- less useful for deterministic roads. 
- optimisation using time lag-compensation is dangerous as the influ- 

ence of a dead time is neglected. 

Damper 
In case the damper forces show a little difference only, the change in vehicle dynamics will be negli- 
gible. In that case, it is possible to compare the damper forces directly. 
+ easier to measure or calculate. 
+ no influences from driver sensitivities. 
- only useful for small differences between desired and realised damper forces. 
The following norms were described: 

o Frequency domain A weighting of the PowerSpectrumDensity, based upon the sensitivity of 
drivers according to IS0  263 1. 
+ visual representation of PSD is useful. 
- only a visual norm is available. 

o Time domain 

o Time domain 

o Time domain 

The RMS of the damper force response. 
- RMS leads to interesting results for stochastic roads only. 
- results only comparable on same road profile. 

A plot of the responses of the realised and desired damper forces. 
+ easy comparison by viewing the responses. 
+ contains all necessary information, but for trained eyes only. 
- only visible criteria possible. 

The time lag-compensated RMS of the difference of the passive damper 
response and the controllable damper response. 
+ easy comparison between damper behaviour possible. 
- RMS leads to interesting results for stochastic roads only. 
- results are not comparable between road types. 

o Force-velocity curve A plot consisting of the “windowed progressive mean” and the standard 
deviation of the controllable damper characteristics. 
+ Very clear and intuitive to use. 
+ Reliable results on both deterministic and stochastic road profiles. 
- It is only a visual norm. 
- Norm is sensitive to damper accelerations, which makes comparisons 

between different road types impossible. 
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It is chosen to use the damper responses as these are relatively well-documented and without the 
uncertainties of the driver objectives and sensitivities: 

o time lag-compensated RMS . 

o graphical representation of “windowed progressive mean” and standard deviation. 

o time response plot of the realised and desired damper forces. 

5.5 Conclusions 

The difference between a passive damper and the imitation of the same passive damper by an con- 
trollable damper is not allowed to be noticed by a test driver. As there inevitably will be differences 
in desired and realised damper force, the impact of the differences on the driver must be established. 
Due to large uncertainties in truck and driver modelling, it was not possible to obtain an undisputable 
norm. 

Several methods were described to compare the desired behaviour of the damper with the realised 
responses directly. It was chosen to use a time lag compensated RMS-based criterium and some 
graphical represer,tztion of t h ~ ,  realised force-velocity curve, called the windowed progressive average. 
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6 Controller 

6.1 Introduction and control objective 

The main objective of this report was to develop a controller for the ÖHLINS controllable damper, 
which allows test drivers to enter a certain passive damper curve, which then is imitated. This will 
greatly reduce development time of a truck suspension, as it is no longer necessary to replace passive 
d a q e r s  during test driving yrocedures. 

The control objective can then be written as: 

“Have the controllable damper follow a prescribed passive damper curve as closely as 
possible.” 

In Section 6.2, the controlled system is defined, identifying in- and outputs. Section 6.3 deals with 
the basics and the tuning of PID-controllers. Section 6.4 discusses the results obtained by the PID- 
controller. Section 6.6 discusses some improvements to the current controller, whilst Section 6.7 
mentions some other controllers which might yield better performance. Finally, Section 6.8 draws 
conclusions. 

6.2 System definition 

In order to be able to design a controller, the system which is to be controlled must be defined clearly. 
In this case, it means: draw a fence around the object, and mark all interactions through the fence as 
inputs, outputs and disturbances. 

In our case the object is a passive damper (see Figure 24 within the fence) with an input: the 
relative velocity q and an output: the resulting damper force F ( t ) .  

This passive damper is replaced by an ÖHLINS controllable damper, as drawn in Figure 25. It can 
be seen that one extra input is added: the control voltage u, which is used to set the damping. The 
relative velocity 6 and the damper force need to be measured. Measuring of these signals is assumed to 
be perfect and is not further discussed here. For simulation purposes, the ÖHLINS damper is replaced 
by its second order nominal model, as derived in Section 4. The interpolation model of Section 4.2 

Figure 24: Damper in Truck: inputs and outputs. Figure 25: The replacement of the passive 
damper by an ÖHLINS controllable damper and 
the definition of (measured) in- and outputs. 
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(The IP-block in Figures 26 and 27) is independent of the intemal damper dynamics. This means that 
a correct setting of f will always result in the expected damper force. If all model errors are assumed to 
be disturbances of the valve dynamics, all dynamics are contained within the transfer from the damper 
control voltage u to the internal damper setting f .  Then the internal damper setting f would be the 
feedback signal. This is drawn in Figure 26. The controller is a “Tracking” controller, which tries 
to maintain the tracking error E = f d  - f at zero. The desired damper force Fd(4) characteristic is 
known. the desired internal damper setting f d (  4) is calculated by applying equation (39): 

Unfortunately, f is not measured. Therefore, it has to be calculated from the resulting damper force F 
in analogy to (53). The tracking error E can then be written as: 

The resulting control configuration is drawn in Figure 27. Note that the fraction - is not straight- 
forward to implement, due to the step from -00 to f00 at zero velocity. 

6.3 PID Controller 

As a first controller, a commonly used PID-controller is used. In the Laplace domain, this controller is 
defined by: 

This controller was tuned using the second order nominal model from Section 4.5.3. To obtain a first 
estimation on the proportional, integral and differential parameters Kp,  Ki and Kd, a Ziegler-Nichols 
tunings method is used 17, p. 1031 [23, p. 3521. This algorithm may be used if and only if the plant is 
at least underdamped and overshoot is allowed. Both conditions are met in this case. The procedure 

Figure 26: 

I 

’. .......................-............~....~..~..~.......~......~~.~~.....~ Fm 

The desired control conjiguration, using feedback of the internal damper ‘setting f .  
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Fm 

starts with the increase of the closed-loop gain 90 until undamped oscillations occur with period TO. 
Then the Kp, KiandKd are defined: 

Fm 

Optimising the controller on a stochastic road profile, using the time lag compensated RMS, an optimal 
controller was found for: 

This controller yields a 20% better RMS,,,, of the damper force performance on the “DAF Bricks” 
stochastic road profile than the Ziegler-Nichols tuned controller. 

6.4 Results 

In accordance with Section 5, the performance of the controller is evaluated using plots of the damper 
force response, time lag compensated RMS and using a graphical representation of the windowed 
progressive average. 

The PID controller was tested on all four BlackBox damper models (Section 4.5.3) on different 
road proñles (Section 5.3). Tne standard brick arid tïraffic kamp road profiles were simulated, both 
having two road irregularities within O to 8 seconds. The stochastic road profile was simulated over 60 
seconds. All simulations were done using a fixed step Runge-Kutta integration routine in SIMULINK 
2.1. 

Damper force response plots 
Fragments of the damper force responses are drawn in Figures 28, 30 and 32 for the second order 
minimum model and Figures 29,31 and 33 for the second order maximum model. 

As one can see, the minimum model clearly follows the desired behaviour better than the maximum 
model. The maximum model seems to suffer from small instabilities. This is not caused by the 
integration scheme, it also shows using variable step integration. Probably, the controller is not robust 
enough. 

desired damper 

characteristics 

3 Fh - FS 

7 
E - 

- 4  I 

Figure 27: The rea2 control conjiguration, using the damper force as feedback. 
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w S ( F d ( t ) )  
passive 
8.1 le2 

2.1 Se3 

2.09e3 

2.09e3 

In both deterministic road profiles, it can be seen that serious deviations from the real damper 
behaviour occur. Especially the dip in desired damper force at t = 1[s] on the standard brick road 
surface is disturbing. 

I WS(F( t )  - P d ( t  - n * O.OOi[s/)) 
1st order 2nd minimal 2nd nominal 2nd maximum 

162 129 184 333 
(n = O) (n = 1) (n = 1) (n = 1) 

136 124 145 31 1 
(n = 2) (n = 2) (n = 2) (n = 2) 

234 177 266 71 1 
(n = 1) (n = 1) (n = 2) (n = 3) 

290 22 1 290 665 
(n = 2) (n = 1) (n = 2) (n = 3) 

Time lag compensated RMS 
The time lag compensated RMS-values are given in the table below. 

Traffic Hump 

Stochastic Road 

(Z-N tuning only) 

The results benefit greatly from the extra tuning on top of the Ziegler-Nichols tuning, except the max- 
imum second order model: the new controller results in an temporarily unstable system. Therefore, its 
R M S  is higher than the more conservative tuned Ziegler-Nichols controller. 

The damper has a worse performance on the second order maximum model than the other three 
models. Both the R M S  and the time lag compensation strongly increase. Behaviour similar to the 
maximum model is shown by the real controllable damper on low relative velocities. 

Windowed average 
The windowed average as proposed in Section 5.4.2 is used on the data from Figure 34, a force-velocity 
representation of the second order maximum damper model. The results can be found in Figure 35. 

Figures 36, 37, 38 and 39 show the windowed averages for the Standard Brick, Traffic Hump and 
DAF Bricks road profiles. The latter is shown for both the optimal tuning and the Ziegler-Nichols 
tuning. In each figure, the minimal and maximum second order damper model responses are drawn. 

Apparently, in all cases the minimal (fast) model yields a better performance than the maximum 
(slow) model. 

6.5 Overshoot 

On a velocity sign change, the damper force has “overshoot”, i.e. when changing velocity sign to 
positive, the damper is still in its soft setting, thus yielding a low force. When changing to negative 
velocities, the damper force is too high. Note that the plots are made for the slowest damper model. 
Faster models show less overshoot. 

During the tuning of the controller, it was observed that increase of the rate feedback & yields 
improvement for the Traffic Hump road profile. This is caused by the fact that velocity sign changes 
usually occur with large accelerations. By increasing the rate feedback, the controller acts stronger on 
large accelerations. 

It w2s a h  cbserved that Lhp. Stochastic road profile did not improve much on the increased Kd. 
Decrease of the integral feedback Ki did show improvements. 

The final controller is still incapable of preventing overshoot. Increasing the bandwidth of the 
damper, i.e. making the controllable damper faster will solve the problem. 
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6.6 Improvements 

In this section, several extensions of the PID-controller are discussed to improve the control perfor- 
mance. 

Dead time compensator 
The second order damper model contains a time delay, varying between 1 [ms] and 21 [ms] (see 
Appendix D). As an improvement over the standard PiD-controller, it is tried to compensate this dead 
time using a Smith-predictor [23, Chapter 191. The Smith-predictor theory splits the process (“pplant”) 
in two parts: a block with all dynamics and a block containing the time delay. By incorporating an 
extra local loop around the controller, the closed-loop transfer function is altered in such way that it 
moves the time delay outside the main closed loop transfer. 

Unfortunately, the Smith-predictor is based on linear process dynamics. However, the damper 
model contains a non-linear saturation function, which proved sufficient to wreck predictor-performance. 

Overshoot compensator 
In the real controllable damper, the performance deteriorates within the neighbourhood of zero veloc- 
ity. It is assumed that this is caused by the reduction of the oil pressure, which is the driving force 
behind the opening and closing of the t.ahes. Adjusting the valve settings for relative velocities below 
approx O.l[ds]  is not very useful and only introduces slow dynamics [9, Section 4.31. 

An approach to overcome this problem is to set the damper control voltage to maximum when 
entering the low velocity region with a large positive acceleration and to minimum when entering the 
region with a large negative acceleration, thus introducing a no-activity zone. 

This approach has some similarities to a rate feedback (D-controller), but for a specific working 
area. 

The approach was not tested with the final controller. Testing with an early version of the current 
control configuration showed an increase of dynamics on leaving the no-activity zone, due to the 
switching of the control voltage from maximum or minimum to the current value. 

6.7 Other controller types 

Although the PID-controller is the most widespread controller, it usually is not the controller with the 
best performance. This section discusses some other, more advanced, controller types which might 
prove better. 

Feedback linearization and sliding mode controllers 
The model of the continuously adjustable ÖHLINS damper as derived in Section 4 is nonlinear. How- 
ever, most controller design methods lend themselves more easily for linear systems. 

Feedback linearization is a method to transform nonlinear systems into linear systems (see e.g. 
Slotine and Li [22]. Then, the remaining linear system can be controlled using robust controllers. 

A major drawback of feedback linearization is that all states have to be known. In this continu- 
ously adjustable damper case, the internal damper setting f is an unknown state. In this case, it can 
be calculated from the resulting damper force using equation 53, another possibility was to use an 
Extended Kalman Filter to estimate the f .  

Some effort was made to develop a feedback linearization, based on the black box damper model. 
The resulting linear system was controlled using a sliding mode controller. As the blackbox model 
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contains huge parameter uncertainties, the effect of the feedback linearization was somewhat less than 
expected. 

It was decided to abandon the feedback linearization approach, therefore it is not discussed further 
in this thesis. 

H,-controller 
A totally different approach is the H,-controller, based on frequency domain analysis. The general 
idea is that within a controi system, different transfer functions (e.g. disturbance to error, controlled 
input to output) have different demands on transfer gain at different frequencies. Weighting functions 
are applied to the input and output signals to quantify the desired performance in each region of the 
frequency domain. 

In the underlying case, the sensitivity of the driver is maximal for the 1 to 8 (Hz] frequency range. 
The tracking error Fd - F must be close to zero within this range, but is allowed to be larger for other 
frequencies. Disturbances are known to have frequencies around 1 [Hz] (the chassis) and approx 10 
[Hz] for the unsprung masses. 

The H ,  -algorithm optimises the controller, using the weighted information. Detailed information 
on the choice of weighting functions and performance outputs for active suspensions can be found in 
e.g. Yamashita et al. [31]. The application of H ,  was not researched for this thesis. 

6.8 Conclusions 

It is possible to use a PID-controller to control the ÖHLINS controllable damper. The resulting control 
configuration was tested using simulations on three different road profiles with four different models 
for the controllable damper. For low relative velocities, the controller is lacking performance. 

The impact of the errors induced by the low performance of the controller on the test driver’s 
senses is still unknown, therefore it is unknown whether the controller suffices. 

Several improvements are suggested, among the migration to different controller types like feedback 
linearization and H,-control. 
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Figure 28: Time domain representation of de- 
sired and realised damper force of second order 
minimum model on standard brick road profile. 
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Figure 30: Time domain representation of de- 
sired and realised damper force of second order 
minimum model on TrafJic Hump road profile. 
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Figure 29: Time domain representation of de- 
sired and realised damper force of second order 
maximum model on standard brick road profile. 
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Figure 31: Time domain representation of de- 
sired and realised damper force of second order 
maximum model on TrafJic Hump road profile. 
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Figure 32: Time domain representation of de- 
sired and realised damper force of second order 
minimum model on DAF Bricks road profile. 
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Figure 33: Time domain representation of de- 
sired and realised damper force of second order 
maximum model on DAF Bricks road profile. 
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Figure 34: Force-velocity curve of the DAF Brick 
road surface with the second order maximum 
damper model. Each time step of 5 [ms] is dotted. 
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Figure 36: Windowed progressive averaging on 
the Standard Bricks road. Comparison between 
2nd order minimum and maximum model re- 
sponses. 
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Figure 35: Force-velocity curve of the DAF Brick 
road su$ace with the second order maximum 
damper model. SameJigure as 34, but now the 
window progressive averaging is used. Both the 
mean and the standard deviation are plotted. 
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Figure 37: Windowed progressive averaging on 
the Trafic Hump road. Comparison between 2nd 
order minimum and maximurn model responses. 

. .  

Figure 38: Windowed progressive averaging 
on the DAF Bricks road. Comparison between 
2nd order minimum and maximum model re- 
sponses. 

Figure 39: Windowed progressive averaging 
on the DAF Bricks road. Comparison between 
2nd order minimum and maximum model re- 
sponses, with Ziegler-Nichols tuning only. 
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7 Conclusions and Recommendations 

7.1 Conclusions 

Three kinds of graphs are commonly used to describe damper behaviour: force-velocity, force-displacement 
and force-velocity-displacement (Restoring Force Surface, 3D-figure). To obtain these curves, several 
types of experiments for parameter identification can be used. In most cases, the advantages or disad- 
vmtzges breik dnwn to one simple conc!iision: parameter identification is severely troubled by damper 
warming and non-linearities. Most characterisation methods discard much of the gained information 
in order to create one of the graphs mentioned above, as they measure velocity indirectly. 

Two different damper models were derived: a “white” passive damper model and a “black” control- 
lable damper model. 

The white model incorporates some influence of temperature on damper behaviour. Some non- 
linear damper characteristics might be partially explained using this model. 

To model a controllable damper, black box modelling techniques were used. It was chosen to use 
a real black box model, based on measurement data only by incorporating specific damper behaviour 
as an look-up table. Valve and control dynamics were fitted on first or second order models. Fitting 
of these models on step inputs in control voltage, the response of the ÖHLINS damper showed be- 
haviour varying from first order behaviour to second order underdamped behaviour. Large deviations 
in damper parameters occur under different circumstances. 

The first order model and second order model were compared in some simulations based on hardware- 
in-the-loop experiments. On average, the first order model yields a better performance as it is an 
overall fit, while the second order models are valid for a specific working zone only. 

The difference between a passive damper and the imitation of the same passive damper by a control- 
lable damper is not allowed to be noticed by a test driver. As there will inevitably be differences in 
desired and realised damper force, the impact of the differences on the driver must be established. Due 
to large uncertainties in truck and driver modelling, it was not possible to obtain an undisputable norm 
for the driver’s sensing. Therefore, only norms based on differences between desired and realised 
damper behaviour were used. 

Several methods were described to compare the desired behaviour of the damper with the realised 
responses directly. It was chosen to use a time lag compensated RMS-based criterium and some 
graphical representation of the realised force-velocity curve, called the windowed progressive average. 
It is possible to use a PID-controller to control the ÖHLINS controllable damper. The resulting control 
configuration was tested using simulations on three different road profiles with four different models 
for the controllable damper. For low relative velocities, the controller is lacking performance. 

As a results of the chosen performance tests, the impact of the errors test driver’s senses is still 
unknown. Therefore it is unknown whether the controller suffices. 

7.2 Recommendations 

The behaviour of passive shock absorbers cannot be described accurately by a force-velocity curve 
only. A Restoring Force Surface seems to be a good alternative. Implementation of an RFS plot as 
desired damper force in the current control scheme will consume a lot of time. 
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Using the constant-velocity method, it is possible to create force-velocity curves at various tempera- 
tures. This would benefit both the damper model and the recovery of the damper setting f from the 
measured damper force F .  

Knowledge on the sensitivity of test drivers is lacking. The only way to obtain this information is 
experimenting with real vehicles. This will also answer a few other questions, e.g. whether the current 
PIE-coniroiier süfilices. 

Implementation of an H,-controller might improve the performance. An H,-controller is frequency- 
dependent, and might use a stronger gain on lower frequencies (to prevent overshoot). 
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A Used Symbols 

Symbol Unit 
Q 

AP 
A r  
A r e s  

Pi 
b 

cd 
CV 

E 
E 

AP 

E 

f 
F 
Fd 
Fh 
Fm 
FS 
hub 
i 
Inf 
k 

Ki 
KP 
b o t  
x 
m 
n 
P 
Pbr 

Kd 

PTT 

4m 
4tJ [m3 l s l  

(Continued on next page) 

Description 
Volumetric thermal-expansion coefficient 
Cross sectional area of the piston 
Cross sectional area of piston rod 
Area of restriction 
Linear damping constant 
Compressibility factor 
Geometry effects of orifices 
Specific heat at constant volume 
Pressure difference 
Energy / Dissipated energy 
Tracking error in damper force 
Tracking error in damper setting 
Internal damper setting 
Realised damper force 
Desired damper force 
Damper force in ‘%ar#’ setting 
Measured damper force 
Damper force in “soft” setting 
Excenter length in VDA-test 
Integer number 
Infinity (in Matlab) 
Linear spring constant 
Differential constant 
Integral (reset) constant 
Proportional constant 
Tube length 
thermal diffusitivity 
Mass 
Integer number 
Pressure 
Blow-off pressure at rebound 
Restriction pressure at rebound 
Oil flow 
Oil flow 
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symbol Unit 

[ml 

~ 

description 
Relative displacement 
Heat ñow 
Maximum rod displacement, no space left for gas 
Specific gas constant 
Density 
Revolutions per Minute (VDA-test) 
Floating piston displacement 
Time 
Temperature 
Natural period of oscillation 
First order constant delay 
Time lag (dead time) 
Input signal 
Damper control voltage 
Forward vehicle velocity 
Volume 
Scaled damper control voltage 
Frequency domain weighing function 
General time-dependent signal 
General time-dependent signal 
Damping factor 
Chassis or axle displacement 

Derivatives to time are denoted with an dot over the symbol, double derivatives have a double dot 
and triple derivatives use a triple dot. All other indexes are explained in the text 
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~ 

description symbol ~ ~ ~ ~ ~ value unit 
Gas constant Nitrogen R 296.8 [ J k g  K] 
thermal difîusity A, ( W 2 5 ) )  7.9964 [W/K] 

Oil density Pod 870 [kg/m3] 

Mass of Nitrogen mg 2.5873 lop4 [kg] 
Mass of Oil m o d  {so A p  - v,l> P P O )  [kl 

B White Box Model: used parameters 

Geometry of the damper 

It was chosen to use geometry data of the Biltstein B46 main tube as described in Reimpell und 
Stol1 [20, Bild 5.1 and 2.241. 

NGte: 2!1 partmeters z e  described fer t k  dmper d its mixiximum length: Q = O[m]. 

description symbol value unit 
Piston rod area Ar "0.0172 4 [m2] 
Piston area A P  :0.0462 [m2] 
Tube length k o t  0.51 [m] 
Gas length k o t  - so 0.06 [m] 
Volume Piston 1 (fixed) Vpl 0.01 A r  [m3] 
Volume Piston 2 (float) Vp2 0 lm31 

Data on fluidic contents of damper 

The darnper is filled with damper oil and nitrogen gas. These are material dependent parameters, 
followed by some constants which are derived from these and the geometry parameters. All parameters 
are defined for TO = 293[K]. 

The oil density is defined for MONROE 18.00.01.06 damper oil. 
Mass of the nitrogen gas was calculated solving a formula in order to obtain 50 [Nlstatic damper 

force for q = O[m] and 450 [Nlfor q = 0.4[m]. 

Data on damper behaviour 

The blow-off starts when the pressure difference A p  exceeds the blow-off pressure pb. Restriction 
starts when the restriction pressure pr is exceeded. Both pressures exists for rebound @br and p r r )  and 
compression (pbc and pre). In the simulations, it was assumed that pbr = pbc and prr = prc. 

These pressures were calculated from the demands: 
o at q = O.l[ds], the blow-off starts for F zz 2500[N], 
o at 4 = l.l[ds], the blow-off ends for F x SOOO[N]. 
resulting in: 

descïipiioïì syabo! value mit 
blow-off pressure pb 1.09106 [Pu] 
restriction uressure P ,  3.6410~ rpai 
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rpm (rev/min] 
25 

C Damper warming in the VDA-test 

qmaz (ds] AToil [Kj 
0.26 0.64 

Assume a sinusoidal excitation is applied to a shock absorber as discussed in Section 2.3.1. This 
excitation will result in damper warming. 

o the damper is assumed linear: 
To calculate this damper warming, some assumptions are made: 

50 
75 

100 
150 
200 

(56) 

0.52 
0.78 
1.04 
1.57 
2.1 

o all dissipated energy is converted into heat. 
o all heat is used to warm the oil. 
o no heat is exchanged with the surrounding air. 

is: 
The dissipated energy in one period T with hub length hub and number of revolutions per minute rpm 

2 

E = F(q( t ) )  4 ( t )  dt  = lo4 G2(t) dt  = 333 7r2 rpm hub2 (57) i O 7 O 

This heat is used to warm the oil. From Appendix B, the oil mass can be caicuiated: 0.68 (kg j  . This 
mass is used to calculate oil warming using: 

For a hub length of 0.1 [m] , the following damper oil heating were calculated: 

1.27 
1.91 
2.54 
3.8 
5.1 

Please note that damper cooling due to the exchange of heat with the surrounding air is not taken 
into account. 
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D Results of fitting second order systems 

The first column contains the relative velocity, “C” (Compression) or “R’ (Rebound). The notation 
H -+ S means stepping from the “hard” setting (3.235 [VI ) to the “soft” setting (0.5 [VI ). 

0.052 C 7 

c 
t d  

R r  
c 

t d  
0.13 C 7 

c 
t d  

R r  
c 

t d  
0.26 C 7 

5 
t d  

R r  
c 

i d  
0.52 C r 

e 
t d  

R r  
5 

t d  
1.0 c 7 

c 
t d  

R r  
5 

i d  

H +  S 
0.0028 

0.6 
0.001 

0.0032 
0.55 

0.001 
0.003 
0.65 

O 

0.004 
0.63 

O 
0.003 

0.7 
O 

0.004 
0.6 

O 
0.003 
0.65 

0.001 

0.0035 
0.7 

0.001 
0.003 

0.8 
O 

0.0045 
0 0.8 

O 

S - +  H 
0.010 
0.6.5 

0.003 

0.016 
O. 8 

0.002 
0.005 

0.7 
0.005 

0.0035 
0.65 

O 
0.0032 

0.55 
0.006 

0.005 
0.6 

0.007 
0.003 
0.68 

0.005 

0.0035 
0.6 

0.001 
0.0038 

0.7 
0.0095 

0.005 
0.6 

0.021 

H +  M 
0.0037 

0.33 
O 

0.0055 
O 0.40 

O 

0.003 
0.6 

O 

0.003 
0.45 

O 
0.0025 

0.55 
0.001 

0.003 
0.45 

O 
0.002 
0.65 

O 

0.0045 
O. 85 

0.001 

M-+ H 
0.006 
0.65 

O 

0.010 
O 0.75 

O 
0.0027 

0.6 
0.002 

0.004 
0.6 

0.002 
0.0025 

0.6 
0.001 

0.0027 
0.42 

0.002 
0.0028 

0.6 
0.002 

0.0035 
0.45 

0.002 

M-+ S 
0.0037 

0.60 
O 

0.004 
O 0.58 

O 
0.003 

0.6 
O 

0.035 
0.6 

O 
0.0032 

0.6 
O 

0.0035 
0.55 

0.001 
0.003 
0.65 

0.001 

0.004 
0.65 

O 
0.003 

0.7 
O 

0.0042 
o. 8 

0.001 

S +  M 
0.006 
0.65 

0.005 

0.014 
O 0.82 

0.001 
0.003 
0.65 

0.005 

0.006 
0.7 

0.005 
0.003 
0.65 

0.005 

0.0038 
0.58 

0.006 
0.003 
0.65 

0.005 

0.004 
O 0.55 

0.005 
0.0038 

0.65 
0.008 

0.0045 
0.7 

0.018 

Comments: 
O Offset appears between fd and fsim. This was resolved by adjusting ‘u . 
0 This is rio: a second order behaviour. It seems first order. 
@ The disturbances are too large to fit a curve. The result is only a rough estimation. 
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- 
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E Quarter Car model 

A Quarter Car model was used to simulate the behaviour of a DAF 95 Truck. This model is derived 
from the model used by Huisman [9]. This model consists of two masses which are interconnected 
with an air spring and the ÖHLINS damper. This is depicted in Figure 40. The characteristic of the air 
spring can be found in Figure 4 1. 

The tire model is a simplified version of the Fixed Footprint Tire Model as derived by Captain et 
al. [I31 with pas21xeters devised by Fczg [h, Section 3.3.11. It consists of a low-pass filter and a spring. 
The constant in the low-pass filter is defined: 

(59) 
footprint 

3 v  
r =  

with the footprint as defined in Figure 40 in the detail and v as the the (forward) velocity. 
The Quarter Car model outputs the relative acceleration 21 - 22 to the model of the ÖHLINS damper 

controller. The damper controller controls the model of the ÖHLINS damper and the resulting force is 
send back to the Quarter Car model. Note that the QHLINS damper output is doubled as two dampers 
will be mounted at each wheel to provide enough damping. 

Model parameters: 
chassis mass: 3721 [kg] 
axle mass: 707 [kgl 
tire stiffness: 2000 [kN/m] 
footprint: 0.3 [m] 

Ohlins 
z11- 

spring damper 

tire 
model 

V 
+ m 

Figure 40: Quarter Car model and footprint de$- _. . .  
Figure 41 : Airspring characteristics. nition. 
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