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## Summary

The Digital Systems Group at the department of electrical engineering, Technical University Eindhoven, is developing a compiler for the APDL-language. The compiler, called APDL-compiler, has to deal with expressions which are not bound by any limit regarding its size. We will introduce a method for the construction of a rulebasesystem, that is used to reduce the size of expressions.
After an extensive literary search it was clear that, the subject was not dealt with as most programmers belief that expressions are already simplified by the user. In our case however this is not always true. The compiler itself could introduce a lot of expressions that could be simplified to true of false, indicating a constant decision. This decision can be made at compile time resulting in a general gain of storage-space and execution-time. The constructed system consists of a group of small rulebases. The rules in these rulebases are matched on the expressions we want to simplify. If there is a match the expression is altered, but the algebraic meaning of the expression remains the same.
Each rulebase has a special task, so performing a specified mutation on an expression.
We constructed a group of rulebases that transform the target expression to a canonical form called the leftsorted form. On this form we try to perform a reduction which results in the decrease of the number of operators.
This reduction is based on the distributive property:

$$
\left(a o p_{1} b\right) o p_{2}\left(c o p_{1} b\right)=\left(a p_{2} c\right) o p_{1} b .
$$

We see this property, used from left to right, reduces the number of operators with one. We could use this property numerous times ending up with a form that not matches the lefthand side form of the property. We could then use some simple reductionrules, based on the Unity, Zero and Cancelation of Not-property, to reduce the expression even more. To come to this canonical form there are some steps that must be taken first. We have to get rid of minus and not-operators as they could block some of the steps in a later rulebase. Minus operators are easily rewritten to a multiplication by the constant -1 . Not-operators are placed as close to the operand as possible. This results in a not-operator followed by a variable. We will see this construction as a whole 'new' variable. As exclusive-oroperators, when written out in an AND and OR, introduce another not-operator we have to expand this XOR even before we process the not-operator.
Then we expand all expressions in the form of the righthand side of the distributive
property, to the form of the lefthand side, thus using this property the other way around. For getting to the final canonical form we have to use a rulebase to sort the expression onto a leftsorted form. This form simply defines that there may not be a same kind of operator to the left of a dyadic operator. This rulebase uses mainly the associative and commutative properties.

To construct the rulebasesystem we had to introduce a system which makes it easier to detect in which order the rules must be placed and which method to use in applying the rulebase. The rulebasesystem constructed in this way is able to deal with a variety of expression as long as the input conditions are met. For this system there are only a few expressions that could mess up the system. Most of those expressions could be simply blocked by a rulebase which checks these input conditions.
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## 1. Introduction.

The Digital Systems Group of the department of electrical engineering, Technical University Eindhoven is developing an APDL-compiler. The source language of this APDL-compiler is a PASCAL like language.
The source-language of this compiler could hold assignments like:
"var := expression;"
or conditional statements like:
"if expression $1==$ expression 2 then ... else ...;".

This source text could be compiled and produce a program. The compiler introduces some expressions itself. We thus get a program with a lot of expressions. If we run this program every expression is evaluated. An expression consists of elements which have to be known at that point of the program. If we try to evaluate an expression during compilation we could encounter elements which are not known, such as variables.

We could however try to simplify an expression as much as possible, so that the program will have less complicated expressions to evaluate during the running of this program. This will results in a faster program. A simpler expressions mostly means a smaller expressions so the program will decrease in size also.
This could even result in an evaluate of the condition expression $1==$ expression2 during compilation. This condition then results in an unconditional if-statement, which could either mean the part after 'then' is used or the part after 'else', so the other part which is not used could simply be deleted from the program.

We can "optimize" an expression by rewriting the original expression 'a' to an equivalent expression ' $b^{\prime}$. One problem is the term "optimal", because an expression is only optimal in a certain context, e.g. ' $2{ }^{*} a^{\prime}$ could be more optimal than ' $a+a^{\prime}$ if ${ }^{\prime * \prime}$ is more efficient than ' + '.
We assume here that an optimal expression is the expression with the least number of operators as possible.

### 1.1. APDL-expressions form.

An expression looks like a tree with monadic and dyadic operator nodes and terminals. In this tree every nonterminal is an operator, while the terminals are of the constant or variable type, e.g. the expression: $a+\left(b^{*} c\right)$ looks like figure 1.
Due to this dynamic structure it is easy to alter an expression in any way we like.

figure 1

### 1.2. Key ideas and definition.

The key idea is a set of rewrite rules, which are descriptions of sets of expressions and their replacements.
E:a set of (linguistic, algebraic, symbolic ) objects. ( patterns )
Ra set of rules for which ( $s \rightarrow_{R} t$ ): $s, t \in E$, a binary "reduction" relation $\rightarrow_{R}$ on $E$.
We write $s \rightarrow t$ instead of $(s, t) \varepsilon \rightarrow_{R}$ where possible.
It could be possible that $\mathrm{s} \rightarrow \mathrm{t} \rightarrow \mathrm{q}$ and therefore we note this as $\mathrm{s} \rightarrow{ }^{+} \mathrm{q} .{ }^{1}$
We further introduce an ordering $\succ$ such that for two patterns $s$ and $t, s>t$ means that pattern $s$ has more operators than $t$.
Our aim is thus: $s \rightarrow^{+} t$ and $s>t$ and this in such a way that $t$ would be identical to a constant, which could lead to decisions now made at compile time, and so lead to an optimization of the program code. It could be possible that an expression is only partly rewriteble to a smaller expression, but this would also be an improvement.

[^0]
## 2. Basic definitions.

### 2.1. Universal definition.

We define:
$P$ : a set of all linguistic, algebraic, symbolic objects. ( we call these patterns).
Examples: \{'a const' ,'an expression' ,'a and $\mathrm{b}^{\prime}$, 'a const +a ' , ...\} $\in P$.
$r:$ a binary "reduction" relation $\rightarrow$ on $P . \mathrm{s} \rightarrow \mathrm{t} \varepsilon r(\mathrm{~s}, \mathrm{t} \varepsilon P$ and $(\mathrm{s}=\mathrm{t})=$ =true ) we call a rule.
We can, using such a rule, alter an expression $s$ in an expression $t$.
Examples : 'a $+0 \rightarrow \mathrm{a}^{\prime}$,'a const or true $\rightarrow$ true',' $1 \rightarrow \mathrm{a}$ const' are rules.
$R$ : a set of rules, and call this a rulebase. (Each rulebase is assigned an arbitrary unique name.)

Example:
rulebase example: \{

| $\prime a+0$ | $\rightarrow$ | $a^{\prime}$ | , |
| :--- | :--- | :--- | :--- |
| 'a const or true | $\rightarrow$ | true' |  |
| $\prime 1$ | $\rightarrow$ | a const', |  |

This is of course just an example rulebase. We want to show that there are no constrains to the contents of a rulebase.
$E$ : a set of linguistic, algebraic, symbolic objects. ( expressions ).
Note: $e \varepsilon P$ if and only if $e \varepsilon E$.

### 2.2. Definitions for our rulebasesystem.

We introduce here also a distinction between two types of expressions: an Integer expression, which returns an integer-type result, and a Register expression which returns a register-type result.

An expression is a string that is accepted by the following DFA:

```
Exp: var.
    | const.
    I Mon-op,Exp.
    1 dyadicoperator,Exp,Exp.
Var: name.
    I name[exp].
Mon-op: '-' | '+' | rev I not.
Dya-op: '-' | '+' | '* | or | and | xor | >>' | '<' | '=' | '>=' | '<=' | '<>' | '/'.
``` Of course checking on the correctness of the expression is done, but that is the task of the parser. We will in our part only consider valid expressions.

We have to restrict the definition of a rulebase, so it is useful to us:
\(R\) : an ordered set of rules which is called a rulebase. (Each rulebase is assigned an arbitrary unique name.)

We have now restricted rulebase \(R \varepsilon R\) to an ordered set of rules. The appearance of the rules is sequential. The rules don't necessarily have to be mutual exclusive. The order of the rules is thus very important. We will deal with this problem of order thoroughly later.

The rules are ordered: \(s_{1} \rightarrow t_{1} . . s_{e} \rightarrow t_{e}\). ( \(e\) is the number of rules in the rulebase).

If we also make it possible for one rulebase \(R_{m}\) to call another rulebase \(R_{c}\) we can redefine a multi-related rulebase-system \(M\) :
\(M\) : a set of rulebases \(\mathrm{R}_{\mathrm{i}}(\mathrm{i} \varepsilon \mathrm{N}) \varepsilon R\) which have the possibility to call upon each other. ( \(\mathrm{R}_{\mathrm{m}}\) : call \(\mathrm{R}_{\mathrm{c}}\) ).

We have to introduce some command-words here in a rulebase to realize this special call function. ( \(m\) and \(c\) stand for main and called rulebase, \(c\) and \(m\) do not have to be different rulebases, so it gives the possibility for recursion ).
We see \(M\) is not an ordered set. A rulebase \(\varepsilon M\) is called by another rulebase by name, which is the reason for unique names for rulebases. Therefore it's not needed to order the set \(M\). One special rulebase is reserved however to be used as a start rulebase.

\section*{Advantages:}
- We can avoid useless matching of patterns which don't occur anyway in an expression.
- We could see every rulebase as a procedure. The start rulebase could be seen as the main program, while it is calling the "procedures" (rulebases). We can see the resembles in modern computer languages, making it possible to use this construction of the rulebase as a very flexible tool.

\subsection*{2.3. Termination, unambiguously and completion.}

We cite Mohan and Srivas [11]: 'In any programming formalism, it is desirable that a function definition satisfies three properties:
\(P_{1}\) : Evaluation of terms invoking the defined functions on basic operator term argument must terminate.
\(P_{2}\) : The definition must be unambiguous,i.e., every evaluation of the same term must yield the same result.
\(P_{3}\) : The definition must be complete, i.e.,evaluation must be possible for every invocation of the defined function on basic operator term arguments.'

Ad. \(P_{1}\) : In our multi-related-rulebase-system we use sequential rulebases. We thus have to satisfy property \(\mathrm{P}_{1}\) for every rulebase separately and thus fulfil the property \(\mathrm{P}_{1}\) for the whole system.

Ad. \(P_{2}\) : As our system is based on a sequential matching procedure, there is only one possible way an expression is processed to reach the end of the system. Therefore \(P_{2}\) is always satisfied.

Ad. \(P_{3}\) : As we will see later we rewrite every expression to a canonical form, which is, if possible, unique for a group of expressions which have the same algebraic meaning. From that point on, the rewrite procedure is thus the same for every expression of that group. So \(P_{3}\) is thus satisfied.

We have to keep these properties in mind as we construct our rulebasesystem.

\section*{3. Pattern recognition.}

We want to make a rewrite system that recognises certain patterns in an expression. We can, if we have recognised such a pattern, act upon it and alter the expression to something we think is more useful. We will see that a pattern could be used to recognise more than one expression, which will lead to a reduction of the number of patterns. We will also see that different patterns can recognise the same expression, which could cause some problems regarding determinism, but we will deal with this problem later.

\subsection*{3.1. Matching a pattern on expressions.}

The input of the expression-optimization is of course, an expression. Our rulebase \(M\), however, is constructed basicly of patterns. We have to find a way to map a pattern on an expression.

Although \(E\) is a subcollection of \(P\) it is possible to project every \(p \varepsilon P\) on \(e \in E\).
\[
\forall e \in E, \exists p \in P: \operatorname{Proj}(p)=e ;
\]

It is frequently possible to project \(p\) on more than one \(e\), so on a subset of \(E\).
\[
\exists V \subset E, \exists p \in P: \operatorname{Proj}(p)=V ;
\]

This process of projecting \(p\) on \(e\) successfully is called matching.

Concluding from the above there could exist a subset \(V\) of \(E\) which could be matched by a single pattern \(p\) of \(P\) successfully.
An example:
\(p=\) 'A const';
\(e_{0}={ }^{\prime} 0\) ';
\(e_{1}=\) ' 1 ';
\(e_{2}=\) ' 2 ';
Here \(e_{0}, e_{1}\) and \(e_{2}\) are all matched with \(p\).

\subsection*{3.2. Matching patterns on an expression.}

Matching can be done at more than one level; we can see an expression in different ways ( we look with a specific depthrange to it).
For example the expression: 'true or false' could be matched with:
\begin{tabular}{llll} 
'an expression' & & & (a) \\
'an expression' & 'or' & 'an expression' & (b) \\
'an expression' & 'or' & 'a constant' & (c) \\
'a constant' & 'or' & 'an expression' & (d) \\
'a constant' & 'or' & 'a constant' & (e) \\
'an expression' & 'or' & 'false' & (f) \\
'true' & 'or' & 'an expression' & (g) \\
'a constant' & 'or' & 'false' & (h) \\
'true' & 'or' & 'a constant' & (i) \\
'true' & 'or' & 'false' & (j)
\end{tabular}

We see that one single expression can be matched by many different patterns.

Some of these patterns are useless for matching this expression, although we could for instance use (b) to simplify the two expressions on both sides first and then, as a result, simplify the whole expression by matching with (a). We note that the order in which the rewrite rules are placed is very important.

In the example we prefer (f) and (g) and do not need (h) because:
\[
\text { (f) } U(g)=(h) \text {; }
\]

Further note the order of the example: if we use (a) we don't need the rest because (a) > (b..h), (a) gives a matching before b..h can do.

\footnotetext{
\({ }^{1}\) Only a few patterns can make a match that will lead to a simplification of the expression. Only the last 5 (f..) can distinguish that the expression is a possible candidate for simplification. A match in (e) could lead to an evaluation which could simplify the expression as well.
}

It is further important to note the change the rewrite rule implies. If a rule converts an expression to another expression this new one can still match another rule in the same rulebase. We have to take this possibility into account and act upon it. This possibility could be wanted or not. This is depending on the situation.

One possibility could be to start the rulebase over again, another is to exit the rulebase, doing nothing further at this stage.

We conclude that the subset \(V_{\mathrm{i}}\) and \(V_{\mathrm{j}}\) of \(E\), which could be match by \(p_{\mathrm{i}}\) and \(p_{\mathrm{j}}\) of \(P\), don't have to be disjunct.

In the graph, which is an example, there are 3 patterns involved:
p1 : 'a const' and TRUE
p2: FALSE and TRUE
p3 : TRUE and 'a const'
and 4 expressions:
e1:3 and TRUE
e2 : FALSE and TRUE
e3 : TRUE and 4
e4 : TRUE and TRUE.

figure 2

We can imagine the expression space as a plane. The patterns are projected on it as a shade from a point projected by a light source.
We can see that indeed some patterns match more than one expression for example in the area of e1 there could also be: ' 4 and TRUE','5 and TRUE' and so on.

Also there are some expressions like e 2 and e 4 which are matched by more than one pattern (e2 by p1 and p2, e4 by p1 and p3.)

\subsection*{3.3. Expression levels.}

Expressions can consist of more subexpressions, e.g., the expression \(a+b\) consist of two subexpressions: \(\mathrm{a}, \mathrm{b}\).
In this way we can distinguish different levels in expressions.
An expression like \((a+b)+c\) has an operator level range of 2 , we have to go through 2 levels if we want to reach the last operator.
While searching a tree for a special pattern, we scan, with a pattern, through several levels. In the example above we scan through two levels. Sometimes this could be more or less. Example: \((\mathrm{a}+\mathrm{b})+\mathrm{c}\) is an expression which could be matched twice with the pattern \(a+b\), once matching \(x+c\) (with \(x=a+b\) ), and once on the subexpression \(a+b\) itself.

\section*{4. Rewriting.}

\subsection*{4.1. From equation to rule.}

Rewriting is based on the property of two expressions having the same algebraic meaning, stated in an equation.
\[
s=t\{s, t \varepsilon E\}
\]

If we have such an equation, we could construct two rules:
\[
\{s, t \in E\}: s=t \Leftrightarrow s \rightarrow_{\mathbb{R}} t \wedge t \rightarrow_{\mathbb{R}} s ;
\]

Mostly only one rule is desired, so:
\[
\{s, t \in E\}: s=t \Rightarrow s \rightarrow_{\mathrm{R}} t \vee t \rightarrow_{\mathrm{R}} s ;
\]

In this way we can construct a directed rule.
We call the source \(s\) of a rule the lefthand side of a rule. We now define a function that we will need later:

LHS \((r)=s\) iff \(r: s \rightarrow_{\mathrm{R}} t\).
RHS \((r)=t\) iff \(r: s \rightarrow_{\mathrm{R}} t\).
Note: we only have a rule here which converts an expression into another, not a pattern. This implies that we have to make a rule for every possible mutation of an expression.
We can however also try to pack more than one rule into a set of rules that have a common part, using patterns. We can then use this common part and try to make a more common rule that will process the complete set at once.

Consider a group(set) \(G\) of rules \(r_{i}\) (i \(\varepsilon[1 . . \mathrm{N}]\) ).
In \(G \quad: e_{\mathrm{i}} \varepsilon \operatorname{LHS}\left(r_{\mathrm{i}}\right)\left(e_{\mathrm{i}} \varepsilon E\right)\).
In \(G \quad:\) if \(e_{\mathrm{i}}=e_{\mathrm{k}} \Rightarrow r_{\mathrm{i}}=r_{\mathrm{k}}\) for all \(\mathrm{i}, \mathrm{k} \varepsilon[1 . . \mathrm{N}]\) which implies: \(\operatorname{RHS}\left(r_{\mathrm{i}}\right) \equiv \operatorname{RHS}\left(r_{\mathrm{k}}\right)\) for all i,k \(\varepsilon[1 . . \mathrm{N}]\).
For \(p \varepsilon P: \operatorname{Proj}(p)=e_{\mathrm{i}}\) for all i \(\varepsilon[1 . . \mathrm{N}]\) and \(\operatorname{Proj}(p)\) doesn't match outside the group \(G\).

If these 3 conditions are satisfied we can replace \(G\) with only one rule containing \(p\) for all \(e_{i}\).
Note 1: these considerations are also true if we take a \(p \in P\) instead of \(e \varepsilon E\).
Note 2: \(e_{i}\) can be a subexpression of a whole lefthand side of a rule.
\begin{tabular}{|c|c|c|c|c|c|}
\hline An example: & equations: & 0 * 1 & = & 0 & (1) \\
\hline & & 0*2 & = & 0 & (2) \\
\hline & & 0*3 & = & 0 & (3) \\
\hline & & ... & & & (4..n) \\
\hline & & 0* a & = & 0 & ( \(\mathrm{n}+1\) ) \\
\hline & rules: & 0*1 & \(\rightarrow\) & 0 & (1) \\
\hline & & 0*2 & \(\rightarrow\) & 0 & (2) \\
\hline & & 0*3 & \(\rightarrow\) & 0 & (3) \\
\hline & & ... & & & (4..n) \\
\hline & & 0*a & \(\rightarrow\) & 0 & \((\mathrm{n}+1)\) \\
\hline
\end{tabular}

Rule (1) to ( n ) can be put into a group \(G\) and then the numbers 1 till n in the rules can be replaced by each other. For instance, if we take rule (3) and put the 3 of this rule on the place of the 1 in rule (1), we get again rule (3). If we assume \(n\) is the biggest integer possible in an expression we can take this group \(G\) together with the rest of the rules to:
\[
\begin{array}{lll}
0 * \text { 'a const' } & \rightarrow & 0 \\
0 * a & \rightarrow & 0 \tag{n+1}
\end{array}
\]

We can again take these two rules together and construct one rule instead:
\[
0 \text { *'expression' } \rightarrow \quad 0
\]

In this way we can reduce the number of rules to a minimum. Rewriting can now be defined as applying rules so that the outcome of the rewrite is (sub)optimal.

\subsection*{4.2. From equations to rulebase, theory.}

We want to have a method to convert a set of equations to a set of (directed) rules. In literature we can find some methods to extract a 'complete' rulebase out of a set of equations.
We define for this purpose \(E q\) : a set of equations.
One method for creating a rulebase \(R\) out of a set of equations \(E q\) is the one designed by Knuth and Bendix'70 (see H.Aït-Kaci \& M.Nivat p39 [19] for further details).
We use the following inference rules which form a standard completion procedure:
(1) Orient: \(\left.\left.(E q U\}_{s}=t\right\}, R\right) \quad \vdash(E q, R \cup\{s \rightarrow t)\) if: \(s>t\).
(2) Deduce: \(\left.(E q, R) \quad \vdash\left(E q U_{s}=t\right\rangle, R\right) \quad\) if. \(s \leftarrow_{R} u \rightarrow t\).
(3) Delete: \((E q U s=s\}, R)+(E q, R)\)
(4) Simplify: \((E q \cup\langle s=t\rangle, R) \quad \vdash(E q \cup\{u=t\}, R) \quad\) if: \(s \rightarrow \rightarrow_{R} u\).
(5) Compose: \(\left.\left.\left(E q, R U_{s} \rightarrow t\right\}\right)+\left(E q, R U_{s} \rightarrow u\right\}\right)\) if: \(t \rightarrow \rightarrow_{R} u\).
(6) Collapse: \((E q, R U\{s \rightarrow t))+(E q \cup\{v=t\rangle, R) \quad\) if. \(s \rightarrow_{R} u\) by rule \(l \rightarrow r \in R\) withs \(\triangleright l\)

The symbol \(\triangleright\) denotes the specialization ordering, iff some subterm of \(s\) is an instance of \(l\), but not vice versa. \({ }^{1}\)
(1) Orient turns an equation \(s \leftrightarrow t\) that is orientable ( \(s>t\) ) into a rewrite rule. Since \(1^{-}\)is greater that 1 for any reduction ordering ( or an infinite derivation would be possible), the equation \(1^{-} \leftrightarrow 1\) can only be oriented it the direction \(1^{-} \rightarrow 1\).
(2) Deduce adds equational consequences to, E but only those that follow from back-toback rewrites \(s \leftarrow_{R} u\) and \(u \rightarrow_{R} t\). For example, the rules \(x . x^{-} \rightarrow 1\) and \(1 . x \rightarrow x\) can both be applied to the term 1.1: The first rewrites this term \(1^{1}\), from which the new equation \(1^{\circledR} \leftrightarrow 1\) can be deduced. As we will see, only consequences of certain 'critical' peaks need to be considered.
(3) Delete removes a trivial equation \(s \rightarrow s\). An equation \(x .1 \leftrightarrow x .1\), for example, would be candidate for deletion.
(4) Simplify rewrites either side of an equation \(s \leftrightarrow t\). For example, given a rule \(1 . x \rightarrow x\), an

\footnotetext{
\({ }^{1}\) If there is rewrite rule \(r\) applied to \(s\) and the result is \(t\) then \(t\) is an instance of \(s\).
}
equation \(1.1 \rightarrow 1\) would be replaced by \(1 \leftrightarrow 1\).
(5) Compose rewrites the right-hand side \(t\) of a rule \(s \rightarrow t\), if possible. For example, given a rule \(x^{-} \rightarrow x\), the rule ( \(x .1\) ). \(1 \rightarrow x^{-} .1\) would be replaced by ( \(x .1\) ). \(1 \rightarrow x .1\).
(6) Collapse reduces the left-hand side of a rule \(s \rightarrow t\) and turns the result into an equation \(u \leftrightarrow t\), but only when the rule \(l \rightarrow r\) being applied to \(s\) is smaller in some sense ( embodied in \(\triangleright\) ) than the rule being removed. In practice, we use the (proper specialization ordering as \(\triangleright\). In the ordering, \(s \triangleright 1\) if a subterm \(s\) is an instance of \(l(\) but not vice-versa). For example, a rule \(x^{-} . y \rightarrow x . y\) collapses to \(x . y \leftrightarrow x . y\) in the presence of a rule \(x^{-} \rightarrow x\). The age of the two rules may also be taken into account when each left-hand since in an instance of the other, making older rules smaller.

We write \((E q, R) \vdash\left(E q^{\prime}, R^{\prime}\right)\) to indicate that the pair \(\left(E q^{\prime}, R^{\prime}\right)\) can be obtained from ( \(E, R\) ) by an application of an inference rule. \(A\) (possible infinite) sequence \(\left(E q_{0}, R_{0}\right) \vdash\left(E q_{1}, R_{1}\right) \vdash \ldots\) is called a derivation from ( \(\mathrm{Eq}_{0}, \mathrm{R}_{0}\) ). The limit of a derivation is the pair \(\left(\mathrm{Eq}^{\infty}, \mathrm{R}^{\infty}\right)\) of the set \(U_{i} \cap_{j z} E q_{j}\) of all persisting equations and the set \(U_{i} \cap_{j i} R_{j}\) of all persisting rules.

A completion procedure is a program that accepts as input a set of equations \(\mathrm{Eq}_{\boldsymbol{w}}\) a Rewrite system \(R_{0}\), and reduction ordering > containing \(R_{0}\), and uses the above inference rules to generate a derivation from ( \(\mathrm{Eq}_{0}, \mathrm{R}_{0}\) ). We say that a completion procedure fails for a given input, if \(E q^{\infty}<>0\). A completion is correct, if \(\mathrm{R}^{\infty}\) is complete and \(\mathrm{Eq}^{\infty}=0\).

This concludes the discussion of the theory. This procedure will produce a rulebase which is not ordered, that is all the rules are placed into a random order. The rulebase sourcepatterns thus have to be disjunct, e.g., if an expression is tried to be matched, there is at most one pattern that will match the expression. However, we want a rulebase that is matched sequentially, so some patterns don't have to be disjunct. Furthermore, we have a system with multiple rulebases, which is not so in the method above.
The theory above is constructed upon an ordering that we sometimes do not follow.
The definitions above are nevertheless useful for construction of a rulebase. We will therefore partly use this method. We will also introduce a method that will deal with the problem of ordering rules in a rulebase and rulebases themselves.

\subsection*{4.3. Consequence of a rewrite.}

We have to consider the consequences of a rewrite. A rewrite alters the structure of the expression tree. Mostly the level range of the rewrite, so the levels of the alteration is equivalent to the operator level range. We have to consider that if a rule, consisting of a pattern and its rewrite pattern, is applied, the levels under it alter too. So if a rewrite rule is applied to a certain expression we have to keep in mind that the levels in the operator level range also change.
An example:
The expression: \(((a+b)+c) * d\)
The rule: \((a+b)^{*} c \rightarrow\left(a^{*} c\right)+(b * c):(d i s p l a y e d ~ i n ~ f i g u r e ~ 3) ~\)
Appliance:
\[
\begin{aligned}
& ((a+b)+c) * d \\
& ((a+b) * d)+(c * d) \\
& ((a * d)+(b * d))+\left(c^{*} d\right)
\end{aligned}
\]

We see that at first we couldn't apply the rule to the a,b,d couple. If however, we had applied it to the ( \(a+b\) ), \(c, d\) couple first, we could.
We altered the expression in a lower level by using the rewrite rule. This second rewrite, could result in a rewrite even lower.
This makes it likely to make a rulebase a top-down design, working from the root to the leaves.

In the figure we see again that the expression in a lower level changes as we apply a rule like this.

If, however, we do a rewrite at a level below, this could mean that, at the current level, now a pattern could be matched which couldn't be made if we didn't make the rewrite at the lower level.

A pattern that has an operator level range greater than one, so is depending on more than the current level, could be matched after the lower levels are rewritten.

An example:
The expression: \(\left((a+b)^{*} c\right) * d\)
The rule: \((a+b) * c \rightarrow(a * c)+(b * c):(\) the same as above )
Appliance:
\[
\begin{array}{ll}
((a+b) * c)^{*} d & \rightarrow \\
\left.((a * c)+(b * c))^{*} d\right) & \rightarrow \\
\left(\left(a{ }^{*} c\right)^{*} d\right)+((b * c) * d) &
\end{array}
\]

We can see that in this case we first have to apply the rule to the a,b,c couple and as a result we can use it again to the ( \(\left.a^{*} c\right),\left(b^{*} c\right), d\) couple, but this last is at a higher level. So using the first (top-down) technique we had not found the second rewrite. This makes it likely to use the bottom-up design in a rulebase, working from the leaves to the root. In the figure we see this also: changing the current level has consequences in the levels above.

Concluding, we have to use rules, which also have to be aware of alterations in the lower and upper levels. With each rule we introduce in a rulebase, we have to consider the consequences of the rewrite to the levels below and above. We will deal with this problem later.

\section*{5. Basic equations.}

A rulebase is always based on an algebraic foundation. In our system we only take the most simple equations based on some simple algebraic properties:
1 the Associative property.
A.
2 the Distributive property.(left and right). D.
3 the Commutative property. ..... C.
4 the Unity property of one. ..... U.
5 the Zero property of 0. ..... Z.
6 the cancelation of NOT ( symbol of not: ᄀ). ..... N.
7 the expansion of \(X O R\). ..... X.
8 the De Morgan rule. ..... M.
9 the minus rules. ..... I.
10 the Evaluation of constants.E.

Equations: ( for the following equations, 'op' is a symmetrical operator !)


From these simple equations we can deduct some equations that are obvious to us but are quite timeconsuming if we have to deduct them with only the basic rules, e.g., we will try to construct a new equation with --a. Note that we, humans, mostly know which way we want to go. If the outcome of such a deduction is not clear, it could take some extensive effort even done by a computer. Note that these equations are not directed.
\begin{tabular}{ll}
\(--a\) & \(=\) \\
\(-(-(a))\) & \(=\left(I_{2}\right)\) \\
\((-(a))^{*}-1\) & \(=\left(I_{2}\right)\) \\
\(\left(a^{*}-1\right)^{*}-1\) & \(=\left(A_{1}\right)\) \\
\(a^{*}\left(-1^{*}-1\right)\) & \(=(E)\) \\
\(a^{*} 1\) & \(=\left(U_{1}\right)\)
\end{tabular}
a
We now deduced the equation \(-\mathrm{-a}=\mathrm{a}\). There are other ways to come to the same result
but there are, however, also some ways to come to an equation like for example -a=---a. The following deductions are used frequently and therefore done here only once and we can refer to them later.
\begin{tabular}{lclc}
\(a \wedge \neg a=\) & (if \(a=1)\) & \(a \vee \neg a=\) & (if \(a=1)\) \\
\(1 \wedge \neg 1=\) & \((N)\) & \(1 \vee \neg 1=\) & \((N)\) \\
\(1 \wedge 0=0\) & \((Z)\) & \(1 \vee 0=1\) & \((Z)\) \\
\(a \wedge \neg a=\) & (if \(a=0)\) & \(a \vee \neg a=\) & (if \(a=0)\) \\
\(0 \wedge \neg 0=\) & \((N)\) & \(0 \vee \neg 0=\) & \((N)\) \\
\(0 \wedge 1=0\) & \((U)\) & \(0 \vee 1=1\) & \((U)\) \\
concluding: & \(a \wedge \neg a=0\) & concluding: \(a \vee \neg a=1\)
\end{tabular}
\begin{tabular}{llll}
\(a \wedge a=\) & (Z) & \(a \vee a=\) & (U) \\
\((a \vee 0) \wedge(a \vee 0)=\) & (D) & \((a \wedge 1) \vee(a \wedge 1)=\) & \((D)\) \\
\(a \vee(0 \wedge 0)=\) & (Z) & \(a \wedge(1 \vee 1)=\) & (U) \\
\(a \vee 0=\) & (Z) & \(a \wedge 1=\) & (U) \\
\(a\) & & \(a\) &
\end{tabular}

\section*{6. The theoretical background.}

The expressions offered to our rewrite system are of a variety of forms. Some of these expressions however have the same mathematical meaning. Our aim is as mentioned before, to reduce the number of operators in an expression, and if possible to reduce an expression to a constant expression.
To get an impression on the number of operators during the rewrite process, we look at figure 4, and see on the left side that a whole group of expressions is first forced to a canonical form, which is fairly unique. This gives an expression fewer possible forms which in its turn reduces the number of rules in a rulebase.
Then this expression is further processed

figure 4 using a collapse mechanism discussed later.
On the right side we see that an expression could gain on the number of operators in the first part towards the canonical form, but later it will loose some operators as well. Mostly the number of operators at point \(\mathrm{e} 1^{\prime \prime}\) is less that \(\mathrm{e} 1 . \mathrm{E} 1^{\prime}\) as the canonical form mostly holds more operators then \(\mathrm{e} 1^{\prime \prime}\), as is shown in the figure. Note that the expression could have local minimums regarding the number of operators, but we have to avoid seeing these points as points where the expression could no longer be reduced.

This strategy results in some steps toward the canonical form, using different rulebases after each other. After a canonical form is reached there is a group of rulebases that reduces the number of operators step by step. Then the results are evaluated to search for some expressions that can still be reduced.
We will first handle the part where the number of operators is reduced. We then know what input conditions there are for this part, which are the output conditions of the part which produces the canonical form. We thus handle the part before construction of the canonical part after the collapse part. It's a sort of working back from end to the beginning of the process. This is due to in and output conditions that will be handled in a later chapter.

\subsection*{6.1. Collapsing.}

The equations we use to reduce the number of operators are based on the distributive properties:
\[
\begin{array}{ll}
(a+b) * c=(a * c)+(b * c) . & D_{1} \\
c \wedge(a \vee b)=(a \vee c) \wedge(b \vee c) & D_{2} \\
c \vee(a \wedge b)=(a \wedge c) \vee(b \wedge c) . & D_{3}
\end{array}
\]

These properties are used from the righthand side to the lefthand side. Using these properties the number of operators will diminish by one each time. We call this collapsing. One can consider a random search for these properties to use them on an expression but it is more effective to rewrite the expression into a canonical form first.
Further it is efficient to take the most common variable/subexpression in the whole expression and make this variable/subexpression the variable/subexpression that is taken out of the parenthesis first. We will call this the common variable.

Proof: Assume there is a most common variable \(a\), which is \(n\) times in the expression while variable \(b\) is m times in the expression ( \(\mathrm{m} \leq \mathrm{n}\) ). If we take \(a\) out of parenthesis we gain maximal \(n-1\) number of operators. If we take \(b\) out of parenthesis, we gain \(\mathrm{m}-1\) number of operators.
We can now consider tree cases:
1 all \(b s\) are in subexpressions where as are too.
2 there are some \(b s\) that are in a subexpression with no as.
3 all the \(b s\) are in subexpressions that contain no as.

Case 1:
Let us assume we take \(b\) out of parenthesis, so we have a subexpression connected to \(b\) with m subterms. So now we can take \(a\) in the subterm out of parenthesis, and we can take \(a\) out of parenthesis outside of the subterm from \(b\).
Total gain: \(\mathrm{m}-1(b)+\mathrm{m}-1(a\) inside \()+\mathrm{n}-\mathrm{m}-1(a\) remaining \()=\mathrm{m}+\mathrm{n}-3\).
If we take \(a\) out first ( gain: \(\mathrm{n}-1\) ) we have all the \(b\) s inside the subterm and so we can take out mbs (gain: m-1).
Total gain: \(\mathrm{n}-1+\mathbf{m} \mathbf{- 1}=\mathbf{n + m} \mathbf{- 2}\).

\section*{Case 2:}

We again try to take out \(b\) first. ( gain: \(\mathrm{m}-1\) ), then we assume that there are \(\mathrm{r} a \mathrm{a}\) in the subterm of \(b\) so we can take them out too (gain: r-1). Then we can still take out as outside the subterm (gain: n-r-1).
Total: \(\mathrm{m}-1+\mathrm{r}-1+\mathrm{n}-\mathrm{r}-1=\mathbf{n} \mathbf{m} \mathbf{- 3}\).
If we take out \(a\) first (gain: \(\mathrm{n}-1\) ) and then take out the remaining \(b s\) in the subterm of \(a\) ( gain: \(\mathrm{r}-1\) ), we can still take out m-r \(b\) s outside the subterm ( gain: m-r-1 ).
Total: \(\mathrm{n}-1+\mathrm{r}-1+\mathrm{m}-\mathrm{r}-1=\mathbf{n} \mathbf{m} \mathbf{- 3}\).

Case 3:
We take out \(b\) again first (gain: m-1) and in the subterm there are no as, so outside the subterm we can take out \(a\) completely (gain: n-1).
Total: \(\mathbf{m - 1} \mathbf{+ n - 1}=\mathbf{n + m} \mathbf{- 2}\).
Taking out \(a\) first has no consequence for the consideration above.
Total: \(\mathbf{n + m} \mathbf{- 2}\).

As we can see taking \(a\) out first has only an effect in case 1 . In the other two cases it doesn't matter which we take first.
As the aim is to minimise the number of operators we consider this method a good one. Furthermore we have to consider the possibility that if we have taken out a variable out of parenthesis, we can update our expectations about what variable will make the most gain now. This means that the above presentations can be reconsidered.

Assume we have p variables \(a_{\mathrm{i}}\) (i \(\varepsilon[1 . . \mathrm{p}]\) ). Variable \(a_{\mathrm{i}}\) occurs O[i] times. We take \(a_{\mathrm{m}}\) out of parenthesis:
\[
\forall \mathrm{i}: \mathrm{O}[\mathrm{~m}]\llcorner\mathrm{O}[\mathrm{i}] ;
\]

If we have taken \(a_{\mathrm{m}}\) out of parenthesis we have to consider the most frequent variable again. ( While taking \(a_{\mathrm{m}}\) out of parenthesis we have to update \(O[m]\) ). We continue this process until there are no more variables left that are considered gaining anything.
Totally we have gained at this level:
\[
\text { Gain }=\sum \text { (numberofthecurrently most frequent var) }-1
\]

In this way we each time achieve the maximal gain.

In the subterms (subexpressions) we see a new but similar expression which can be dealt with in the same way as described above.

Using this property we are assured we fulfil the goal of a maximal gain.

Note1: to use this property we have to make sure that the two subexpressions in question have to be adjacent. This is something we have to take care of in advance. We call this sorting.

Note2: we also have to satisfy the condition that the variable in question is the most right one of the expression.

Note3: To minimise the search for a matching pair of subexpression we assume a canonical form.

\subsection*{6.2. Sorting.}

As stated in the collapse-chapter we want to make two nodes, in which the same variable is present, adjacent. This means we have, in some way, shift these two nodes towards each other, and make the collapsing possible. We call this sorting. We sort out some subtrees so they become adjacent. If we want to sort, we first have to prove the property: ('op' is a symmetrical operator )
( \(a\) op b) op c:a,b, and c can appear in any order.

Proof: ( 6 possible permutations )
( a op b) op \(\mathrm{c}=(\mathrm{C}) \quad 1\)
(b op a) op c = (A) \(\quad 2\)
b op \((a \operatorname{op} c)=(C)\)
\(b\) op \((\mathrm{c}\) op a\()=(\mathrm{A}) \quad 3\)
(b op c) op \(a=(C)\)
(c op b) op a = (A) \(\quad 4\)
cop (a op b) \(=(\mathrm{C})\)
\(\mathrm{cop}(\mathrm{b}\) op a\()=(\mathrm{C}\) of 4\() \quad 5\)
a op (c op b) 6

Note that 'op' is the same operator each time.

If we have a tree of operators which are the same and if they are symmetrical operators we can sort them in any way we want using the property mentioned above. It states that we can exchange the position of two subexpression ( \(a, b, c\) in the above property ) if we want to.

This method is used to make two subexpressions adjacent, and so satisfying the condition 1 stated in the previous chapter.
This method can also be used to sort a subexpression and so satisfying condition 2 also.

Again we have to satisfy a few conditions before we can use this property.
1. - a canonical form to speed up the search through a tree and reduce the number of rules used.
2. - subexpressions are already sorted to speed up the variable match here.
3. - The variable in question must be known (chosen in advance ).
4. - We have to eliminate monadic operators as much as possible.

From all above we conclude that a canonical form is essential.

\subsection*{6.3. A canonical form.}

We want an expression as a canonical form to reduce the number of mutations of an expression, that is the number of possible forms that an expression can appear in. E.g.: \(a+b+c+d\) can be represented in several forms:
\[
\begin{align*}
& (a+b)+(c+d)  \tag{1}\\
& a+(b+(c+d))  \tag{2}\\
& ((a+b)+c)+d  \tag{3}\\
& (a+(b+c))+d  \tag{4}\\
& a+((b+c)+d) \tag{5}
\end{align*}
\]

Graphical it looks like figure 5.

figure 5

If we see the number of ' + ' as \(n\) we could express the number of mutations of a single expression, \(\mathrm{M}(\mathrm{n})\), as follows:
\[
\begin{aligned}
& M(0)=1 \\
& M(1)=1 \\
& M(n)=\sum_{p=0}^{n-1} M(p) . M(n-1-p) \quad\{\text { for }: n>1\}
\end{aligned}
\]

We see that indeed:
\[
\begin{aligned}
& \mathrm{M}(3)= \\
& \mathrm{M}(0) \mathrm{M}(2)+\mathrm{M}(1) \mathrm{M}(1)+\mathrm{M}(2) \mathrm{M}(0)= \\
& \mathrm{M}(0)\{\mathrm{M}(0) \mathrm{M}(1)+\mathrm{M}(1) \mathrm{M}(0)\}+\mathrm{M}(1) \mathrm{M}(1)+\{\mathrm{M}(0) \mathrm{M}(1)+\mathrm{M}(1) \mathrm{M}(0)\} \mathrm{M}(0)= \\
& 1 .\{1+1\}+1.1+\{1+1\} .1=5
\end{aligned}
\]


In the two figures above we see that the number of mutations is exponentially related to the number of operators. The left one is used to indicate the rapid increase as we increase the number of operators. The right one is placed to show how fast the relation increases even on a logarithmic scale.

In the example stated earlier, this means that if we could reduce this expression, we had to have at least five patterns to match this expression and rewrite it to another. This could be more if we consider the variables incompatible and so in each tree we could set a variable at four different places, giving a total number of mutations: \(5 * 4!=5!=120\). This increases even more if the total number of operators increases, so for 4 operators we already have already \(14 * 5!=1680\) possibilities, for \(5: 42 * 6!=30240\).

To reduce the number of patterns we have to match, we declare the left sorted pattern as the canonical form. This is a specially defined form in which the operators are placed in
the tree.
If we first rewrite all expressions to this form we reduce the patterns in the rulebase from that point on.

Of course the number of mutations due to the variables are still present. This number is related to the number of operators ( n ): the number of mutations due to variables is \((\mathrm{n}+1)\) !, if all variables are disjunct. This is of a smaller order then \(\mathrm{M}(\mathrm{n})\).

\subsection*{6.3.1. Left sorted canonical form.}

We now define the left sorted canonical form and refer to it as the canonical form in the future. The following definitions only apply to dyadic operators.

1 The operatortype of a lefthand side of a dyadic operator is not the same as the operatortype of the dyadic operator itself.

2 If there are any constants in a expression ( at the current level !) they have to be as far to the right as possible. This simplifies the search in a tree; we can detect a constant and skip it, remaining a constant free expression at this current level !

In the example at the beginning of the chapter, number 3 is the canonical form \((((a+b)+c)+d)\). If for example \(b\) was a constant, the canonical form would be: \((((a+c)+d)+b)^{1}\).

For an optimal effect of the main equation (collapse) we first have to expand an expression to a form that also contributes to the canonical form.

\subsection*{6.4. Expansion.}

Expand means using the distributive property to make an integer expression a 'sum' of 'products', and a register expression a 'or' tree of 'and' trees. (we do not regard XOR now because of its special characteristics and we already eliminated this operator.)

\footnotetext{
\({ }^{1}\) there are still \(3!=6\) mutations possible due to the variables asc and \(d\)
}
\[
\begin{aligned}
& (a+b) * c=(a * c)+(b * c) \\
& (a \vee b) \wedge c=(a \vee c) \wedge(b \vee c) \\
& (a \wedge b) \vee c=(a \wedge c) \vee(b \wedge c)
\end{aligned}
\]

We use these properties now from the lefthand side to the righthand side.
We immediately notice that this property used from left to right increases the number of operators by one each time. This is against the first main aim of this system.
We can defend this step by assuming that in the main collapse part the optimal solution is found. If the original expression is the optimal expression we would find this expression again as result of our system.

\subsection*{6.5. Introduction of constants.}

As we saw the collapse rulebase expects that there is at least one constant at every node. This calls for a rulebase addconst, which takes care of this problem. It is simply a rulebase which checks if there is a constant at the most right place of a subexpression and if not, it introduces a multiplication with 1 for an integerexpression and a and with 1 for a registerexpression. Note that this has the opposite effect of sort, as it introduces a constant, while sort tries to get rid of it.

\subsection*{6.6. Removing monadic operators.}

Here we encounter the first difference between an integer expression and a register expression.
In integer-expressions we only have to deal with monadic operators from the type minus, while with a register expression we come across more types of monadic operators such as not and reverse type.

\subsection*{6.6.1. Register expressions.}

In register expressions we could encounter monadic operators, which are to be removed or at least be pushed as far as possible down the tree towards the operands.
Here we assume that the register operator reverse type is already as close to the operand as possible, We can easily introduce some rules, equivalent to the not operator, to push them down as well. For the not operator type we use the "De Morgan" property, and the distributive property.
\[
\begin{array}{ll}
\neg(\mathrm{a} \text { and } \mathrm{b}) & =\neg \mathrm{a} \text { or } \neg \mathrm{b} \\
\neg(\mathrm{a} \text { or } \mathrm{b}) & =\neg \mathrm{a} \text { and } \neg \mathrm{b} \tag{2}
\end{array}
\]

We have to start at the root of an expression and work our way to the leaves, pushing the not operator out in front of us. This because the result of the current level is of great importance in the levels below.
Example:
\[
\begin{array}{ll}
\neg((\mathrm{a} \text { or } \mathrm{b}) \text { or } \mathrm{c}) & =(\text { using } 1) \\
\neg(\mathrm{a} \text { or } \mathrm{b}) \text { and } \neg \mathrm{c} & =(\mathrm{d})(\text { using } 1) \\
(\neg \mathrm{a} \text { and } \neg \mathrm{b}) \text { and } \neg \mathrm{c} . &
\end{array}
\]
(d) indicates we are going down one level, and we find the not operator again, so we use the rules again at this level.
We introduce a simple rule that takes care of multiple nots after each other using \(\mathrm{N}_{1}\).
\(\neg \neg a \quad=\mathbf{a}\)

\subsection*{6.6.2. Integer expressions.}

Monadic minus operators and also dyadic minus operators can be eliminated using the property:
\[
\begin{array}{ll}
-a & =a^{*}-1 \\
a-b & =a+b^{*}-1 \tag{2}
\end{array}
\]

Proof:
(1) is an obvious result of equation \(\mathrm{I}_{2}\).
\[
\begin{array}{ll}
\text { (2) } \begin{array}{ll}
a-b & =\left(I_{1}\right) \\
a+-b & =\left(I_{2}\right) \\
a+b^{*}-1 &
\end{array}
\end{array}
\]

It doesn't matter at which point we start ( root or leaves) as long as we check each part of the tree, because the result of this step is not used in a lower or higher level as is not so with the register expression.
If we start at the root, and we see a monadic operator, type minus, we use equation (1) to transform it. We then get an expression (called a in (1)), which has to be processed, and a constant expression -1 , which is not processed. We see that even if we encounter:
-a , we only see \(-(\mathrm{b})\), with \(\mathrm{b}=-\mathrm{a}\), so:
\(b^{*}-1 \quad\left(=-a^{*}-1\right)\) and then one level down:
(a*-1)*-1.
This multiplication of \(-1^{*}-1\) will be dealt with later, in the sort part, so we leave it for now, but can mention that it is simply reduced to 1 .

\section*{7. Possibilities for implementation .}

We will now, as part of the implementation, first handle the problem of ordering a rulebase, which is a significant problem for rulebase design and implementation. We will then proceed investigating the order of the rulebases themselves.
This gives a method we can use to implement rules in a rulebase. We will do so with the rules we already found in the theoretical part, in the order in which they appear in the process of expression reduction.

\subsection*{7.1. How to order the rulebase.}

We wonder if there is a mechanism for ordering a rulebase or at least describe a method of ordering a rulebase.

As we recall, the rulebase is sequential scanned until we have a match of the lefthand side of a rule and transform it to the righthand side of the same rule. After that we continue to scan the rulebase from the next rule on ( sometimes we don't, so skip the rest of the rulebase, but that is an exception).

\subsection*{7.1.1. Definitions.}

A rulebase has the following specialties in it:
- Mostly, the lefthand sides ( \(s_{i}\) ) of all the rules are disjunct to each other.
- If we have two rules \(r_{i}\) and \(r_{j}\) then if \(i<j\) this indicates that rule \(r_{i}\) will be placed before \(r_{j}\) in the rulebase.
This results in:
Rulebase ORDERED \{
\(\mathrm{S}_{\mathrm{i}}\)
\(\rightarrow t_{i}\)
( \(\mathbf{r}_{\mathrm{i}}\) )
\(\mathrm{s}_{\mathrm{i}} \quad \rightarrow \mathrm{t}_{\mathrm{j}}\)
( \(\mathrm{r}_{\mathrm{j}}\) ) )

We notice:
- If an expression matches \(s_{i}\) the expression is rewritten to a form of \(t_{i}\).
- If an expression matches \(s_{j}\), this could be the result of the expression itself which had the proper form as it entered the rulebase or rule i has transformed the expression so that it now can match rule \(j\).
The connection between these two rules is obvious. If \(r_{i}\) produces a form that will match \(s_{j}\) or a subexpression of \(s_{j}\) this rule must be placed first.
For example:
Rulebase EXAMPLE1 \{
\[
\begin{array}{ll}
-a & \rightarrow a \\
a+(b+c) & \rightarrow(a+b)+c \tag{2}
\end{array}
\]

Rules (1) and (2) are disjunct. The question is why do we have to place (1) before (2). First we see that if expressions \(a, b\) or \(c\) in (2) are of the form ( -a ) we still match rule (2) so this is NOT the reason (1) is placed before (2).
(1) Is placed before (2) for the part \((b+c)\) that could be of the form: \(-(b+c)\) which will be handled by (1) so it is matched by (2), so an expression like 'a \(+-(b+c)^{\prime}\) will be handled correctly. Note that rule (1) is used in a different (lower) level then (2). We thus have to use this rulebase bottom-up, working an expression form the leaves to the root, or in expressionterms form the inner parenthesis to the main expression.
As an example we want to investigate a simple rulebase used to push down the NOT operator to the operands as much as possible. The rules use in this rulebase are: ( C stands for a constant )
\begin{tabular}{ll}
\(\neg \neg a\) & \(\rightarrow a\) \\
\(\neg(a+b)\) & \(\rightarrow \neg a * \neg b\) \\
\(\neg(a * b)\) & \(\rightarrow \neg a+\neg b\) \\
\(a * 111 .\). & \(\rightarrow a\) \\
\(a+111 .\). & \(\rightarrow 111 .\). \\
\(a * 000 .\). & \(\rightarrow 000 .\). \\
\(a+000 .\). & \(\rightarrow a\) \\
\(C * a\) & \(\rightarrow a * C\) \\
\(C+a\) & \(\rightarrow a+C\) \\
\(C+C\) & \(\rightarrow C\) \\
\(C * C\) & \(\rightarrow C\) \\
\(\neg C\) & \(\rightarrow C\)
\end{tabular}
(10) (C on RHS is evaluated C)
(11) (C on RHS is evaluated C)
(12) (C on RHS is evaluated C)

Note: the list order is arbitrary.

We can divide a pattern in subpatterns like:
\[
\begin{array}{rlr}
s_{i} & s_{i 1} * s_{i 2} & \text { or } \\
& s_{i 1}+s_{i 2} & \text { or } \\
& \neg s_{i 1} &
\end{array}
\]
\[
\text { E.g.: } \begin{aligned}
& s_{1}=\neg a ; s_{11}=\neg a ; s_{111}=a .\left(\text { note: } s_{111}=t_{1}\right) \text { so } \\
& s_{1}=\neg s_{11}=\neg \neg s_{111} . \\
& s_{2}=\neg(a+b) ; s_{21}=a+b ; s_{211}=a, s_{212}=b \text { so } \\
& s_{2}=\neg s_{21}=\neg\left(s_{211}+s_{212}\right) .
\end{aligned}
\]

We introduce an other definition here: \(s_{i}=s_{j 00 . .}\). supplementing the number of zeroes to the number of levels ( in the expression/pattern ) minus 1. So:
\(s_{100}=\neg s_{110}=\neg \neg s_{111}\). In this way it's easier to indicate the level we are operating. If the index is smaller than another we are in a higher level than the other. So the smaller the index, the higher the level will be.

\subsection*{7.1.2. The problems.}

We have to distinguish two problems here.
1. In which order do we place the rules in the rulebase?
2. Which level is dealt with first ?

The second problem is a question whether to use a bottom-up or a top-down method. Bottom-up: we start at the leaves, work our way to the root, so the lowest level is dealt with first. In concreto this means, subpatterns with a higher index are dealt with first. Top-down is the other way around. Here the subpatterns with the lowest index are dealt with first. The only problem now is which method do we use.

The first problem is more complicated. We have to recognize if a consequence of one rule on another is in this level, in a level below, or in a level above ( a higher level). A problem is that some rules only strip things off, but do not alter the expression basicly, e.g., rule (1) only strips off the two not operators, but leaves the rest of the expression intact. We could consider leaving this rule, as we come to the 'a' part two levels down anyway (as indicated by \(s_{111}=t_{100}\) ). The problem lies in the consequences for this step in rule (2). If \(s_{111}\) is of the form \(s_{210}\) then one level down we get a match on rule (2) so an expression like \(\neg \neg(a+b)\) will be transformed to \(\neg(\neg a * \neg b)\), if rule (1) used it will become (a+b) directly, which we can not guaranty if we use an other order in these rules. So we have to consider the possibility that if this rule is not used (first), what rules will be used, even at another level.

\subsection*{7.1.3. Dependencies.}

We see the problem is very complex. We will try to make a matrix, of the effects of some rules over others.
We have some possibilities.
-1 Effect of rule is in the current level, on other rule. \(x\)
-2 Effect of rule is on a Lower level, on other rule.
L
-3 Effect of rule is on a Higher level, on other rule.
H
-4 Possible use of another rule on another level \(\mathrm{p}[\mathrm{x} \mid \mathrm{L} / \mathrm{H}]\)
-5 Warning: rule could result in an Endless loop !
E
-6 Hazard: master rule could match something directly as does slave Z -7 No effect on other rule.

We could express these possibilities in mathematical terms, using the \(\rightarrow_{\text {match }}\) relation. This special relation tries to match a pattern on another pattern. We have defined a method to match expressions on patterns but we now see these patterns as an expression. To indicate the difference we use the \(\rightarrow_{\text {match }}\) operator \({ }^{1}\).
\(x: \quad s_{j} \rightarrow_{\text {match }} \quad t_{i}\) (will only be of influence for top-down.).
\(\quad\) but not \(s_{j} \rightarrow_{\text {math }} s_{i}\).
\[
\begin{aligned}
& \mathrm{pL}: s_{\mathrm{j}} \rightarrow \rightarrow_{\text {match }} \\
& \mathrm{s}_{\mathrm{j}} \rightarrow \mathrm{~s}_{\mathrm{i} 1}\left|\mathrm{~s}_{\mathrm{i} 2}\right| \mathrm{s}_{\mathrm{i} 3} . . \text { and no }{ }^{\prime} \mathrm{x}^{\prime} . \\
& s_{\mathrm{k}}(\mathrm{i}<k<i+100 . .) \text { and no }{ }^{\prime} x^{\prime} .
\end{aligned}
\]
\[
\mathrm{pH}: \mathrm{s}_{\mathrm{j} 1}\left|\mathrm{~s}_{\mathrm{p}_{2}}\right| \mathrm{s}_{\mathrm{j} \beta} . . \rightarrow_{\text {match }} \mathrm{t}_{\mathrm{i}} \text { and no }{ }^{\prime} \mathrm{x}^{\prime} .
\]
\[
s_{k} \rightarrow_{\text {match }} \quad t_{i}(j<k<j+100 . .) \text { and no }{ }^{\prime} x^{\prime} .
\]
\[
\begin{aligned}
& \mathrm{L}: \mathrm{s}_{\mathrm{j}} \rightarrow_{\text {match }} \\
& \mathrm{s}_{\mathrm{i}} \mathrm{t}_{\text {match }}\left|\mathrm{t}_{\mathrm{i} 2}\right| \mathrm{t}_{\mathrm{i} 3} \cdots \\
& \mathrm{t}_{\mathrm{k}}(\mathrm{i}<\mathrm{k}<\mathrm{i}+100 . .) .
\end{aligned}
\]
\[
\begin{aligned}
\mathrm{H}: \mathrm{t}_{\mathrm{i}} & \rightarrow \rightarrow_{\text {match }} \quad \mathrm{s}_{\mathrm{j} 1}\left|\mathrm{~s}_{\mathrm{i} 2}\right| \mathrm{s}_{\mathrm{j} 3} \ldots \\
\mathrm{t}_{\mathrm{j}} & \rightarrow \rightarrow_{\text {match }}
\end{aligned} \quad \mathrm{s}_{\mathrm{k}}(\mathrm{j}<\mathrm{k}<\mathrm{j}+100 . .) .
\]
\[
\mathrm{E}: \mathrm{s}_{\mathrm{i}} \rightarrow_{\text {could match }} \quad \mathrm{t}_{\mathrm{j}} \text { and } \mathrm{s}_{\mathrm{j}} \rightarrow \rightarrow_{\text {could match }} \quad \mathrm{t}_{\mathrm{i}} \text {. }
\]
\[
\mathrm{Z}: \mathrm{s}_{\mathrm{i}} \rightarrow_{\text {match }} \quad \mathrm{s}_{\mathrm{j}} \text { and } \mathrm{s}_{\mathrm{i}} \quad \rightarrow_{\text {no match }} \quad \mathrm{s}_{\mathrm{i}}
\]

We could encounter combinations of these possibilities.

If we order the rules so that a dependent rule is used after the master rule, we get an ordered rulebase. In the matrix the xs have to be under the diagonal, e.g., if rule (3) is master over (4) ( 4 dependant of 3 ) we mark the place in the matrix ( 4,3 ) with a \(x\) ( under \((3,3)\) ). The situation could occur that an \(x\) is on the diagonal, which indicates that a certain rule is dependant on itself. The rule could then be constructed to call upon itself until no match occurs any more, e.g., rule (1) is such a case: \(s_{111}=t_{1}\), which indicates that an expression like 'רחרחרa' will be handled in two steps of rule (1) resulting in 'a'. The problem here is that if we use this rule bottom-up, we encounter ' \(\neg \rightarrow a^{\prime}\) first (part of 'רדררי' ), rewrite it to 'a' and later, two levels up, we encounter ' \({ }^{\prime} a^{\prime}\) again rewriting it to ' \(a\) '. We see here that the strategy ( bottom-up / top-down ) has influence on the rulebase.

If we have a \(L\) in the matrix this indicates that this master rule could result in a match on a lower level, on that particular dependent rule, so the rulebase for the master rule should
be used in the top-down method, to give the opportunity to match the dependent rule, e.g., rule (2) rewrites an expression like \(\neg(\neg a+b)\) to ( \(\left.\neg \neg a^{*} \neg b\right)\). Now we can use rule (1) one level down on the \(\neg \neg\) a part to rewrite it to \(\mathrm{a}^{*} \neg\) b. Thus rule (2) used before (1) makes it possible to use rule (1) in a lower level, so indicated by an \(L\) at \((1,2)\).

If an \(\mathbf{H}\) occurs in the matrix this is a result of a master rule making it possible to use the dependent rule on a higher level, so this master rule should be used in the bottom-up method, so the master rule will be used before the dependent rule in a lower level, e.g., rule (5) produces a 111... string which in its turn can be used in rules (4) and (5) again, which is one level higher again. We indicate this with an H in the matrix.

All the entries with a ' \(\mathrm{p}[\mathrm{L} \mid \mathrm{H}]^{\prime}\) have to be in the same method. So if at \((2,1)\) there is a ' pL ' in the matrix, this indicates that 1 must be performed in the same top-down sweep as 2 , because if 1 is not used before 2 at this level, so in the same sweep, 2 could be used in a level down, before 1 at this level in the bottom-up sweep, e.g., an expression like \(\neg \neg(a+b)\), we first use rule (2) (after on level down step) so we get \(\neg\left(\neg a^{*} \neg b\right)\). Note we didn't encounter rule (1) because we get that one on the way back (bottom-up). To bring this one to a good end we have to use rule (3) again one level up, getting \(\neg \neg a+\neg-\square\) and now we can use rule (1), again one level down and resulting in \(a+b\). We thus have a very weird run, up and down level, several times to bring this one to a good end.

The \(E\) is a special case only to indicate that a rule is dangerous if we use it to call a rewrite, e.g., rule (8) and (9) are never ending if they call themselves on an expression like \(110+010\) or \(101^{*} 011\).

A hazardous situation occurs if two source patterns are almost alike, e.g., 'a + const' and ' \(a+1^{\prime}\). The target pattern doesn't even care in those cases. Here ' \(a+1^{\prime}(=i)\) will match on 'a + const' (=j). If we thus place rule \(j\) before \(i\) we get a situation that an expression like in rule \(i\) will not be handled, because rule \(j\) does all the rewriting, and so, assuming that the rule completely alters the expression, puts rule i out of business.

To get a good understanding of these indications some of them are represented as graphs for the dependencies of the first 3 rules, as they are the main rules of the rulebaseexample:

figure 8 : Original rules

figure 10 : Higher dependencies

figure 9 : Possible dependencies

figure 11 : Lower dependencies

As an example to explain the graphs we look at figure 10 (higher dependencies). We see with rule 3 that the \(\mathrm{s}_{310}\) part is marked. The text at the right corner of the rules states H 2 . This means that the \(t_{200}\) part matches the \(\mathrm{s}_{310}\), so there is a higher dependency of rule 2 in 3. This is then indicated by an H on the \((3,2)\) spot.

For another example we look at figure 11 ( lower dependencies). Here, in rule 2 the \(t_{211}\) part is marked. The indication is L3. This means that \(\mathrm{s}_{300}\) will match \(\mathrm{t}_{211}\) and so cause a L on the \((3,2)\) spot also indicating a lower dependency.

Note that the definitions of the indications are limited. We do not look at the \(\mathrm{s}_{221}\) part (' \(\mathrm{a}^{\prime}\) ) as this indicates a 'an expression' type that will match anything. The only exception is the case if the ' \(a\) ' is the only part of a pattern. Therefore rule 1 is a special case and the \(t_{1}\) is used in indication. We didn't make a figure of this case as it is obvious that ' \(\mathrm{a}^{\prime}\left(\mathrm{t}_{1}\right)\) will match anything.
We will make a indication table of these first tree rules.
\begin{tabular}{||c||c|c|c||}
\hline \hline\(j \downarrow, i \rightarrow\) & 1 & 2 & 3 \\
\hline \hline 1 & x & & \\
& L & L & L \\
\hline 2 & x & & L \\
& L & L & H \\
\hline 3 & x & L & \\
\hline & L & H & \\
\hline
\end{tabular}

We first notice that in all the cells, there is an L. This suggest strongly that we use a topdown method for the 3 rules. Further are they at least downwards dependant on each other which indicates that it is a good idea to put them together in one rulebase, top-down method.

As we can see in the rule 1 column, this rule is dependant on all the others, including itself, and has therefore be implemented as a recursive rule. It calls upon itself provided that it makes a match. After that the expression no longer has the form of \(s_{1}\) and so we can continue. We can now erase the xs form the table.

The possible rules are done before the lower level, so they can be erased also.
\begin{tabular}{|c||c|c|c||}
\hline\(j \downarrow, \mathrm{i} \rightarrow\) & 1 & 2 & 3 \\
\hline \hline 1 & L & L & L \\
\hline 2 & L & L & LH \\
\hline 3 & L & LH & L \\
\hline
\end{tabular}

Rule 2 could give erase to a hit on a higher level for rule 3, as rule 3 also does on rule 2, but this could only be possible if the original expression looks like \(\neg \neg(a v b)\). This \(\neg\urcorner\) part
however is handled by rule 1 , so it never occurs. We can not get this in the table. We, humans, have to decide this. We can see that this gives reason to the assumption that this procedure is not to be automated yet.
We will try to reconstruct an expression which will cause all this trouble. \(\mathrm{H}(2,3)\) is a result of a rewrite of \(s_{3} . s_{3}\) is rewritten to \(t_{3}\) which will match \(s_{21}\). We have thus \(s_{3} \rightarrow\left[t_{3} \rightarrow\right.\) match \(\left.s_{21}\right]\), and \(s_{2}=\neg s_{21}\), and so \(s_{2} \approx \neg t_{3}\) and concluding: \(s_{2} \leftarrow \approx \neg s_{3}=\neg\left(\neg\left(a *\right.\right.\) b)) (which will match \(s_{1}\), so it doesn't occur).
We will refer to this procedure as backtracking, as it is used after we have taken a decision about the method (top-down / bottom-up).
We can now erase the Hs from the table as they are not applicable any more. We get a clean rulebase, only Ls in the table, so it is OK to use this rulebase, top-down, all rules together in one rulebase. Sometimes it could be possible that some of the Hs stay in the table. To avoid applying the rulebase over and over again, we can suggest two possible solutions:

1 Use some rules on the way backup (bottom-up method).
2 Introduce a rule which takes care of this particular situation.
This second solution could, however, alter the entire rulebase, which is not always desired. In every case we have to repeat the whole procedure of making a table, to construct the final rulebase.

We will now look at the backtracking part again.
For this purpose we will introduce a new definition here. We can for every rule define an area in the expression space \(E\) in which all the expressions are situated which may be offered to the rule. This part of the expression space we call the input expression space IES. After a rule there could be areas which are no longer present after the rule. We call this the output expression space OES.
We saw that some rules make the input space smaller, that is some expressions do no longer exist at the current level after we have applied a certain rule. This shows as we look at rule 1 of the example. The IES before this rule can be denoted as \(E\) the whole expression space. After rule 1 ( recursively !) we have thus an OES of \(E /\{\neg \square a\}\), that is the original expression space without an expression that will match \(\neg \neg\) a. We have to note that this is at the current level !
We thus see that after rule 1 we have an IES for rule 2 which is the output space of rule 1: \(E /\{\neg \sim a\}\).

After 2 we thus have \(E /\{\neg \neg a, \neg(a+b)\}\), after \(3 E /\left\{\neg \neg a, \neg(a+b), \neg\left(a^{*} b\right)\right\}\).
Using backtracking we can find an input expression that causes the H in the dependency table namely \(\neg \neg\left(\mathrm{a}^{*} \mathrm{~b}\right)\) which, as is now obvious, not in the input expression of rule 2 and 3. We can therefore wipe out the Hs in the table.

Note that the above is only permitted if we already have determined the order of the rules. We use backtracking to confirm our choice of top-down. If for some reason we don't get to a conformation we thus have to reconsider our choice we made, or introduce a rule that will take care of this situation. As a result of introducing a new rule we have to start the whole process over again.

We are now using all the rules from the example and try to construct a rulebase. We have to note that all the above steps represent an enormous amount of time, but we have filled the table any way.
We shuffle the rule order to get a nonprejudiced matrix. We then are going to sort the matrix. Sorting is done as follows:
We start with a top-down design. We can now forget the Hs in the matrix as we do not have the possibility to use these dependencies in any way.
We first make a dependency vector diagram. Here the arrows indicate a dependency. A pL indicates we have to use the source rule of the arrow before the target rule, because else the target rule will hit first, not giving the source rule a chance to do its job as we want it to.

Rules which have their whole column filled with xs we mark with a square, because in top-down, we have to call them recursively. We can then forget the whole column of xs and so simplify the vector diagram. We just can start with any rule, and work our way trough. After we have made the draft diagram, we rearrange it so we can draw some conclusions from it.

We can then rearrange the matrix according to the diagram.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline j \(\downarrow\), i \(\rightarrow\) & 9 & 12 & 4 & 8 & 7 & 5 & 3 & 6 & 2 & 11 & 1 & 10 \\
\hline 9 & N & HpH & x & & x & H & & H & pL & HpH & x & HpH \\
\hline 12 & H & HpH & x & & x & H & L & H & L & HpH & x & HpH \\
\hline 4 & & pH & x & x & x & HpH & pL & & & pH & x & pH \\
\hline 8 & & HpH & x & N & x & H & pL & H & & HpH & x & HpH \\
\hline 7 & x & pH & x & & x & & & HpH & pL & pH & x & pH \\
\hline 5 & x & pH & x & & x & HpH & & & pL & pH & x & pH \\
\hline 3 & & & x & H & x & & L & & HL & & x & \\
\hline 6 & & pH & x & x & x & & pL & HpH & & pH & x & pH \\
\hline 2 & H & & x & & x & & HL & & L & & x & \\
\hline 11 & & HpH & x & & x & H & pL & H & & HpH & x & HpH \\
\hline 1 & & & x & & x & & L & & L & & x & \\
\hline 10 & & HpH & x & & x & H & & H & pL & HpH & x & HpH \\
\hline
\end{tabular}

First we have to determine which rules are used top-down, and which are used bottomup. If a rule has a L on its diagonal, this indicates that the rule has some dependency of itself on a lower level. It is therefore logical to use this rule in a top-down method. On the other hand, if a rule has an H on its diagonal, this means it is best used in a bottom-up method.

A rule with a x on its diagonal, and mostly along the whole column, indicates a dependency on the current level and therefore the rule has to be used recursively anyway.
We therefore clear this column of its xs , as we reconstruct the rule with such a recursive rewrite command, instantaneously.
We now have tree groups of rules, \(A\) for top-down, \(B\) with bottom-up, and \(C\) for which we don't know (yet).
In the example we get:
\(A: 2,3\); B: 5,6,10,11,12 ; C: 1,4,78,9
p indicates rule p being recursive. The reason for this special case is because this rule
strips off two levels of an expression, and by doing so it skips the part of the matching process before it. It in a way steps into a 'new' level, e.g., (rule 1) a is match as
 matched by all predecessors and so a part could be missed as we see in this example. If we use the bottom-up method we match from the inner part to the outer. We could find thus \(\neg \neg\) a first not even knowing that the expression still holds two not operators above it. Now the expression is processed properly. As we have already placed this rule in the topdown part, we only have the solution of a rewrite command. This could be fairly local as this rule (1) is the only rule to be called again.
As we can see in the table, rules 2 and 3 are dependent on rule 1 , indicated by the \(L\) on the row of rule 1 , on a lower level. Further, the pL on the column of rule 1 indicates that rule 1 must be performed before rules 2 and 3 on a higher level. Concluding that rule 1 belongs to group \(A\).
We have to notice the special rule 12 , which is lower and higher dependent on some other rules. We therefore place this rule twice. One in group \(A\) and one in group \(B\).
From the xs in the columns of rule 8 and 9 , we see that rules \(4,5,6\), and \(\underline{\mathbf{Z}}\) are dependant so, rules 8 and 9 must be before them. No further restrictions are made to these two rules. We can put them either in group \(A\) or ( at the beginning of ) group B. Placing them in group \(B\) automatic places \(\underline{4}\) and \(\underline{7}\) also in \(B\) as they must be after 8 and 9 . This has the advantage that rule \(\underline{4}\) and \(\underline{7}\) don't have to be recursively rewritten because the ' \(a\) ' part of the rule was already processed (bottom-up method). This in turn could speed up the rewrite process, as the number of recursive rewrites diminishes.
We get now thus:
A: 1,2,3,12. ; \(B: 4,5,6,7,8,9,10,11,12\); \(C:\) empty.

As we remember we can split a rulebase in a top-down and a bottom-up part, using the recursive rewrite command. We now have thus a \(A\) group (top-down) and a \(B\) group ( bottom-up ). We can so reorder the table correspondingly.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & 1 & 2 & 3 & 12 & 8 & 9 & 4 & 5 & 6 & 7 & 10 & 11 & 12 \\
\hline 1 & x & L & L & & & & x & & & x & & & \\
\hline 2 & x & L & HL & & & H & x & & & x & & & \\
\hline 3 & x & HL & L & & H & & x & & & x & & & \\
\hline 12 & x & L & L & HpH & & H & x & H & H & x & HpH & HpH & HpH \\
\hline 8 & x & & pL & HpH & N & & x & H & H & x & HpH & HpH & HpH \\
\hline 9 & x & pL & & HpH & & N & x & H & H & x & HpH & HpH & HpH \\
\hline 4 & x & & pL & pH & x & & x & HpH & & x & pH & pH & pH \\
\hline 5 & x & pL & & pH & & x & x & HpH & & x & pH & pH & pH \\
\hline 6 & x & & pL & pH & x & & x & & HpH & x & pH & pH & pH \\
\hline 7 & x & pL & & pH & & x & x & & HpH & x & pH & pH & pH \\
\hline 10 & x & pL & & HpH & & & x & H & H & x & HpH & HpH & HpH \\
\hline 11 & x & & pL & HpH & & & x & H & H & x & HpH & HpH & HpH \\
\hline 12 & x & L & L & HpH & & H & x & H & H & x & HpH & HpH & HpH \\
\hline
\end{tabular}

We now have to sort the groups \(A\) and \(B\) so they behave as we expect of the rulebase. Group \(A\) : Rule 1 is recursive rewritten so we can forget about the \(x\) in that column. Also the xs in column 4 and 7 are not important for this group now. The Hs in the row of rule 12 are taken care of by using rule 12 twice.
The rules have no dependencies and so the rules may be mixed in order providing they stay in group \(A\).

Group B: Here we can also disregard the xs on the columns 1,4 and 7 as they are no longer effective (in a bottom-up method the dependencies are no longer important as mentioned before). The rules 8 and 9 must be before \(4,5,6\) and 7 as we have seen before. This is also confirmed by the fact that the xs are under the diagonal. The only problem now is that the rules 10 and 11 have possibilities on rules \(8,9,4,5\), and 7 . We therefore place these two rules before \(8,9,4,5,6\) and 7 . This results in the final table.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & 1 & 2 & 3 & 12 & 10 & 11 & 8 & 9 & 4 & 5 & 6 & 7 & 12 \\
\hline 1 & x & L & L & & & & & & x & & & x & \\
\hline 2 & x & L & HL & & & & & H & x & & & x & \\
\hline 3 & x & HL & L & & & & H & & x & & & x & \\
\hline 12 & x & L & L & HpH & HpH & HpH & & H & x & H & H & x & HpH \\
\hline 10 & x & pL & & HpH & HpH & HpH & & & x & H & H & x & HpH \\
\hline 11 & x & & pL & HpH & HpH & HpH & & & x & H & H & x & HpH \\
\hline 8 & x & & pL & HpH & HpH & HpH & N & & x & H & H & x & HpH \\
\hline 9 & x & pL & & HpH & HpH & HpH & & N & x & H & H & x & HpH \\
\hline 4 & x & & pL & pH & pH & pH & x & & x & HpH & & x & pH \\
\hline 5 & x & pL & & pH & pH & pH & & x & x & HpH & & x & pH \\
\hline 6 & x & & pL & pH & pH & pH & x & & x & & HpH & x & pH \\
\hline 7 & x & pL & & pH & pH & pH & & x & x & & HpH & x & pH \\
\hline 12 & x & L & L & HpH & HpH & HpH & & H & x & H & H & x & HpH \\
\hline
\end{tabular}

We note also that all ps are also below the diagonal as are all the xs and thus the problem is solved. Further we have all the Ls in the top-down part (1-12) and all the Hs in the bottom-up part (12-7), so this criterion is satisfied as well.

As a result we thus get the following rulebase: rulebase EXAMPLE1:
\{
\begin{tabular}{ll}
\(\neg \neg a\) & \(\rightarrow\) REW \(a\) \\
\(\neg(a+b)\) & \(\rightarrow \neg a * \neg b\) \\
\(\neg(a * b)\) & \(\rightarrow \neg a+\neg b\) \\
\(\neg C\) & \(\rightarrow C\)
\end{tabular}
(1)
(2)
(3)
(12) (C on RHS is evaluated C)

RECURSIVE_REWRITE
\(\mathrm{C}+\mathrm{C} \quad \rightarrow \mathrm{C}\)
\(C * C \quad \rightarrow C\)
(11) (C on RHS is evaluated C)
\(\mathrm{C}^{*} \mathrm{a} \quad \rightarrow \mathrm{a} * \mathrm{C}\)
(8)
\(C+a \quad \rightarrow a+C\)
(9)
a*111.. \(\rightarrow\) a
(4)
\(a+111 . . \rightarrow\) 111..
(5)
a * \(000 . . \quad \rightarrow 000\).
(6)
\(a+000 . . \quad \rightarrow a\)
\(\neg \mathrm{C} \quad \rightarrow \mathrm{C}\)
(
(12) (C on RHS is evaluated C)
\}

\subsection*{7.2. Global Rulebase ordering.}

If we want to order the rulebases, we have to use more or less the same rules as ordering the rulebase internally. Every rulebase can be described as a simple description, with an input expression space (IES) and an output expression space (OES).
For every rulebase there is an input condition, which could be described as an input expression space. We thus have to meet this input condition of the input expression space of the rulebase.

As we look for example at the push-not-rulebase, we see it lacks input conditions, or at least non that can be overcome easily, \(e \varepsilon E \mid e=\) registerexpression. Therefore we could place this rulebase anywhere in the master rulebase, and call it on the only condition that the expression is of the registerexpression type. The output expression space however is in the area where there is no not-operator before another operator. The only thing after an not-operator is an operand or a constant. The output expression space also shows this: \(E /\left\{\neg \neg a, \neg\left(a^{*} b\right), \neg(a+b)\right.\),integerexpression \(\}\).

For every rulebase we could set up a set of expression spaces, one for input, one for output.

\section*{Masterrulebase:}

IES: E.
OES: E.
We see that for the masterrulebase there are no limitations.

PushNotRulebase:
IES: \(\quad E /\) (integerexpression.).
IES: \(\quad E /\left\{\neg \neg a, \neg\left(a^{*} \mathrm{~b}\right), \neg(\mathrm{a}+\mathrm{b})\right.\), integerexpression. \(\}\).
As we already knew, this rulebase only limits the expression space more as preparation for other rulebases.

PushMinusrulebase:
IES: \(\quad E /\) [registerexpression.\}.
IES: \(\quad E /\{-\mathrm{a}, \mathrm{a}-\mathrm{b}\), registerexpression. \(\}\).
Also here we have a rulebase that only limits the expression space for further rulebases.


ExpandRulebase:
IES:
\(E /\left\{\neg \neg a, \neg\left(a^{*} \mathrm{~b}\right), \neg(a+b),-a, a-b\right\}\).
OES: \(\quad \operatorname{IES} /\left\{(a+b)^{*} c, a^{*}(b+c),(a\right.\) or \(b)\) and \(c, a\) and \((b\) or \(\left.c)\right\}\)

\section*{SortRulebase:}

IES:
\(E /\left\{\neg \neg a, \neg\left(a^{*} b\right), \neg(a+b),-a, a-b,(a+b)^{*} c, a^{*}(b+c),(a\right.\) or \(b) a n d c\),
\(\quad a\) and \((b\) or \(c)\}\)

OES: IES / \{a op(b op c), C op a,(a op C)op b, C op C \}
\{note : op is still a symmetrical operator\}
As we can easily see we are still narrowing the expression space. We work to a canonical form.

We now come to a rulebase Subsort which is a rulebase that can not be described with these parameters. This is due to the use of a algorithm that can not be described as a rulebase we defined.

We will however try to characterise it with an OES, but this can not cover all the possibilities. We will indicate this.
\(\mathrm{IES}_{\text {Subsort }}=\mathrm{OES}_{\text {Sort }}\)
\(\mathrm{OES}_{\text {Subsort }}=\mathrm{OES}_{\text {sort }} /\left\{\mathrm{a}^{\prime}+\mathrm{b}+\mathrm{a}^{\prime}\right\}\) (' marks the busy variable ).
note that description is this is not complete.

We indicate that if there were two busy variables in an expression and they could be placed in such a way that they could be adjacent, they would have been. An expression like \(a^{\prime}+b+a^{\prime}\) would therefore not be in the \(O E S_{\text {subsort }}\) Also an expression like \(a^{\prime}+b+c+a^{\prime}\) would not be in it. We could think of thousands of other expressions which would not be in the \(\mathrm{OES}_{\text {suboort }}\) It is thus not possible to describe them in a way as we did before.
It is therefore also not possible to describe the whole rulebase in terms of expression spaces. The rulebase selects parts of an expression which are to be treated with an specially designed algorithm that will be discussed later.

As the \(\mathrm{OES}_{\text {subsort }}\) could not be described, the \(\mathrm{IES}_{\text {simplify }}\) and \(\mathrm{IES}_{\text {boolalg }}\) could also not be described as they follow upon the subsort rulebase.
The OES of both these rulebases could be described in words: " If the rulebases use all
their possibilities, there will only be one reference of a variable in the expression \({ }^{1 "}\). There are of course expression for which this is not true, e.g., (a*b)+(b*c)+(c*a) will only come to: \(a^{*}(b+c)+\left(b^{*} c\right)\). That is why we used: 'all their possibilities'.

As we can see it is impossible to describe the IES and OES clearly. We will therefore only indicate them as well in words.
It is easy to see that:
\[
\mathrm{IES}_{\text {simplify }}=\mathrm{IES}_{\text {boolalg }}=\mathrm{OES}_{\text {subsort }}
\]

This is only partly true as simplify only deals with integer expressions and boolalg only deals with register expressions.
\(\mathrm{OES}_{\text {simplify }}=\mathrm{OES}_{\text {boolalg }}\) with the same restrictions as with the IES.
The OES holds only expressions with the least number of operators which is possible to achieve with the used method.

\subsection*{7.3. Constructing a rulebase for minus reduction.}

We have to construct a rulebase for minus operator reduction ( to zero !).
The used properties are:
\[
\begin{array}{ll}
-\mathrm{a} & =\mathrm{a}^{*}-1 \\
\mathrm{a}-\mathrm{b} & =\mathrm{a}+\mathrm{b}^{*}-1
\end{array}
\]

So the rules we want to use first are:
\(-\mathbf{a} \quad \rightarrow \mathrm{a}^{*}-1\)
a-b
\(\rightarrow a+b^{*}-1\)
(2).

Resulting in a table like:
\begin{tabular}{||c||c|c||}
\hline\(j \downarrow, \mathrm{i} \rightarrow\) & 1 & 2 \\
\hline \hline 1 & - & - \\
\hline 2 & - & - \\
\hline
\end{tabular}

1 note that this is only true for expressions for which this is possible anyway.

From the table we conclude that there are no dependencies here so we simply construct the table as we like, e.g., top-down:
\begin{tabular}{llll}
-a & \(\rightarrow \mathrm{a}^{*}-1\) & ( orient ) \\
\(\mathrm{a}-\mathrm{b}\) & \(\rightarrow \mathrm{a}+\mathrm{b}^{*}-1\) & ( orient ) \\
REWRITE,CURRENT. & & ( recurs the tree )
\end{tabular}

Here we have an example of not following the rules for deducting a rulebase defined by Knuth and Bendix'70 (see H.Aït-Kaci \& M.Nivat p39 [19]). The orient inference rule (1) states \(s>t\). In both cases of the above properties this is not true. Nevertheless we construct the rule, keeping in mind, that if this expression is still present at the end of the process, we have to reverse the process. So implode minus introduces the following rules:
\[
\begin{align*}
& a^{*}-1 \\
& a+b^{*}-1  \tag{5}\\
& a^{*}-1+b \tag{6}
\end{align*}
\]
\[
\begin{aligned}
& \rightarrow-a \\
& \rightarrow a-b \\
& \rightarrow b-a
\end{aligned}
\]
(4).

Resulting in the following table.
\begin{tabular}{|c||c|c|c||}
\hline \(\mathrm{j} \downarrow, \mathrm{i} \rightarrow\) & 4 & 5 & 6 \\
\hline \hline 4 & - & pL & pL \\
\hline 5 & - & - & - \\
\hline 6 & - & - & - \\
\hline
\end{tabular}

The only thing we have to be sure of is that rule 4 is used at a certain level before 4 and 6 on a lower level. The simplest solution is to use them top-down:
\(a^{*}-1\)
\(\rightarrow-\mathrm{a}\)
( orient )
(4).
\(a+b^{*}-1\)
\(\rightarrow \mathrm{a}-\mathrm{b}\)
( orient)
\(\mathrm{a}^{*}-1+\mathrm{b}\)
\(\rightarrow \mathrm{b}-\mathrm{a}\)
( orient)
(6).
REWRITE,CURRENT.
( recurs the tree )
(7).

Note we have to use more rules here. Rule (6) is for a special case: if the -1 part is contained in the most left part of an expression.

Rule (6) is a result of rule (5) and the commutative property. We could deduce this rule also from a simplify step using Knuth and Bendix'70 [19].

We could change the order of the rules here a bit. For instance we could place rule (6) after (7) but in the form of: \(-\mathrm{a}+\mathrm{b} \rightarrow \mathrm{b}-\mathrm{a}\). This because we then have to consider the fact that rule (4) was already applied so all multiplications with minus 1 are then converted to a monadic minus operator with the rest of the expression under it.

A few examples. ( later steps are already shown ).
\[
\begin{aligned}
& -a \rightarrow\left(a^{*}-1\right)^{*}-1 \rightarrow a^{*}\left(-1^{*}-1\right) \rightarrow a^{*} 1 \rightarrow a . \\
& -a^{*} 3 \rightarrow\left(a^{*}-1\right)^{*} 3 \rightarrow a^{*}\left(-1^{*} 3\right) \rightarrow a^{*}-3(\text { note }-3 \text { is a constant as it is). }
\end{aligned}
\]

\subsection*{7.4. Constructing a rulebase for not reduction/shifting.}

Using some register properties we can construct some properties which result in shifting a not operator.
\begin{tabular}{|c|c|}
\hline (1) : \(\neg \neg a=a\) & ( N ) \\
\hline (2) : \(\neg(a \wedge b)=\neg a \vee \neg b\) & (M) \\
\hline (3) : \(\neg(a \vee b)=\neg a \wedge \neg b\) & (M) \\
\hline (4) : \(\neg(a \oplus b)=\) & (X) \\
\hline \(\neg((a \wedge \neg b) \vee(\neg a \wedge b))=\) & (M) \\
\hline \((\neg(a \wedge \neg b)) \wedge(\neg(\neg a \wedge b))=\) & (M) \\
\hline \((\neg a \vee \neg \neg b) \wedge(\neg \neg a \vee \neg b)=\) & (N) \\
\hline \((\neg a \vee b) \wedge(a \vee \neg b)=\) & (D) \\
\hline \(((\neg a \vee b) \wedge a) \vee((\neg a \vee b) \wedge \neg b)=\) & (D) \\
\hline \((\neg a \wedge a) \vee(b \wedge a) \vee(\neg a \wedge \neg b) \vee(b \wedge \neg b)=\) & \((\neg x \wedge x=0)\) \\
\hline \(0 \vee(b \wedge a) \vee(\neg a \wedge \neg b) \vee 0=\) & (Z) \\
\hline \(0 \mathrm{~V}(b \wedge a) \mathrm{V}(\neg a \wedge \neg b)=\) & (C) \\
\hline \((b \wedge a) \vee(\neg a \wedge \neg b) \vee 0=\) & (Z) \\
\hline \((b \wedge a) \vee(\neg a \wedge \neg b)=\) & (C) \\
\hline \((a \wedge b) \vee(\neg a \wedge \neg b)=\) & (N) \\
\hline \[
\begin{aligned}
& (\neg(\neg a) \wedge b) \vee((\neg a) \wedge \neg b)= \\
& \neg a \oplus b .
\end{aligned}
\] & (x) \\
\hline
\end{tabular}

Resulting in the following rules:
\[
\begin{align*}
& \neg \neg a \rightarrow a  \tag{1}\\
& \neg(a \wedge b) \rightarrow \neg a \vee \neg b  \tag{2}\\
& \neg(a \vee b) \rightarrow \neg a \wedge \neg b  \tag{3}\\
& \neg(a \oplus b) \rightarrow \neg a \oplus b \tag{4}
\end{align*}
\]

These are the basic rules for pushing a not operator to the operands. In this way we clear every level of an expression of not operators by moving them down one level. In the next
recursive step we find it back and try to push it again until we can't any more.
Only rules (1) and (4) are reducing the number of operators. The other two (2) and (3) must be reversed if no improvement has occurred.
\[
\begin{array}{ll}
\neg a \vee \neg \neg b \rightarrow \neg(a \wedge b) & \text { (2b) } \\
(c \vee \neg a) \vee \neg b \rightarrow_{(c)} c \vee(\neg a \vee \neg b) \rightarrow c \vee \neg(a \wedge b) & \text { (2c) } \\
\neg a \wedge \neg b \rightarrow \neg(a \vee b) & \text { (3b) } \\
(c \Lambda \neg a) \wedge \neg b \rightarrow_{(c)} c \Lambda(\neg a \wedge \neg b) \rightarrow c \wedge \neg(a \vee b) & \text { (3c) } \tag{3c}
\end{array}
\]

The rules (2c) and (3c) are derived as shown. The only way these rules can be used is, if c is not a not expression.
These rules have to be applied from the leaves to the root, thus the reversed order of the push rules. We call this part 'implode_not'.

\subsection*{7.5. Constructing a rulebase for constant introduction.}

The introduction of constants as described introduces some problems, as it is not depending on a presence of a constant but a 'not presence of' a constant. Our rule thus has to be more suggestive as the other rules.

\subsection*{7.5.1. Integer expressions.}

We want to introduce a constant to the most right side of all productterms. This implies a rule like:
\[
\begin{equation*}
\mathrm{a}^{*} \text { 'not a const' } \quad \rightarrow \quad \mathrm{a} * \text { 'not a const'* } 1 . \tag{1}
\end{equation*}
\]
note 1: We may not use this recursively, as this would cause an introduction of a 1 each second invocation, which is not wanted.
note 2: We have to label the whole expression "a *'not a const"" so we can refer to it if we have a hit. ( we denote a label by 'L:' and a reference by 'L' ) We can thus denote rule 1 by:
\[
\begin{equation*}
\mathrm{L}:\left(\mathrm{a}^{* \prime} \text { not a const' }\right) \quad \rightarrow \quad \mathrm{L} * 1 . \tag{1}
\end{equation*}
\]

From note 1 we can conclude that we can use this rule only by calling it from another rule:
\[
\begin{equation*}
a+L: \text { :'not }^{2} \text { const' } \quad \rightarrow a+\text { call rule (1) } \mathrm{L} \text {. } \tag{2}
\end{equation*}
\]

We have to use a third rule to take care of the recursion, as rule (2) must be called also on the ' \(a\) ' part. This however may not only be in case of a hit of rule (2) thus:
\[
\begin{equation*}
a+b \quad \rightarrow \text { rewrite: }(a)+b . \tag{3}
\end{equation*}
\]
note 3: We only rewrite the ' \(a\) ' part, not the \(b\) part.
note 4: We could take rule 1 and 2 together to:
\[
\mathrm{a}+\mathrm{L}:\left(\mathrm{a}^{* \prime} \text { not a const') } \quad \rightarrow \mathrm{a}+\mathrm{L}^{*} 1\right.
\]
but we would still need rule (1) to deal with the last one of a or tree. We thus get only 3 rules: 1,3 and 4.

The advantage over using rules 1,2, and 4 is that we don't need another rulebase, while rule 2 calls rule 1 ,which is not the current rulebase. We would therefore need another rulebase for rule 1.

The order of these two rules is not important as rule 4 only adds something to an expression only once, while rule 3 takes care of getting from one level to another. The method top-down, or bottom-up is not important here.

\subsection*{7.5.2. Register expressions.}

With register expression we have the same problem as with integer expressions,and thus only the rules are somewhat different.
\[
\begin{array}{lll}
\mathrm{a} V \mathrm{~b} & \rightarrow & \text { (rewrite: } \mathrm{a}) \mathrm{Vb} . \\
\mathrm{aVL}:\left(\mathrm{b} \wedge^{\prime} \text { notaconst') }\right) & \rightarrow & \mathrm{aV}(\mathrm{~L} \wedge 11 . .) \\
\mathrm{L}:\left(\mathrm{b} \Lambda^{\prime}\right. \text { notaconst') } & \rightarrow & \mathrm{L} \wedge 11 . .
\end{array}
\]

We can easily see the analogy in these rules.

\subsection*{7.6. Constructing a rulebase for expand.}

\subsection*{7.6.1. Integer expressions.}
equations \(\varepsilon \mathrm{Eq}\) :
\[
\begin{align*}
& a^{*}(b+c)=a^{*} b+a^{*} c  \tag{1}\\
& (a+b)^{*} c=a^{*} c+b^{*} c \tag{2}
\end{align*}
\]

Problem: which local strategy do we use ?
There are two solutions:
1. introduce a mechanism which keeps track of alterations and act upon it.
2. Start at the leaves, work to the root, and make sure the expression we leave behind is already expanded. ( no match can be made in this part of the tree any more). Then if there is a match at this level that leads to an alteration, walk down tree again to the leaves until the alteration has no effect anymore.

\section*{An example.}

The triangles represent parts of an expression tree. White areas are not yet visited. The procedure finishes if all parts are ready or not hit occurs. Ready means that the sub tree has the desired form, and not hit indicates that in that part there is no match, so the pattern we search for to be simplified is not found.

figure 12

figure 13

The left ( top-down ) method tests part 1 (1), and finds nothing, goes on to part 2 and
finds a suitable pattern, which is altered. (2) Part 2 is altered and it is necessary to check part 1 again. Due to the alteration in part 2 , there is now a match in part 1 ( which has of course an overlapping match in part 2). Now the alteration is made to part 1 and we do the step to part 2 again. Check it, and find nothing to be simplified, continue to part 1 again ( we don't check part 1 as part 2 altered nothing). Then check out part 3 and exit (3). The right ( bottom-up ) method walks down the tree to the leaves first. In the coming back part it starts checking. (1) As it hits something in part 2 it alters part \(2^{1}\). Then part 3 is checked first (2). Then part 1, changing it and checking part 2 again, but no hits are made, so we exit (3).

figure 14

figure 15

We look at the same example again, but now in the case that part 3 also alters during the walk. The begin and end figures are the same although in the left figure, the final step isn't displayed because it's the same as on the right. We now see instantaneously that the first method is more complex than the second one. We see that the second method doesn't check part 1 first as part 1 is dependant on part 2 and 3 . Therefore it is logical to use the second bottom-up method, because less checking is done. Further more there is no special mechanism needed to signal a alteration. We simply apply the rulebase again to the subexpressions if the root of a certain expression alters.

We could also try the Table method:
\begin{tabular}{||c||c|c||}
\hline\(j \downarrow, i \rightarrow\) & 2 & 3 \\
\hline \hline 2 & L (2x) & \(\mathrm{L}(2 x)\) \\
& \(H\) & \(H\) \\
\hline 3 & L (2x) & L (2x) \\
& \(H\) & \(H\) \\
\hline
\end{tabular}

We could use one of two methods (top-down or bottom-up) as we have Hs and Ls. As we backtrack we will find that the input expression space is not limited enough to rule out some possibilities as we had with the shift-not rulebase.
Therefore we have to take all the Ls and Hs into account, e.g.
\(\left.L(1,1): a^{*}(b+c)+d\right) \rightarrow_{1} a^{*}(b+c)+a^{*} d \rightarrow \rightarrow_{L 1} a^{*} b+a^{*} c+a^{*} d\).
\(H(1,1): a^{*} b^{*}(c+d) \rightarrow_{L_{1}} a^{*}\left(b^{*} c+b^{*} d\right) \rightarrow_{1} a^{*} b^{*} c+a^{*} b^{*} d\).
Introduction of more rules would lead to an endless explosion of rules, as some rules are recursive, e.g., as we saw above with \(\mathrm{H}(1,1)\) we could try to introduce this reduction as a new rule. But then what to do about: \(a^{*} b^{*} c^{*}(d+e)\), which would introduce another rule. This could go on forever.
We could, however, try to solve this more elegantly. We use a bottom-up method solving the problems with the Hs in the table. We now only have to take care of the Ls. This could be handled by the rewrite command. If we have a hit on one of these 2 rules, and thus a rewrite, we could use this hit to rewrite the whole expression again, calling the current rulebase. In this way we go lower in the expression again until no more hit occurs and the lower dependency stops.
Using these considerations we can construct the following rulebase.
```

rewrite_recursively }\mp@subsup{}{}{1
$\mathrm{a}^{*}(\mathrm{~b}+\mathrm{c}) \rightarrow$ rewrite: $\left(\mathrm{a}^{*} \mathrm{~b}\right)+$ rewrite: $\left(\mathrm{a}^{*} \mathrm{c}\right)^{2}$
(a+b)* $\rightarrow$ rewrite: $\left(a^{*} c\right)+$ rewrite: $\left(b^{*} c\right)^{3}$

```

As we look at these rules we note that in the rewrite after a hit, it is not necessary to walk

\footnotetext{
\({ }^{1}\) This rule results in walking to the leaves first
\({ }^{2}\) We only rewrite ( and go down again (we were going up) ) if we had an hit at the current level !.
\(3_{\text {see above. }}\)
}
to the leaves again. Therefore we need two rulebases. One called the main, as described above, and one which only holds the rules (2) and (3), called the small rules. The rewrite in the main is thus calling the small, but small is only calling itself. In this way the small will finish when there is no more pattern match. This will speed up the process, because fewer matches are tried.

An example: ( (b) is backup out of recursion )
\((a+b){ }^{*} c^{*} d \rightarrow\)
\((\mathrm{a}+\mathrm{b})^{*} \mathrm{c}, \mathrm{d} \rightarrow\)
\(a+b, c, d \rightarrow\)
\(a, b, c, d \rightarrow\)
\(a+b, c, d \rightarrow\)
(b)
(a+b) \({ }^{*} \mathrm{c}, \mathrm{d} \rightarrow\)
\(a^{*} c, b^{*} c, d \rightarrow\)
\(\left(\left(a^{*} c\right)+\left(b^{*} c\right)\right)^{*} d \rightarrow\)
(b)
\(\left(a^{*} c\right)^{*} d,\left(b^{*} c\right)^{*} d \rightarrow\)
\(\left(\left(a^{*} b\right)^{*} c\right)+\left(\left(b^{*} c\right)^{*} d\right) \rightarrow\)
(b) (exit).

\subsection*{7.6.2. Register expressions.}

Register expressions are handled the same. We use the same properties, and by using the same theory we can also construct a rulebase simply.
Only the + is swapped with 'or', and the * is swapped with the 'and'.
\begin{tabular}{|c|c|c||}
\hline\(j \downarrow, i \rightarrow\) & 2 & 3 \\
\hline 2 & \(\mathrm{~L}(2 \mathrm{x})\) & \(\mathrm{L}(2 \mathrm{x})\) \\
H & H \\
\hline 3 & \(\mathrm{~L}(2 \mathrm{x})\) \\
H & \(\mathrm{L}(2 \mathrm{x})\) \\
\hline
\end{tabular}

\subsection*{7.7. Construction of a sort algorithm.}

The aim is, as mentioned earlier, to use the properties:
\[
\begin{aligned}
& D_{1}:\left(a \mathrm{pp}_{2} b\right) o p_{1} c=\left(a o p_{1} c\right) o p_{2}\left(b o p_{1} c\right) \\
& D_{2}: c o p_{1}\left(a o p_{2} b\right)=\left(a o p_{1} c\right) o p_{2}\left(b o p_{1} c\right)
\end{aligned}
\]

These properties are formed to rules from righthand side to lefthand side.
Note that if we use the commutative property on the lefthand side of the second property we get the first property.
Concluding we say that property \(\mathrm{D}_{1}\) and \(\mathrm{D}_{2}\) are equivalent if op \(\mathrm{p}_{1}\) is a symmetrical operator, and in our case it is. As this is a requirement for the property \(D_{1}\) and \(D_{2}\) to work we can combine these two properties to the rule:
\[
\begin{equation*}
\left(a \mathrm{op}_{1} \mathrm{c}\right) o p_{2}(\mathrm{bop} 1 \mathrm{c}) \quad \rightarrow\left(\mathrm{a} o p_{2} \mathrm{~b}\right) \mathrm{op} p_{1} \mathrm{c} \tag{1}
\end{equation*}
\]

We now have only one rule, but we have to note that the lefthand side of this rule only matches expressions with one main operator ( \(\mathrm{op}_{2}\) ). The pattern must be extended using the associative property to:
\[
\begin{equation*}
\left\{\mathrm{rop}_{2}(\mathrm{aop} 1 \mathrm{c})\right\} \mathrm{op}_{2}\left(\mathrm{bop} 1_{1} \mathrm{c}\right) \rightarrow\left\{r \mathrm{op}_{2}(\mathrm{aop} 2 \mathrm{~b})\right\} \mathrm{op}_{1} \mathrm{c} \tag{2}
\end{equation*}
\]

We assume, as always, that \(\mathrm{op}_{1}\) and \(\mathrm{op}_{2}\) are symmetric operators.
As we see it is needed that for rule (1) and rule (2) there are some variables or expressions (represented by c in the rules ) that are the same, and at the exact place. It's therefore needed to sort an expression again to ensure that the above is the case.
We now have to select the most common variable, which is represented in the most subexpressions. If we want to make such a decision, we first have to scan the expression and make a count of the present variables. We can also count in which subexpression the variable is present, and so minimising the search/scan time. If we have selected the most common, and so the most likely variable we can use the above rules.

We work from the root to the leaves, but first 'subsort' the subexpressions.

For these global rules we could already try to construct a table:
\begin{tabular}{|c|c|c|}
\hline\(j \downarrow, i \rightarrow\) & 1 & 2 \\
\hline 1 & LH & LH \\
\hline 2 & LH & LH \\
\hline
\end{tabular}

The Hs are not desired here! We want to use these rules and assume that there is no higher level. Therefore we get a table with only Ls that indicates a top-down method.

\subsection*{7.7.1. Integer expressions.}

We so find a tree consisting of a sum tree of producttrees. We thus first 'subsort' the productrees using the sorting properties again. These state that a tree of the same symmetrical operators can be arranged in any order we like. The selected variable is placed at the most right place possible.
We now have all subexpressions of the form:
1. selected_var or
2. selected_var * const or
3. rest * selected_var or
4. rest * selected_var * const.

We see we have 4 appearances of this expression. As this pattern is present twice in the rules above we get a total number of rules:
```

2(rules ) * 4 (left-side ) * 4 (right-side ) = 32 rules.

```

We could diminish this by introducing a const multiplication of \(1\left(\mathrm{U}_{1}\right)\). We reduce the appearances of the product to 2: possibility 1. and 3. are not possible any more. We so reduce the number of rules to: \(2^{*} 2^{*} 2=8\).

We see that we now get a rule like:
\[
\begin{align*}
& \left(a * c * C_{1}\right)+\left(b * c * C_{2}\right) \rightarrow\left\{\left(a * C_{1}\right)+\left(b * C_{2}\right)\right\} * c  \tag{1}\\
& r+\left(a * c * C_{1}\right)+\left(b * c * C_{2}\right) \rightarrow r+\left\{\left(a * C_{1}\right)+\left(b * C_{2}\right)\right\} * \tag{2}
\end{align*}
\]

In these rules the 8 mutations are realised leaving out parts \(a\) and \(b\) respectively, or both.

We encounter an other problem. If we want to use this rule recursively, we leave the busy var (in the rule above represented by c) not in the right form. We want that every product has one constant at the left side, but with the c part we don't have this. Therefore we alter the right hand side of the rules that inserts an one.
\[
\begin{align*}
& \left(a * c * C_{1}\right)+\left(b * c * C_{2}\right) \rightarrow\left\{\left(a * C_{1}\right)+\left(b * C_{2}\right)\right\} * c^{*} 1  \tag{1}\\
& r+\left(a * c * C_{1}\right)+\left(b * c * C_{2}\right) \rightarrow r+\left\{\left(a * C_{1}\right)+\left(b * C_{2}\right)\right\} * c * 1 \tag{2}
\end{align*}
\]

Note that the gain we have now is zero: the number of operators is the same on the leftand right-hand-side. We have to admit that the last operator could be considered a dummy.
We can see the right-hand-side is again a part of the left-hand-side:
(1): \(x^{*} c^{*} 1\); (2): \(r+x^{*} c^{*} 1\). ( we see \(\left\{\left(a{ }^{*} C_{1}\right)+\left(b * C_{2}\right)\right\}\) as \(x\) )

We can thus use this part again in a recursive rewrite immediately, not using an other rulebase, until we run out of busy variables.
We have to note that the gain now is not 1 as we first wanted but 0 . This is not a bad thing as we later strip of the multiplication by one, gaining 1 operator after all.
A special case occurs if both \(a\) and \(b\) are nonexistent so the rule ( 1 of the 8 ) is:
\(\left(c * C_{1}\right)+\left(c * C_{2}\right) \rightarrow\left\{\left(C_{1}\right)+\left(C_{2}\right)\right\} c^{*} 1\).
We can now evaluate \(\left\{\left(\mathrm{C}_{1}\right)+\left(\mathrm{C}_{2}\right)\right\}\) immediately and substitute it on the place of the one.
We get: \(\left(c^{*} C_{1}\right)+\left(c^{*} C_{2}\right) \rightarrow c^{*} \operatorname{EVALUATE}\left\{\left(C_{1}\right)+\left(C_{2}\right)\right\}\).

\subsection*{7.7.2. Register expressions.}

Here the same considerations are made as in the integer trees. We want to make a sum tree of product trees. The difference is that a variable or subexpression can be present as the plain variable (a) or as its negation (not a).
We now have several representations for a subexpressions. The difficulty of a non rewrite is also possible.

If we have for example an expression like:
\[
\begin{array}{ll}
(a \wedge b) V(c \wedge b) & (1) \\
(a \wedge b) V(c \wedge \neg b) & (2) \\
(a \wedge \neg b) V(c \wedge b) & (3) \\
(a \Lambda \neg b) V(c \wedge \neg b) & (4)
\end{array}
\]

We can easily verify that only (1) and (4) can be rewritten. (2) and (3) can only be rewritten in some special cases such as \(a=t r u e\) or \(c=t r u e\).
As we remember that a and \(\neg\) a are considered two different variables we can also strip of rule (4) as the \(\neg(\neg a)\) case doesn't occur, and this leaves use with only one main rule (1) as in the integer-tree case.
Here we introduce a variable true to be a good constant to be added if there is no constant expression in a subtree using the property \(\mathrm{U}_{2}\).

We have to take care of another special case. This is very important because these special cases could wipe out an entire subexpression making the simplification much easier.

The rules used are:
\[
\begin{array}{llll}
a \wedge a & \rightarrow & a & (1) \\
a \wedge \neg a & \rightarrow & \text { false } & (2) \\
a V \text { false } & \rightarrow & a & (3) \tag{3}
\end{array}
\]

We use rule (2) to reduce a whole subexpression to false and as this false is part of a sumtree, we can use rule (3) and eliminate the subexpression completely.
Rule (1) is only used to minimise the number of variables. Leaving (1) out, so not minimising this expression, and losing one operator, and later gaining it by getting it out of parenthesis, is not a good practice. Why leaving it while you can gain now ?

The main rules are:
\(1=\) true ( can be seen as all ones ).
\[
\begin{array}{ll}
\mathrm{r} \vee\left(a \wedge c \wedge C_{1}\right) \vee\left(b \wedge c \wedge C_{2}\right) & \rightarrow r \vee\left\{\left(a \wedge C_{1}\right) \vee\left(b \wedge C_{2}\right)\right\} \wedge c \wedge 1 \\
\left(a \wedge c \wedge C_{1}\right) \vee\left(b \wedge c \wedge C_{2}\right) & \rightarrow\left\{\left(a \wedge C_{1}\right) \vee\left(b \wedge C_{2}\right)\right\} \wedge c \wedge 1 \\
\text { Specials: } & \rightarrow\left\{\left(C_{1}\right) \vee\left(b \wedge C_{2}\right)\right\} \wedge c \wedge 1 \\
\left(c \wedge C_{1}\right) \vee\left(b \wedge c \wedge C_{2}\right) & \rightarrow\left\{(b \wedge 1) \vee C_{1}\right\} \wedge c \wedge\left(C_{1} \vee C_{2}\right) \\
\left(c \wedge C_{1}\right) \vee\left(c \wedge C_{2}\right) & \rightarrow\left\{\left(C_{1}\right) \vee\left(C_{2}\right)\right\} \wedge c \wedge 1 \\
& \rightarrow c \wedge\left(C_{1} \vee C_{2}\right)
\end{array}
\]

We didn't quote all the rules as they are of the same form as the ones above. From rule (3) we can easy derive 3 others, leaving out \(b\) instead of \(a\), and placing a rest part \(r\) as in rule (1). We thus get 3 rules extra. Further, form rule (4) we can derive a rule including the rest part, giving one extra rule. We get a total of: \(2+4+2=8\) rules as said before. We note that two constant expressions together are simplified, returning one new constant expression.
We further note the rewrite of rule (3) and derivations. Here we can use a rule we can't use in integer expressions namely:
\[
(\mathrm{a} \wedge \mathrm{~b}) \vee \mathrm{c} \rightarrow(\mathrm{a} \vee \mathrm{c}) \wedge(\mathrm{b} \vee \mathrm{c})(\mathrm{a})
\]

In integer rules this rule would look like:
\[
\left(a^{*} b\right)+c \rightarrow(a+c) *(b+c) \text { which it NOT true }(\text { unless } c=0)!
\]

The only thing we gain by using this rule (a) in (3) above is the that we kick constants that are not 1 out of the lower levels. This could make it easier evaluating an expression on a lower level.

\subsection*{7.8. Construction of rulebase, resulting in a canonical form.}

Also in the expand rulebase we have to match over more than one level so we again encounter the problem of which local strategy we have to use.
As in the expand rulebase we now also use the strategy of bottom-up, and if a rewrite occurs we follow the results down the tree again until we find a canonical form again.
We recall the aim again here. Canonical: left sorted form, if any constant expression then this is the most right as possible one.

Property:
\(a \operatorname{op}(b o p c)=(a o p b) o p c\)

Here op is a symmetrical operator, and the two ops are of the same type.

Rulebase:
Rewrite-current
a op (bop c) \(\rightarrow \quad\) rewrite: \((a \operatorname{op} b)\) op \(c\)
\begin{tabular}{lll} 
( const1 op a ) & \(\rightarrow\) & ( a op const1) \\
( a op const1 ) op const2 & \(\rightarrow\) & a op evaluate:(const1 op const2) \\
( a op const1 ) op b ) & \(\rightarrow\) & (a op b ) op const1
\end{tabular}

The last 3 rules take care of any constant expression in an string of symmetrical operators. Note the order in which these rules are placed.
Rule (1) descents down the tree to the leaves. Rule (2) uses the given property to make a leftsorted tree. (The rewrite is only done on this rule, so we make a special rulebase only containing rule (2)). The other rules (3..5) are only used once, assuming that the tree is already in a leftsorted form.
Rule (3) only takes care of any expression only having two subexpressions, which is an constant expression. The constant is put to the right only if op is a symmetrical operator. If this expression is part of a bigger expression, so this is a leave of an expression, we need rule (4) and (5) on a higher level.
Rule (4) assumes that there is a leftsorted structure from this level down, and detects that
there are two constant expressions that could be combined to one.
Rule (5) is one step behind rule (4). The reason is that an expression that hits on rule 4 also hits on 5 , but not necessarily the other way around. For instance: expression \((a+3)+5\) hits on both, \((a+3)+b\) only on rule (5). Swapping the rules, gives in the end the same effect, but it is not necessary to rewrite \((a+3)+5\) to \((a+5)+3\) and that to \(a+8\) if it can be done in one step: \((a+3)+5 \rightarrow a+8\). using rule (4).
The thought behind rule (2) is it to leave a leftsorted tree behind, and if there is a change at the current level, we have to go back and retrace this change until it has no effect at the levels below the change.
We see that rule (3) is based on the commutative property, while rules (2),(4) and (5) are based on the associative property.
We can extend our rulebase with a rule concerning relational operators:
\[
\begin{equation*}
\text { const1 relop a } \quad \rightarrow \quad \text { a reversed_relop const1 } \tag{6}
\end{equation*}
\]

We see that we here have to alter the operator. We reverse the relational operator in the same step as we reverse the operator. For instance \(3>\) a can be rewritten to \(a<3\) as ' \(<\) ' is the reverse of ' \(>\) '.

\subsection*{7.9. Construction of the collapse rulebase.}

The construction of the collapse rulebase was not easy. We had to construct a mechanism that numbered the node, so we could identify every node as part of table where the number of variables are kept.
Furthermore we had to introduce some commands to manipulate a table which looks like this:
\begin{tabular}{||l||l|l|l|l|l|l|}
\hline & not & mark & node1 & node2 & node3 & \(\ldots\) \\
\hline \hline var 1 & & & & & & \\
\hline var 2 & & & & & & \\
\hline var 3 & & & & & & \\
\hline\(\ldots\) & & & & & & \\
\hline
\end{tabular}
- the not field indicates if, in case of a register tree, the variable is present as a not variable of as a normal variable.
- the mark field is used to keep track of the variables already dealt with or not. It also indicates which variable is processed at the moment.
- the node number fields are used to indicate the number of occurrences a variable has under a certain node, for instance ( \(\left.a^{*} a\right)^{*} a\), where the underlined node keeps the node number, the entrance at ' \(a\) ' is 3 .

Further there are some special fields containing the number of nodes, variables, and for direct access, the number of the variable currently processed, the busy variable.

\subsection*{7.9.1. Construction of the table.}

The table is constructed in a normal sweep through the tree. We assume it is a \(O R\) tree of AND trees ( register expression), or and SUM tree of PRODUCT trees (integer expression).
We go down a tree, which is left sorted, stepping down left until we don't find another

OR or SUM operator. While we step down, we look to the right and see an AND or a PRODUCT operator, which gets a node number, placed in the table. The tree for which this AND or PRODUCT operator is the root, we scan for variables that are also entered in the table.

After this sweep we can count the total appearances and the spread of a variable. The spread is used to indicate in how many different nodes each variable is present. In this way we can easily determine the busy variable that is the most likely variable to get a big gain on operators.

Then the tree is 'subsorted'. This is also a scan of the tree down the leftside until there are no more \(O R\) or SUM operator. We then look at the right side wether this subexpression contains the busy variable. If not we skip the node, else we take out the \(O R\) or SUM operator completely with its right subexpression, and place it on the new root expression that holds the output of the procedure. The rest of the original expression is restored so we can go on with the procedure. After we reached the end of the original expression we simply place the rest part of the original expression, which doesn't hold any busy variables, to the end of the new root expression. We now have an new root expression which from top to bottom holds first all the subexpressions with the busy variable and then the part with no busy variable.

What happens if we use a rule like:
\[
r+\left(b^{*} a\right)+\left(c^{*} a\right) \quad \rightarrow \quad r+(b+c)^{*} a .
\]

This means that all the variables in the ' b ' and ' c ' part are from the current level not interesting any more and have to be eliminated from the table. Furthermore, the two multiplications are reduced to one, which indicates that two node entries in the table have to be reduced to one. It is fairly easy to see that the new node can have either one of the old numbers of the nodes reduced, while the other one can be made completely empty. Also the only entry left for the remaining node is the busy variable (' \(a\) ').
All the other variables, contained in ' \(b\) ' and ' \(c\) ' are out of scoop for the current level. They will appear again in the part under the variable ' \(a\) '. This can, however not be done immediately, because in the ' \(r\) '(est) part, there could still be an ' \(a\) ' that can be processed with the rule above at the current level.
Concluding we have to keep track of the number of busy variables. If this number
becomes less than two, thus one or zero, this means the variable has the whole part under it that is possible, or the variable is reduced completely out of the expression. We need thus a mechanism to detect this. This is done during the table update reducing two nodes to one.

After we have detected an end of reduction for the busy variable, we have to call the procedure for the rest part, for which the table is still true, and the part under ' \(a\) ', the (ex) busy variable. For this part under the (ex) busy variable we have to construct a new table, and as we remember the rulebase is processed from left to right, we can assume the rest part is already finished.

All this leads to a construction using at least 3 rulebases.
- One containing the reduction rules as in the example above. We use the command rewrite after we have matched a certain pattern to call the second rulebases, we call 'loop'.
- The second rulebase 'loop' checks first if all the variables are processed, which leads to an end of this part of the reduction process.
If this is not so we have to check if in the new expression, the busy variable is ready, so no more reduction is possible with this one. If so, we call, for the ' \(r\) '(est) part rulebase one. This after we have selected a new busy variable, and a subsort, which brings this variable in the position so it can be processed. ( to select the new variable we need a fourth rulebase but we skip this part for simplicity). For the part under ' \(a\) ' we have to call rulebase tree.
- The third rulebase calls an inititiation of the table, and then it does the same as for part ' \(r\) '(est) in rulebase two.

The three ( four ) rulebases are, although they are short, quite complex constructed.

\section*{8. Practical point of view.}

\subsection*{8.1. Rulebase structure.}

We will now look again at the structure of a rulebase to get an impression of it seen from a practical point of view.
As we recall from the introduction, we have an expression that looks like a normal algebraic expression. In APDL we represent an expression as a tree. This means that an operator is followed by its operands. We could compare this with a prefix coded expression, e.g.,
\[
\begin{array}{ll}
a+\left(b^{*} c\right) & \text { is represented by: +a*bc, but } \\
\left(b^{*} c\right)+a & \text { is represented by: +*bca. }
\end{array}
\]

A rulebase consists of patterns, which must be matched against an expression. This brings the problem of matching a pattern in normal algebraic form, with an expression in prefix notation form. To overcome this problem, all rules ( patterns) are represented in a prefix notation also. Further is every operator, split into two parts. One parts states which operator type it is, so a monadic- or a dyadic operator, while the second part defines the operation the operator represents. A source pattern is directly followed by the targetpattern. We will place a remark between them to separate them for us humans.
As the program is written in the progam language \(C\) We will place these remarks between ' \(/ *\) ' and \({ }^{\prime *} /\) ' as is usual in the \(C\) ). In this way a rule like:
```

'z+(a*b*C1)+(c*b*C2)->z+(a*C1 + c*C
or in prefix :'++ z** a b C1 ** c b C2 }->+\mp@subsup{z}{}{***** a C1* c C2 b 1', looks like:

```
```

' DYADOP,INTADDOP,
DYADOP,INTADDOP,
EXP1, /* z */
DYADOP,MULOP,
DYADOP,MULTOP,
EXP2, /* a */
EXP3, /* b */
CONST1, /* C1 */
DYADOP,MULOP,
DYADOP,MULOP,
EXP4, /* c*/
ISEXP3, /* is it also b ? */
CONST2, /* C2 */
/* to: now comes the target expression */
DYADOP,INTADDOP,
EXP1,
/* z */
DYADOP,MULOP,
DYADOP,MULOP,
DYADOP,INTADDOP,
DYADOP,MULOP,
EXP2, /* a */
CONST1, /* C1 */
DYADOP,MULOP,
EXP4, /* c*/
CONST2, /* C2 */
EXP3,
/* b */
INT1,
/* 1*/
END,
/* marks end of a rule */'

```

We see that for a human it is quite difficult to read such a rule. That is why we made a habit of it to place a remark at the top of a rule that states the rule in readable form, and some remarks in the rule where needed.

For changing the expression level, we normally use the rewrite command. This command calls an rulebase, stated by name after the command and the expression that is used there
after. An example: If we want an expression like \(a+b\) to be rewritten by a rulebase example1, we get in the rulebase the following line:
```

' DYADOP,INTADDOP, /* + */
EXP1,
/* a */
EXP2,
/* b */
/* to */
REWRITE,EXAMPLE2,
DYADOP,INTADDOP,
/* +*/
EXP1,
/* a */
EXP2,
/* b */
END,
/* end of rule */

```

We see we first have to get a match to get a call on an other rulebase.
If we want to use rules at different levels we have to have a method for getting up and down one level in an expression.

We can only call down, as this is the way an expression is build. Going up means first getting down to the leaves. We will show how this is done.
```

MONADOP,EXP1, /* to */ MONADOP,
REWRITE,CURRENT,EXP1,
END,
DYADOP,EXP1,EXP2, /* to */ DYADOP,
REWRITE,CURRENT,EXP1,
REWRITE,CURRENT,EXP2,
END,

```

The keyword 'CURRENT' is used to call the current rulebase again. Using these two rules we can get to the leaves of an expression tree. We note the possibility of placing these rules at the beginning of a rulebase or at the end having the effect of using the rest of the rules from the leaves to the root or the other way around.
As we use these rules in almost every rulebase we call these two rules:
Recursive_rewrite.

\subsection*{8.2. Subsort in detail.}

We will look at the subsort procedure again, but now in more detail. The aim of this rulebase is to make the select variable, the 'busy var', adjacent.
From the sort rulebase we get an expression tree that is left sorted. This means an expression looks like mentioned in Figure 16. We have already made an output expression pointer which will hold the output expression from this procedure. The star marks the subtree with the variable we want to sort to the right. Note that the aim is to set these variables to the right only.

In Figure 17 we already moved a pointer from the input expression pointer to the node which holds the marked variable to the right, called the aux pointer. Further we have put a tmp pointer to the node just above of the aux pointer. We will now take out the node, pointed to by the aux pointer completely and place it in the output expression.
As we see in Figure 18 we first clip out the selected node from the input expression. Note that for this we need the tmp pointer. This already completes the part on the input expression. We thus don't need the tmp pointer anymore and will see it no more.


Figure 16


Figure 17


Figure 18

In Figure 19 we see that we will now start implanting the marked var plus node into the outputexpression. We will first take over the rest of the output expression by pointing with the left side of the marked node to the rest of the output expression. We will there after insert the marked node completely in the output expression by taking the outputexpression and point it to the


Figure 19 marked node (Figure 20). The result can be reordered so we can see the result clearly(Figure 21).
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Figure 23

We will assume we found another marked node and this one is placed also on the outputexpression (Figure 22). We will now append the rest of the input expression at the end of the output expression. Therefore we first place a tmp pointer to the end of the outputexpression (Figure 23).


Figure 24


Figure 25

We then simply replace the null pointer ( initial setting of the outputexpression) with the inputexpression-pointer (Figure 24).
In this way we created an outputexpression that has the marked nodes at the beginning of the expression and all the marked nodes are adjacent (Figure 25).


Figure 26


Figure 27

We will look at one special case, but there are more. The marked expression is not at the right side of a node but on the left side (Figure 26). We simple swap the left and righthand side of this node as the node represents a symmetrical operator, and we thus get an expression (Figure 27) which is simply used with the method mention before.
Another special cases occurs when the first node holds a constant expression to the right. In this case we store this node completely with a pointer defined specially for holding constants. We then process the rest of the expression as we described and at the end insert the constantexpression at the beginning of the outputexpression, which leads again to en expression with first a constant expression and then the rest.

Of course there are more special case, such as an expression with only one variable or just a constant expression. These however can be dealt with fairly easy at the beginning of the procedure. In the rulebase which calls this procedure, we have to call it on the AND and Product trees first, and so sorting the busy var to the right. After this is done we call the procedure again on the OR and SUM trees. Information about the marking of a node, we could simply be extracted of the table made before.
Register expressions are special treated regarding the complement of variables as they are placed as near as possible to the variable itself. After the situation in Figure 22 we therefore select the complement of the busy var and repeat the whole process on the input expression.

\section*{9. Summary.}

We have now handled all the parts of the rulebasesystem. To get an impression of the whole system we will mention the parts here in the order they appear in the rewrite process.

\subsection*{9.1. Integer expressions.}
- Eliminate all minus operators converting them to a multiplication with \(\mathbf{- 1}\).
- We then expand the expression to a SUM tree of PRODUCT trees.
- While there are variables left not processed:
- Rewrite all to a canonical form. ( left sorted ).
- Introduce the required constants for rule reduction.
- Then find out the most common variable. ( busy variable).
- Make the busy var the right most var in the tree and sort all busy vars in the subexpression to that side too.
- Use the rules:
\(z+\left(x^{*} a{ }^{*} C 1\right)+\left(y^{*} a * C 2\right) \rightarrow z+\left(\left(x^{*} C 1\right)+\left(y^{*} C 2\right)\right){ }^{*} a\).
- use this rule as long as there are any subtrees left with this busy var, if no more left: rewrite \(z\) and subtree of a separately.
- Try to remove the constants introduced earlier.
- Try to reverse some expansions that did not result in a simplification.
- rewrite ends.

For the register expressions it is pretty much the same.

\subsection*{9.2. Register expressions}
- Eliminate all not / reverse operators, by pushing them to the operands as far as possible. We can then look at a variable with such a prefix as one new variable.
- We then expand the expression to a \(O R\) tree of \(A N D\) trees.
- While there are variables left not processed:
- Rewrite all to a canonical form. ( left sorted ).
- Introduce the required constants for rule reduction.
- Then find out the most common variable. ( busy variable).
- Make the busy var the right most var in the tree and sort all busy vars in the subexpression to that side too. Search for the complement of the busy var and place it as second to the right. We will use this later.
- Use the rules:
\(z\) or( \(x\) and \(a\) and C1)or(y and \(a\) and \(C 2) \rightarrow z\) or \((x\) and C1)or(y and C2)and \(a\).
- use this rule as long as there are any subtrees left with this busy var, if no more left: rewrite z and subtree of a separately.

With the register algebra there are some special cases concerning cancellations:
\[
\begin{array}{lll}
a \wedge 0 & \rightarrow 0 & (1) \\
a \wedge 1 & \rightarrow a & (2) \\
a \wedge a & \rightarrow a & (3) \\
a \wedge \neg a & \rightarrow 0 & (4) \\
a \vee 0 & \rightarrow a & (5) \\
a \vee 1 & \rightarrow 1 & (6) \\
a \vee a & \rightarrow a & (7) \\
a \vee \neg a & \rightarrow 1 & (8) \tag{8}
\end{array}
\]

We could use these last rules at the beginning of the simplification process also, saving time and processing time. We have, however, keep in mind the number of mutations we could encounter, searching for these special cases. If we are at the point were we have an canonical form, we can wait for the collapse part and work form the inside, where these special cases are more accessible anyway, because of the strip-off of the variables, leaving the constants.
- Try to remove the constants introduced earlier.
- Try to reverse some expansions that did not result in a simplification.
- Rewrite ends.

\section*{10. Conclusions.}

The definitions made for rulebases, the process of matching and rewriting are clear. This enlarges the insight in matching and rewrite problems.
We can only present one heuristic solution to the rewriting / reduction problem, as this is a NP-complete problem.
We try to catch as many expressions as we can but there will always be some expressions that have simpler forms than our rulebasesystem will produce.

We have introduced a method for ordering a rulebase. The construction of the dependency table could be automated and the group forming could be left to computers as well. Some decisions are still to be made by humans however, because the computer can't overlook a rulebase's task.

The rulebase system is very efficient in rewriting more or less all the offered expressions, to a simpler form if this is possible. It is therefore useful for compilers and other processes that work with expressions. The only restriction to an expression is that it is offered in the described dynamic structure, or it has to be transformed into such a form. The APDLcompiler does transform any expression into this desired dynamic structure.
Every rewritesystem has some weak points, as it is a heuristic solution. These weak points can be taken care of easily in the rulebasesystem by introducing some special treatments for the expressions which course the problem.

In the rulebasesystem with multiple rulebases, it is simple to introduce new commandwords, which can be used as a name for a new rulebase, but also to implement some rewrite-routines that are not possible in the rulebasesystem itself. There are no limitations to the use of new command-words.
The rulebase is simple to use and, if desired, could be expanded for future use. This could also be of benefit for other applications.
Our rulebase system is working, although it sometime takes a lot of time expanding, especially XOR expressions. It could be of benefit to try to implement rules that simplify XOR expressions first before they are expanded to \(A N D\) and \(O R\) expressions, because every \(X O R\) expandation introduces two times as much operands as there are in the original expression.

The system will reduce most expressions to constant expressions if possible. This is the first goal for this system, as the compiler can then eliminate some parts of the program that is compiled. This will always be of benefit, also to other applications.

\section*{11. Recommendations.}

This system is based on a static number of rules, that are used sequentially. It could be of use to store every reduction, if successful, so it could be reproduced later. We could now create a dynamic rulebase, and it would look more like artificial intelligence. We could start with this system, although modified for the learning of new 'reduction rules'. The process of learning would be the storing of input expressions and evaluate the output expressions against it. If the system finds a reduction worth will this 'new rule' is kept in the system.

The advantages of this system are that it could reduce very complex expressions very quickly if recognized. If a user has some sort of habit of bringing up the same expression repeatedly, we could keep a profile rulebase for this user. Such a profile rulebase is a sort of preference rulebase, that is checked before the 'normal' rulebase is used. This could increase the power of a reduction system, as the more frequently used expressions are recognized immediately and reduced with only one step.

The disadvantage of such a system could be that the number of rules explodes, so not only more computerstorage space would be needed, but also more computerpower, as the matching process would take much more time. These could however be controlled with a limited learning period. Or a more efficient reduction selection, e.g., rules with a gain of only one or two would not be admitted in the profile rulebase, but rules with more gain would.

Expressions which look like each other are not recognized although they could be reduced in a very similar way.

Another problem is the order of the rulebase. We have brought up some suggestions for ordering a rulebase but we have to decide what strategy to follow, and how to order the rules. Only very simple rulebases could be the result of automated rulebase ordering. I think that it is possible to make a sort of preselection program, which could help extensive. It could construct the table, and order the rules into groups.
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1| 质
1| i| module namo : rulebase
|| I| creation date : 90/06/19
`| history : from reduce expression, only rulebase to prevent     r||| recompilation of rulebase + files.     7|v| 16%07/91     4|%| futroduced ability to use different rulbases.     010     10| of l4iOQ/91 ; New made : -a --> e + -1 ll and all rules are now adतapted !     || n     1" :| moduje madt by Marcel Wijshoff , copied from reducexp.c t     |! 9     !1| 3| pumpose     151 !1     1': 6| the rulebase consists of two parts:     in ri *ame-based rewite system     18| :1 * lieuristic terin combining system     19 01     a| I| HEW RULYBAGE SYSTEM 1 16/07/91     || 1| last vPDATE : 04/0z'92.     *-101     201      34     2510!     ब| O     e7| O| #include "tlof.h"     *al O|     ~a| of #define MOD_PNLEBASE     m| i| #luclucle "rulebase.h"     11] 9     ?| O| '* MACPO fox xucursive decent in tree, usos current rulebase */     31/ 'I #define RECURSIVE_REWRITEIA, ASOP1,MOHALOP,AMIOR,EMP1,MONADOF,OP1,REWRITE,(A),EKP1,EIND,ASOPI,             DZADOF, AIMOE, EMF1,\     11/26|             MIFOP,EXEI.\     \1501 0     | EXF3,ELIL     "| | 42     Y| O|     m| O| #def ine EVMLUATE_COHSTS ASEXP1,MONADOR,ANYOR,ACONST,EVALUATE,EXP1,EXIT,EHD,ASEXF1,DİADQP,ANYOP,     ACOHSJ., ACOHST, \     O|:O1         EVALYACE, EKP1,E%IT,EIID     40| 01     11/ \/ #dofine RE| RENRITE,SIMFLIFY,REWRITE,SORTSUBTREE,REWRITE,SORT     42| #| #ef ing REWREG REWRITE,BOOLALG,PEWRITE,SORISUBTREE,REWRITE,SORT     43/ ol     44| O|     15| 0| rulebasetype masterrules[] =     46| 3| 1     17| O|     4{| I| ECP1,RE:ETT_FLAG,EXP1,EMD,     10 | reset, fleg used for recursion l*/     ":al n|     5| 11     \because:1 1     \becauseil %1     F!     ;5)     \because|     \because\ GHIFFTITMUS,     \because日|     `al MSEFEI PECE%F PENRITE
mil il SHIFTHON
Cil : EMF!,EID.
G! U ESFNEID
G1
Wi| EKE'FPEIT,EKEL,EIU.
61 (1)
|! EMY`.PEGRITE
AN| i| EMEAMO.
A-| 7 EWF!,EITS,
SQ| :| ,
G| O| EMP!,FRINT,EKPI,EHD,
*al
\#17 E|F!,fevalte,

```
```

| File afpendym.2 Created at 11:37am on Tuesday, Februar1 4, 1992
GORT,
ENP.1, EHD,
EKP1,FRIITT,EKF1,EIDD,
ASEKP1, ICONST, EXP1,EXIT, END,
1* fustert const in and tree's to limit mutations */
EKP!, REWRITE,
INSERT_COHST',
EME!,EHD
CPENTE TABLE,END,
* make a count for sort sub tree */
MAIE_VAR_COUHT,EHD,
PRIITT TMBLE, END,
ASEXP1,IFHOTALL_HAD,
REWRITE,SORTSUBTREE
EKP1, EIID
EKP(,PRINT, EXP1, END,
IIIITHIT,EILD,
ASE:PP1, PEGEXP , PEWRITE,
BOOL\LG
EKP.L,EIDD,
INITHIT.EIDD,
ASEKP1,INTEXF, PEWRITE,
SIMPLIF:,
EKP!, EIID,
EMP!,PRIHT, EXF1,END,
ASETP1,REGEXP,REWRITE
IMAPLODEPPGG,
EMP!,END,
ASEXF1,[F_SET_FLAG,
/* test if flag set anywhere which results in a rewrite */
REWRITE.MASTER,EXP1,
EMIT,EIN,
/* call the whole bunch again , and EXIT !*/
dont need this, but we re-use the name to
make some small rules stick; regardlng 0 and 1 */
ASEKP1, IHTEKP, REWRITE,
IHPLODETITT
EXP!, EIND,
ENP 1, PRIIT, EMF1, EMD,
ASE:MP1,REGEZF,
PEGRITE . IHPLODEIOT,
REWRITE, SORTNOT,
EMF1,EIID,
ASE:IP1. INTEXP, REWRITE,
mmpLODEIIIUS
EME:, EID,
EMF!,ERIIT,EMF1,EID,
GILL TABLE.EIID,
EIID
!:
14% 3/ ?
1:150] O|
1,17| "\ rulebasetype dummy[]= {

```
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\hline | 3 年| \(0 \mid\) & ***************/ & \\
\hline | \(149|23|\) & & \\
\hline 150131 & END ; & \\
\hline 11510 & & \\
\hline | 152101 & & \\
\hline | 153101 &  & ************* \\
\hline | 154131 & * rulebase shiftminus shifts a minus down to the operands and & \\
\hline \(\underline{1551} 10 \mid\) & * inserts constants , simple rules on comeback & ***************** \\
\hline | 150111 &  & ************* \\
\hline | 193| 91 & & \\
\hline 125901 & rulebasetype shiftminusrules [] = & \\
\hline 15013 & , & \\
\hline  & & \\
\hline 115131 &  & \\
\hline | 162 | 31 & hOMACOP .hilujsor, & \\
\hline | 163191 & ETP 1 , & \\
\hline \(\mid 154131\) & /* revrite to *; & \\
\hline | 16593 & DİADOP, lultof, & \\
\hline | 1696.10| & EXP1, & \\
\hline | 467) & IITM1. & \\
\hline 1090|31 & EIID, & \\
\hline | 160| & & \\
\hline 1170131 & i*a-b \(\quad-\mathrm{a}+1 \mathrm{~b} *-11 *\) & \\
\hline | \(1710 \mid 3\) & OYADUP, IIITSUBOP, & \\
\hline 1 1721 51 & EXP1, & \\
\hline 1 1131 & ExP2. & \\
\hline | 1.74131 & in Equivalent to:* & \\
\hline | 17513 & DiAmop, mitaddof. & \\
\hline 1 17615 & Exp1. & \\
\hline  & diadop, Multop, & \\
\hline 14781 & EMF2, & \\
\hline 180191 & IUTH1, & \\
\hline 118013 & EID, & \\
\hline 1 191| 9 & & \\
\hline 1 1981 1 & recursive_rewritelcurrent), & \\
\hline | 19.931 & & \\
\hline  & evaluntr_colists, & \\
\hline  & & \\
\hline  & EHO & \\
\hline ¢ imp of & & \\
\hline | 1891 01 &  & \\
\hline 1 190111 & - rulebase Expaildior & \\
\hline 1919 & *************************************************************/ & \\
\hline 9231 0| & rulebasetype expandxorrules[] = & \\
\hline 1193131 & d & \\
\hline | 194131 & diador, \(\mathrm{zoror}\), & \\
\hline 1951 & ExP1, & \\
\hline 1196151 & EMP2, & \\
\hline | 197| 31 & is to * & \\
\hline | 109131 & DZADOP, OPOP, & \\
\hline 129015 & diadol, Ahiop, & \\
\hline | 200171 & HOIAADOP, HOTOP, EKP1. & \\
\hline 12011 & EME:, & \\
\hline 12015 & dyadol, Amdor, & \\
\hline 12031 & Eipl, & \\
\hline | 2041 & HOMADOF, HOTOF, EMP2, & \\
\hline 1205131 & EIID, & \\
\hline \(\underline{4001}\) & & \\
\hline  & PECURSI'E_PEWRITE (CUPREIT ) , & \\
\hline  & & \\
\hline | 2091 & EILD, & \\
\hline -1919 & ); & \\
\hline 1 21010 &  & \\
\hline 121311 & * rulstase shiftiot & \\
\hline 121411 & * pushos 'unt' in boolean tree down to sporants & \\
\hline 1201 &  & \\
\hline 1 ? \({ }^{1}\) & rulebasotjue shiftnctrules[] = & \\
\hline 12011 &  & \\
\hline 121013 & expanding xox's her at once (11 ', & \\
\hline 101919 & * 3 Mo: b --- (a and tb) or (ta and b, * & \\
\hline 120.0 & * dosen't dreur any moxe & \\
\hline | \(221|3|\) & dindol, zorof, & \\
\hline 1 \(\because 2 \sim 21\) & Expl, & \\
\hline 129315 & ExE2, & \\
\hline
\end{tabular}
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\hline ｜ 756131 & EVALUATE COLISTS， & \\
\hline 1757 & & \\
\hline ｜75R｜ 11 & ，＊COHST and A－＞A and Colist＊／ & \\
\hline ｜5901 ？ & Asmodel． & \\
\hline ｜760｜\({ }^{\text {｜}}\) & DIADCD，MIDOF， & \\
\hline ｜ 761 ｜ 61 & consri， & \\
\hline ｜ \(6821 \mathrm{ra\mid}\) & EKP1， & \\
\hline ｜763｜ 11 & \(\therefore\) To＊ & \\
\hline 1764 31 & FUTNODE！， & \\
\hline ｜ 165131 & DIADUP，NILOE， & \\
\hline ｜ 166151 & Expa， & \\
\hline ｜7670 5 ¢ & coust 1. & \\
\hline ｜1691 3 1 & Elle， & \\
\hline ｜ \(7601 \mathrm{n} \mid\) & & \\
\hline ｜770｜ 7 & i＊（ A and COHST ）and \(\mathrm{B} \rightarrow\)（ A and B ）and CONST＊／ & \\
\hline ｜7711 11 & Astiodel， & \\
\hline ｜ 77217 & DİADOP，AILOOP， & \\
\hline ｜7791 & DİADOP，ALIDOP， & \\
\hline ｜714｜ 71 & Exrs， & \\
\hline ｜ 77517 & Collet 1 ， & \\
\hline ｜776｜ 51 & EXP2， & \\
\hline ｜77？\({ }^{\text {a }}\) & \(\therefore\) TO＊ & \\
\hline ｜778131 & PUTIOCE 1 ， & \\
\hline ｜770131 & DIADOF，AMCOE， & \\
\hline \(1780 \mid 51\) & FUTIOSEL， & \\
\hline ｜ 8191 & OEACOT，AHEOP， & \\
\hline ｜\％R2｜i｜ & EXE ！ & \\
\hline ｜787｜ 7 & EXP：\({ }^{\text {a }}\) & \\
\hline ｜79a｜ 91 & conrsi！． & \\
\hline ｜ 89513 & EIND， & \\
\hline \(1790 \mid\) & & \\
\hline ｜797｜ 11 & i＊ 12 and \(a, 1\) and \(a-->z\) and \(a\)＊， & \\
\hline ｜189］J｜ & AsHODE1． & \\
\hline 1 709131 & DYALOP，MICOP， & \\
\hline \(1800 \mid 61\) & OTACOE，MMDOP， & \\
\hline ｜701｜ 91 & EKFz， & \\
\hline ｜902｜ 9 & E：PP1， & \\
\hline ｜ \(7+7|6|\) & RESE＇P＿HOTFLAG，／＊init for matching vare＊／ & \\
\hline ｜ \(71+1\) 61 & Isvars， & \\
\hline 1 1001 & ！ 4 TO＊！ & \\
\hline 17061 & DECREASE，VAR， & \\
\hline ｜\(\because 9 \mid\) & REWRITE，CURREIT， & \\
\hline ｜799151 & FUTHME1， & \\
\hline ｜799｜ 61 & DYADOP，AHOOP， & \\
\hline ｜nowl \(\because 1\) & EKF2， & \\
\hline ｜901］91 & EXP1， & \\
\hline 1 10921 31 & EHD， & \\
\hline 1803131 & & \\
\hline ｜90， 1 3｜ & it（ z and a ）and ia \(-->00 .\). ＊／ & \\
\hline ｜RDS \({ }^{\text {a }}\)｜ & ASFILLIHDE，i＊save nodeno to update table＊／ & \\
\hline 1 日acal 31 & DYADOF，AMDOP， & \\
\hline ｜An7｜ \(\mathrm{x} \mid\) & DYAD＇P，AMCOP， & \\
\hline ｜B49， 01 & ERS． & \\
\hline ｜nogliol & bapl． & \\
\hline ｜ \(1190 \mid\) & RESE＇，HOTFLAG，＊＊indt for matching vars＊／ & \\
\hline ｜ 411.15 & MONAIOR ，WOTUR，SAVESIZE，ISVAR1． & \\
\hline ｜ 9.1 ｜ 1 & it to＊i & \\
\hline ｜\(¢\) ¢！ & 1：ILL＿llode，it reset varcount in table＊＊ & \\
\hline ｜ 1 ¢．4 11 & SET FLAAG，i＊flag set to use master ardain＊ & \\
\hline ｜ \(915 \mid\) m & PESAJLLEROES， & \\
\hline ｜010．1 1 & EKIT． & \\
\hline ｜Mij & EINO， & \\
\hline 1 nu91 \(\because 1\) & & \\
\hline ｜9\％｜ 3 & － 1 \％and ！\({ }^{\text {a }}\) ，and a－－on．．\({ }^{\text {a }}\) & \\
\hline ｜日eol 31 & ASIILlitide， & \\
\hline ｜0st｜ 3 & DYADOE，MALEOP， & \\
\hline ｜ 6 al & Diadereareop． & \\
\hline 1903可 & ERE． & \\
\hline 1 929！ & HMALOE，IMTOE，EAEL， & \\
\hline ｜a？ワ ¢ & SET＿lotrlag，it indt for matuhing wars & \\
\hline ｜\(\times\) ¢ & saveision & \\
\hline ｜92？ & IEAPM， & \\
\hline ｜99ral & ＊＋o． & \\
\hline ｜\(n 2017\) & NILL＿HOYE， & \\
\hline I mol & SET＿FLA＇，it flag set to use master again＊／ & \\
\hline 1 93日． 61 & PEGAJLZEROES， & \\
\hline
\end{tabular}
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\hline \[
1 \text { ang } \mathrm{A} 1
\] & PEFRITE，BOOLALG，REWRITE，SORTSUBTREE，EXF 1 ， & \\
\hline \(1 \operatorname{mos} \mid\) & CZ̈MCO，AIICOF， & \\
\hline \(\mid\) aln \({ }^{\text {a }}\) & DIADCP，AILDEP． & \\
\hline ｜911 91 & RESPPITE，IUITTBOOL，EXP2，／＊sort ，subsort ．．＋i & \\
\hline ｜313 & EiF3， \(1+\) ready so leave it＊i & \\
\hline 1019161 & comser & \\
\hline ｜ \(1141 \mid\) & EIID， & \\
\hline ｜315101 & & \\
\hline 1061 & i \(z\) or \(1 \bar{y}\) and C \()\)－－＞Rew \(z\) or \((y\) and C）＊／ & \\
\hline ｜91： 11 & Asholei． & \\
\hline ｜90a 1 & DIACOP，（PPOP， & \\
\hline 19615 & EXP1． & \\
\hline 1 シ0｜ 51 & Diadue，Alidor， & \\
\hline ｜ 32111.1 & EXP3， & \\
\hline ｜ 2221111 & ASCOSSTL，IFHIT，／＊new busy var selected，hlt flag set i＊／ & \\
\hline ｜923｜3｜ & ／＊to＊： & \\
\hline ｜ 9241 1 & Futiodel， & \\
\hline 1925191 & DIADOP，OROP， & \\
\hline ｜ 926101 & REWRITE，BOOLALG，REWRITE，SORTSUBTREE，EMF 1 ， & \\
\hline ｜927｜ 8 ｜ & DIADOP，AMDOP， & \\
\hline ｜ 3999 & EXE3，／＊ready so leave it＊／ & \\
\hline ｜ \(2 \because \mid\) & COMSTL， & \\
\hline 1030131 & EHD， & \\
\hline 193101 & & \\
\hline 10321 3 & ：＊ 1 ．．．x．．．and \(y\) and \(C\) ）－－s 1 Rev \(x\) and \(y\) and C \()^{*}\) i & \\
\hline ｜939 \({ }^{19}\) & DAADOF．NHOP， & \\
\hline ｜91．15 & DİADOV，AITDOP， & \\
\hline 9351 \({ }^{1}\) & Expl， & \\
\hline 0mipl & EXF：， & \\
\hline ｜\({ }^{\text {a }}\)｜ & ASCOHAT1，IFHIT，＊＊new busy yar selected，hit flag set \({ }^{\text {＊}}\) ， & \\
\hline ｜\(\because ⿰ 口 口 \mid\) & \(\therefore\) to＊ & \\
\hline 1 19913 & DIADOE，MIIDOE， & \\
\hline ｜\(\because 191\) & DIAD＇SE，AHDOF， & \\
\hline ｜\(\because 11 \mid\) & PESPRITE，IUITRCOL，EXP1，i＊scrt ，subsort ．．＊i & \\
\hline  & E\％P2，／＊ready so leave it＊／ & \\
\hline ｜ 343191 & COISTL， & \\
\hline ｜914 31 & EHL， & \\
\hline ｜何 01 & & \\
\hline 1946131 & ASEMF 1 ，TFALL＿HAD，EKE 1，EKIT，END， & \\
\hline 1937 91 & & \\
\hline 1349111 & ASEMP1，TFHIT，REWRITE，LOCALBOOL，EKP 1，EXIT，END， & \\
\hline  & & \\
\hline 95013 & ASEXP1，TFALL＿HAD，EXF 1 ，EXIT，EHD， & \\
\hline ｜951］이 & & \\
\hline ：52｜ 11 & EXP I，REMRITE，BOOLALG，EXP 1. END， & \\
\hline 9531 01 & & \\
\hline 05， 11 & EHD 1； & \\
\hline 95519 & & \\
\hline 950． 11 &  & \\
\hline 95711 & ＊rulebasatype LOCALBOOL & \\
\hline ｜959］ 11 &  & \\
\hline ｜aral o｜ & fulebasetype localboolrulee［］＝ & \\
\hline 1 3601 11 & 1 & \\
\hline ｜\(\because 1.11\) & EMF 1，FRTMI，EXP1，END， & \\
\hline  & & \\
\hline ｜9631 1 & SELETT Y／AR，EIJD， & \\
\hline ｜90，111 & & \\
\hline  & ASEMP ，TEAIL＿HAD，EKP 1 ，EMIT，EID ， & \\
\hline 10661 9 & & \\
\hline  & Exp ： & \\
\hline ｜Mas ？ & REWRITE GORT， & \\
\hline ｜96317 & ERE ，EIW， & \\
\hline  & & \\
\hline ｜ \(310 \mid\) & EMF＇， & \\
\hline ｜ 972131 & REWRTIE SORTGUBTREE， & \\
\hline ｜919 & ExFl，EID， & \\
\hline ｜ 7711 & & \\
\hline ｜ッウ｜il & AGE：CL ，IITEMF，REWPITE． & \\
\hline ｜いが析 & BGOLALS & \\
\hline ｜वणリ & FKP ！EIIL， & \\
\hline ｜and \({ }^{\text {a }}\) ， & & \\
\hline ｜aral & Efin））； & \\
\hline ｜ami 1 & & \\
\hline \(19 a!101\) &  & \\
\hline 10921 & ＊Lulelasatjpe Illitbool \({ }^{\text {a }}\) & \\
\hline ｜99711 &  & \\
\hline
\end{tabular}
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\hline \[
\mid
\] & REWR CTE, ADEGORTSUBTREE, EKF 1 , & \\
\hline |oond 51 & REVRTTE, MULSORTSUBTREE, EKP2, & \\
\hline 120191 3 & EHD, & \\
\hline 12020/91 & & \\
\hline 1202.1 1 & /* first search subtree REG OR *; & \\
\hline |2029 31 & ASHOLE 1 , DYADOP, ORCP, & \\
\hline |-9231 61 & EKPL, i* OR or AIDD if only one or * & \\
\hline 120231 51 & EXP2, it AlID or terminal */ & \\
\hline 1202511 & i* to * & \\
\hline 12026 31 & PUTHODEI, DTADOP, OROE, & \\
\hline 12027| ¢. \(\mid\) & REWPTTE, ORSORTSURTREE, EMP1, & \\
\hline |2020| \(\mathrm{y}_{1}\) & REWRTTE, AUDSORISUBTREE, EKP2, & \\
\hline 1.and 1 & EISO, & \\
\hline 1203! 11 & & \\
\hline 10011 1 & /* flrst search ror tree */ & \\
\hline |2032| 1 & ASNODE1, DIADOF, KOROE, & \\
\hline |2033| 51 & EKP2. & \\
\hline |2034| 51 & EXP1, & \\
\hline 120351 31 & i* то * & \\
\hline 12035131 & PUTMODE I, DİADOF, XOROE, & \\
\hline 12037171 & REWHITE, XORSORTSUBTREE, EXP2, & \\
\hline 12030| 71 & SORTSUBTREE, EXP1, & \\
\hline |20391 \({ }^{1} 1\) & EMI, & \\
\hline |204a| al & & \\
\hline |20al| 3 & /* lf only one node : AHD or mul, erit after it 1 */ & \\
\hline  & & \\
\hline |3043| \(3 \mid\) & , * first search subtree IfTEGER mult*; & \\
\hline |2014 11 & AsErel, intioce 1 , & \\
\hline 1095131 & DTADME, IMLTOP, & \\
\hline | \(510 \mid 51\) & EXP, & \\
\hline  & EXP, & \\
\hline | \(2048|3|\) & * SUPT IT *: & \\
\hline  & FUTHODE!, PEWRITE, IULSORTSUETREE, EKP1, EIID, & \\
\hline 12050, of & & \\
\hline  & ASEMP1, ASIODE1, & \\
\hline |rasel & DYADOF, AIDCOE, & \\
\hline  & EMP, & \\
\hline  & EXP, & \\
\hline |005 & i* SORT IT \(\because\) & \\
\hline \(13050 \mid\) & FUTHODE , REWRITE, AIIDSORTSUBTREE, EMF 1, EIID, & \\
\hline |005 101 & & \\
\hline |2058| 31 & i* sort and tree *i & \\
\hline 12059131 & ASEXP1, \(\mathrm{nSIIODE1}\), & \\
\hline 12060131 & DYADOP, THIADDOP, & \\
\hline |2063| 5| & EKP, & \\
\hline 12052| in & EXP, & \\
\hline 13063131 & /* SORTS IT */ & \\
\hline 12054 31 & SORTSUBTREE, /* is command now 1 */ & \\
\hline 12065131 & PUTHODEL, EMF1, END, & \\
\hline  & & \\
\hline |cos7 \({ }^{10}\) & it sort or tree */ & \\
\hline |20069 | 11 & ASEMF1, ASHOLE , & \\
\hline |3069 \(\left.\right|^{1}\) & DTADOP.OPOP, & \\
\hline 1000 \(\boldsymbol{y}_{1}\) & EXE, & \\
\hline 1007! \(1^{101}\) & EXE, & \\
\hline 1072] 3 & '* SORT IT *; & \\
\hline 1970131 & SORTSURTREE, /* Is command now 1 *i & \\
\hline 1207113 & EUTIMOEI, EMF1, EHE, & \\
\hline 12075191 & & \\
\hline |0190| 31 & \(\therefore\) search sorted rox tree + & \\
\hline | \(\because 177\) & ASEKP1, ASHODE , & \\
\hline (97a 1 & MIADUE, \(\because\) OROE, & \\
\hline |0091 & EME, & \\
\hline 1 ! 1 and 1 & ESE. & \\
\hline | 2001131 & i* TO . & \\
\hline |\%neal 7 & PUTIODE \({ }^{\text {a }}\) GOPTSUPTPEE, ERP1, & \\
\hline 1093111 & EHL, & \\
\hline (2001) 10 & & \\
\hline |an-1 3 & ExF1, ERTIT, EMF 1 , EhIL, & \\
\hline |0941/4| & & \\
\hline | 107\% \(\mid\) &  & \\
\hline 130ny al & & \\
\hline 100901 1 & Ell \({ }^{\prime}\) & \\
\hline (100| 1 & \% ; & \\
\hline |com| 0 & & \\
\hline 12001 &  &  \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|r|}{codx． 2 created at 11：37en on Tuesday，Febiuarit 4,1992} & wijshoff & Page 29 of 35 \\
\hline \(\left.|\cdots| \begin{array}{ll}\text {－1，} & 1\end{array} \right\rvert\,\) & ＊rulobase luploderec & ＊ & \\
\hline ｜\％as｜1｜ & ＋Inverse expand on legs 1 & ＊ & \\
\hline ｜anare 1 & \multicolumn{3}{|l|}{} \\
\hline ｜20：510｜ & \multicolumn{2}{|l|}{rulebasstrye imploderegrules［］＝\｛} & \\
\hline 12091 31 & & & \\
\hline 12008131 & \multicolumn{2}{|l|}{RECURSI＊E＿REWRITE（CUPRENT），} & \\
\hline 19090101 & & & \\
\hline 1200131 & \multicolumn{2}{|l|}{i＊sort operands for symmetrical dyadic operators：} & \\
\hline ｜c101｜ 0 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\begin{tabular}{l}
voust op a－－＞a op const \\
ASOF 1 ，DIZADOP STMOP．
\end{tabular}}} & \\
\hline ｜：102｜ 31 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{ASOF 1, DYADOP，SIHOP， CONSTI，}} & \\
\hline ｜1903｜6｜ & & & \\
\hline  & \multicolumn{2}{|l|}{ExEz} & \\
\hline ｜\(\because 10 \mid\) & \multicolumn{2}{|l|}{／＊Fquivalent to：＊／} & \\
\hline 1200｜ 11 & \multicolumn{2}{|l|}{Diadoe，ofi，} & \\
\hline ｜107｜ 91 & \multicolumn{2}{|l|}{EXF2，} & \\
\hline 1\％10日｜¢ 1 & colisen， & & \\
\hline ｜：109 31 & \multicolumn{2}{|l|}{EIt，} & \\
\hline ｜2110｜ \(0 \mid\) & & & \\
\hline ｜2111］ 3 & \multicolumn{2}{|l|}{：＊a and \＃O．．．ob－－－\＃0．．．ob＊／} & \\
\hline ｜2110｜ \(3 \mid\) & \multicolumn{2}{|l|}{dyncur，AIDOP，} & \\
\hline 13119161 & \multicolumn{2}{|l|}{EXP．} & \\
\hline 12111161 & \multicolumn{2}{|l|}{ASEXI 1．PEGALLIEEPOES，} & \\
\hline ｜2115｜3｜ & \multicolumn{2}{|l|}{；Equivalent to：＊／} & \\
\hline ｜2110｜ 3 & \multicolumn{2}{|l|}{EMF1，} & \\
\hline ｜3117｜3｜ & \multicolumn{2}{|l|}{EXIT，EIN，} & \\
\hline ｜：1旳 \(0 \mid\) & & & \\
\hline ｜219191 & \multicolumn{2}{|l|}{f＊a rr \＃\＃．．．ob－－＞＊\％} & \\
\hline 121201 & \multicolumn{2}{|l|}{DYADOP， 1 PROP，} & \\
\hline 1212．161 & \multicolumn{2}{|l|}{EMPI．} & \\
\hline ｜20］61 & \multicolumn{2}{|l|}{PEGAJLZEROES．} & \\
\hline 121231 31 & \multicolumn{2}{|l|}{＊Equlvalent to：＊／} & \\
\hline ｜2313 \({ }^{121}\) & \multicolumn{2}{|l|}{EXFI，} & \\
\hline 1～1こ51 & \multicolumn{2}{|l|}{EITD，} & \\
\hline 121こら｜＂1 & \multicolumn{2}{|l|}{\multirow[b]{2}{*}{it a or \＃1．．．ib－－＞\＃1．．．1b \＃1}} & \\
\hline ｜ミ127｜ 7 & & & \\
\hline ｜c129｜ \(3 \mid\) & \multicolumn{2}{|l|}{DIADOF，OROE，} & \\
\hline 1209151 & \multicolumn{2}{|l|}{EKP，} & \\
\hline 120｜6｜ & \multicolumn{2}{|l|}{Aseril，Regalloines，} & \\
\hline 12111 11 & \multicolumn{2}{|l|}{／Equivalent to：\({ }^{\text {／}}\)} & \\
\hline ｜天为 3 & \multicolumn{2}{|l|}{EXF1，} & \\
\hline ｜193｜ 31 & \multicolumn{2}{|l|}{EIID，} & \\
\hline \(|2134| 0 \mid\) & & & \\
\hline 13135131 & \multicolumn{2}{|l|}{；＊a and \＃l．．． \(\mathrm{b}^{\text {b }}\)－－＞a＊／} & \\
\hline 12136｜31 & \multicolumn{2}{|l|}{diador，ahdor，} & \\
\hline 121971 & \multicolumn{2}{|l|}{EXP1．} & \\
\hline 12139 61 & \multicolumn{2}{|l|}{RESALJLOLIES，} & \\
\hline ｜2179｜3｜ & \multicolumn{2}{|l|}{／＊Equlvalent to：＊／} & \\
\hline ｜2140｜3｜ & \multicolumn{2}{|l|}{EXPI，} & \\
\hline ｜2141． \(3 \mid\) & \multicolumn{2}{|l|}{EIID，} & \\
\hline ｜21210｜ & & & \\
\hline ｜2143｜3｜ & \multicolumn{2}{|l|}{EHO）3；} & \\
\hline ｜2144｜\(\because 1\) & & & \\
\hline ｜019｜0｜ & \multicolumn{3}{|l|}{} \\
\hline ｜21011］ & ＊rulebas＇IMPLODEIHT & ＊ & \\
\hline ｜2311 11 & \multicolumn{2}{|l|}{＊reverso expand on ints＊} & \\
\hline ｜ \(21.40|1|\) & \multicolumn{3}{|l|}{＊＊＊＊＊＊＊＊＊4＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊} \\
\hline 13101 0｜ & \multicolumn{2}{|l|}{rulebasetype implodeintrules［］＝\｛} & \\
\hline ｜\％戌｜ & & & \\
\hline ｜3151 7 & \multicolumn{2}{|l|}{RECURSI\％E＿REHRITE（CURREMT），} & \\
\hline  & & & \\
\hline  & \multicolumn{2}{|l|}{，const op a－－＞a cp const \(\sim\)} & \\
\hline  & \multicolumn{2}{|l|}{} & \\
\hline 1205｜ 91 & \multicolumn{2}{|l|}{cotis？！} & \\
\hline ｜cosel 61 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\[
\begin{aligned}
& \text { EKFs } \\
& \text { \& to }
\end{aligned}
\]}} & \\
\hline 1：07］？ & & & \\
\hline 11591 31 & \multicolumn{2}{|l|}{Ezabor．} & \\
\hline ｜l㕩吅 & \multicolumn{2}{|l|}{EKFz．} & \\
\hline ｜rimer al & ralieri． & & \\
\hline 1：161 1 & \multicolumn{2}{|l|}{Euc，} & \\
\hline ｜ \(1 \times \cdots|\cdots|\) & \multicolumn{3}{|l|}{\multirow[b]{2}{*}{＊＋11－－\({ }^{\text {a }}\)}} \\
\hline ｜＂1091 & & & \\
\hline 10164 1 & \multicolumn{3}{|l|}{Dincue，itmadmer，} \\
\hline  & \multicolumn{3}{|l|}{Erfa，imge，} \\
\hline ｜＂10．6｜ 1 & \multicolumn{3}{|l|}{＊＋o．} \\
\hline ｜216．7｜ 11 & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{ExFl，EII！}} & \\
\hline ｜ 6691 & & & \\
\hline
\end{tabular}






\section*{15! !}
```


[^0]:    ${ }^{1}$ We could now make a set of rules like :
    $\begin{array}{ll}\mathrm{s} \rightarrow \mathrm{t} & 1 . \\ \mathrm{t} \rightarrow \mathrm{q}\end{array}$
    $t \rightarrow q \quad 2$.
    note 1: we could introduce a third rule $: s \rightarrow q 3$. We see that two transformations are then possible on the same expression which results in two different new expressions. We see that now the order of the rules is thus important because the rule which is placed first will be the one which is used while the second one is not!.)
    note 2 : swapping rule 1 and 2 makes the set of rules miss the conversion $s \rightarrow t \rightarrow q$.

