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Abstract

The different propagation mechanisms in urban micro-cell environments play an important
role in creating a high-quality cellular system. At this moment, more research is needed to
determine the dominant propagation mechanisms, which in tum may lead to better propa­
gation prediction models. Performing high-resolution direction-of-arrival (DOA) channel
sounding measurements can significantly help to obtain a more fundamental understanding
of the dominant propagation mechanisms in the mobile radio channel. Moreover, the re­
sults obtained from the measurements can be used to develop more accurate deterministic
propagation prediction models.

To determine the DOAs and the power-delay-profiles of incident waves, a channel
sounding system can be equipped with a suitable antenna array configuration. By exam­
ining the electrical signals at the different antenna elements in the array and using this
information as input for a high-resolution direction-finding (DF) algorithm, it is possible to
distinguish the DOAs and the corresponding powers-delay-profiles of multiple radio waves
impinging on the array. The channel sounding system currently available at the TU/e is
capable of estimating these signal properties, but needs to be upgraded in order to increase
the measurement speed and to improve the resolution.

This thesis presents a three-dimensional (3-D) antenna array geometry and a high­
resolution algorithm that can be used for mobile, high-resolution DOA estimations. The
array geometry is designed using knowledge obtained from the investigation of different
planar array geometries. In combination with a recently extended version of the Unitary
ESPRIT algorithm, this array geometry is investigated on its DF performance capabilities.

A new Structured Least Squares (SLS) technique is developed that can improve the
estimation results of the 3-D Unitary ESPRIT algorithm by solving its invariance equations
more accurately. Simulations show a significant performance improvement compared to
the standard structured least squares (SLS), total least squares (TLS) or least squares (LS)
techniques.

Furthermore, simulations show that the 3-D tilted cross antenna array in combination
with the extended Unitary ESPRIT algorithm is capable of resolving the true DOAs and
the corresponding powers of a number of sources at arbitrary angles with typical values for
the signal-to-noise ratio (SNR). The estimation accuracy is determined from the simulation
results in different scenarios. Under typical conditions it is possible to obtain less than
four degrees resolution in azimuth as well as in elevation, which is a large improvement to
the current system where five degrees azimuth resolution but far less elevation resolution
was available. A measurement speed of roughly 30KmIh is possible with the new system
without introducing large errors in the measurements. This is of course a large improvement
with the current system, which only operates in a static configuration.

The 3-D antenna array is designed as a switched antenna array. This makes it possible
to use a novel impedance switching technique that helps to suppress the effects of mutual
coupling between the antenna elements in the array by terminating the non-active elements
in the array with a complex impedance. Simulation and measurement results prove the con­
cept and show that the technique can be very effective in the type of application presented
here.

Parts of the 3-D tilted cross array are already implemented and work is currently being
done to finalise the array_ Modifications on the current channel sounding equipment are
also in progress to make it fit with the new 3-D antenna array. It is expected that the entire



measurement system will be operational within several months and that preliminary isolated
measurements can be done to test the system. After these preliminary measurements prove
to be successful the system will be tested in an actual urban environment.

The results of measurements with this new high-resolution DF system will contribute
to the creation and improvement of more realistic radio channel simulators, as well as im­
prove the understanding of the physical mechanisms governing radio propagation in urban
microcells. Of particular importance are the results from mobile measurements, which can
provide more information about the change in composition of the radio propagation in the
mobile channel. This, in tum, will provide a basis for the design of radio systems that are
better matched to the real-world behaviour of urban radio channels, and for more efficient
planning of microcellular radio networks.
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Chapter 1

Introduction

1.1 Background

All wireless communication systems, among them cellular radio networks, transmit their
signals over the wireless channel. This means that the capabilities of these systems are
fundamentally determined by the properties of the radio channel. When a signal is send
by the transmitter, different propagation mechanisms cause multiple waves, with different
power levels and propagation delays to arrive at the receiver via several paths of different
length, as illustrated in figure 1.1.

.",,:::::::::::--:~:!f

•Receiver

Transmitter

Figure 1.1: Multipath environment in mobile communications.

One of those propagation mechanisms is reflection, which can occur if a wave impinges
on an object that is large compared to the wavelength. Diffraction can occur if the radio path
between transmitter and receiver is obstructed by a surface with edges, which can cause a
wave to bend around an obstacle. These edges are present in for example, vegetation and
buildings with irregular surfaces. Furthermore, propagating radio waves can be attenuated
by different obstacles or scattered by objects that are smaller than their wavelength. When
mobility is considered as well, the radio propagation becomes rather complex, because the
properties of radio channel vary with time and the location of the receiver, which can cause
rapid fluctuations in the received power.

In today's mobile cellular systems the line-of-sight (LOS) propagation path is often
blocked, which means that radiowave propagation via other mechanisms such as reflection,
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diffraction and scattering becomes significant in urban microcell configurations. To guar­
antee a wide coverage and a high quality-of-service (QoS) and at the same time create a
cellular system that is very efficient regarding the number of base-stations, accurate predic­
tion of relevant radio channel parameters, such as path-loss, are important. This process is
generally referred to as propagation prediction [1].

During the planning of cellular systems all coverage and interference calculations are
based on propagation prediction, which makes it a very important issue in network plan­
ning. In contrast to the planning of macrocells, empirical propagation prediction models
do not provide an acceptable prediction accuracy for microcell environments. Therefore
the so-called deterministic propagation models, that can provide location specific channel
predictions, are often used. Most of these deterministic models consider reflection and
diffraction as the main propagation phenomena. Ray-based propagation prediction, which
uses straight trajectories to describe the propagation of radio waves, has become an impor­
tant method and provides better prediction results compared to the statistical models, when
urban microcell scenarios are considered. Still, it is difficult to achieve the same prediction
accuracy that can be achieved for macrocells. This has led to the idea that only considering
reflection and diffraction may be insufficient to model the urban radio channel. Therefore,
it is important to obtain a better and more fundamental understanding of the dominant prop­
agation mechanisms in the mobile radio channel.

The radio channel impulse response is very important in obtaining a better understand­
ing of the propagation effects, since it describes the radio propagation channel. Estimates
of the channel impulse response are usually obtained using a channel sounding measure­
ment system. Additionally, performing these measurements under mobile conditions will
provide more information about the global behaviour of the radio propagation. This can be
of great importance, since the users of the cellular network are often mobile themselves.
For a better understanding about what causes the different propagation effects to occur, the
direction at which the different waves reach the receiver can provide important information.
These direction-of-arrivals (DOAs) can be measured by incorporating the channel sounding
system with an antenna array.

The simplest way to incorporate an antenna array in the channel sounder is by means
of a virtual array. This virtual array can be constructed by mechanically positioning the an­
tenna of the channel sounder at different locations and subsequently measure the complex­
impulse-responses (eIRs) at those locations, e.g. in a circular configuration as described
in [1]. Because only one antenna element is present in this virtual array, the performance
of the antenna is not influenced by other array elements. This technique can quite easily be
implemented, but it has the disadvantage of being rather slow. Moreover, to prevent mea­
surement errors, the properties of the radio channel should not change significantly during
the sampling of a complete array, this makes mobile direction-finding (DF) hardly possible
with this configuration.

Alternatively, the antenna array can also be constructed out of actual antenna elements.
By sampling the electrical signals at each of the elements in the array, high-speed measure­
ments can be performed, which makes it possible to perform mobile measurements without
introducing large measurement errors. Sampling all antenna elements at the same time,
however requires multiple receivers and a high data processing speed. Furthermore, in this
multiple antenna array configuration a number of antenna elements are positioned at close
proximity, which introduces electromagnetic coupling effects between the array elements,
generally referred to as mutual coupling. These mutual coupling effects change the elec-
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tromagnetical properties of the antennas and can deteriorate the performance of the total
measurement system.

A very interesting type of antenna array that can be constructed by merging the previous
two array types is the switched antenna array. This array is also constructed out of actual
antenna elements, but instead of sampling all elements at the same time, a single receiver
is used together with a RF-switch that samples each of the antenna elements in sequence,
while the other elements in the array remain passive. While high measurement speeds are
still possible, this configuration prevents the need for multiple receivers and gives way to
an interesting technique that can help to minimise the mutual coupling effects between the
array elements. This so called impedance switching technique changes the electromagneti­
cal properties of the passive antennas by terminating them in a specific impedance, different
from the 50n system impedance [2]. This makes the passive antennas less "visible" for the
active antenna and can therefore help to suppress the mutual coupling effects and maintain
accurate DOA estimations.

Estimating the DOAs of incident waves on an antenna array is long known to be possi­
ble with a technique called beamforming. In this technique, the output signals of the array
elements are phase-shifted and combined in such a way that they add up coherently in a
given direction. Sweeping this beam over a certain area and measuring the received power
can indicate the possible directions of the incident waves. Although this technique can eas­
ily be applied to any array geometry, DF systems that are based on beamforming usually do
not have a high-resolution performance. This resolution performance is generally defined
as the ability to resolve two closely spaced sources. In systems that use beamforming to de­
termine the DOAs, the resolution is roughly limited by the half-power-beamwidth (HPBW)
of the antenna array pattern. To obtain more accurate estimates, high-resolution techniques
have to be used that are known to offer a significantly better resolution performance. High­
resolution techniques can provide this better resolution performance, because they use addi­
tional information obtained by multiple spatial sampling of the incoming wavefront and the
additional assumptions made about the signals, such as a limited number of incident waves.
If the assumptions about the signals are more specialised and conformed to the measured
data, better resolution performance can be achieved.

The results of measurements with such a high-resolution DF system will contribute to
the creation and improvement of more realistic radio channel simulators, as well as im­
prove the understanding of the physical mechanisms governing radio propagation in urban
microcells. Of particular importance are the results from mobile measurements, which can
provide more information about the change in composition of the radio propagation in the
mobile channel. This, in turn, will provide a basis for the design of radio systems that are
better matched to the real-world behaviour of urban radio channels, and for more efficient
planning of microcellular radio networks.

1.2 Previous work

At the Eindhoven University of Technology (TU/e) previous work described by De long
[1], presents a virtual uniform circular array (UCA) in combination with a high-resolution
algorithm named MUSIC that can be used for channel sounding measurements in micro
cellular environments. The system is able to resolve the delay-profiles and DOAs of incident
waves that arrive at low elevation angles. Part of the work focussed on obtaining a better
physical understanding of radiowave propagation in micro cellular environments by means
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of advanced experiments.
One of the recommendations of this work mentioned that two-dimensional propagation

prediction models are inadequate for so called "small-cell" configurations, in which the
base station antenna is located approximately at the rooftop level and over-rooftop propa­
gation is no longer negligible. The current measurement equipment is mainly capable of
performing two-dimensional measurements. To investigate three-dimensional propagation
effects in the wireless channel, a new measurement system is necessary that can perform
three-dimensional DOA estimations.

To investigate the global behavior of radiowave propagation in micro cellular environ­
ments it is important to perform measurements in which the receiving-end of the measure­
ment system is moving along a trajectory. The present equipment is not capable of mea­
suring delay profiles at typical urban speeds and does not allow mobile DE To clear these
limitations, higher measurement speeds are necessary.

At this moment, there is an ongoing project that concerns the design and implementation
of a new and improved mobile channel sounding system that can perform high-speed delay­
profile and three-dimensional DOA estimations. The new system will be an evolved version
of the current measurement system described by De long. The work presented in this thesis
reports on the results of the design and implementation of this new system.

1.3 Problem formulation

The current channel sounder operates at a frequency of 2.25GHz with an occupied band­
width of lOOMHz, and is equipped with a synthetic UCA. This array is a planar geometry,
which means the resolution in the elevation plane at low elevation angles is poor and there
exists a two-fold ambiguity with respect to the positive and negative elevation angles. To
obtain more resolution in the elevation and to clear the ambiguity problem, a new channel
sounder will have to be equipped with an antenna array geometry that extends into three
dimensions.

To allow the receiving-end of equipment to move at typical urban speeds without intro­
ducing significant errors, the measurement speed of the system has to be sufficiently high.
In order to perform these high-speed measurements, it is inevitable that the array has to be
equipped with actual array elements instead of a single antenna that acts as a virtual array.
A maximum of 32 antenna elements can be used in the new antenna array, which is caused
by the time that is available to sample all elements in the array before the array has travelled
a significant distance. The antenna elements used in the antenna array will consist of the
drooping-radial monopole antenna as described in [3]. The new system will operate at the
same frequency of 2.25GHz as the current system, which means that the antenna elements
have to be tuned at this frequency.

Sampling all antenna elements simultaneously requires the use of multiple receivers
and a very high speed data collection system. To prevent a highly complex and expensive
system, antenna switching techniques need to be used to overcome this problem.

Using an array with actual antenna elements will introduce mutual coupling effects
between the array elements, which affects the radiation pattern and input impedance of the
active antenna and can cause severe performance degradation. An impedance switching
technique that minimises these effects, as described in [2], can be used in order to create a
reliable system.

To perform high-resolution DOA estimations, a high-resolution estimation algorithm
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must be used that fits with a three-dimensional array geometry. Because measurements are
usually performed in highly correlated environments, it is important that the algorithm is
capable of distinguishing correlated sources.

It is expected that the limitations of the current channel sounding system can be miti­
gated with the aid of techniques described above and also by making appropriate changes
to the current data-collection and data-processing system.

1.4 Objectives

The objective of this thesis is to develop a three-dimensional switched antenna array in
combination with a suitable high-resolution algorithm that can be used to perform mobile
DOA estimations with equal resolution in azimuth and elevation. In order to find a suitable
3-D antenna array design, different planar array geometries with uniform and non-uniform
element spacing shall be investigated that may provide better angular resolution capabilities.
Knowledge from the analysis of the planar arrays can be used in the design of a 3-D array
geometry.

To suppress the mutual coupling effects between the antenna elements in the array,
the effect of complex impedance loadings on the non-active antenna elements must be in­
vestigated. The effects can be simulated with computer software and later verified with
measurements.

To perform accurate estimations, different high-resolution algorithms should be investi­
gated and the potential of different signal processing techniques, such as forward/backward
averaging and spatial smoothing can be analysed. If feasible, the current channel sounding
system shall be modified and equipped with the new 3-D array geometry and preliminary
measurements shall be performed.

The results of measurements with the new measurement system can improve the un­
derstanding of the physical mechanisms governing radio propagation in urban microcells.
Moreover, the results can contribute to the verification and improvement of current ray trac­
ing tools which can lead to more realistic radio channel simulators. Ofparticular importance
are the results from mobile measurements, which can provide more information about the
change in composition of the radio propagation. Additionally, the new system can very
effectively be used for performance analyses of smart-antenna and MIMO-based systems.
This, in tum, will provide a basis for the design of radio systems that are better matched to
the real-world behaviour of urban radio channels, and for more efficient planning of micro­
cellular radio networks.

1.5 Thesis outline

This thesis is organized as follows. Chapter 2 gives a description of the channel sounding
system currently used at the TUle and introduces the modifications that are needed to create
the new and improved channel sounder.

Chapter 3 describes the development of the 3-D antenna array from the analysis of
different planar array geometries. Simulation results will be presented that support the
design considerations.

Chapter 4 gives a detailed description of the 3-D Unitary ESPRIT algorithm that is used
in combination with the 3-D antenna array. Simulation results will be presented that indicate
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the perfonnance capabilities.
Chapter 5 discusses the implementation issues of the 3-D antenna array. Preliminary

measurement results regarding the impedance switching technique are presented and the
expected results taking into account the mutual coupling and shadowing effects are pre­
sented.

Finally, chapter 6 concludes the entire work and recommendations will be given.
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Chapter 2

Measurement system

2.1 Introduction

For a better fundamental understanding of the dominant propagation mechanisms in mobile
radio channels, it is important to perform measurements in which the different propagation
delay times and directions-of-arrivals (DOAs) of the individual multipath components can
be determined. The use of a channel sounding system makes it possible to determine these
channel characteristics. This chapter will first give a short overview of the current TU/e
measurement system and its capabilities. After that, a high-level description of the new
measurement system will be given.

2.2 Current measurement system

In the work described by De Jong [1], the channel sounding measurement system that is
currently being used at the TU/e is described. The current system is capable of estimating
the delay-profiles and DOAs of propagating radio waves in a static configuration. In figure
2.1 the different parts of this system are shown.

2.2.1 Channel sounder

To analyse multipath propagation, time delay profiles which correspond to the complex im­
pulse response (CIR) of a radio channel are widely used. An obvious way to measure the
CIR is by transmitting a short RF-pulse and observe the received pulse or pulses. Collect­
ing data from these high-resolution pulses is however, very difficult because of the large
bandwidths that are required. A preferred method to determine an estimate of the CIR is
by using a pseudonoise (PN) correlation method. The current TU/e measurement system is
built up around a wideband radio channel sounder, which is based on this PN correlation
method. In this method, a pseudonoise code sequence with a chiprate equal to Ie = 1/ Te
Hz is used as the baseband modulation signal to modulate the transmitted carrier. Here, Te

denotes the bit period of the sequence in seconds. The TU/e measurement system uses a
transmitter that produces a 50Mbit/s reference PN sequence with a period of 511 bits. This
sequence then modulates a 2250MHz carrier using binary phase-shift keying (BPSK). The
output signal is then amplified to a power of 30dBm after which it is filtered and radiated via
an antenna. At the receiver side the filtered and received signal is correlated with a replica
of the transmitted PN sequence, as shown in figure 2.2.
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Figure 2.1: Current TU/e wideband radio channel sounder.
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This correlation, or autocorrelation since the two signals are related to the same PN
sequence, is based on determining the expected value of the product of two time shifted
signals. The autocorrelation function can approximately be given by the delta function and
therefore gives an estimate of the delay profile of the transmission channel. For a periodic
PN binary sequence aCt) with period T the autocorrelation function can be defined as

x(r) =..!.. fT a(t)a(t _ r)dt.
T Jo

This function is not exactly a delta function, but a triangular function with a spread of ±Te

around the correlation peak and is periodic with period T because of the repeating nature
of aCt). The correlation of the received signal and the replica signal is performed by mul­
tiplying (mixing) the two signals followed by a low-pass integrator which integrates over
the time interval 0 to T. Driving the replica signal at a slightly slower rate Ie - 81e than
the rate Ie of the received signal causes the autocorrelation function x (r/ k) to be scaled
in time with a factor k = (fe/8Ie). This means that the PN correlation method creates
time stretched copies of a signal similar to that received by a ordinary receiver when a short
delta-shaped pulse were transmitted through the same radio channel. A receiver that uses
this same principle is called a sliding-correlator receiver and is currently used in the mea­
surement system. A big advantage of the PN correlation method is that high-resolution time
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delay measurements of the channel are possible without requiring a high sample speed at the
receiver output and that the effects of RF-interference on the measurements are minimised

Figure 2.3: TUle measurement vehicle.

A measurement vehicle, shown in figure 2.3, that acts as the receiver side contains the
equipment to demodulate and correlate the received signal from which the CIR of the radio
channel can be estimated. The measurement data samples from the receiver are digitised
and transferred to harddisk. The total range of the CIRs is 1O.22/Ls (511 bits of 20ns each)
and the maximum dynamic range is 40dB.

2.2.2 Synthetic circular array

The antenna array used in the measurement system is a synthetic circular array, which con­
sist of a single omni-directional antenna on a rotating arm. The antenna is a 2-dBi sleeve
monopole antenna with a omnidirectional radiation pattern in the azimuth plane and a band­
width of about 200MHz. Under static conditions this antenna is rotated at a constant speed
along a horizontal circle with radius r=0.30m. Assuming the radio channel remains station­
ary during the measurement, this procedure is identical to measuring CIRs at the elements
of a uniform circular antenna array (UCA). The system needs 16.0 seconds to move the
antenna mechanically along a horizontal circle, which results in the recording of 157 CIRs.
Such a complete set of samples taken over the entire array geometry is generally referred to
as one "snapshot".

2.2.3 High-resolution algorithm

An angular high-resolution technique named UCA-MUSIC is used to provide better resolu­
tion performance than conventional beamformers. In addition to this, beamspace processing
is used which helps to reduce the sensitivity to noise and modelling errors and allows to use
forwardlbackward (FB) averaging. This FB averaging technique is used to decorrelate pos­
sible correlated signals. To give an estimation of the number of incident signals on the
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array a modified version of Akaike's information criterion (FB-AIC) was applied. When
the direction of the incident waves is close to horizontal, an azimuth resolution of less than
5 degrees is roughly available using 20 snapshots or more.

2.3 New measurement system

The current measurement system available at the TU/e is capable of estimating DOAs of
propagating radio waves in a static configuration. Although the system is capable of per­
forming azimuth and elevation DF estimations, the resolution in elevation is relatively poor.
The lack of resolution in elevation, the limitation of a static configuration and the relatively
slow measurement speed are the main drivers behind the idea of modifying the current
channel sounding system.

The modifications concern the receiving side of the system and mainly involve the de­
sign of a new antenna array together with a suitable high-resolution signal processing tech­
nique. Figure 2.4 shows a diagram of the receiving part of the new measurement system.
The new system will be installed on the same measurement vehicle as shown in figure 2.3.

IMPEDANCE 1"- --: 1"- --:
SWITCH: I :

~---r- }--r-
-- --I
I I
I I-r- : 3D SWITCHED

ANTENNA ARRAY
<32 ANTENNA
ELEMENTS

I--------~

1 I
'-------+1-0 UTI-----'

__________________________J I ANTENNA

r--------;-I_-, I SWITCH
L ~

BANDPASS
FILTER

DOWN
CONVERSION

I/O CONVERSION

-------------------------------------------------------,,
!

DATA
ANALYSIS

OFF-LINE
CORRELATION

+
HIGH-RESOLUTION

DF·ALGORITHM

DATA
COLLECTION

AID
CONVERSION

Figure 2.4: Receiving side of the new TU/e wideband radio channel sounder.

To improve the elevation resolution, a new antenna array will be developed that instead
of planar, will be three-dimensional. The goal is to achieve an angular resolution that is
equal in azimuth as well as in elevation, and still equal or better than the azimuth resolution
of the current system. In contrast to the synthetic circular array, the new array will be a
switched antenna array that consists of maximum 32 actual antenna elements. All antenna
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elements in the array will be addressed in sequence by a RF-switch that connects each of
the elements to the input of the receiver and is addressed by the data collection system.

A well known major problem with having multiple antenna elements positioned in close
proximity of each other is that electromagnetic coupling between the elements occurs. In
the switched antenna array, only one antenna element is active at a time, while all the other
elements are passive. Terminating the passive elements in the 50n system impedance would
cause a major coupling effect between the elements, since the elements are tuned at the same
frequency. To suppress this coupling effect, an impedance switching technique is used in
which the passive elements are switched to a specific impedance to make them less "visible"
for the active antenna.

To achieve a higher measurement speed, which is needed to perform mobile measure­
ments, the total range of the eIRs is decreased to 5.1fLS (255 bits of 20ns each), which is
still expected to be sufficient. Furthermore, the correlation in the new system will no longer
be done in hardware. Instead, the receiver signal is sampled directly, and then correlated
off-line. This requires faster data acquisition compared to the current system, which means
the AID convertor and the data collection system need to be upgraded as well.

To perform high-resolution DOA estimation, a suitable algorithm will be used that fits
with the new 3-D antenna array and is capable of performing Df in azimuth and elevation.
Additionally, signal processing techniques can be used to improve the estimation results.
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Chapter 3

Antenna array configuration

3.1 Introduction

The overall performance capabilities of a DF system are in the first place determined by the
choice of the geometry of the antenna array. This makes it obvious to start the design of a
DF system by determining the most suitable antenna array geometry.

To create an antenna array with high-resolution properties, the overall size of the array,
named the aperture, has to be large. In contrast, the array elements have to be placed
sufficiently close to each other to prevent grating lobes (side-lobe-levels (SLLs) equal to the
main lobe level) from occurring in the radiation pattern. Furthermore, the shape or geometry
of the antenna array has a great influence on the uniformness in performance of the array.
Having only a limited number of antenna elements available, this means that several trade­
offs have to be made in the design of an suitable antenna array for DOA estimation.

A variety of array designs can be found in the literature that are used for DOA estima­
tion [4-7]. The linear array is the simplest and most obvious design, although it has disad­
vantages regarding the uniformness in performance and the limitation of performing only
one dimensional estimations. Planar antenna arrays solve this one-dimensional restriction
and are capable of estimating DOAs in azimuth and elevation. From a design perspective,
planar arrays are more interesting because they give the designer more degrees of freedom
to come to an "optimal" design. A very well known and often used planar array design
is the circular array. This array has drawn much attention because of its uniformity in az­
imuth performance [5]. In the next sections, the circular array will be used as a reference to
compare other array designs.

Although horizontally positioned planar arrays are capable of estimating DOAs in az­
imuth as well as in elevation, the resolution at low elevation angles (between -20 and 20
degrees) is often poor. Also, planar arrays suffer from the ambiguity of being unable to
distinguish waves coming from either positive or negative elevation angles. To improve the
resolution in elevation and to solve the two-fold ambiguity, the array design has to be trans­
posed into the third dimension. From a circular array point of view, an obvious candidate
for such an array would be a cylindrical or spherical array [4]. One of the disadvantages
however is the number of antenna elements that are needed to cover an entire sphere or
cylinder with a reasonable aperture. Therefore other array geometries have to be investi­
gated that can effectively perform two-dimensional DOA estimations with only a limited
number of antenna elements.

A well known, major problem with antenna arrays is the electromagnetic coupling be-
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tween the elements in the array, often referred to as mutual coupling. This mutual cou­
pling phenomenon effects the amplitude and phase of the radiation pattern and the input
impedance of the antenna elements. The effect becomes significant as the interelement
spacing is decreased and can be rather drastic if the interelement spacing drops below half
a wavelength [8]. Since ignoring the presence of mutual coupling will degrade the array
performance, techniques that minimise the mutual coupling effects are vital. Theoretically,
it is possible to eliminate the effects of mutual coupling by correcting the voltages at the
terminals of the array elements by using an impedance matrix [3,9]. In order to avoid signif­
icant performance degradation, this correction matrix must be very accurately known over
the entire system bandwidth, which can be a great challenge in practice.

In [2], an impedance switching technique is described that can suppress the mutual
coupling effects in switched antenna arrays. From simulations on a two element antenna
array, it is shown that by terminating the passive antenna with an inductive load, instead
of the system impedance of son, the mutual coupling effects can virtual be eliminated.
To reduce the mutual coupling effects in antenna array configurations with more than two
elements, this impedance switching technique may be very promising and therefore has to
be investigated on different array geometries.

In this chapter, several antenna array designs are discussed. The Y-shaped array ge­
ometry with uniform and non-uniform element separation is used as a basis in the design
of a three-dimension antenna array. Next, an impedance switching technique is discussed
that can minimise the mutual coupling effects between the antenna elements in an array
configuration. After that, simulations are performed using MATLAB to investigate the
OF performance of the different array geometries. The effect of the impedance switching
technique on the antenna elements in the different array configurations is investigated by
performing simulations using an EM modelling tool called FEKO. Finally, the chapter will
be concluded.

3.2 Uniform circular array design

The uniform circular array is the only planar array geometry where the performance in the
azimuth plane is independently of azimuth angle, </>, [5]. Because of this uniform perfor­
mance the circular array is often used in OF systems. The circular array presented here will
mainly be used as a reference design to compare the performance of other array designs.
The circular antenna array visualised in figure 3.1 consist of 31 elements that are uniformly
spaced at a distance of 8 = 0.5A, where the wavelength is defined as A = 7' with c the speed
of light and f the frequency of the radio signal. To obtain an equal comparison between the
different array geometries and because the other array geometries presented in this chapter
are limited to 31 elements, the number of elements in the circular array is chosen to be 31.
Spacing the elements at a maximum distance 8 = 0.5A minimizes the number of grating
lobes in the antenna radiation pattern [10], which can otherwise lead to spurious OOA esti­
mates. The angular estimation accuracy and the resolution are two important performance
criteria that improve with increasing array dimensions. Therefore the aperture can give a
first indication of the performance capabilities of an antenna array. The azimuth aperture of
the uniform circular array can be determined as

d = 2r = 2 (:~) = 4.93A.
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Figure 3.1: Uniform circular antenna array, with the black circles indicating the antenna
element positions.

3.3 V-shaped array design

The Y-shaped antenna array has recently drawn some attention because of its unique prop­
erties [7, 11]. Compared to other planar array structures such as the L,X and T shaped
arrays the Y-shaped antenna array holds the best DF performance capabilities [5]. Due to
its unique shape the Y-shaped antenna array exhibits the largest array aperture when the
same number of elements are used [7]. This section discusses an uniformly spaced and a
non-uniformly spaced version of the Y-shaped array.

3.3.1 Uniform element spacing

The uniformly spaced 31 element Y-shaped array is visualised in figure 3.2. The array
consist out of three 11 element linear arrays with a shared centre element and are rotated
1200 around the centre.

It is known that to prevent grating lobes from appearing in the radiation pattern, the
element spacing in a linear array needs to be a little less than 0.5,1,. [12]. Since the Y-shaped
array is composed out of three linear arrays the same condition holds. The new element
separation distance 8 can be determined using the Hansen-Woodyard condition [12] as

8= ~ (1 __1)
2 Ny

(3.2)

with Ny being the number of elements on one of the three array arms. Since the three arms
share the same centre element, this means that Ny = 11 and 8 = ;1 A.

With l = 8(N - 1) and y = 1200 it can be seen from figure 3.2 that the azimuthal aper­
ture of the uniform Y-shaped array varies six times over the entire azimuth range between

2l cos(300
)

d1 = = 7.87,1,. ,and
A

3.3.2 Non-uniform element spacing

Non-equally spaced linear arrays have some advantages over equally spaced linear arrays
when used in DF systems. As a result of the unequal spacing, fewer elements are needed
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Figure 3.2: Uniform Y-shaped antenna array configuration.

to create a certain aperture compared to the equally spaced array. The result is that very
accurate estimations are possible at a relatively low cost. Placing the elements further apart
also decreases the mutual coupling between the elements, which is very helpful in determin­
ing accurate estimates. Because the Y-shaped array is composed out of three linear arrays,
non-uniform spacing can be applied in a similar way as with linear arrays.

The disadvantage of unequally spacing is that high side-lobes, or even grating lobes
may occur, which can lead to spurious estimates. By changing the exact locations of the
antenna elements it is however possible to find a configuration with the lowest SLLs [13].

There is no straightforward solution in determining the optimal sensor positions in a
non-uniform linear array. This is caused by the fact that the SLLs depend on the elements
positions in a highly non-linear manner, and that in general there is no analytical method
to determine the highest SLL, or the angular direction where the highest SLL may occur.
Therefore, in many cases, an array geometry is created empirical, then analyzed and adopted
to come to an optimal array. A number of optimisation techniques for determining or opti­
mizing the sensor positions of an array are found in the literature [13-19]. Many of these
techniques have one common drawback, the computational complexity of the search. This
complexity can be decreased by using discrete sensor placements and by limiting the total
size of the array.

The Dynamic Programming technique described by Skolnik [14], proved to be compu­
tationally efficient in determining the "optimal" sensor placements in a non-uniform array.
The technique determines solutions which approximate the optimum configuration of ele­
ments spacings for achieving a radiation pattern with the lowest SLLs, however, the degree
of approximation to optimum is unknown. It does this by converting a single N-dimensional
optimisation problem into a sequence of N one-dimensional optimisation problems. Sim­
ulations showed that the result of lowering the SLLs by optimised non-uniform element
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positioning resulted in a more uniform distribution of the SLLs over the entire radiation
pattern.

To limit the complexity of the search, a sensor placement grid of 0.18 was chosen and
the total size of the array was limited to 128. This maximum array size results from the
maximum available area on top of the measurement van. Using the Dynamic Programming
technique to determine the optimal sensor positions that have the lowest SLLs, results in the
non-uniform sensor placement shown in figure 3.3.

• • • • • • • • • • •~ '. 28 .' :
!;.

128
.;

Figure 3.3: Non-uniform element spacing of one of the 3 arms in the Y-shaped antenna
array design, the leftmost element is positioned in the centre of the array.

This non-uniform Y-shaped array geometry is in fact an uniform Y-shaped array with its
outer four elements on each of the array arms shifted two positions outward. With I = 128,
the aperture varies between d] = 9.45.1-. and d2 = 8.18.1-..

3.4 3-D tilted cross array design

In this section, the Y-shaped array geometry is used as a starting point in creating a three­
dimensional array structure. Similar as to the Y-shaped array, non-uniform element spacing
is applied as well.

3.4.1 Uniform element spacing

To achieve more elevation resolution at low elevation angles, it is a necessary requirement
that the array geometry is extended into the third dimension. A way to extend the uniformly
spaced Y-shaped array into the third dimension is to move the centre of the array into the z
direction to create a pyramid-shaped array, as visualised in figure 3.4.

z

.:l.
•• ! •

• • i •••• i •...' .
----...._-. ... '....- .. .::',----------- ----------------------------------- -------.

.--'-. ----------.---

Figure 3.4: Extending the Y-shaped planar array into the third dimension.

This array clearly shows an increase in elevation aperture at low elevation angles. While
this array design satisfies the requirement for more resolution in elevation, it does not satisfy
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the centro-symmetry property, which is one of the requirements for using a promising high­
resolution DF algorithm called Unitary ESPRIT, which will be explained in more detail in
the next chapter.

Expanding the array design from figure 3.4 further, it is possible to create a 3-D array
design that does satisfies the centro-symmetry requirement. The new array design is con­
structed by virtually extending the three arms of the pyramid array as shown in figure 3.5.
The resulting 3-D array structure is a 3-D cross array that is tilted 45 0 around the x-axis and
35.26 0 around the y-axis, which results in the three legs ending in the same xy-plane. One
disadvantage of this array however, is that the azimuth aperture has become half the size of
the array shown in figure 3.4.

Similar as with the uniformly spaced Y-shaped array the elements are spaced according
to the Hansen-Woodyard condition at 8 = frA.

The azimuth aperture with this three-dimensional array varies between d1 = 3.21)" and
d2 = 2.78A.
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Figure 3.5: Extension of the pyramid shaped array to form a 3-D tilted cross array.

Instead of using a tilted 3-D cross array, it would be more straightforward to use a non­
tilted 3-D cross array, since it also satisfies the centro-symmetry requirement. However,
tilting the array geometry gives it some interesting advantages in the performance. As
mentioned before, most incident waves will arrive at relatively low elevation angles (e <
200

). One advantage of tilting the array is that the DOA performance in low elevation angles
will be more uniform. An other advantage is that in the case of low SNR levels, large errors
in the estimation will mainly occur at elevation angles higher than 300

• This is caused by the
fact that the location of possible grating lobes are shifted upward in elevation, whereas with
the 3-D cross array these locations would occur around 00 elevation. Simulation results in
section 4.4.3 clearly confirm this effect.
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3.4.2 Non-uniform element spacing

To increase the aperture for more resolution in the DOA estimation, similar as with the Y­
shaped array the elements in the 3-D tilted cross array are spaced in a non-uniform order.
The possible element positions are limited by a 0.05), sensor placement grid as well as by
placing one element in the centre and an placing an other element at 10), on each of the
arms. Again, the maximum array size is determined from the maximum area available on
top of the measurement van. Having only four elements left to be placed at the grid points,
only a limited number of calculations are needed to search all possible locations to find the
optimal position of the elements. Therefore, instead of using an optimisation technique,
the limited complexity of the search allows the use of an exhaustive search to determine
the optimal sensor positions that correspond to a radiation pattern with the lowest possible
SLLs. The resulting element spacing in each of the arms of the non-uniform 3-D tilted cross
array is shown in figure 3.6. In this case, the azimuth aperture varies between d] = 6.42),
and d2 = 5.56),.

•• , • T •~
; !., ;

!- 48 .!
; ,
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;- 8.48 .!!-
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Figure 3.6: Non-uniformly element spacing of one of the 6 arms in 3-D tilted cross
antenna array, the leftmost element is positioned in the centre of the array.

3.5 Impedance switching

This section describes the impedance switching technique that can suppress the mutual
coupling effects between the array elements and refers to [2].

Mutual coupling is well-known to be the result of displacement currents induced in the
passive antennas due to the current that flows in the active antenna. In general, mutual
coupling is strong if the passive antennas are nearby and of resonant size, Le. if they have
similar dimensions. The distances between the antenna elements are imposed by design
considerations as described in the previous sections, and the minimum antenna spacing can
usually not be made larger than half the wavelength. The electric dimensions of the passive
antennas, however, can be changed through the impedance in which their feedpoints are
terminated. The result of changing the impedance of the passive antennas is that the current
distribution of the active antenna does not match the electrical length of the passive antenna.
Therefore, the current distribution in the passive antennas becomes small, and considerable
suppression of mutual coupling can be achieved.

As an example, consider a two-element antenna array, shown schematically in figure
3.7. This array consists of two half-wavelength dipole antennas. One of the antennas is
driven by a narrowband voltage signal through a 50-Q transmission line, the other element
is passive. The thin lines in this figure represent the envelopes of the current distributions
along the wires. In figure 3.7 (a) the passive element is short-circuited, and is resonant at
the same frequency as the active dipole. This causes a considerable current to be induced
in the passive dipole, which will effect the input impedance and radiation pattern of the
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Figure 3.7: Current distributions in two nearby dipole antennas, with the passive antenna
(a) short-circuited and (b) open-circuited.

active antenna. In figure 3.7 (b), the dipole is terminated in an open circuit, so that it
becomes identical to two separate quarter-wavelength wires. Now, the current distribution
of the active antenna does not match the lengths of the wires of the passive antenna and the
induced current in the passive antenna, and therefore the effect of the mutual coupling will
be minimal.

In [2], different values of the termination impedance of the passive antenna were consid­
ered. Using the drooping-radial monopole antenna as described in appendix B, an impedance
of j250Q was found by trail and error to be the best result and to virtually eliminate the mu­
tual coupling effects.

Since the new channel sounding system only passes a single antenna signal to the re­
ceiver at a time, the other elements in the array are passive, and can be terminated in j250Q
to reduce the mutual coupling effects. In the next section simulations are performed to
investigate the impedance switching technique in the different array configurations.

3.6 Performance comparison

To compare the performance of the different antenna array designs presented in the previous
sections, the array designs are implemented in Matlab code and in the EM simulation tool
called FEKO, and subsequently simulations are performed.

Simulations in Matlab are performed to get an idea of the overall array performance.
In these simulations the antenna elements are assumed to have an omni-directional antenna
pattern and no mutual coupling effects are included. These simulations are discussed in
section 3.6.1.

The FEKO simulation software, described in section 3.6.2, is used to investigate the
mutual coupling effects between the antenna elements using the impedance switching tech­
nique described in section 3.5. The results of these simulations are presented in section
3.6.3.
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3.6.1 Array performance

In table 3.1 the azimuth apertures of the different array designs are summarised to give a
first impression of the DF capabilities. It can be seen that compared to the circular array the
Y-shaped array geometry significantly enlarges the aperture, especially when non-uniform
element spacing is used. As a result the aperture of the Y-shaped array exhibits a minor
six-fold variation in the DOA estimation performance. Due to its extension into the third
dimension, the 3-D tilted cross array shows a smaller azimuth aperture. This change in
azimuth resolution can be attributed to the increased resolution in elevation. Using non­
uniform element spacing the aperture of the 3-D-tilted cross array can be enlarged, although
this can result in higher SLLs as will be seen later.

Table 3.1: Azimuth aperture size, measured in wavelengths, of different array geome­
tries with each having 31 antenna elements.

Array

Geometry

Circular

Uniform Y-shaped

Non-uniform Y-shaped

Uniform 3-D tilted cross

Non-uniform 3-D tilted cross

Azimuth aperture

(in wavelengths)

max. / min.

4.93/4.93

7.87/6.82

9.45/8.18

3.21/2.78

6.42/5.56

To investigate the overall DF performance capabi lities of the antenna array designs more
closely, a technique called beam-forming is used. The beam-forming technique is based on
applying different phase shifted signals to each of the N antenna elements in such a way
that the signals add up coherently for a given direction in space. The applied phase shift
~n for each element can be determined from multiplying f3 = 2; with the projection of the
element position vector Pn(rll ,ell, </>Il) onto the vector k(l, e, </» that points into the desired
main-beam direction, as visualised in figure 3.8.

Using the coordinate system as defined in figure 3.8 and knowing the exact sensor posi­
tions, the resulting phase shift for having the main beam pointed in a specific direction can
now be determined as,

~II = f3 (k. p,,) (3.3)

= f3 rll (cos ecos </> cos ell cos </>Il + cos esin </> cos en sin </>n + sin esi nell)

= f3 (XII cos ecos </> + Yll cos esin </> + Zn sin e)

By implementing the array designs presented in the previous sections in Matlab-code
and by applying the beam-forming technique, it is possible to create three-dimensional an­
tenna radiation patterns with the main beam of the antenna pattern pointed in a specific
direction. The 3-D antenna array pattern can be analysed on specific properties such as the
half-power-beam-width (HPBW) and the side-lobe-level (SLL) that will give a better indi­
cation of the performance capabilities of the array geometries. Figures 3.9 to 3.11 show the
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three-dimensional radiation patterns in dB's of the different array geometries with beam­
forming applied to the elements. In all cases the main beam is pointed at ¢ = 200 azimuth
and e = 200 elevation.

y

x

Figure 3.8: Beamforming applied to an antenna array.

z

x
y
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Figure 3.9: 3-D radiation pattern of the circular array with beam-forming applied to the
elements.
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Figure 3.10: 3-D radiation pattern of the (a) uniform and (b) non-uniform Y-shaped ar­
ray with beam-forming applied to the elements.
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Figure 3.11: 3-D radiation pattern of the (a) uniform and (b) non-uniform 3-D tilted
cross array with beam-forming applied to the elements.
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From these figures the two-fold ambiguity between the positive and negative elevation
angles is clearly visible with the planar arrays as a grating lobe in the negative elevation
area, whereas with the 3-D arrays this ambiguity has disappeared. Also, the poor resolution
in elevation can be observed with the planar arrays.

To investigate the performance of the different arrays over the entire azimuth and ele­
vation range, the main beam of the antenna pattern is scanned over all azimuth (0 - 360°)
and nearly all elevation angles (-80 - 80°) and the HPBW and SLLs are determined. The
results of these simulations are summarised in figure 3.12 and 3.13.

These simulation results also confirm the poor resolution in elevation and the ambiguity
problem with the planar arrays. It is also shown that compared to the uniform circular array,
an uniform Y-shaped antenna array with the same number of elements, can improve the
HPBW with a small increase in the sidelobe levels. In the case of 31 elements, the azimuth
HPBW improves from 8 to 6 degrees, while the SLLs increase IdB.

Comparing the uniform and the non-uniformly spaced arrays, it can be seen that it is
possible to create even more resolution by spacing the elements non-uniformly, although
this results in higher SLLs with more variation over the entire range, which can be seen by
comparing the maximum and average SLLs.

Looking at the 3-D tilted cross arrays, the elevation resolution is improved significantly
and has become much more uniform over the entire range. Also the elevation resolution is
equal to the azimuthal resolution over the entire range. The cost of the 3-D configuration
however is that beam broadening in azimuth has occurred and the SLLs have increased and
are not as constant as with the planar arrays.

_ Avg. Azimuthal HPBW
Max. Azimuthal HPBW

o Avg. Elevational HPBW
_ Max. Elevalional HPBW
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Figure 3.12: Simulation results of the average and maximum values of the azimuthal
and elevational HPBW for the different array geometries.

24



r- 1'""- - ""-

• Avg. SLL (-80 <8 < 80)
Max. SLL (-80 < 8 < 80 )

D Avg. SLL (0 < 8 < 80 )
• Max. SLL (0 < 8 < 80 )

0

-1

-2

-3

-4

m
:3- -5...J
...J
(fJ

-6

-7

-8 .,..,..,

-9

-10

Circular
array

Uniform
V-shaped
array

Non-uniform
V-shaped
array

Uniform
3D tilted
cross array

-

Non-uniform
3D tilted
cross array

Figure 3.13: Simulation results of the average and maximum values of SLL over the
entire range (-80 < e < 80), and the positive hemisphere (0 < e < 80)
for the different array geometries.

3.6.2 Description of the FEKO EM simulation software

The FEKO EM simulation software [20] can be used for various types of electromagnetic
field analysis involving metallic or dielectric objects of arbitrary shapes. The software is
based on the methods of moments (MoM), which means that the electromagnetic fields are
obtained by first calculating the electric surface currents on conducting surfaces and the
equivalent electric and magnetic surface currents on the surfaces of dielectric objects. The
currents are calculated using a linear combination of basis functions, where the coefficients
are obtained by solving a system of linear equations. From the current distribution, further
parameters can be obtained, such as the far field radiation pattern or input impedance of
antennas. The objects in the software are modelled as consisting of wires subdivided into
segments, and surfaces subdivided into triangles. Only harmonic sources are supported by
the software, and consequently calculation is done in the frequency domain.

3.6.3 Element performance

In [2], it is shown that the mutual coupling effects between an active and passive drooping­
radial monopole antenna positioned in close proximity of each other can be suppressed by
terminating the passive antenna with a complex load of Z L = j2500.. In order to investigate
this effect on the elements in an array configuration, the different array geometries are im­
plemented in FEKO and simulations are performed. The array configurations are modelled
in FEKO using the drooping-radial monopole antenna as defined in appendix A.I. This type
of antenna has been used previously at both CRC and TUD; for example see [2,3]. Figure
3.14 shows the FEKO models of the circular and the 3-D tilted cross array, the elements
indicated with a circle are used to produce simulation results presented next.

Simulations are performed in which one antenna element at a time is excited with a unit-
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Figure 3.14: FEKO model (a) of the circular and (b) the 3-D tilted cross array.

amplitude harmonic voltage, while the other 30 elements are terminated in either the system
impedance of ZL = 50Q or in ZL = j250Q. The effect of terminating the inactive antennas
with a complex load is investigated by analysing the antenna element radiation and phase
pattern and the input reflection (S II). First, simulation results of the circular array and the
uniform 3-D tilted cross array are presented in which one element is excited (indicated with
a circle in figure 3.14) while the others are terminated. After that, a summary of the results
of all elements in all array geometries is presented and comparisons are made. More details
on the simulation results can be found in appendix B.

The simulation results of the circular array are shown in figure 3.15,3.16 and 3.17,
which show the azimuth antenna radiation and phase pattern and the input reflection of one
of the elements in the array with ZL = 50Q and ZL = 250jQ loading on the passive
elements. The results clearly show the performance improvement when using aj250Q load
at the passive elements in an antenna array. The frequency dependency in the radiation
pattern decreases and the distortion on the pattern is improved with more than 2dB. The
phase error decreases from more than 35 degrees to approximately 5 degrees and the input
reflection also improves significantly.

The simulation results of the 3-D tilted cross array are shown in figure 3.18, 3.19 and
3.20, which show the azimuth antenna radiation and phase pattern and the input reflection
of one of the elements in the array with ZL = 50Q and ZL = j250Q loading on the passive
elements.

Although these results are less dramatically as with the circular array, there is still a
performance improvement when using a j250Q load at the passive elements in the antenna
array. The distortion on the pattern is improved with approximately 2dB and the phase error
is decreased from 25 degrees to approximately 12 degrees. The input reflection shows some
improvement as well.
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Figure 3.15: H-plane pattern of one of the elements in the circular array at 2200MHz
(red), 2250MHz (green) and 2300MHz (blue) with (a) Z = 50Q and (b)

Z = j250Q.
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Figure 3.16: Phase error of one of the elements in the circular array with ZL 50Q
(red) and ZL = j250Q (green).
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Figure 3.17: Input reflection of one of the elements in the circular array with Z L = son
(red) and ZL = j2S0n (green).
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Figure 3.18: H-plane pattern of one of the elements in the uniform 3-D tilted cross array
at 2200MHz (red), 22S0MHz (green) and 2300MHz (blue) with ZL = son
(a) and ZL = j2S0n (b).
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Figure 3.19: Phase error of one of the elements in the 3-D tilted cross array with ZL

son (red) and ZL = j2S0n (green).
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Figure 3.20: Input reflection of one of the elements in the 3-D tilted cross array with
ZL = son (red) and ZL = j2S0n (green).
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Similar simulations are performed on all elements in all array geometries and a summary
of the results are presented in figure 3.21,3.22 and 3.23. Figure 3.21 shows the maximum
distortion on the antenna element radiation pattern in the different array geometries. The
results show a significant improvement with the uniform Y-shaped array, where as with the
other arrays the improvement is less, but still large. The results in figure 3.22 show the max­
imum phase error. It can be seen that especially with the planar arrays large improvements
can be made, but in all cases the phase error can be improved. The input reflection of the
antenna elements is shown in figure 3.23. Although less noticeable, in most cases the input
reflection improves with the use of the complex impedance loading. For more details on
these simulation results the reader is referred to appendix B.
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3.6.4 Conclusion

In this chapter it is shown that the horizontally positioned Y-shaped antenna array can pro­
vide better resolution with the same number of elements as compared to the UCA. The
azimuth HPBW of the Y-shaped array is decreased to six degrees compared to eight degrees
of the UCA.

Applying non-uniform element positioning makes it possible to extend the aperture,
while minimising the number of grating lobes and maintaining low SLLs. Because there is
no straightforward solution in determining the non-uniform element positions, optimisation
techniques such as Dynamic Programming can be used to find the optimal positions.

It is confirmed that horizontally positioned planar arrays have an two-fold ambiguity in
the elevation estimation and that the resolution in elevation is very poor, Le. the HPBW lies
somewhere in the order of thirty to fifty degrees.

To solve this problem the Y-shaped planar array is extended to the third dimension to
form a 3-D tilted cross array, which is capable of performing unambiguous DOA estimates
over the entire azimuth and elevation range with equal resolution. The elevation HPBW
improves to about sixteen degrees. The cost of improved elevation resolution however is a
decrease of azimuthal resolution from six to sixteen degrees and an increase of the SLLs of
about 3dB. From all array geometries presented in this chapter, the uniform 3-D tilted cross
array proves to be the only geometry that is suitable for the Unitary ESPRIT algorithm,
because of its uniform spacing and centro-symmetry properties. The Unitary ESPRIT algo­
rithm applied to this array will be discussed in the next chapter.

Using the FEKO EM simulation package, it is shown that to minimise the mutual
coupling effects between the non-active elements and the active element, the switched
impedance technique described in [2] proves to be very helpful in all array geometries and
especially in the planar geometries. The radiation pattern distortion of the antenna elements
in the Y-shaped array can be reduced from about 6dB to about IdB, whereas with the 3-D
tilted cross array this reduces from 4dB to 2dB. The distortion of the phase pattern is with
the Y-shaped array reduced from roughly 70 degrees to about 7 degrees and with the 3-D
tilted cross array to 25 and 12 degrees.
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Chapter 4

High-resolution DOA estimation

4.1 Introduction

In the previous chapter an uniformly spaced 3-D tilted cross array is presented that can
be used for azimuth and elevation DOA estimations. In this chapter it is shown that, in
cooperation with a suitable high-resolution algorithm, this array is capable of performing
accurate and unambiguous DOA estimations.

The chapter starts off with an overview of today's most commonly used methods for
DOA estimation. Due to its simplicity and high performance capabilities, one specific
method seems to be particularly interesting and suitable for the 3-D tilted cross array, pre­
sented in the previous chapter. The algorithm, and the application to the 3-D tilted cross
array will be discussed in detail. In addition to this algorithm, a new technique will be pre­
sented that significantly improves the performance of the algorithm. Also, a method will
be provided that can estimate the power of the incoming waves. Furthermore, simulation
results will be presented that show the estimation accuracy and the resolution of the con­
figuration and indicate that accurate high-resolution estimations are possible using the 3-D
tilted cross array in combination with a suitable algorithm. Conclusions are drawn in the
final section.

4.2 Overview of high-resolution algorithms

High-resolution signal estimation is an interesting technique that is widely used in array
signal processing. The technique concentrates on sensor signal processing and uses the
spatial information from the sensors positions and the information from the data collected
at the sensors in the array to carry out an specific estimation task, e.g. DOA estimation. A
variety of estimation algorithms that can be used to estimate the incident signal properties
are available in the literature. To discuss all different techniques that are available would be
impracticable, therefore, today's most popular high-resolution techniques are discussed.

The most popular estimation methods can roughly be classified into two main cate­
gories namely: spectral estimation and non-spectral estimation methods. Subsequently,
spectral estimation methods can be subdivided into non-parametric-based and parametric
subspace-based techniques, whereas non-spectral estimation methods can be subdivided
into parametric subspace-based and Maximum Likelihood-based techniques. Figure 4.]
shows a number of estimation techniques and gives an overview of the different categories.
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Figure 4.1: Overview of the most popular high-resolution DOA estimation techniques.

Parametric based techniques rely on certain assumptions made on the observed data,
such as the number of incident waves. Non-parametric based techniques do not make such
assumptions a priori, therefore parametric based techniques generally yield much better
resolution capabilities.

Subspace based techniques use the eigendecomposition of the array output covariance
matrix to partition the space spanned by its eigenvectors into two subspaces, namely, the
signal subspace, and the noise subspace. The signal subspace is spanned by the eigenvectors
corresponding to the large eigenvalues and is orthogonal to the noise subspace, which in tum
is associated with the smaller eigenvalues of the covariance matrix. This decomposition has
led to a number of interesting high-resolution algorithms.

4.2.1 Spectral estimation

In this type of method, a spectrum-like function of the parameters of interest, e.g. DOA,
is formed. The locations of the highest, separated peaks in the spectrum function are then
identified as the DOA estimates. Within this type of algorithm, one can distinguish non­
parametric and parametric subspace-based methods. Non-parametric based DF techniques
are often identified as beamforming techniques. These beamforrning techniques use the idea
to "steer" the mainlobe of the antenna array pattern in the directions of interest and measure
the output power. These type of methods can be applied to any type of array configuration,
but they generally do not yield high-resolution capabilities. A well know beamforming
technique is defined by Capon [21].

Parametric subspace-based methods, such as the MUltiple SIgnal Classification (MU­
SIC) algorithm [22], offer significant performance improvements compared to beamforming
type of spectral estimation methods [21]. That is why the introduction of the MUSIC algo­
rithm in 1986 caused a high interest in the subspace based approach and at that time made
MUSIC an alternative to most existing methods. The MUSIC method is a relatively simple
and efficient eigenstructure method that also uses a spectrum-like function to determine the
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DOAs. It is shown in [23], that the MUSIC method can be interpreted as a Capon-type
method, but one that uses a covariance matrix that corresponds to an infinite SNR. This ex­
plains the superior resolution of MUSIC compared to that of Capon's beamformer. MUSIC
has many variations and is one of the most studied methods in its class. It has the advantage
that it can be applied to any array geometry, although it does require intensive computation,
because spectrum functions have to be analysed. If the technique is extended into multiple
dimensions (MD), multidimensional spectrum functions have to be analysed, which causes
a significant increase in the computation intensity.

4.2.2 Non-spectral estimation

In contrast to the previous techniques, non-spectral estimation methods do not use spectrum
like functions to determine the DOAs. Instead, they generate distinct values that indicate
the estimated DOAs. Two main categories can be distinguished in this type of methods,
namely, maximum likelihood (ML) and subspace-based techniques.

The ML method (MLM) has drawn much attention because of its superior performance
capabilities, particularly when the SNR or the number of samples is small, or sources
are correlated. In ML type of methods, the DOAs are estimated by maximizing the log­
likelihood function. The likelihood function is the joint probability density function (PDF)
of all observations (the sampled data), given the unknown parameters, in this case the DOAs.
Maximising the log-likelihood function is a nonlinear multidimensional optimisation prob­
lem and requires iterative schemes for solutions. There are many such schemes available
in the literature [24]. A simple and stable iterative method for this job is the Expecta­
tion Maximization (EM) algorithm. Unfortunately, the slow convergence makes it less
suitable for practical implementations. Recently the Space Alternating Generalized EM
(SAGE) algorithm [25], which is an ex.tension of the EM algorithm has drawn more atten­
tion. Under certain conditions the SAGE algorithm has a much faster convergence speed
than EM. Although these and other techniques can limit the computational complexity of
the ML method, the extension of the ML technique into n dimensions still results in a
n . d dimensional search, where d denotes the number of incident waves. This causes a
much higher computational complexity compared to the multidimensional MUSIC algo­
rithm, where only a n dimensional search is required [26].

When uniform linear arrays (ULA) or uniform rectangular arrays (URA) are used, non­
spectral parametric subspace-based estimation methods, also called subspace fitting meth­
ods can be used that have the same statistical performance as the ML method. The com­
putational cost for these type of methods is much less than for the ML method. A very
well known algorithm in this class is the ESPRIT algorithm [27], which stands for Esti­
mation of Signal Parameters via Rotational Invariance Techniques. This computationally
efficient and robust algorithm is based on defining two identical sub-arrays that are shifted
with a known displacement vector and uses the eigenvalue decomposition of the estimated
covariance matrix to solve a number of invariance equations. It is shown that ESPRIT is
the most computational efficient algorithm in its class, and is able to achieve near optimal
performance for an appropriate choice of subarrays [28].

The Unitary ESPRIT algorithm [29,30], which is a recent extension of the standard ES­
PRIT algorithm, uses the fact that the operator that represents the phase delays between the
two subarrays is unitary. If centro-symmetric array configurations are used, the estimated
phase factors can be constrained to the unit circle and the ESPRIT algorithm can be formu­
lated in terms of real-valued computations, which results in a substantial reduction of the
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computational complexity. Moreover, Unitary ESPRIT also incorporates forward-backward
averaging, which increases the performance, especially for correlated source signals [31].
Recently, it was shown that the Unitary ESPRIT algorithm can be extended into two or
more dimensions [32,33], which makes this algorithm very suitable for DF using a three­
dimensional array structure. Also, it is interesting to note that the 3-D DF performance of
Unitary ESPRIT is similar to the performance of the SAGE algorithm, as is shown in [34].

After analysing numerous DF techniques, the Unitary ESPRIT algorithm seems to have
one of the highest performance capabilities, together with a low computational complexity.
Especially in a multidimensional DF system this is a great advantage, because it prevents
multidimensional searches. The requirement for centro-symmetry seems to fit perfectly
with the 3D tilted cross array structure presented in the previous chapter, which resulted in
the decision to use the Unitary ESPRIT algorithm. The next section describes the Unitary
ESPRIT algorithm in more detail.

4.3 Unitary ESPRIT

As mentioned before, the Unitary ESPRIT technique is an extension to the standard ESPRIT
technique. Before going into detail on the Unitary part of the algorithm and the application
to the 3-D array, the standard ESPRIT technique will be explained first.

4.3.1 Standard ESPRIT

The ESPRIT algorithm uses the shift-invariant structure available in the signal subspace
and estimates the DOAs through subspace decomposition and eigenvalue calculation. The
shift-invariant structure is created by dividing the N elements of the antenna array into
two identical overlapping subarrays. Each of the subarrays consists of N - I elements
sensor-sets displaced by a known constant displacement vector A, as shown in Figure 4.2.
The displacement vector also sets the reference direction, i.e. all angles are measured with
reference to this vector. The magnitude of this vector is 8.

A
-+r------------- X2------------;

I :r-.. --..-:...........- Xl ------------1 !
I I I I
I I I I
I I I I
I I I I
I I I I

I' "

ant. I ant.N

Figure 4.2: Overlapping sub-arrays (Xl and X2) displaced by A and each consisting of
N - 1 antenna elements.

When analyzing a single uniformly spaced linear array consisting of two subarrays, the
outputs Xl (t) and X2(t) can be written as

Xl (t) = AIs(t) + DI (t)

X2(t) = Al (f>s(t) + D2(t),

(4.1)

(4.2)

with s(t) containing the d source signals, DI (t) and D2(t) containing the noise on each of
the subarray elements and Al is a (N - 1) x d matrix which contains the d so called steering
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vectors in its columns that correspond to the d directional sources associated with the first
subarray. The steering vectors of the second subarray are given by Al <). Where <) is an
d x d diagonal matrix of the phase differences between the two overlapping sensor sets,
with its diagonal elements given by e j It; ,i.e.

[e~, 0

IJeht2

<)= . ,i = 1, ... ,d. (4.3)

0 0

In the case of a single ULA the spatial frequency estimates J.Li are given by

82Jrsin(c!>i) .
J.Li = A ' I = 1, ... ,d. (4.4)

From (4.3) and (4.4) it can be see that if <) is known, the angles of arrival c!>i are know.
Similar as to other subspace-based algorithms, ESPRIT uses the eigendecomposition of

the array covariance matrix to find the multidimensional signal subspace. The covariance
matrix of x I can be expressed as

(4.5)

where R s is the covariance matrix of the signal vector s, (Jz is the noise power at each
antenna element and I is the (N - 1) x (N - 1) identity matrix. The superscript "H"
denotes conjugate transpose, and E {.} denotes statistical expectation.

Using an eigenvalue decomposition (EVD), RX1 can be written as

(4.6)

where V is the matrix formed by the eigenvectors of RX1 ' and A is a diagonal matrix con­
taining the respective eigenvalues. The first d highest eigenvalues correspond to the first d
eigenvectors that span the d dimensional signal subspace. The noise subspace is spanned
by the eigenvalues associated with the smaller eigenvalues and is orthogonal to the signal
subspace. Similar expressions can be derived for the covariance matrix of Xz.

Now, let VI and Vz be two (N - 1) x d matrices with in their columns d eigenvec­
tors corresponding to the largest eigenvalues of the two covariance matrices RX1 and RX2 '

respectively. These two sets of eigenvectors span the same d-dimensional signal space and
are therefore related by an unique nonsingular (det i= 0) transformation matrix \11 in the
following, so called invariance equation,

(4.7)

In a similar way these matrices are related to the array steering vectors Al and Al <) by an
unique nonsingular transformation matrix T as

Al = VxjT

A I <) = V X2 T.

Substitution of (4.8) and (4.9) into (4.7) leads to

\11 = T<)T- I .
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This implies that the eigenvalues of \II are equal to the diagonal elements of 4» and that the
columns of T are eigenvectors of \II. Thus, an eigendecomposition of \II determines 4» from
which the DOAs can be determined using (4.4).

It should be noted that in practical applications only estimates of the true covariance
matrix are available, and therefore it is not possible to obtain zero-variance estimates of
the DOAs. An estimate of the true covariance matrix can be obtained by averaging over N

number of datasets (snapshots). Then an estimate for R can be determined as

1 N-l

R(n) = N L x(n)x(n)H.
n=O

(4.11 )

If more snapshots are available, R will approach its true value and its eigenvectors and
eigenvalues will become more accurate, which will lead to more accurate estimations.

An other consequence of only having an estimate of R, is that the eigenvalues become
all different with probability one and it is no longer straightforward to distinguish the eigen­
values that belong to either the signal or the noise subspace.

As a result, it is no longer straightforward to estimate the dimension of the noise sub­
space, and therefore it is only possible to get an estimate for the number of sources d.
These estimates can be obtained from applying certain criteria such as a method based on
Ale (Akaike's information criterion) and Rissanen's MDL principle (minimum description
length) [24].

4.3.2 Unitary extension of standard ESPRIT

The standard ESPRIT algorithm operates on complex data, which means all computations
in the algorithm are complex. To reduce the computational complexity, Unitary ESPRIT
transforms the complex input data matrix X into a real-valued representation [30]. This
means all other computations are real-valued.

Unitary ESPRIT also incorporates Forward-Backward (FB) averaging, which effec­
tively helps to decorrelate possibly correlated source pairs [1,21]. The FB-averaging re­
quires the array configuration to be centrosymmetric. This centrosymmetry property can be
mathematically described as

where,
o

1

1

o

E jRNxN,

(4.12)

(4.13)

and (.)* denotes the complex conjugate.
Again, consider a single uniformly spaced linear array that satisfies the centrosymmetry

property. Before discussing the real-valued transformation, the centrosymmetry property is
used to incorporate FB averaging.

The number of snapshots q can be "doubled" by applying FB averaging on the N x q
complex data matrix X. The new set of snapshots are created by mirroring the elements
with respect to the centre (rotate columns), flip the order of the snapshots (rotate rows) and
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correct for the phase by taking the complex conjugated version of X, as visualized in figure
4.3.

~*• •
~.* .* .
~

~.... nn~
~llll ~

Figure 4.3: A second set of snapshots is created by applying forward backward averag­
ing.

The new N x 2q measurement matrix results in

(4.14)

Now, the real-valued transfonnation can be applied by using the so called centro-Hermitian
property. A complex matrix M E CkxZ is called centro-Hennitian if OkM*OZ = M. Since
(4.14) is centro-Hennitian for every X, the new measurement matrix is forced to be centro­
Hermitian. It is shown in [30] that centro-Hennitian matrices of size N x q fonn aN· q­
dimensional linear space over R This property can be used to map the complex data matrix
X to its real valued equivalent Z with the help of the so-called left 0 -real transfonnation
matrices Q defined as

1 [ IK jIK ]
Q2K =.j2 OK -jOK

if N is even, or

Q'K+l = ~ [

IK 0 jIK ]OT .j2 oT
OK 0 -jOK

(4.15)

(4.16)

if N is odd.

The real-valued data matrix Z can now be written as

(4.17)

After applying the real-valued transfonnation, the signal-subspace Es , can be estimated and
the invariance equations can be solved, which is similar to estimating U and solving \lI in
(4.6) and (4.7) respectively.

The d signal-subspace eigenvectors E s E JRNxd can be estimated by performing an
eigenvalue decomposition (EVD) on

(4.18)

If we rewrite (4.7) and replace Al and Al cI> with JIA and J2A respectively, the invariance
equation becomes

(4.19)

where

(4.20)
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and, J1and J2 are selection matrices that select the first and last N - I components of an
N x I vector corresponding to the two sub-arrays of the ULA.

It is shown in [33], that the invariance equation (4.19) can be rewritten in terms of
real-valued matrices as

where

D=QZA

K 1 = QZ-I (J1 + DN-1J1DN) QN

K 2 = QZ-Ij (JI - DN-1J1DN) QN.

(4.21)

(4.22)

(4.23)

(4.24)

The diagonal elements of 2 in (4.21) now contain real-valued eigenvalues. It can be shown
that the eigenvalues Wi of the complex matrix \II can be determined from the diagonal ele­
ments of 2 via a linear fractional transformation [33]. This results in

lLi = 2 arctan(wi). (4.25)

Without additive noise, or with an infinite number of snapshots, Es and D span the same d­
dimensional subspace, Le., there is a nonsingular matrix T of size d x d such that D = EsT.
However, with additive noise and with a limited number of snapshots, it is only possible to
obtain an estimate of Es , which means that

D ~ EsT.

If (4.26) is substituted in (4.21) the real-valued invariance equation can be written as

(4.26)

(4.27)

with Y = T2T- 1. If Y is solved from (4.27) and its eigenvalues Wi are determined by
performing an EVD, then it is possible to determine lLi from (4.25) and give an estimate for
the DOAs using (4.4).

Several techniques are available to solve Y from the invariance equation, such as Least
Squares (LS), Total Least squares (TLS) [33,35], or Structured Least Squares (SLS) tech­
niques [36].

Next, the successive steps of the Unitary ESPRIT algorithm are summarised.

1. Real Valued Transformation and Forward Backward averaging
Transform measurement matrix X

2. Signal Subspace Estimation
Estimate signal subspace by determining Es E jRNxd as the eigenvectors of

Z. ZH E jRNxN.
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3. Solve invariance equation
Determine Y from

KIEsY~K2Es

by means of LS, TLS or SLS techniques [33,35,36].

4. Compute spatial frequency estimates
Compute Wi, 1 .::s i .::s d as the eigenvalues of Y and determine J-ti from

J-ti = 2 arctan(wi).

5. Determine DOA estimates
Determine cPi from

(AW)cPi = arcsin __I •

2n8

4.3.3 Application to 3-D array (3·D Unitary ESPRIT)

As mentioned earlier, the Unitary ESPRIT algorithm requires the antenna array geometry
to have uniform element spacing and to be centro-symmetric. This last requirement states
that the element positions have to be symmetrical with respect to the origin. The uniformly
spaced 3-D tilted cross array that is presented in the previous chapter satisfies these require­
ments.

To apply Unitary ESPRIT to the 3-D tilted cross array, the algorithm has to be extended
to three dimensions. For the sake of simplicity, the algorithm will be derived for a non-tilted
3-D cross array. When the algorithm is then applied to the 3-D tilted cross array, the correct
DOA estimates can be obtained by rotating the coordinate system 45° around the x-axis and
35.26° around the y-axis. The 3-D non-tilted cross array is shown in Figure 4.4.

z

........... ··············l···············:·v

x

Figure 4.4: 3-D cross array, the black dots represent the antenna elements.
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Since the array consists out of three linear arrays, one on each axis, the array steering vector
of this array geometry can be divided into three parts, Le.

[
a(x)]

a = aCYl •
a(z)

(4.28)

When d impinging signals are considered, the array steering vector matrix can be written as

(4.29)

(4.30)

If it is assumed that all N antenna elements on each arm of the array have isotropic antenna
radiation patterns the array response of the three axes can be written as

[

e- j /.L~n(N_1)/2]

a~O = : ,t E {x,y,Z}.

e+j/.L~n(N-I)/2

The coefficients f-L;O in (4.30) can be determined from the projection of the elements po­
sitions em (rm, em, cPm) onto a vector from the origin that points into the direction of the
incident signal ki(l, ei , cPi) and multiplied with f3 = 2;.

----~~=++----;-------.y

x

Figure 4.5: Element positions em and a vector ki that points into the direction of the
incident wave.

With em and ki defined as

em (rm, em, cPm) = rmcos(em) cos(cPm)ex + rmcos(em) sin(cPm)ey + rmsin(em)ez

ki(l, ei , cPi) = cos(ei ) Cos(cPi)ex + cos(ei ) sin(cPi)ey + sin(ei)ez·

and the element spacing for all elements defined as 8, f-Li can be determined from

f-Li = 2rr 8{cos(ei ) cos (em)cos (cPi - cPm) + sin(ei) sin(em)}.
A
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For the 3D cross array geometry described above this results in

(x) 2rr
f.Li =;:8 cos cPi cos ei (4.34)

(y) 2rr .
f.Li =;:8 sm cPi cos ei (4.35)

f.Liz) = 2rr 8 sin ei • (4.36)
A

These last three equations are used in the final part of the 3-D Unitary ESPRIT algorithm
to estimate the DOAs from the spatial frequency estimates. In order to do this, the Unitary
ESPRIT algorithm has to be extended to three dimensions.

The extension of Unitary ESPRIT to two dimensions is discussed by Zoltowski in [32].
The procedure for the two dimensional case is similar to one dimensional Unitary ESPRIT,
except that in the 2D case the spatial frequency estimates f.Lix ) and f.L;Y) have to be deter­
mined simultaneously. This is necessary to get paired estimation results if the number of
waves d > 1. If the results would not be paired, it would be impossible to determine which
angular elevation estimates correspond to which angular azimuth estimates. In the 2-D
case this is achieved by calculating the eigenvalues of the complex matrix y(x) + jY(Y),
thereby, automatically pairing the eigenvalues. If, however, the situation changes to three or
more dimensions, this pairing of the spatial frequency estimates has to be extended to the
higher dimensional case. Simultaneously determining the spatial frequency estimates can
be achieved by using a Jacobi-type method.

Before going into detail on the paired spatial frequency estimation, the first three steps
of the Unitary ESPRIT algorithm are extended for the three dimensional case as follows.

1. Real Valued Transformation and Forward Backward averaging
The forward-backward averaging and the real valued transformation can be
applied on each of the three arms of the array independently by using (4.17).
By stacking the three resulting vectors, which is possible because the three
arms all have the same phase centre [32], the composite real valued snapshot
vector Zq can now be defined as

Zq = [:~;] E jRNxl

z<z)
q

with q being the number of snapshots, Z can be written as

Z = [Zl ... Zq].

(4.37)

(4.38)

2. Signal Subspace Estimation
The signal subspace Es E jRNxd, is estimated by determining the d eigenvec­
tors of

Z. ZH E jRNxN
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with d the number of impinging signals on the array. As mention before, it is
only possible to get an estimate for the number of sources d. These estimates
can be obtained by applying certain criteria such as a method based on AIC
(Akaike's information criterion) and Rissanen 's MDL principle (minimum de­
scription length) [24].

3. Solve the Invariance Equations
For the three arms the real-valued representation of the invariance equations
can be written as

with the selection matrices Kin and K~n defined as

K(n - QH (J(n + II J(nII) Q1 - N-l 1 N-l INN

K~n = Q~-lj (J(n l - IIN-IJinIIN) QN

(4.39)

(4.40)

(4.41)

where Jin selects the correct rows for the x,y and z dimension of an arbitrary
matrix with vertical dimension N. From (4.39) y(x), y(Y) and y(z) can be
solved by means of LS, TLS or SLS techniques.

Now that y(O E d x d can be determined for each of the three dimensions, the next step is
to create the paired spatial frequency estimates, M;n , 1 ::::: i ::::: d , which are the eigenvalues
of y(n, ~ E {x, y, z}.

Taking a closer look at the three y(O's, determined in the previous step, it becomes
clear that in the noiseless case each y(O has different sets of eigenvalues, corresponding
to distinct sets of spatial frequencies MiO, but they all have the same set of eigenvectors.
Therefore, y(O = TS2(OT- 1 with the same T for ~ E {x, y, z}. However, the measure­
ment data is affected with noise and only a limited number of measurements is available,
which means that the three matrices y(O do not share the exact same set of eigenvectors.
Simply performing an EVD in each of the three cases would generate three different sets of
eigenvectors. Determining the eigenvalues using one of these three sets of eigenvectors is
obviously not the best solution, since this would discard information contained in the other
two matrices.

By using a Jacobi-type method to calculate the Simultaneous Schur Decomposition
(SSD) [33], it is possible to simultaneously determine the best approximation for the eigen­
values of y(O, ~ E {x, y, z} and create paired estimates using information from all three
matrices.

The method starts off with the fact that y(O, like any real-valued matrix, can also be
written as

(4.42)

Here, e(O is an orthogonal matrix, i.e. e(Oe(O T = I , and U(O is upper triangular with the
eigenvalues of y(O on its diagonal. This decomposition is called the Schur decomposition
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[37]. The eigenvalues of y(n are determined as the diagonal elements of

(4.43)

If e(n is the same for t = x, y, z, the eigenvalues of the three y(n-matrices and, there­
fore, also the corresponding spatial frequencies, are automatically paired. This means that,
e(x), e(y) and e(z) are forced to be the same. Because of the noise and the limited number
of measurements, the three matrices Y{ do not share the exact same set of eigenvectors and
there is no orthogonal matrix for which U(n is upper triangular for all t. Therefore, instead,
the algorithm returns the orthogonal matrix e, which minimises the lower-triangular entries
ofU(n, t = x, y, z. That means that an approximate simultaneous upper-triangularisation
is performed that reveals the average eigenstructure. It can be shown that this process is
identical to minimising the following cost function

o/(e) = L IlL (eTY({)e)ll~
{=X,y,z

(4.44)

with L(.) defined as an operator that extracts the strictly lower triangular part of its matrix­
valued argument by setting the upper triangular part and the elements on the main diagonal
to zero and II . II F defined as the Frobenius-norm, which calculates the square root of the
sum of the absolute squares of its elements.

To calculate a possible orthogonal matrix e, the SSD method uses a Jacobi-type method,
which brings the matrix U(n more or less quickly to diagonal form [33]. This iterative
method performs transformations with plane rotation matrices, each one of which makes
a larger than average off-diagonal element (and its transpose) zero. This unfortunately de­
stroys previous zeros, but nevertheless reduces the sum of the off-diagonal elements, so
that convergence to a diagonal matrix occurs. Usually, about five iterations are sufficient
to reduce the cost function to a minimum and e is determined. As a result, U(n is now
automatically determined with u~p, I ~ i ~ d, being the diagonal elements of U(n. The
paired spatial frequency estimates can then be estimated as

(4.45)

From these spatial frequency estimates the DOA estimates can now be determined using

cPi = arg (JL?) + j JL~Y)

Oi = arg (hLi') + (1';,,) 2
+ (I'Y') 2

)

which are derived from (4.34)-(4.36).

(4.46)

(4.47)

4.3.4 Solving invariance equations using an improved SLS technique

From the previous sections it has become clear that the Unitary ESPRIT algorithm is mainly
based on calculating a basis of the estimated signal subspace E s , after which a set of overde­
termined equations -the so called invariance equations- are formed by applying the appro­
priate selection matrices to the basis matrix of the estimated signal subspace. Solving these
invariance equations is the core of the Unitary ESPRIT algorithm, from which the DOA
estimations are determined. The invariance equations are usually solved via Least Squares
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(LS) or Total Least squares (TLS) [33,35]. These solutions, however, are not optimal since
they do not take the relationship between the entries on the left-and right-hand side of the
invariance equation into account. A recently developed Structured Least Squares (SLS)
technique [36] is a method that does take into account the specific relationship between the
entries on the left-and right-hand side ofthe invariance equations and solves these equations
by preserving its structure.

The SLS method offers a significant improvement of the estimation accuracy. In [36] is
shown that in critical scenarios, e.g., if the SNR is low, if only a small number of snapshots
available, or if highly correlated source signals are present, the SLS method outperforms
the LS solution method.

By first analysing the one dimensional case, recall that in (4.27) the invariance equation
is defined as

K1Es Y ~ K 2Es E JRN-lxd.

In the SLS method it is assumed that, from the fact that the columns of Es are corrupted
by noise, the estimate of the unknown signal subspace Es is subject to error. It is therefore
possible to allow a small change, AEs, of the basis of the estimated signal subspace.

The new signal subspace can now be written as

(4.48)

where k denotes the number of iteration steps needed to determine the new Es. This new
signal subspace Es(k + 1) can be an improved signal subspace, if it is determined such that
the Frobenius-norm of the resulting residual matrix

(4.49)

derived from (4.27), is minimised. At the same time, the Frobenius-norm of the matrix AEs,
that represents the signal subspace change, should be kept as small as possible.

The SLS technique can now be explained as a technique that determines the matrices
AEs and AY such that they minimise the following expression

(4.50)

with the weighting factor K defined as K = J(M - O!(aM), a > 1, such that the mini­
mization is independent of the two matrix sizes in (4.50).

As described in [36], it is possible to derive an iterative algorithm to solve (4.50) by
linearising R(Es, Y). With Es(k) and AEs(k) at the k(th) iteration step defined in (4.48) and
Y(k) and AY(k) defined as

Y(k + 1) = Y(k) + AY(k),

the linearised minimization of (4.50) reduces to the solution of

[
vec{AY(k)} ] __Z-l . [ vec{R(k)} ]
vec{AEs(k)} - K • vec{Es(k) - Es(O)}

with the block-upper triangular matrix Z defined as
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where ® denotes the Kronecker matrix product. The initial solution Es(O) can simply be
determined using LS or TLS techniques.

The one-dimensional SLS technique described above, can only separately solve the
three invariance equations defined in (4.39). To solve the three invariance equations simul­
taneously the I-D SLS method has to be extended to three dimensions. This results in the
3-D SLS which is derived in similar fashion as the 2-D extension of SLS described in [36].

The 3-D SLS technique then determines the matrices AEs, Ay(x), Ay(Y) and Ay(z)
such that they minimise the following expression

(4.54)

Similar as to (4.50), it is possible to derive an iterative algorithm to solve (4.54). The
problem then reduces to the solution of

[
vec{AY(S)(k)} ] -1 [ vec{R(S) (k)} ]
vec{AEs(k)} = -Z . K • vec{Es(k) _ Es(O)} ,~E {x, y, z}, (4.55)

with the block-upper triangular matrix Z derived in similar fashion as for the 2-D case
described in [36].

Besides giving better estimation results for Es and y(S), this 3-D SLS can be extended
to incorporate a solution to a specific rank deficiency problem, which can be explained as
follows.

Recall that in order to determine the signal properties of all d incident waves, E s should
span the entire d dimensional signal subspace, in other words Es must have rank d. This
condition also ensures that the set of invariance equations, as defined in (4.39), have an
unique solution and all Y's can be uniquely determined and share the same set of eigenvec­
tors. This, in tum ensures that the spatial frequency estimates, from which the DOA can be
determined, are unique.

One necessary condition that prevents E s to become rank deficient and generally limits
the number of resolvable paths is that d ~ N - 1 [23], where N denotes the number of
antenna elements. With the array configuration defined here, however, in some situations it
is still possible that E s becomes rank deficient, even though the previous condition is met.
This situation can occur whenever two or more arriving waves have the same projection on
one of the axis in the array. In that case, E s becomes rank deficient, which is caused by the
fact that JL~S) , defined in (4.34)-(4.36), becomes the same for two or more i's.

For example, it can immediately be seen from equations (4.34)-(4.36) that one of the
situations where rank deficiency will occur is the situation where two or more waves arrive
at the same elevation angle, i.e. they share the same e and JL~z). If this happens, one of
the invariance equations will have infinitely many solutions and y(z) will not be uniquely
determined. As a result, the elevation angle estimates will have a significant error.

Although E s may become rank deficient in some situations, it is mentioned before that
there can only be one set of solutions where the matrices y(x), y(Y), y(z) share the same set
of eigenvectors. This fact, can be used to solve the rank deficiency problem.

A necessary and sufficient condition for two matrices V and W to share the same set of
eigenvectors is that VW = WV [38]. In the case of the 3-D cross array this leads to the
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following set of equations

Fx,y = y(x)y(y) _ y(y)y(x) = 0

Fy,z = y(y)y(z) - y(z)y<,v) = 0

Fz,x = y(z)y(x) _ y(x)y(z) = O.

(4.56)

(4.57)

(4.58)

(4.59), S E {x, y, z}.

F

These equations impose extra conditions that can be used in solving the invariance equa­
tions.

In [38], a technique is shown that can solve the rank deficiency problem by using equa­
tions (4.56)-(4.58) and by writing the solutions of the invariance equations as a sum of a
particular and homogenous solution. Subsequently the problem is solved using a Newton­
Raphson iteration sheme. Although this method works fine in theory, it is highly unpractical,
since it requires the particular and homogenous solutions of the invariance equation to be
determined accurately.

To find a better solution to the rank deficiency problem, the conditions in equations
(4.56)-(4.58) are used in the 3-D SLS technique, which have resulted in a new extended
SLS method.

The new extended 3-D SLS technique determines the matrices AEs, AY(x), AY(y) and
Ay(z) such that they minimise the following expression

R({) (Es , y(z»)
F (y(x) y<.V»)x,y ,

F (y(y) y(z»)y,z ,
Fz,x (y(z), y(x»)

K' AEs

[
vec{AY({)(k)} ] = _Z-l .
vec{AEs(k)}

The iterative solution to this problem can be written as

vec{R({) (k)}

vec{F(x,y) (k)}
vec{F(y,Z) (k)}
vec{F(z,x) (k)}

K • vec{Es(k) - Es(O)}

(4.60)

where,

R({)(k + 1) = R({)(k) + K~{)[Es(k)~Y({)(k) + ~Es(k)Y({)(k)] - Ki{) ~Es(k)

Fx,y(k + 1) = Fx,y(k) + Yx(k)~Yy(k) + ~YxCk)Yy(k)

- Y.vCk)~Y xCk) - ~Y y(k)YxCk)

and F y,z(k + 1) and Fz.x(k + 1) can be derived in similar fashion.

(4.61)

(4.62)

The matrix Z can be defined as

I ® (K~X)Es(k»)

o
o

Z = y(y)T (k) ® I - I ® y(y)(k)

o
I ® y(z)(k) - y(z)T (k) ® I

o

o
I ® (K~Y)Es(k»)

o
I ® y(x)(k) - y(x)T (k) ® I

y(z)T (k) ® I - I ® y(z)(k)

o
o
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o
o

I ® (KiZ)Es(k))

o
I ® yCY)(k) - yCy)T (k) ® I

yCx)T (k) ® I - I ® yCx)(k)

o

yCx)T (k) ® KiX
) - I ® Kix )

yCy)T (k) ® KiY) - I ® K~)

yCz)T (k) ® Kiz) - I ® Kiz)

o
o
o

K·I

(4.63)

By incorporating this new and extended 3D SLS technique in the 3D Unitary ESPRIT
algorithm, the invariance equations can be solved more accurately, which in tum leads to
more accurate estimation results. Also, a solution to the rank deficiency problem prevents
situations in which the invariance equations have infinite many solutions, which can lead to
false estimates.

4.3.5 Power estimation

Besides giving accurate DOA estimates, the Unitary ESPRIT algorithm also offers an ef­
ficient way to reconstruct the original signal matrix S, based on reliable DOA estimates.
From this signal matrix the individual powers of the sources can be determined.

Rewriting (4.1-4.2) and (4.8-4.9) leads to following equations

(4.64)

(4.65)

with S being the signal source matrix that has to be estimated in order to determine the pow­
ers of the estimated DOAs. In [29], it is shown that by using a singular-value-decomposition
(SVD), S can be written as

S = T-IU~X.

Using (4.65) and the fact that Us = QNEs [36], (4.66) can be written as

S = A-IQNEsE~QZX.

(4.66)

(4.67)

This means that if reliable DOAs are determined from the measurement data in X, which
implies that A and Es can be reliable determined as well, the signal source matrix S can be
determined.

From S, an estimate of the powers of the incident waves can now be determined as the
diagonal elements of

~ [S. SH,]
q

where q denotes the number of snapshots.

4.4 Simulation results

(4.68)

To verify the theory of the 3-D Unitary ESPRIT algorithm applied to the 3-D tilted cross
array, the algorithm presented in the previous section is implemented in Matlab-code and
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subsequently computer simulations are performed. After explaining the assumptions on
which the simulations are based, results are presented that show that the algorithm is capable
of resolving the angles-of arrival and corresponding powers of several incident waves. Next,
simulation results are presented that show the improvement of the extended SLS method that
is used to solve the invariance equations in comparison to the standard SLS, LS and TLS
methods.

Furthermore, to analyse the performance of the 3-D antenna array in combination with
Unitary ESPRIT, the estimation accuracy, expressed as the Root-Mean-Square (RMS) error
in degrees of the angular estimation versus the Signal-to-Noise Ratio (SNR) in dB will
be used. Also, the estimation accuracy versus the source separation in degrees will be used
assuming a two-path environment. Additionally, the resolution in degrees, generally defined
as the ability to resolve two closely spaced sources, versus the SNR in dB is used as an
important performance measure. Moreover, it will be shown that the number of snapshots
that are taken, also determine the performance capabilities of the system.

4.4.1 Assumptions

Throughout the simulations the following assumptions are made:

Plane wave assumption It is assumed that the electromagnetic field around the array can
be modelled as the superposition of plane waves. This means the array is situated
in the far-field region of the source, which is true if the array size is small compared
to the distance of the array to the nearest scattering centre. This distance generally
has to be larger than 2D2lA, with D being the largest dimension of the antenna array
aperture. Beyond this distance is the far-field region where the angular distribution of
the energy does not vary with the distance r, and the power level decays according to
1/r2 . With D being 108A, this results in a minimum distance of 5.27 meters.

Narrowband assumption To ensure that each multipath wave is received identically at all
array elements except for a the phase factor, the maximum array aperture is assumed
to be small compared to the distance covered at the speed of light during one bit
period, which is 6 meters in the current system [1].

Static sampling assumption The distance travelled by the array during one complete snap­
shot (sampling of all 31 elements in the array) is assumed to be much less than a
wavelength to prevent phase errors between the sequentially sampled elements. This
distance is determined to be less than 111 oath of a wavelength, as will be shown in
section 5.4.

Multipath consistency The multipath properties of the radio channel under test are as­
sumed to be consistent during one complete set of snapshots, from which the DOAs
are determined. This distance depends largely on the properties of the multipath en­
vironment under test and is assumed to be in the order of 0.5 to 2 meters [39].

Common noise variance It is assumed that the noise has a common variance (J'2 at all
sensors and is uncorrelated among aU sensors (spatially white noise).
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4.4.2 Signal estimation

To test if the algorithm is actual capable of resolving the angles-of arrival and corresponding
powers of several incident waves, simulation are performed with five sources. Table 4.1
shows the arbitrary position of the sources in azimuth and elevation. The relative power of
the individual sources is equal to OdB in all cases.

Table 4.1: Azimuth and elevation angles of incident waves.

Source no. 1 2
e (degrees) 21 -62
¢ (degrees) 14 78

345
-38 4 2
149 218 310

Figure 4.6 shows the results of signal estimations using 3D Unitary ESPRIT incorporated
with the extended SLS method. A total of 100 simulation runs are performed with an SNR
of 35, 25 and l5dB and the number of snapshots, q, is made equal to 10. It should be noted
that it is assumed that the number of incident sources, in this case five, is know a priori. For
the algorithm, this means that it will always present five estimation results. The values for
the SNR levels are chosen because they represent the expected maximum (35dB), typical
(25dB) and minimum (l5dB) values determined from previous measurements [1].

The results show that the algorithm is capable of resolving the true DOAs and corre­
sponding powers of a number of incident waves at 35dB and 25dB SNR. When the SNR
becomes l5dB, a number of spurious estimates occurs, which means the sources are not
resolved in al of the cases.
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Figure 4.6: DOA estimation using five incident waves and 10 snapshots with SNR levels
of 35, 25 and 15dB.
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Although sometimes not all sources are resolved, the estimated power gives an indica­
tion of the reliability of a DOA estimation. This is because large estimation errors generally
tend to have a low estimation power, which is confirmed by figure 4.7. This figure shows the
estimated signal power, P, versus the maximum RMS-error in the angular estimation. The
maximum RMS-error is the maximum of the combined azimuth and elevation RMS-error
from either of the two estimated sources, and can thus be defined as

(4.69)
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Figure 4.7: Maximum RMS-error versus the estimated power at (¢ = 0, e = 0).

The next simulations presented here are performed to show the difference between the
extended SLS method and the standard SLS and the LS and TLS methods.

Figure 4.8 shows the estimation results for a typical SNR of 25dB and 10 number of
snapshots, using the standard SLS method and the LS and TLS method. Again, the results
of 100 separate simulation runs are presented. Also, in these simulations it is assumed that
the number of incident sources is know a priori. The source estimations are indicated with
crosses from which the size corresponds with the amount of estimated power. The actual
DOA are indicated with circles.

If the results are compared with the extended SLS method presented in the previous sim­
ulations, it can be seen that there is a significant performance improvement using the new
extend SLS method to solve the invariance equations. While the extended SLS method re­
solves all signals at SNR=25dB, the standard SLS, LS and TLS methods produce a number
of spurious estimates. It is also shown that the LS technique outperforms the TLS tech­
nique, which is a somewhat surprising result since TLS is computationally more expensive
than LS.
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Figure 4.8: DOA estimation for five incident waves with SNR=25dB and 10 number of
snapshots using (a) the standard SLS method, (b) the LS method and (c) the
TLS method.
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4.4.3 Estimation accuracy

The estimation accuracy of a direction-finding system can be described as the angular dif­
ference in elevation and azimuth between the estimated and the initial direction of a source.
This estimation error E can be determined from the combined azimuth and elevation RMS
error averaged over K number of simulation runs and can be written as

K

E= ~ L J(E~)2 + (E~t
i=l

(4.70)

To give an indication of the accuracy at different SNR levels and different number of snap­
shots, simulations are performed with a single source at (0 = 0, cP = 0). The results are
visualized in figure 4.9, where K = 100.
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Figure 4.9: RMS-error versus SNR in azimuth and elevation at (cP
different number of snapshots.

0,0 0) for

The results show that especially at low SNR levels the number of snapshots playa great role
in the accuracy of the estimations.

Another point of interest is the degradation of the accuracy when two sources are
brought closer to each other. Figure 4.10 shows the estimation error for different separation
distances of the two sources with an SNR of 25dB and with different number of snapshots.
From figure 4.10 it can be seen that there is a critical point at which the estimation error rises
dramatically. This sudden increase in error is caused by the fact that at this point several
large errors occur over a number of runs. These large errors overrule the smaller errors and
create this rapid increase. This figure can also give a rough indication of the resolution of
the system, as will become more clear in the next section. In the case of q=l0, the resolution
is expected to be close to 5 degrees.

To investigate how uniformly distritbuted the estimation accuracy is over the entire az­
imuth and elevation range, DOA estimations are simulated with a single source that is swept
over the entire azimuth and the positive elevation range at different SNR levels. The esti­
mations are computed from 10 snapshots and statistically averaged over 100 runs. Figure
4.11 and 4.12 show the RMS-error in azimuth and elevation with an SNR of 25dB and
15dB respectively. Only positive elevation angles are used here, because the negative will
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Figure 4.10: RMS-error versus the separation distance at (1) = 0, e = 0) for different
numbers of snapshots.

produce the same result. In figure 4.1 I (b) it is shown that the estimation error lies between
0.1 and 0.2 degrees and is uniformly distributed over the entire range. In figure 4.11 (a)
the estimation error in the lower elevation range also lies between O. I and 0.2 degrees but
increases towards higher elevation angles. This increase is caused by the definition of the
azimuth elevation system. The azimuth angle effectively becomes smaller if the elevation
angle increases. This causes the difference in errors for higher elevation errors between
azimuth and elevation.

In figure 4.12 large errors are visible in three distinctive areas around (e = 35,1> = 0),
(e = 35,1> = 120) and (e = 35,1> = 240). These large errors can be explained by the
fact that at these locations grating lobes would occur if the spacing between the elements
would not be sufficiently large. The presence of more noise in the received signal causes
the grating lobes to "re-appear" as larger errors in the spectrum.
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Figure 4.11: Estimation error in degrees for I source with 10 snapshots and SNR=25dB.
Dotted lines are drawn every thirty degrees azimuth and dotted circles are
drawn every ten degrees elevation (outer perimeter corresponds with f) =
0°; centre dot corresponds with f) = ±900).
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Figure 4.12: Estimation error in degrees for I source with 10 snapshots and SNR=15dB.
Dotted lines are drawn every thirty degrees azimuth and dotted circles are
drawn every ten degrees elevation (outer perimeter corresponds with f)

0°; centre dot corresponds with f) = ±900).
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4.4.4 Resolution

The resolution of a direction finding system is generally defined as the ability to resolve two
closely spaced sources with equal power. This resolution can be determined in the azimuth
as well as the elevation range. For spectrum based estimation algorithms, this resolution can
simply be determined from the spectrum. In [1], it was shown that the resolution threshold
lies at the point where the peaks in the spectrum at the true DOAs are greater than the
level in the spectrum that lies exactly between those two true DOAs with more than 50%
probability. For non-spectrum based estimation algorithms the resolution-threshold can be
hard to determine. If the unitary ESPRIT algorithm assumes two sources are present, it
will always come up with two estimates, whatever the scenario is. But if two waves are
positioned extremely close, the algorithm will usually give one estimate that lies between
the two initial positions, and one estimate at some arbitrary position. This effect can help to
create a definition for the resolution.

Here, the resolution is defined as the minimum angular separation, /),.¢, of two sources
with equal power, which is still larger than two times the maximum RMS-estimation error,
Emax , with more than 50% probability. This definition is visualised in figure 4.13.
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( t
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Figure 4.13: Visualisation of the resolution definition, the two black circles indicate the
initial source locations and the dotted line represents the allowable error
bound.

Using this definition, the resolution of the 3D-tilted cross array used with Unitary ES­
PRIT is determined. The next figure shows the resolution in the azimuth plane (B = 0) with
an SNR of 25dB and 10 snapshots. From figure 4.14 it can be seen that the resolution varies
6 times about 1 degree in the entire azimuth range, with an average of 3.5 degrees. The
expected variation in the performance caused by the difference in aperture as mentioned in
chapter 3 is clearly visible in the resolution.

Figure 4.15 shows the resolution in elevation plane (¢ = 0) with an SNR of 25dB and
10 snapshots. It can be seen that the resolution in elevation is below four degrees between
-30 and 30 degrees and below -50 degrees. One peak in the resolution of about 4.5 degrees
can be seen at -40 degrees. This peak, and the other slightly lower peak, are the result of
a decrease in elevation aperture. The heights of these two peaks change six times over the
entire azimuth range between 4.5 and 4 degrees. Since these peaks are located relatively
high in elevation angles, they will not effect the performance significantly.

Figure 4.16 shows the resolution in azimuth (B = 0) versus the SNR for a different
number of snapshots, q. The result shows a similar trend in degradation in the resolution
for different values for q. It can clearly be seen that an increased number of snapshots
results in a higher resolution performance. The results also show that there is a lower bound
for the minimum resolution of about one degree.
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4.5 Conclusion

In this chapter it is show that a variety of high-resolution algorithms are available in the
literature. The Unitary ESPRIT algorithm proves to be an efficient high-resolution algo­
rithm that can quite easily be extended to three or more dimensions. Moreover, the Unitary
ESPRIT algorithm can be applied to the uniformly spaced 3-D tilted cross array to per­
form high-resolution DF and signal power estimations over the entire azimuth and elevation
range.

To improve the estimation results significantly, an extended SLS method is developed
that solves a rank deficiency problem embedded in the algorithm and can solve the invari­
ance equations more accurately.

Simulations have shown that the 3-D tilted cross array in combination with the 3D
Unitary ESPRIT algorithm is capable of resolving the true DOAs and the corresponding
powers of a number of sources at arbitrary angles. It is also confirmed that the new extended
SLS method outperforms all other methods available today.

The estimation accuracy is determined from the simulation results in different scenarios.
It is also shown that the 3-D tilted cross array can effectively prevent large estimation errors
from occurring in low elevation angles (- 20° < e < 20°).

Simulations show that under typical conditions (SNR=25dB, 10 snapshots) it is possible
to obtain less than four degrees resolution in azimuth as well as in elevation.
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Chapter 5

Implementation issues

5.1 Introduction

This chapter discusses the implementation of the 3-D antenna array for the new channel
sounder. First, the design and implementation of the different parts of the antenna array
will be shown together with measurement results that prove the concept of the impedance
switching technique. Next, the expected estimation results are presented that take into ac­
count the mutual coupling and shadowing effects of the antenna array structure with the
impedance switching technique applied to the array. Subsequently, the effects of Doppler
are discussed that set a limit to the maximum allowable velocity of the measurement system.
Finally, the chapter will be concluded.

5.2 Antenna array

5.2.1 Antenna elements

The antenna elements in the 3-D array are designed as quatre-wavelength drooping-radial
monopole antennas. In [3], it is shown that the monopole is a very suitable candidate be­
cause of its son input impedance and its omnidirectional antenna radiation pattern. The
initial monopole antenna design described in [3], is further optimised by minor changes
as a result of considering the input reflection obtained from the FEKO simulation results.
Details on the drooping-radial antenna model used in FEKO can be found in appendix A.I.
The final design of the drooping-radial monopole antenna is shown in figure 5.1 (a) and the
resulting antenna was built at CRC and is shown in figure 5.1 (b).

During the construction of the monopole antenna elements, hollow wires are used with
a outer diameter of 1.5mm and at the antenna feedpoint a female SMA connector is attached
to the square support-plane and the active element to allow easy interconnections. An extra
margin of O.05cm is added on top of the length of the active element to be able to tune the
individual antennas to the desired frequency of 2.25GHz.

To test the performance of the antenna, the azimuth radiation pattern and the input re­
flection of the monopole antenna are measured in an anechoic chamber. These measurement
results, together with FEKO simulation results are shown in figure 5.2.
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Figure 5.1: Drooping-radial monopole design (a), with the dimensions given in inches
(") and in meters (m), and (b) the actual implementation of the antenna.
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Figure 5.2: Simulation and measurement results of (a) the antenna radiation pattern sim­
ulated at 2.25GHz (black) and measured at 2.2GHz (red), 2.25GHz (green)
and 2.3GHz (blue), and (b) the antenna input reflection simulated (black)
and measured (green).

Because the simulated antenna radiation pattern is identical at the other frequencies, the
simulated pattern is only shown at 2.25GHz.

The results in figure 5.2 show that the measurements are largely in agreement with the
simulations. The antenna radiation pattern is omnidirectional within 2dB and is consistent
over the required 1OOMHz bandwidth. Most of the 2dB ripple is likely to be caused by scat­
tering effects from parts of the support structure where the antenna was mounted on. This is
confirmed by an additional measurement in which the antenna is rotated over 180 degrees
in azimuth and the same measurement results were obtained. Extra absorbing material was
also added on the support structure to reduce the scattering effects. The results also show
that the -15dB bandwidth of the antenna is 200MHz, which is sufficient.
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5.2.2 Support structure

In order to position the 31 antenna elements in the 3-D tilted cross configuration and to
run cables to each of the antenna elements, a support structure is designed, through which
cables can be run and on which the antenna elements are mounted. The initial design of the
structure is shown in figure 5.3, with the dimensions given in inches (") and meters (m).

z

y

x

Figure 5.3: Antenna support structure design.

The first implementation of the support structure is built from carbon-fiber tubing material
and a polystyrene sphere that holds the carbon tubes. The carbon-fiber material is chosen
for its RF absorbing properties, which can help to reduce the scattering effects of incident
waves on the cables running through the structure. The polystyrene material is chosen
because it is practically RF transparent, and therefore prevents scattering effects.

Through the six diagonal rods, a maximum of five semirigid cables and ten signal cables
(two for each antenna) will be run. The minimum diameter d, needed for packing n = 5
semirigid cables with a diameter of d' = 3.58mm in a rod can be calculated as [40]

d = d' (1 + )2(1 + 1j -J5») = 9.67mm. (5.1)

Since the diameter of the signal cables can be made small compared to the semirigid, rods
with an inner diameter of d = OS' = 12.7mm are chosen to be sufficient. The cables from
the upper three diagonal rods will be run through the centre vertical rod with d = 0.7" =
1.78mm.

The first version of the array is manufactured with three possible antenna positions to
perform initial experiments and to allow for possible design changes. Figure 5.4 shows the
support structure populated with two antenna elements, which is used for measurements
described in the next section.
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Figure 5.4: Implementation of the carbon-fiber antenna support structure, with three
possible antenna element positions.

5.2.3 Antenna switching

The switched antenna array is designed with the idea to connect all antenna elements in
the array to the receiver in sequence, as is shown in figure 5.5. To address all 31 antenna
elements in sequence, a 31: 1 RF switch is used that connects each of the antenna elements
to the input of the receiver and is controlled by the data collection system. The antenna
switch is mounted on a PCB-board together with the required connectors and will be placed
directly underneath the antenna array.

The switched-impedance technique requires the antenna elements to be connected to
either the RF receiver via the RF switch or to a complex termination impedance ZL' To
achieve this, each antenna is equipped with an additional 2: 1 RF switch that connects the
antenna to the complex load, ZL, in case the antenna is not addressed by the main switch.
This switch is mounted on a small PCB-board and attaches directly to the antenna using an
SMA-connector. More details on the implementation of the impedance switching technique
are presented in the next section.
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Figure 5.5: Main 31:1 antenna switch and 2:1 impedance switch.

5.3 Impedance switching

5.3.1 Complex impedance

As discussed in section 3.5, it is possible to suppress the mutual coupling effects between the
passive and the active antenna elements by terminating the passive elements with a complex
load, ZL. The optimum value for ZL in the case of the drooping-radial monopole antennas
tuned at 2.25GHz is determined from FEKO simulations to be j250Q. The impedance value
of j250Q corresponds to an inductor value of 18nH. This is the value seen at the antenna
feedpoints. In practice, however, it is inevitable that there is a transmission line between the
antenna feedpoints and the actual complex load, which changes the impedance value seen
by the antenna.

The input impedance Zin of a loss less transmission line of length I and terminated with
ZL can be determined as [4l]

ZL cos f31 + j Zo sin f31
Zin = Zo . (5.2)

Zo cos f31 + j ZL sin f31

with the characteristic impedance of the transmission line Zo = 50Q, and f3 = ~~A' where
V f is the velocity factor of the transmission line, which indicates the propagation speed of
the signal along the transmission line with respect to the speed of light. The velocity factor
is almost entirely dependant on the dielectric constant Er of the insulation material and can
be defined as

I
VI = -. (5.3)
~

Instead of using a lumped element connected to the antenna via a transmission line, the
transmission line itself can be used to create the proper impedance seen at the antenna feed­
points. In figure 5.6 the length of a shorted piece of transmission line versus the complex
impedance seen at the end of the line is shown with a typical value of VF = 0.7.

From figure 5.6 it can be seen that the impedance value of j250Q can be obtained with
many different lengths. It is however an advantage to choose the shortest length of semirigid
for which this value can be achieved, since this minimises the frequency spread.
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Figure 5.6: Complex impedance versus transmission line length for f=2.2GHz (red),
f=2.25GHz (green) and f=2.3GHz (blue).

Using the result in figure 5.6, a piece of semirigid was cut at the about 2cm length and
tuned with a network analyser to be j250Q at the antenna feedpoints.

5.3.2 Prove of concept

To prove the concept of suppressing the mutual coupling effects using a complex load at the
passive elements, measurements are performed that are in line with simulations presented
in [2]. The measurements are performed in an anechoic chamber with two antenna elements
separated by d = 0.45A. One of the elements is passive, and terminated with either the
ZL = 50Q system impedance, or with ZL = j250Q by means of the tuned piece of
semi-rigid. The active element is driven by a narrowband voltage signal through a 50-Q
transmission line. The setup is visualised in figure 5.7.

d

Figure 5.7: Measurement-setup for two antenna elements to prove the concept of mutual
coupling suppression.
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With this setup, the antenna pattern in elevation (E-plane) and in azimuth (H-plane) as
well as the input reflection are measured at different frequencies and the results are pre­
sented in figures 5.8 and 5.9.

The results in figure 5.8 show that the antenna radiation pattern can be improved signif­
icantly if the passive antenna is terminated with j250n instead of the more common 50n.
It is clearly visible that the measurement results are in line with the simulations. The ad­
ditional distortion on the measured pattern is likely to be caused by scattering effect of the
measurement setup. The results in 5.9 confirm that the antenna radiation pattern improves
while the passive antenna is terminated with j250n. Also, the input reflection shows a large
improvement and the measurement results are in line with the simulations.
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Figure 5.8: Measurement and simulation results of two antenna setup at 2.20Hz (red),
2.250Hz (green) and 2030HZ (blue) with ZL = 50n and ZL = j250n.
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5.3.3 Carbon support structure

To investigate the concept of suppressing the mutual coupling effects in the carbon fiber
support structure, similar measurements are performed in the anechoic chamber with two
antenna elements located on the carbon fiber support structure. One of the elements posi­
tioned in the centre is used as the active element, while the other element is connected to
either the 250jn tuned load or a son load and positioned either diagonally above (B) or be­
low (A) the active element, as is shown schematically in figure 5.10 and in figure 5.11.The
results of these measurements together with simulation results from FEKO are shown in
figures 5.12 and 5.13.

I
d

I
di icIC !

i i
I I

I
i

SETUP A SETUP B

Figure 5.10: Measurement-setup for two antenna elements to prove the concept of mu­
tual coupling suppression.

Figure 5.11: Antenna element setup in first array implementation.
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Figure 5.12: Measurement and simulation results of two antenna setup A at 2.2GHz
(red), 2.25GHz (green) and 2.3GHZ (blue) with ZL = 50n and ZL =
j250n.
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The results clearly show an improvement of the omni-directionality in the antenna ra­
diation pattern when the j250Q load is used on the passive elements. Especially in setup
A, the measurement results are in agreement with the simulations. The difference between
the simulations and the measurements in setup B can be explained by the fact that the com­
plex impedance connected to the passive element, a 2cm piece of semirigid, is positioned at
approximately the same level as the active antenna and therefore more actively disturbs the
pattern. In the FEKO simulations, this actual piece is not present.

5.3.4 Expected results

To give an indication of the estimation results with mutual coupling and shadowing effects
present, the antenna array and the support structure are modelled in FEKO and the far-field
output data from the simulations is used as input in the Unitary ESPRIT algorithm. The
antenna array model with support structure modelled in FEKO is shown in figure 5.14.

z

y

Figure 5.l4: 3-D tilted cross array with support structure modelled in FEKO.

To compare these results with the previous idealistic results, the same simulations as
described in section 4.4.2 are performed. The results in figure 5.15 show that the algorithm
is still capable of resolving the true DOAs and corresponding powers in the low elevation
angles at an SNR of 35dB. A number of spurious estimates occur in the higher elevation
angles and at lower SNR levels. Although these spurious estimates occur, the estimated
power can still give an indication of the reliability of the estimation.
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5.4 Doppler Considerations

The measurement equipment is intended to be used for mobile DF measurements, which
means Doppler effects have to be taken into account. During measurements, the antenna
array is moving with respect to its environment through a stationary electromagnetic field
that is caused by the incident waves. When one snapshot of the array is taken (31 elements
are sampled), it is important that all antennas in the array are sampled long before the array
has travelled a significant distance through the spatial fluctuations of amplitude and phase of
the EM field. Because the spatial period of these fluctuations is at least one wavelength, all
elements have to be sampled before the antenna array has travelled a significant percentage
of the wavelength.

It should be noted that the spatial fluctuations are maximal if the antenna array is trav­
elling in the same or the exact opposite direction of the incident wave. If the incident waves
arrive from a direction perpendicular to the moving direction of the array, the effects are
minimised.

Simulations are performed using different scenarios to determine the minimum distance,
Smin, that can be travelled during one snapshot. Figure 5.16 shows the angular estimation
error, E, in azimuth and elevation versus the travelled distance, S, of the array during one
snapshot. The different results all show an abrupt increase in the estimation error at a certain
value for S. From these results it can be concluded that choosing a maximum travelled
distance of 1I100th of a wavelength or less in all scenarios keeps the estimation error at a
sufficiently low level.

Recall that the bit rate of the PN sequence is 50Mbit/s and that 255 bits of 20ns each are
used for one CIR. This means that the duration of one sequence of 255 bits is 5.1/Ls. The
acquisition time of one snapshot (snap is therefore equal to 5.1 /LS times 31 antennas, which
equals 158 /LS. With a maximum allowable travelled distance of A/lOO, the maximum
allowable speed of the measurement vehicle can be determined from

0.0lA.
Vmax =-­

(snap

(5.4)

to be 8.4m/s or 30kmlh. This measurement speed is expected to be sufficient to perform
mobile DF measurements in urban microcell environments.
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5.5 Conclusion

In this chapter the design and implementation of the drooping-radial monopole antenna
elements are shown. Measurement results from this antenna seem to match the simulation
results and show that the antenna is a suitable candidate for the 3D antenna array.

A carbon-fiber support structure that positions the antenna elements and guides the ca­
bles to the antenna switch is presented and partly implemented. This support structure
proved to be very suitable for positioning two antenna elements in the array structure and to
perform preliminary measurements.

It is shown that a tuned transmission line can be used as a j250Q complex impedance
load to terminate the passive antenna elements. Measurements have shown that the tech­
nique of terminating the passive elements with a complex load can help to suppress the
mutual coupling effects in an array geometry. The measurements show the best results in
planar array geometries.

Simulations that use the output data from FEKO have shown that the mutual coupling
and shadowing effects, which disturb the properties of the antenna elements, cause some
degradation in the DF performance.

To prevent large errors in the DF measurements, Doppler effects have to be considered,
which limit the maximum speed of the measurement system. Simulation have shown that
under typical conditions reliable measurements with the new system are still possible at a
speed of about 30Km/h.
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Chapter 6

Conclusions and recommendations

This chapter summarises the conclusions draw along this thesis and presents recommenda­
tions to the work.

6.1 Conclusions

The mobile channel sounder currently operational at the TD/e is capable of measuring the
directions-of-arrivals (DOAs) of incident waves using a synthetic uniform-circular-array
(DCA). The work presented in this thesis concerns the upgrade of the existing direction­
finding (DF) system in order to improve the performance. Improvements in performance
mainly concern the elevational resolution and the possibility to perform mobile DF mea­
surements. The results from mobile measurements can provide more information about the
change in composition of the radio propagation in the mobile channel, which can be used
for more efficient planning of microcellular radio networks and provide a basis for the de­
sign of radio systems that are better matched to the real-world behaviour of urban radio
channels.

It is shown that compared to the DCA array, an Y-shaped antenna geometry with the
same number of antenna elements increases the azimuth resolution by reducing the azimuth
half-power-beamwidth (HPBW) from eight to six degrees. To improve the resolution in
elevation and to remove the two-fold ambiguity that exists with horizontal planar arrays, the
Y-shaped array design is used as a basis from which an 3-D antenna array is constructed.
The resulting 3-D tilted cross array can provide uniform and equal resolution in azimuth
as well as in elevation. The HPBW of this 3-D array is 16 degrees in both directions,
which means a degradation in azimuth resolution, but a significant improvement of elevation
resolution compared to the elevation HPBW of roughly 40 degrees with the current DCA.

The aperture of the array, and therefore the resolution, can be doubled by applying non­
uniform element separation. This can however cause the side-Iobe-Ievels (SLLs) to rise.
This effect can be minimised by finding the optimal positions of the antenna elements that
correspond to the lowest possible SLLs. These positions cannot be determined analytically,
therefore optimisation techniques are used to find the optimal sensor positions. The non­
uniform element separation in the 3-D tilted cross array causes the SLLs to rise about one
degree.

Simulations have shown that in a switched antenna array the mutual coupling effects
between the active and the passive elements can be suppressed by terminating the passive
elements in j250Q. This technique proves to be very effective in all array geometries, but
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especially in the planar geometries. The radiation pattern distortion of the antenna elements
in the Y-shaped array can be reduced from about 6dB to about IdB, whereas with the 3-D
tilted cross array this reduces from 4dB to 2dB. The distortion of the phase pattern is with
the Y-shaped array reduced from roughly 70 degrees to about 7 degrees and with the 3-D
tilted cross array to 25 and 12 degrees.

After analysing a number of high-resolution DOA algorithms, the Unitary ESPRIT al­
gorithm proves to be a very accurate and computational efficient algorithm that can easily
be extended into more dimensions. The algorithm requires the antenna array to be centro­
symmetry and to have uniform element spacing, which makes the uniformly spaced 3-D
tilted cross array an ideal candidate.

The Unitary ESPRIT algorithm is extended into three dimensions and applied to the 3-D
tilted cross array. To further improve the estimation results and to solve a rank deficiency
problem embedded in the algorithm, an improved structured-least-squares (SLS) technique
is developed that can solve the invariance equations more accurately. It is also confirmed
that this new extended SLS method outperforms all other methods available today.

Simulations have shown that the 3-D tilted cross array in combination with the 3-D
Unitary ESPRIT algorithm and the improved SLS technique is capable of resolving the
true DOAs and the corresponding powers of a number of sources at arbitrary angles with
typical values for the SNR. The estimation accuracy is determined from the simulation
results in different scenarios. Simulations show that under typical conditions (SNR=25dB,
10 snapshots) it is possible to obtain less than four degrees resolution in azimuth as well as
in elevation. At low SNR levels the DF estimation accuracy becomes rather poor.

Measurement results from the implementation of the drooping-radial monopole anten­
nas seem to agree with simulation results obtained from an EM simulation package called
FEKO and show that the drooping-radial monopole is a suitable candidate for the antenna
elements in the 3D antenna array.

It is shown that a tuned transmission line can be used as a complex impedance load
to terminate the passive antenna elements, and measurements confirm that the technique
of terminating the passive elements with a complex load can help to suppress the mutual
coupling effects in an array geometry. The measurements show the best results in planar
array geometries.

A carbon-fiber support structure that positions the antenna elements and guides the ca­
bles to the antenna switch is presented and partly implemented. This support structure
proves to be suitable for positioning two antenna elements and to perform preliminary mea­
surements.

Simulations that use the output data from FEKO have shown that the mutual coupling
and shadowing effects, which disturb the properties of the antenna elements, cause some
degradation in the DF performance.

To prevent large errors in the DF measurements, Doppler effects have to be considered,
which limit the maximum speed of the measurement system. Simulation have shown that
under typical conditions reliable measurements with the new system are still possible at a
speed of about 30Km/h.

6.2 Recommendations

In the near future, the antenna support structure should be finalised and populated with 31 el­
ements including the impedance switches and cables. The effect of the switched impedance

78



technique should be verified by addressing the switches in the proper way and measuring
the effect on the antenna performance. To prevent scattering effects, absorbing material
should be used to cover the parts of the support structure.

Initial tests have to be performed in an anechoic chamber to prove the technique of DF
with the 3-D tilted cross array in combination with the Unitary ESPRIT algorithm.

After the initial tests have proved to be successful, the system can be installed on the
measurement vehicle and measurements in an actual urban environment can be performed.
To prevent damage to the array caused by wind weather effects, a radome should be con­
structed that fits over the array structure and has minimal effect on the propagating radio
waves.

Additionally, more research is required to find out why exactly j250Q performs so well
in suppressing the mutual coupling effects between monopole antenna elements. Different
type of antennas at different frequencies should be investigated to find out if similar methods
can be applied.

To make the measurement system usable for other type of measurements, such as indoor
measurements, or measurement with higher velocities, the system should be investigated
while operating with a limited number of elements, i.e. 25,19, 13, or 7 elements.

Also, the newly developed SLS method should be investigated further on different type
of array geometries to test its benefits.
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Appendix A

FEKO modelling

A.l Skirted monopole

The 45-degree drooping-radial monopole design used in the FEKO simulations is shown
in figure A.I. The wires are segmented into segments with a maximum length of 'A/20.
The length of the wires is chosen 7% shorter than 'A/4 to have the lowest input reflection
at 2.25GHz. The radius of the wires is chosen to be 1.5mm. The planar support plane
that connects the radials measures 12mm x 12mm, and is divided into 32 triangles with a
maximum edge length of 'A/40. The feedpoint of the antenna is located immediately above
the planar support plane under the vertical wire and is represented by a wire segment of
length 'A/80.

z

TOP

UP2

x

BaTT1

Figure A.I: Skirted monopole antenna modelled in FEKO.

The FEKO geometry code for the 45-degree drooping-radial monopole antenna is shown
next.
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------------- Start FEKO code ------ _

** -----General
#MAXNV = 10000
#freq = 2.25e9
#lam = #cO/#freq

parameters ---------------------------------------­
** Set maximum number of connection points
** The centre frequency wavelength
** Wavelength

**-----Segmentation
#segrad = 0.0015
#tri len = #lam/40
#seglen=#lam/20

parameters------------------------------------­
** Segment radius
** Triangle length
** Segmentation length

IP #segrad #tri len #seglen 0.02

** -----Geometry variables-----------------------------------------
#ska = (#pi/180)*45 ** skirt angle relative to the el.
#ska2 = (#pi/180)*45 ** skirt angle relative to the az.

#sf=0.233
#gap = #lam/80

** factor - quarter of wavelength
** gap between the feed and support

#radp

#lenm

#lam/22 ** radial start plane dimension

** monopole length

#lenvr = #lenr*sin(#ska)+#radv ** vertical reach of radials
#skp = #radp+#lenhr*cos(#ska2) ** x,y value of the legs lower point

** -----Define points for
DP top
DP feed
DP orig

first element----------------------------
#xO 0 #lenm
#xO 0 #gap
#xO 0 0

for legs------------------------------

#radp+#xO #radp 0
-#radp+#xO-#radp 0
-#radp+#xO#radp 0
#radp+#xO -#radp 0

DP up1
DP up2
DP up3
DP up4

LA 1
DP bott1
DP bott2
DP bott3
DP bott4

** -----create wire segments
LA 2
BL up1 bott1

#skp+#xO
-#skp+#xO
-#skp+#xO
#skp+#xO

#skp
-#skp
#skp
-#skp

-#lenvr
-#lenvr
-#lenvr
-#lenvr
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BL up2 bott2
BL up3 bott3
BL up4 bott4

** -----create the
LA 3
BL top feed

top half of the dipole--------------------------

** -----Create the feed-------------------------------------------­
LA 4
BL Orig Feed

** -----Create the leg 8upport-------------------------------------
LA
BQ

5

upl up3 up2 up4

End of FEKO code ------------
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Appendix B

Switched-impedance simulation
results

This section presents details on the impedance switching simulation results obtained from
FEKO and used in section 3.6.3.

B.l Uniform V-shaped array

Figures B.l to B.6 show the results for the uniform Y-shaped array.

(a) Z = 50n (b) Z = j250n

Figure B.l: Element radiation pattern of the 6th element in the uniform Y-shaped array
at 2200MHz (red), 2250MHz (green) and 2300MHz (blue) with Z = 50Q
(a) and Z = j250Q (b).
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Figure B.2: Top-top radiation pattern distortion versus element number (l is centre ele­
ment) in one arm of the uniform Y-shaped array, with ZL = son (red) and
ZL = j2S0n (green).
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B.2 Non-uniform V-shaped array

Figures B.7 to B.12 show the results for the non-uniform Y-shaped array.

180'
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(a) Z = 50Q (b) Z = j250Q

Figure B.7: Element radiation pattern of the 6th element in the non-uniform Y-shaped
array at 2200MHz (red), 2250MHz (green) and 2300MHz (blue) with Z =

50Q (a) and Z = j250Q (b).

9 10 114 5 6 7 8
ELEMENT NUMBER

32
O'-----~-~-~-~-~-~~-~-~----'

1

9

10 I----,-------,----,--~--,-----,-------,-;=====il
- ZL =j250n

- ZL = 50n

m
~ 8
z
o
f= 7
a:
o
ti 6
is
~ 5
w

~ 4
"-

~ 3
f­

I

~ 2
f-

Figure B.8: Top-top radiation pattern distortion versus element number (I is centre ele­
ment) in one arm of the non-uniform Y-shaped array, with ZL = 50Q (red)
and ZL = j250Q (green).
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B.3 Uniform 3D tilted cross array

Figures B.13 to B.18 show the results for the uniform 3D tilted cross array.

(a) Z = SOQ (b) Z = 2S0jQ

Figure 8.13: Element radiation pattern of the 3th element in the uniform 3D ti Ited cross
array at 2200MHz (red), 22S0MHz (green) and 2300MHz (blue) with

ZL = son (a) and ZL = 2S0jn (b).
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Figure 8.14: Top-top radiation pattern distortion versus element number (1 is top, 6 is
centre, II is lowest element) in one arm of the uniform 3D tilted cross
array, with ZL = son (red) and ZL = j2S0n (green).
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Figure B.15: Phase error of the 3th element in the uniform 3D tilted cross array, with
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Figure B.16: Maximum phase error versus element number (I is top, 6 is centre, 11
is lowest element) in one arm of the uniform 3D tilted cross array, with
ZL = son (red) and ZL = j2S0n (green).
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Figure B.17: Input reflection of the 3th element in the uniform 3D tilted cross array, with
ZL = 50n (red) and ZL = j250n (green).

-5

m
~ -10
za
1= -15
()
w

~ -
20 1---:-_===--:-==>'

a:
~ -25
lL

~ -30

-45 -

10 1194 5 678
ELEMENT NUMBER

32
-50 '------'_---io._---'-_---'-_-'-_--'--_-'----_-'-----"'----'

1

Figure B.18: Maximum input reflection between 2.2GHz-2.3GHz versus element num­
ber (l is top, 6 is centre, 11 is lowest element) in one arm of the uniform
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B.4 Non-uniform 3D tilted cross array

Figures B.19 to B.24 show the results for the non-uniform 3D tilted cross array.
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Figure 8.19: Element radiation pattern of the 3th element in the non-uniform 3D tilted
cross array at 2200MHz (red), 2250MHz (green) and 2300MHz (blue) with
ZL = 50Q (a) and ZL = 250jQ (b).
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Figure 8.20: Top-top radiation pattern distortion versus element number (1 is top, 6 is
centre, II is lowest element) in one arm of the non-uniform 3D tilted cross
array, with ZL = 50Q (red) and ZL = j250Q (green).
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Figure B.21: Phase error of the 3th element in the non-uniform 3D tilted cross array,
with ZL = 50n (red) and ZL = j250n (green).
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Figure B.23: Input reflection of the 3th element in the non-uniform 3D tilted cross array,
with ZL = SOQ (red) and ZL = j2S0Q (green).
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Figure B.24: Maximum input reflection between 2.2GHz-2.3GHz versus element num­
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