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Abstract

This thesis presents the design of a 12-bit 100 MS/s analog-to-digital converter
(ADC). The converter is designed for the UMC 0.25 um CMOS process.

Goal of this project is to design a 12-bit ADC composed of simple, identical ‘basic
blocks’. Because of that, design time is minimized and flexibility is maximized. It
was decided to create a pipelined converter, based on stages with 1.5-bit resolution
each. With the help of two correction techniques (1.5-bit redundancy and digital
post-correction), the requirements for the accuracy of the analog cells are reduced
significantly. Digital processing is used to correct for impairments in the analog do-
main. By making use of these correction techniques, it becomes possible to combine
high-resolution, high-speed, simplicity and robustness in a single design. Moreover,
the combination of correction techniques and a low resolution per stage reduces the
analog design complexity considerably.

This thesis contains two parts. The first part starts with an introduction to high-
speed analog-to-digital conversion and an explanation of the used correction tech-
niques. A system-level error-model of the ADC is introduced and the influence of
several errors on the converter’s overall performance is investigated. Finally, this
model results in a set of design constraints to be fulfilled by the analog design.

In the second part of this thesis, the theory of the first part is used to derive a set of
design constraints for a specific target: a 12-bit, 100 MS/s ADC. The most critical
analog components are designed at transistor-level. Simulations are performed to
show that the presented design meets all constraints. Also, the implementation of
the digital post-correction algorithm in a FPGA is discussed.
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Chapter 1

Introduction

In this chapter, an introduction to the research project is given, as well as some back-
ground information and several design issues of specific importance to this project.
Furthermore, an overview of the chapters of this thesis is given.

1.1 Project background

The target of this research project is the design of an analog-to-digital converter
(ADC), to be used in combination with a FPGAl. FPGA’s are used in a large
variety of applications, for example telecommunications, video processing, computer
systems, etc. For quite a lot of applications, ADC’s are used to convert external
analog information to a digital representation that can be processed by the FPGA.
Fach application has its own specific requirements for the ADC. Especially the
resolution, speed and power consumption of the converter are important selection
criteria. Nowadays, it is necessary to design different ADC’s for each different
application.

1.2 Design goal

This master thesis project is part of a larger project, aimed at the design of a
flexible ADC which can be used in various configurations, serving a broad range of
applications. The basic idea is to design a chip in CMOS technology, consisting of
simple, identical ‘basic blocks’. By making different combinations of these blocks,
it is possible to adapt parameters like power consumption, resolution and sample
frequency at any moment.

The target of this master thesis project is the design of a 12-bit ADC, with a sample
frequency as high as possible, using a pipelined architecture. Although this target
is restricted to a pipelined converter, and lacks most of the flexibility, the analog

!Field Programmable Gate Array

1. INTRODUCTION 9



parts of this converter will be designed such that the possibility of combining these
parts in a different topology still remains. Important keywords for this design are
flexibility and simplicity of the analog basic cells.

1.3 Chapter overview

Chapter 2 gives a general introduction to ADC’s, with pipelined architectures in
particular. Two accuracy-improving correction techniques are also discussed.

In chapter 3, the link between error sources and overall performance is analyzed.
Moreover, the influence of two possible correction methods on the performance is
investigated.

Chapter 4 deals with the transistor level design of the ‘basic block’ of which the
pipelined ADC is composed. Simulation results are given as well.

Chapter 5 discusses the design, implementation and verification of the digital post-
correction algorithm. This algorithm is used to improve the accuracy of the con-
verter.

After these chapters, conclusions (chapter 6) are drawn and recommendations for
future research (chapter 7) are given.

10 1. INTRODUCTION



Chapter 2

High-speed, high-resolution
analog-to-digital conversion

In this chapter, an introduction to high-speed analog-to-digital converters is given,
with great emphasis on pipelined structures. Two methods (1.5-bit redundancy and
digital post-correction) that improve the converter’s accuracy are discussed.

2.1 Analog-to-digital conversion

Analog to digital conversion is the process where analog signals are mapped onto
digital code representations. Although the analog input signal can be represented
in several domains (for example voltage, current, charge), we will assume that the
input is in the voltage domain in this thesis. Also, we will assume that the digital
codes are described in the binary domain.

The analog input signal Vi, (t) is defined for each moment in time, and we suppose
that it can take any value within a certain range:

Vi —Amer < Vm(t) < Amaz (21)

To represent this signal in a limited amount of digital data, the input signal is
sampled on fixed time intervals and quantized in the amplitude domain. An example
is given in figure 2.1. The sample frequency fs of the converter determines the time
interval T, between two consecutive sample moments, according to:

1
Ts=— 2.2
=T, 23)
Sample moment & takes place at time:
t= kT, (2.3)
2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL 11
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T T L T

I T Analog signal

Digntal representation @&
,

Amplitude / Quantization level

Time / Sample moment

Figure 2.1: Ezample of the conversion of an analog signal (line) to a N = 3 bit digital represen-
tation (dots). The dashed grid indicates the sampling in time and quantization in amplitude.

Suppose that the digital output code at each sample moment consists of N bits, and
the codes are equally distributed over the allowed input range. Then, the distance
between each pair of successive codes is given by:

Ama:r

Vlsb—_-m

(2.4)

When the input voltage is rounded to the nearest code, the quantization error ¢[k]
is limited to the range:

(2.5)

The consequence of sampling in the time domain is that we can only represent
input signals with frequencies below % fs, as stated by the Nyquist theorem [1]. The
guantization of the amplitude results in loss of accuracy. The larger the number of
effective bits produced by the converter, the higher the accuracy is.

2.1.1 ADC architectures

In practice, a lot of architectures for ADC’s exist. Some architectures are aimed
at high speed, where other architectures are aimed at a higher accuracy or lower
power consumption. Figure 2.2 displays the speed and accuracy of some high-speed
designs that were presented in the last four years. For a fair comparison, only

12 2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL
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full-CMOS designs were taken into account. Based on this picture, it is concluded
that the pipelined architecture seems to be the best solution for our design goal:
a 12-bit converter with a sample frequency as high as possible. To be in line with
the performance of the converters from figure 2.2, a sample frequency of at least 75
MHz should be achieved.

T
Sigma Delta

1000 | % Pipeline
Folding X%
Flash O
o Design Goal
% 0 ®
5 100} O * 4
c
[1]
=]
o e
2
w G
2 » *
=3 —
§ 10 *x 8 E
-+
1 1 1 S— L 1
6 8 10 12 14 16

Accuracy (bits)

Figure 2.2: Comparison of state-of-the-art performance in speed and accuracy for Sigma Delta,
pipelined, folding and flash architectures. Also indicated is the specific design goal of this project.

In the following sections, the flash and pipelined architecture will be explained. It
will become clear that the flash architecture can hardly combine high speed with
high resolution. Thereafter, it will be shown that the pipelined architecture has the
potential to achieve both high speed and high resolution at the same time.

Flash architecture

In a flash AD converter, the conversion from the analog to the digital domain is
made in a single step. Figure 2.3 shows an example of a N = 2 bit flash converter.

Vref::I : ’_)
m
Vin - 2 2-bit
4—;)l>_) ] - g —
0 = 2 | output
code
'Vre{j : A
f |

Figure 2.3: Ezample of a 2-bit flash AD converter.

2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL 13
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The input signal is applied to a set of 2V — 1 comparators, with different reference
voltages. The comparator outputs are latched at the sample frequency fs. An
encoder is used to translate the output values of the comparators in a N-bit output
code.

The input node of this circuit is the bottleneck, with respect to the speed-accuracy
trade-off. The maximum sample frequency of a flash converter is determined by the
pole frequency of the input node. The larger the capacitive load at this node, the
lower the maximum frequency will be:

1
fs,maz o8 C_m (2-6)
The total input capacitance is equal to the number of comparators times the input
capacitance of a single comparator (Ceomp):

Cin = (2N - 1)c'comp ~ 2Nccomp (2'7)

Assuming that the comparators are based on CMOS differential pairs, the input
capacitance of a comparator is determined by the size of the input transistors (WL
is the transistor’s width times its length):

Ccomp x WL (28)

The (random) offset voltage of a comparator determines its accuracy, and is a func-
tion of the random deviation of the threshold voltage of the transistors. Using the
transistor matching model described in [2] and equation 2.4 gives:

UVOffOCO'VthOCVVIV—E .
= WL 2 (2.9)

Visy 0 27V
Combining equations 2.6, 2.7, 2.8 and 2.9 yields:

1
fs,ma:r X 2Tﬁ (2.10)

From this result, it is obvious that increasing the converter’s accuracy has to be paid
for by a reduced sample frequency. This conclusion is in accordance with picture
2.2, where it is was shown that flash converters are used only for low accuracies
(N < 8 bits).

It should be noted, that the trend estimation from equation 2.10 is rather pessimistic.
Techniques like folding and multi-step flash reduce the input capacitive load greatly,
and obtain higher speed for moderate accuracies. Roughly, these systems are useful
for N < 10. In figure 2.2 some folding architectures were inserted. It can be

14 2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL
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seen that these converters perform better than expected based on equation 2.10. A
detailed discussion of all architectures, derived from the flash principle, is beyond
the scope of thesis. More information about these architectures can be found in [3],
[4] and [5].

Pipelined architecture

Another method of achieving high accuracy without putting an excessive capacitive
load on the input node, is the use of a pipelined converter, based on flash sub-
converters. The general structure of a pipelined converter is given in figure 2.4. Each
block in this picture has an analog input and both an analog and a digital output.
The digital output gives a coarse quantization of the input voltage. The analog
output represents the quantization error, and will be quantized in the consecutive
stages. Digital logic is used to combine the separate digital outputs of each cell, and
combine them to provide a valid N-bit output code. In front of the first block of
the pipeline a dedicated sample-and-hold stage is placed, sampling the analog input
at the sample frequency fs.

Vin —> S&H [ o ) )

N-bit
Digital logic output
code

Figure 2.4: Ezample of a pipelined AD converter with four stages and an additional sample-and-
hold stage in front of the converter. Figure 2.5 shows the contents of each block.

Figure 2.5 shows the contents of each cell in the pipeline. Each cell resolves n bits
of information. When the input voltage of a cell is bounded by:

_Amaz S Vin S Ama:c (2-11)

then the quantization error g is bounded by:

A Ama

The gain of the amplifier in each cell is chosen such to scale the quantization error
back to a full scale input again:

~4mez < g < Amaa
= gain = 2" (2.13)
_Ama:c S Vout S Ama:c
2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL 15
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Vin ——a] ADW DAC ‘ ] b Vout

Digital out

Figure 2.5: Building block of a pipelined ADC, containing a sub-ADC, sub-DAC, summation
node, amplifier and sample-and-hold circuit.

An important feature of a pipelined converter is that each stage contains a sample-
and-hold circuit (S&H). As soon as the stage processed its input voltage, the output
is stored into the S&H-circuit. From that moment on, the stage can already start
processing the next input value, while its previous output is still available for pro-
cessing to the subsequent stage. As a result, the maximum sample frequency of a
pipelined converter is determined by the time period of a complete conversion cycle
of a single stage only. At the same time, the accuracy of the converter can be in-
creased by adding blocks to the back end of the pipeline. Nevertheless, there is still
a trade-off between speed and accuracy as increasing the accuracy of the converter
implicitly means that each stage will become slower. A more detailed analysis about
speed and accuracy is given in chapter 4, where the analog design is dealt with.

One of the critical design issues of a pipelined converter is the number of bits that is
produced by each stage. Moreover, the number of bits can vary for each block in the
pipeline. By making a correct distribution of the bits over the cells in the pipeline,
the overall speed, accuracy, power consumption and chip area can be optimized.

A second design possibility is the application of scaling. It is possible to scale down
the physical size of each cell, as a function of its place in the pipeline. (I.e. the first
cell in the pipeline is not scaled, the second cell is scaled down with a factor s, the
third with a factor s2, etc.) The accuracy of these down-scaled cells is lower than the
accuracy of an unscaled cell, as the mismatch of components increases for smaller
devices. However, the required accuracy of each cell decreases also as a function of
the place in the pipeline (due to the gain of 2™ in each stage), so it is allowed to use
less accurate cells. Therefore, proper scaling will decrease both the used chip area
and the power consumption, without reducing overall speed or accuracy.

2.2 Correction methods

Normally, the accuracy of each part of the pipelined converter (sub-ADC, sub-DAC,
etc.) is chosen such as to fit the overall accuracy of the converter. For high-resolution
converters, this means that we have to use physically large components, often re-
sulting in a large chip area, high power consumption and reduced conversion speed.
By the use of correction techniques, it is possible to relax the accuracy requirements
for the internal components, whereas the overall accuracy remains constant. In
this section, two simple correction techniques (code redundancy and digital post-
correction) will be explained. In chapter 3, the influence of these techniques on the
converter’s accuracy is analyzed.

16 2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL
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2.2.1 1.5-bit redundancy

The first correction method applied is code redundancy, described in [3] and [6]. To
explain the reason for applying this correction method, a 1-bit per stage system will
be examined first. Then, based on the problems associated with this system, the
1.5-bit system will be introduced.

Basic block with 1-bit per stage

Consider the situation where a pipelined ADC is created, using a 1-bit per stage
resolution. Each stage looks like the system in figure 2.5, with n = 1. When all
components are ideal, the following holds for the sub-ADC and the sub-DAC:

- 0 if Vin < Vref . _
Dot = { 1 if Vi, > V'ref , with V'ref =0 (2.14)
1 .
— —3Amaz i Dout =0
Vpac = { gAmaz f Doy = 1 (2.15)

The output code of the sub-ADC is indicated with Dy, the output voltage of the
sub-DAC with Vpac. The output voltage of the stage (equation 2.16), is bounded
by [~ Amaz, Amaz) in the ideal case. This coincides exactly with the allowed input
range of the next stage, thus the system works perfectly.

Vout = 2(Vm - VDAC) (216)

However, suppose that the level of the comparator in the sub-ADC (V,¢f) is not
exactly equal to 0 (as was assumed by equation 2.14). This can be due to static
deviation of the reference voltage, or due to dynamic behavior of the comparator.
In that case, it is possible that the stage’s output voltage exceeds the allowed input
range ([—Amaz, Amae]) of the next stage, resulting in a large quantization error.
Figure 2.6 visualizes the problem. The left picture shows that in the ideal case, the
output range of each stage matches the input range of the next stage exactly. The
second picture shows that a slight deviation of the reference level V,.y immediately
results in exceeding the dynamic range of the next stage in the pipeline.

In the ideal case, the digital code, produced by a pipelined converter with k stages,
corresponds to the analog equivalent:

1 k—1

Veg = 5Amaz p_ 27 (1)1 Poutl® (2.17)
=0

For example, consider the situation where A,,, = 1V and k = 10 stages. An
analog input of V;, = 0.1 V is applied. According to equation 2.14, the first stage in

2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL 17
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Input range Output range tnput range Output range

Amax e Tv Amax —_ e e -
e 1
50% 55%
Vief | — 100% Vi | —- 110%
o 0
50% - 45%
Aray W KA Ay, W
max max N

Figure 2.6: Ideal behavior (left), and behavior in case of deviation of Vies (right) of a 1-bit per
stage converter.

the pipeline produces code 1. The output of the sub-DAC produces 0.5 V (equation
2.15), and the output of the first stage becomes —0.8 V (equation 2.16). Likewise,
the signals in the other stages can be calculated. Table 2.1 lists the intermediate
values of each stage for this example. The produced digital code, combining the
individual outputs of all stages, is 1000110011, thus V¢, = 0.1006 V.

Stage 0 1 2 3 4 5 6 7 8 9
Vin 01;-08-06(-02}06) 02)-061{-02|0.6{ 0.2
Do 1 0 0 0 1 1 0 0 1 1
Voac ] 0.51-05(-05(-05]05] 051-0.5(-05]0.5] 0.5
Vout -08(-06}-02| 06]02)-06|-02| 061]0.2]-0.6

Table 2.1: Ezample of a correct analog-to-digital conversion with a 10-stage pipeline.

Next, consider the situation, where the first stage in the pipeline makes a wrong
decision when V;;, = 0.1 V is applied. In that case, code 0111111111 is produced
and Vgg = —0.0010 V. Table 2.2 shows the intermediate values of this conversion.
Note that in practice, the analog voltages in the pipeline will saturate to a certain
maximum, but this has no influence on the produced digital code. It is clear that
the error of the first stage can not be corrected for in the subsequent stages.

Stage 0 1 2 3 4 5 6 7 8 9
Vi 0112141826 |42 74]|13.8|26.6| 52.2
Dout 0 1 1 1 1 1 1 1 1 1

Voac |-05105|05(05]|05{05] 05| 05| 0.5 0.5
Vout 12114 (182642747138 26.6|522]|103.4

Table 2.2: Ezample of an incorrect analog-to-digital conversion with a 10-stage pipeline. The
comparator in the first stage made a mistake.

18 2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL
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Basic block with 1.5-bit per stage

The problem of a pipelined converter, using a 1-bit resolution per stage and a gain-
of-2 stage, is that a deviation of one of the comparator levels results in exceeding the
dynamic range of the next stage in the pipeline. The solution is to use a gain stage
with a gain less than 2", or to maintain the same gain while increasing the number
of bits in the sub-ADC and sub-DAC. The latter solution is used here. Whereas
the gain remains equal to 2, the number of bits is increased from 1 to 1.5. The new
equations for the sub-ADC and sub-DAC are given below. For convenience, the
ADC and DAC levels are described using a ratio relative to the full scale amplitude

Amaz .

0 if Vz < “RADCAmaz
Dout = 1 if —RADCAma,z < ‘/z"n. < RADCAmaI (218)
2 if RADCAmaz < ‘/in

_RDACAmaz if Doyt =0
Vpac = 0 if Doyt = 1 (2.19)
RDACAmaz if Doy =2

Ratios Rapc and Rp 4¢ can be optimized to allow less or more error correction. The
actual value of R4p¢ is not important for the accuracy: as long as an input voltage
in the range [—Anmaz, Amaz) Produces an output value in the same range, a correct
digital code can be produced, and no accuracy is lost. Based on equations 2.16,
2.18, 2.19 and the constraint on the in- and output range, the following constraints
for the ratios R4pc and Rpac can be derived:

A Rpac—Rapc < (2.20)

N =
N —

1
Rapc < 3 AN Rpac >

The analog equivalent value of a 1.5-bit digital code is given by formula 2.21. This
equation is valid under the assumption that Rp a¢ is well known and equal for each
stage of the converter. The correction technique described in the next section will
also solve deviations of Rpac.

k-1

Veq = RDACAmaz Z 2_i(Dout(7:) - 1) (2-21)
i=0

Figure 2.7 shows an example of the behavior of a basic block with 1.5-bit per stage
resolution. In this example, Rapc = % and Rpac = % In the ideal case, only 67%
of the full scale is used. The other 33% is used in case of deviations in the sub-
ADC. As long as condition 2.20 is satisfied, errors in the sub-ADC have absolutely
no influence on the overall accuracy of the ADC. The price to be paid for is that
each 1.5-bit stage effectively resolves less than 1.5 bit. Thus, for an N-bit converter,
more than N/1.5 stages are required. The exact amount of required stages for a
certain accuracy will be discussed in chapter 3.

2. HIGH-SPEED, HIGH-RESOLUTION ANALOG-TO-DIGITAL 19
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Input range  Output range Inputrange  Output range

Amax 78— ", Amax 7 .
. 33% T 38% T
Viet " Viet’ T
A 0, ' % [
_'\/r of —_ A_'. L = Vre { —_ v_’. JL
0, 0
33% 33%
'Amax = ’Amax e

Figure 2.7: Ideal behavior (left), and behavior in case of deviation of Vyes (right) of a 1.5-bit per
stage converter. For this ezample, Rapc = % and Bpac = %

To show that subsequent stages are capable of correcting an error of a previous
stage, consider a 10-stage pipelined converter with Rapc = %, Rpac = % and
Ammgz = 1.5 V. When an input voltage V;,, = 0.4 V is applied, and each sub-ADC
takes a correct decision, code 1210121012 is produced, yielding Vg = 0.40004 V.
The intermediate values in the pipeline are listed in table 2.3. When the first sub-
ADC produces code 2 instead of code 1, the output of the pipeline will become
2010121012, thus Vgq = 0.4004 V. For details, see table 2.4. Even though the first
decision in the pipeline was wrong, the digital code is an accurate approximation of
the input voltage.

Stage 0 1 2 3 4 5 6 7 8 9
Vi 0.4 08-04|-08|04| 08]|-04,-0.8]04]| 0.8
Dot 1 2 1 0 1 2 1 0 1 2
Vpac | 00| 10| 00O |-1.0{00]| 1.0| 00(|-1.0|0.0; 1.0
Vow |081-04|-08 04]08}-04(-0.8} 0410.8]|-04

Table 2.3: Ezample of a correct analog-to-digital conversion with a 10-stage pipeline, using a
1.5-bit resolution per stage.

Stage 0 1 2 3 4 5 6 7 8 9
V; 04(-12]-04[-08{04] 08[-04]-08]04] 0.8
Dout 2 0 1 o] 1 2 1 0o 1 2
Voac | 1.0(-10[ 00[-1.0{0.0] 1.0 00]-1.0{0.0] 1.0
Vour |-1.2]-04]-08] 04]08]-04]-08] 04[0.8-04

Table 2.4: Ezample of a corrected analog-to-digital conversion with a 10-stage pipeline, using a
1.5-bit resolution per stage. Although the decision made by the first sub-ADC is wrong, the pipeline
corrects the error in the consecutive stages.
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2.2.2 Digital post-correction

The second correction technique applied is based on the method described by [6] and
[7]. Its aim is to correct for linear and constant errors in the sub-DAC, summing-
node, amplifier and S&H-circuit. Non-linear distortion is not corrected completely,
but in section 3.3.2 it is shown that this method reduces the influence of non-linearity
on the overall accuracy of the converter. In principle, it is possible to extend the
digital post-correction algorithm to correct for non-linearity as well, but this will
increase the complexity of the algorithm. For this moment, it is assumed that the
linearity of the analog design is such that additional correction is not required.

The basic idea of a digital post-correction method (see figure 2.8) is that most errors
can be corrected afterwards (in the digital domain) as long as the analog output
of each block remains in the valid range [—Amqz, Amaez)- The algorithm performs a
simple mapping-function from the uncorrected digital code from the pipeline to the
corrected output code of the converter.

In this section, the correction method is described on a system level. Chapter 3
will show which low-level errors can be solved using this technique. First, a system
without post-correction will be described, after which the post-correction algorithm
is added.

Vin — S&H - -
N-bit
Digital post-correction > output
code

Figure 2.8: Ezample of a pipelined AD converter with digital post-correction.

System without post-correction

When it is assumed that the transfer function of each basic block is ideal, like in
figure 2.9, post-correction is not needed. The N-bit output code is generated simply
by a summation of constant weights. Each stage adds a single weight, dependent
on the produced code of that stage (0, 1 or 2), and the place of the stage in the
pipeline. Table 2.5 shows the weights for a 1.5-bit per stage converter with 5 stages.

Stage 0 1 2 3 4
Code
0 - —%-CL‘ —%z —%:r —%m
1 0 0 0 0 0
2 T Jl:r %ﬁ jgm %L

Table 2.5: Ezample of the weights of each stage in the pipeline, T is an arbitrary constant.
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For example, when the pipeline produces code 01220, the output code becomes:

1 1 1
-z+0+ Y + PR (2.22)
Digital output
----- L
? [
- /1 /f /
% / [ // ! //
< / A |/
// [/// L///
' b d
Viert Vlal?

T
Analog input

Figure 2.9: Ideal transfer function of a basic block.

System with post-correction

Now, consider the situation that the transfer function of each basic block shows a
certain deviation from the ideal curve. Moreover, each block can have a different
deviation due to mismatch, process spread, etc. In figure 2.10 two examples of non-
ideal curves are shown. In the following, it is assumed that the non-ideal curves are
always linear. Non linearities are left out of consideration for the moment, but will
be included in section 3.3.2.

Digital output Digital output

Analog output
a
Analog output

b d
b
—— T T
Vret1 Vier2 Veet1 Vw2
Analog input Analog input

Figure 2.10: Non-ideal transfer functions of a basic block. Curve with deviation of the DAC-level
for code 2 (left), and deviation of the gain stage (Tight).

To make clear that it is possible to correct all deviations of the transfer function
afterwards, the transfer function of each stage is described with four parameters:
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1. The slope of the three linear parts of the curve. (As the same amplifier is used
in all regions, the three linear parts always have the same slope.}

2. A constant offset value, equal to the output voltage when the input voltage
equals 0 and the digital code equals 1.

3. The transition height of the curve around input level V,..¢1, the first compara-
tor level.

4. The transition height of the curve around input level V,¢s2, the second com-
parator level.

With these parameters, the transfer function can be reconstructed without ambi-
guity. The first two parameters don’t have influence on the overall accuracy of the
pipelined converter. The only effect is that they produce a single input referred off-
set and gain error of the pipelined ADC. Only the deviations of the two transition
heights from their ideal value results in loss of overall accuracy. Luckily, the devi-
ations of the transfer heights can be corrected by making use of variable weights,
instead of using fixed weights. The correction algorithm measures the transition
heights first, and then it derives the optimal values of the weights. It is assumed
that the deviations of the transfer function are static, i.e. the deviations are con-
stant during the time of operation. In that situation, it is sufficient to determine
the correct weights once at the beginning of operation.

Before explaining the post-correction algorithm, some definitions are introduced:

- the pipelined converter consists of k stages, numbered from 0 (first stage) to
k — 1 (last stage),

- the output code of stage 4 is indicated with u(7) € {0, 1, 2},
- U(i) is the concatenation of the output codes from stage ¢ up to stage & — 1:

U) =ult)u(i+1) - ulk—2)u(k—1) (2.23)

- the variable weights of stage ¢ are indicated with wy (%), wi1(?) and wy(7) for code
0, 1 and 2 respectively. As the correction algorithm only needs two degrees of
freedom per stage (there are two transition heights that need correction), one
weight can be fixed. For simplicity w;(z) = 0 will be used,

- M(-) is the mapping function from the output code of the pipeline to the
corrected output code of the converter:

k-1
MUG) = 3w (3) (2:24)
j=i

Before the pipelined converter can be used, a measurement procedure is performed to
determine the optimal weights for each stage. The measurement procedure measures
each stage one by one. Suppose, one would like to measure the weights of stage 1.
The measurement procedure for wy(i) is as follows:
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- the analog input of stage 7 is set to V¢y1, the first reference level of the sub-
ADC as indicated in figure 2.9,

- the input of the sub-DAC is forced to code 0. Mark a in figure 2.9 indicates
the output voltage of the stage in this situation, named v,. The output code
of the converter from stage ¢ up to k — 1 now equals:

0UL(i +1) (2.25)

U, (i + 1) is the digital code, produced by the part of the pipelined converter
following stage i, when the input voltage of stage i + 1 equals v,,

- the input of the sub-DAC is now forced to code 1. Mark b in figure 2.9 indicates
the output voltage of stage ¢. The output code equals:

1W,(i +1) (2.26)

This procedure yields two different codes (0U,(i+1) and 1Up(:+1)), both describing
the same analog input voltage Ves1. So, after post-correction, the codes should be
equal to each other:

MUg(i+1)) = MQAUy(t +1))
wo(B) + M(Ug(i+1)) = wi(i)+MUp(z+1))
wo(?) + M(Ua(i+1)) = 0+ MU(z + 1))
wo(?) = MUs(i+ 1)) — M(Ug(i + 1)) (2.27)

Likewise, the second weight can be measured by applying V;..s2 in combination with
code 1 and 2, yielding:

wa(i) = M(Ua(6 + 1)) — M(Uali + 1)) (2.28)

So, wp(i) and wo(?) can be determined in the digital domain, by making use of
the blocks following stage i. Yet, the weights of stage i can be determined only
when the weights of the stages following stage i are already known. Therefore, the
measurement algorithm starts at the back-end of the pipeline. The last stage (k—1)
can not be measured, as there are no consecutive stages anymore, so the values of
this stage are fixed to wg(k — 1) = —1 and wa(k — 1) = 1. Then, one by one, stages
k—2,k-3, .., 0are measured.

In most calibration systems, the accuracy of the calibration algorithm limits the
achievable accuracy of the calibrated converter. However, in this case, the accuracy
of the calibration algorithm increases for each additional block that is calibrated.
Because of that, the accuracy of the calibration algorithm is not a limit for the
achievable accuracy of the pipelined ADC.

The additional requirements for the analog part of the converter, to be able to apply
this correction algorithm are:
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- the possibility to apply the reference voltages of the sub-ADC to the analog
input of each stage,

- the possibility to force the sub-DAC to a desired level, independent on the
sub-ADC output.

The additional requirements for the digital system are:

- summation of variable weights instead of fixed weights,

- implementation of the measurement algorithm. This part of the digital system
is only needed directly after power-up, and not during normal operation.

Chapter 3 will discuss which errors and to what extent they can be corrected, using
this algorithm. In chapter 5, the implementation of the post-correction algorithm is
described.

2.3 Design approach

Based on the study on existing high-speed, high-resolution AD converters (sec-
tion 2.1.1), the pipelined architecture was adopted for our design target: a 12-bit
converter. Although the pipelined ADC can be optimized by designing each cell
separately (section 2.1.1), our aim is to make the converter flexible and simple.
Consequently, our target is to make a pipeline, composed of copies of a single basic
block only. This makes it easier to interchange cells, or to use the cells in a different
topology without the necessity of re-scaling or redesign. By using a single cell only,
the analog design-time and risk are minimized, whilst IP reuse is maximized. A
disadvantage of using only one basic block is that the power consumption of the
converter will be far from optimum. However, our first target is to create a simple,
flexible converter, and power consumption is considered to be of less importance.

The converter will be designed in a standard CMOS technology (UMC 0.25pm-
process). Nowadays, CMOS technology is the cheapest, widest available technology.
Moreover, it gives the possibility to integrate analog electronics and digital systems
on the same chip, without the necessity of a complex, expensive chip technology.
Finally, using a CMOS technology without any special features makes it easier to
transfer the design to another technology.

To make the basic block of the pipeline as simple as possible, a 1-bit per stage
resolution seems to be the most attractive solution. After all, a 1.5-bit resolution
per stage is employed. It makes the basic blocks only a little bit more complex,
but offers the advantage of code redundancy, which eliminates possible errors in the
sub-ADC'’s (section 2.2.1). Also the digital post-correction algorithm introduced
in section 2.2.2 will be employed, reducing the effect of some error sources. In
chapter 3, the accuracy of the pipelined ADC in combination with these correction
techniques is investigated.
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For completeness, figure 2.11 shows the basic cell as it will be used throughout the
rest of this thesis. As this is the only building block of the pipelined converter, it
will be referred to as basic block.

Vin —3[ ADC W DAC [ S8H | Vou

1.5 bit out

Figure 2.11: Basic block for a flexible pipelined ADC.

2.4 Conclusions

In this chapter, an introduction to high-speed, high-resolution AD conversion was
given. Based on an investigation of current state-of-the-art converters, it was shown
that a pipelined architecture is the best solution for our design goal. To provide a
flexible and simple converter, each block in the pipeline resolves 1.5 bits of informa-
tion. Two correction techniques were discussed and will be implemented to improve
the accuracy of the pipelined ADC.
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Chapter 3

Influence of errors on the
converter’s performance

This chapter deals with the influence of non-idealities in the basic blocks on the ac-
curacy of the pipelined converter. First, a short introduction is given about static,
quasi-static and dynamic errors. Then, a model of the basic block is given, includ-
ing error sources. The influence of these error sources on the converter’s overall
performance is analyzed. Based on a specific performance goal, the constraints for
each part of the ADC can be derived. In chapter 4, these constraints are trans-
lated to transistor-level requirements of the circuit. Furthermore, the influence of
the applied post-correction method (discussed in section 2.2.2) on these constraints
is investigated.

3.1 Classification of errors

Each possible error in the converter has a source and a certain influence on the
output of the circuit. A source can be for example mismatch of components or
jitter of the clock. The influence on the output is for example harmonic distortion
or noise. Both the sources and the results at the output can be divided in three
categories: static, quasi-static and dynamic errors. It is important to realize that,
for example, a dynamic source can result in a static error at the output. In general,
each of the three types of sources can result in each type of output error.

The most important goal of this chapter is to investigate the influence of the cor-
rection techniques, described in the previous chapter, on the accuracy requirements
of each basic block. As these correction techniques are aimed at the correction of
static and quasi-static output errors only, the model presented in this chapter does
not take dynamic output errors into account. Even though the actual source can be
either static, quasi-static or dynamic, the sources are modelled to be static in this
chapter.
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3.2 Error model of the basic block

To investigate the influence of errors on the converter’s accuracy, the model of the
basic block (figure 3.1) is extended with several error sources. The model of each
component is described below. Only static and quasi-static deviations are taken
into account, as it is hard to model dynamic errors without knowing the circuit.
Moreover, an important issue of this chapter is to show the influence of the two
exploited correction techniques, and they are aimed at (quasi-)static errors only.

Vin——| ADC \—TWAC

1.5bitout Noise —3~"~""7""77~ oottt

Figure 3.1: Basic block for a pipelined converter.

It is assumed that all error sources are stochastic and independent on other error
sources. Systematic errors, as opposed to stochastic errors, can be prevented by
proper design and layout. If required, the formulas derived in this chapter can be
adapted to describe systematic errors as well.

The effect of clock jitter is not taken into account by the presented model, even
though it can be a major limitation for the accuracy of the converter. The reason
not to include this effect is that the clock jitter will have by far the most influence
on the front-end sample-and-hold stage (placed before the first block of the pipeline)
and the design of this stage is beyond the scope of this thesis.

Sub-ADC

The sub-ADC is a 1.5 bit AD converter, having two comparator levels (Vapc1 and
Vapcz). Due to transistor mismatch, these levels show a stochastic deviation d4p¢
from the ideal value:

{ Vapcr(i) = —AmazERADC“JADCl(i)% , 8apc1(i) ~ N(0,0%c) 1

Vapca(i) =  Amez{Rapc +6apc2(i)) , 8apca(i) ~ N(0,06%pc)

(3.1)

dapc1 and d4pco represent the stochastic deviation, using a normal distribution
with mean 0 and variance 04,. Due to the symmetry of the two comparator
levels, the same variance is used for both levels. As the deviation is stochastic, each
basic block will have different reference levels. Thus, an index 7 is used to indicate
each individual basic block. It is assumed that the deviations of the reference levels
are static, i.e. during operation of the ADC, the deviations remain constant.

1§ ~ N(u,0?) : 6 is a normally distributed random value with mean x and variance o°.
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Sub-DAC

The 1.5 bit sub-DAC has three reference levels. As was the case with the sub-ADC,
these levels show a stochastic deviation due to mismatch of components:

Vpaco(i) = —Amaz <RDAC - 5DAco(i)) , 6paco(i) ~ N(0,0% 4¢)
Vpaci(i) = Amazbpaci(i) , Opaci(i) ~ N(0,0p,4c) (3.2)
Vpac2(i) =  Ama (RDAC + 5DAC2(Z')) , 6pac2(i) ~ N(0,0%40)

The deviation of the ideal values is indicated with dpsc, and is unique for each
reference level of each basic block. It is assumed that the deviations are constant
during the time of operation. For simplicity, it is assumed that all DAC levels have
the same variance.

SHA

The summing node, amplifier and sample-and-hold stage are combined in the sample-
and-hold-amplifier (SHA). A white noise source is added to the SHA to represent
thermal noise, produced by the circuit itself. The SHA is modelled as follows:

Vourli) = A(0)(Vinli) + Voss(5) = Vpac(i) + Vali, 1))
— A3(Vinli) + Voss (i) = Voac(i) + Va(it))” (33)

with:

A(B) =2(1+64()) , 6a(d) ~ N(0,0%) (3.4)
Vors () = Amazbors(i) + Sops(i) ~ N(0,05¢f)
V(i) = Amazbn(i,t) , 6n(ist) ~ N(0,02) (3.6)

The gain A of the SHA (normally 2) and the input-referred offset voltage Vs
are modelled with a random deviation. The white noise source V,, is modelled
as a random value with a normal distribution, and is a function of time t. The
non-linearity of the SHA is modelled with a third-order distortion component As.
As the implemented circuit will be fully differential, it is assumed that the third-
order component is the dominant source of non-linear distortion, therefore only this
component is taken into account. Az is equal for all basic blocks, as our goal is to
see the influence of harmonic distortion, and not to see the influence of deviations
of the harmonic distortion.
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3.3 Relations between error sources and performance

In this section, mathematical expressions are derived, showing the relation between
each individual error source and the accuracy of the pipelined converter. This is
done for a 1.5-bit per stage pipelined converter both without and with the post-
correction algorithm employed. Secondly, simulation results are given to verify the
derived relations and to show the difference between a converter without and a
converter with post-correction.

3.3.1 Without post-correction

Here, the converter’s accuracy as a function of the error sources is investigated,
when post-correction is not applied. Though, the 1.5-bit redundancy is used. In
order not to make the formulas too complex, the error sources are investigated one
by one. The effect of a combination of errors applied at the same time is better to
be simulated rather than calculated.

Noise

Suppose, we have a pipelined converter with k identical stages, together resolving
N bits of information. According to the model of the previous section, each stage
contains an independent noise source V(i) with 0 < 7 < k. All other components
are assumed to be ideal.

To derive an upper bound for the amount of noise allowed for a certain accuracy,
we use the rule that the average input referred thermal noise power is of the same
magnitude as the quantization noise power according to N bits accuracy.

Each stage contains a noise source with standard deviation Aaz0, corresponding
to an average noise power of A2, o2. The average input referred thermal noise

power is the sum of all noise sources, corrected by the intermediate gain stages:

4
P, = A% g% §A2 o2 (3.7

92; ““maz®n mazn
1=0

The input range of the first stage is [— Amaz, Amaz), for N bits accuracy this means:
1 Amaz

Est = oN

(3.8)

When the probability distribution of the quantization error is uniform, the average
quantization noise power is:

Vi 1 1/ Amaz\?
P =/2 —x2dx=-< '"“‘”) 3.9
T -t Visy 3\ 2V . (39)

30 3. INFLUENCE OF ERRORS ON THE CONVERTER’'S PERFORMANCE



Combining the equations for thermal and quantization noise power yields:

Ptn

On

Py
g2~ (N+1) (3.10)

IAN A

Deviations in the sub-ADC

Deviations of the comparator levels in the sub-ADC’s have no influence on the
converter’s accuracy, as 1.5-bit redundancy is employed. The only limitation is
that the deviations should not become too severe. According to section 2.2.1, full
accuracy is guaranteed as long as condition 3.11 is satisfied.

N Rpac 2 AN Rpac—- Rapc <

Rapc < (3.11)

N —
N =

1
2

When deviations of the sub-ADC and the sub-DAC are taken into account (equations
3.1 and 3.2) while the SHA is assumed to be ideal, then it can be guaranteed that
the sub-ADC is not a limiting factor in the converter’s accuracy when the following
conditions are satisfied (instead of the conditions from 3.11):

1 1
-3 + Rapc +9dpac1 < dapc1 < 5+ Ruapc — Rpac + dpaco

1
i Rapc + épaci (3.12)

IA

1
-5~ Rapc + Rpac +dpace < dapc2

If epac is known, and one would like to satisfy these conditions as long as the devi-
ations of the sub-ADC and sub-DAC are less than 3oapc and 3opac respectively,
the following constraint for the accuracy of the sub-ADC can be derived:

1 . 1 1
oapc < 3 min {-2- + Rapc — Rpac —30pac, 7~ Rapc — 3UDAC} 2 (3.13)

Deviations in the sub-DAC

Deviations of the reference voltages in the sub-DAC’s are reflected immediately in
the converter’s accuracy. In the digital domain, the analog value is reconstructed
according to equation 3.14, as described in section 2.2.1.

2This equation assumes that the SHA is ideal. Equation 3.35 shows the requirements when all
possible errors are present at the same time.
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k-1
Veq = RpacAmaz D, 27 (Dout(i) — 1) (3.14)

i=0
However, this reconstruction assumes that the sub-DAC’s are ideal (6paciq(é) = 0

for 0 < ¢ <2 and 0 <i < k). The actual voltage, represented by the digital code
equals:

k-1
Vact = Amaz ) 2‘1((Dout(i) ~1)Rpac + 5DAC[DDut(i)](i)) (3.15)
=0

Thus, the error V., made due to deviations in the sub-DAC's is:

k—1
Verr = Voot — Veq = Amas Z 2_16DAC[Dgut(1:)](i) (316)
1=0

Assuming that the deviations of the sub-DAC’s are less than 3o pac results in:

Verr‘,maz ~ Amazb0pac (3-17)

The demand that V... should be less than %—Vlsb yields an upper bound for op4¢:

A
PMsb = 3K = opac < 22N 3.18
Verr,ma:r ~ AmaIGJDAC } bac = 6 ( )

Offset in the SHA

As was the case with the deviations of the sub-DAC and the thermal noise source,
the offset voltages of all SHA’s can be replaced by a single input referred offset
voltage V,r7:n with a normal distribution function according to:

Voff,z'n = Amazdoff,in ) 5off,z'n ~ N(07 (200ff)2) (319)

As the best-fit curve is used to determine the accuracy of the pipelined ADC, this
additional offset has no influence at all on the accuracy. The only limitation is that
the offset of each block should not result in exceeding the input range of the next
stage. When all other components are ideal, this leads the following constraint:

rl 1 1
I‘Soffl < min {5 + RADC - RDAC, 5 - RA007RDAC - -2-} (3.20)

Using 30,55 as a worst case estimation results in:
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11 1 1y
Tofs < 5 Mmin {5 +Rapc = Rpac, 5 = Rapc, Rpac — 5} (3.21)

Gain error in the SHA

The gain error of each SHA is modelled by 64 in equation 3.3. When all other errors
are neglected, this formula can be simplified to:

Vour(i) = 2(1+8a(9)) (Vin(d) = Vpac(i))
Q(Vi () — VDAc(i)) + 25A(i)(Vin(i) - VDAc(i)) (3.22)

l

The first term of 3.22 represents the ideal output, the second term indicates the
deviation. The maximum absolute deviation is achieved for the maximum input
signal. Ideally, the maximum input signal is bounded by:

IVLTL(Z) - VDAC(i)I < Amaszaz 3 with
Rmae = max {RADC, Rpac — Rapc, 1~ RDAC} (3.23)

which bounds the deviation to:

View(8)] < 264(5) Armaz Brmaa (3.24)

In theory, the total input referred error is a function of all the gain errors, made
in each individual SHA. In practice, the total error can be estimated quite ac-
curate by taking into account the gain error of the first stage only. This propo-
sition can be made plausible by the following example: assume Rgpc = % and
Rpac = % The first stage achieves the maximum deviation if the input voltage
equals AmazRapc 4. In that situation, the output voltage of the first stage equals
approximately 2AmazRapc = AmazRpac (neglecting the influence of the gain-
error). In that case, the output voltage of the second stage will be exactly around 0.
Because of that, the influence of the gain-error in the second stage is much smaller
than the maximum possible deviation according to equation 3.24, and it can be ne-
glected compared to the deviation of the first stage. Likewise, the output voltages

of all other stages will be around 0, and their deviations can be neglected as well.

3This equation assumes that the sub-ADC, sub-DAC and the gain of the SHA are ideal. Equation
3.35 shows the requirements when all possible errors are present at the same time.

“There are more possible input voltages where the maximum deviation occurs (for example
—Amaz Rabpc), but in all situations the same result is obtained.
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To make the deviation of the first stage input-referred, it is necessary to divide by
the gain of the stage (approximately 2). For the maximum deviation, the value of
304 is used:

Vdev,maz ~ 30 AAmazr Rmaz (3.25)

As before, the constraint that the maximum deviation should be less than %Visb is
used:

2N (3.26)

Non-linear distortion in the SHA

As was the case with gain error in the SHA, the total error due to harmonic distortion
can be estimated quite accurate by the distortion of the first SHA only. Assuming
that all other components are ideal, the distortion of the first SHA is given by
(derived from equation 3.3):

Vha(i) = A3 (Vm(i) - VDAc(i)>3 (3.27)

Maximum distortion is achieved when the maximum input signal is applied (equation
3.23). Making this distortion input-referred yields:

1 3 .
Vhd,in,maa: = §A3 (Ama:cRma:c> , with

R0 = max {RADC, Rpac — Rapc,1 - RDAC} (3.28)

The maximum allowed distortion for N bits accuracy now becomes:

2 -N

maxr- max

3.3.2 With post-correction

Now, the converter’s accuracy as a function of the error sources is investigated, when
post-correction (according to section 2.2.2) is applied. Also, 1.5-bit redundancy is
used in each stage.
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Noise

The post-correction algorithm has no influence on the thermal noise, produced by
the SHA. Therefore, the same relation as before holds:

op < 27 (N1 (3.30)

Stochastic and linear deviations in the basic block

In contradiction to the system without post-correction, where the influence of each
stochastic and linear error source in the basic block was discussed separately, now
these errors are analyzed when all of them are present at the same time.

Into account are taken:

deviations in the sub-ADC,

deviations in the sub-DAC,

offset in the SHA,

!

gain error in the SHA.

The errors not taken into account are noise and non-linear distortion in the SHA.

According to section 2.2.2 the four types of error listed above have no influence on
the converter’s accuracy, as long as the output of each basic block remains in the
valid range and enough redundant stages are added to the pipeline.

An example of a transfer function of a basic block is given in figure 3.2. Mathemat-
ically, this function is given by the following relations:

A(Vin + Vogs — Vpaco) if Vin <Vapca
Vouw = { AVin + Vogr = Vpac1) if Vapco1 < Vin < Vapcs (3.31)
A(Vin + Voss ~Vpaca) if Vapca < Vi

To prevent that the allowed input range of the next stage is exceeded, the output
voltage should be bounded by:

—Amaz _<_ ‘/out S Ama:c (332)

Looking at figure 3.2, this means that the six corners (marked with no. 1 up to 6)
should be in this range. Using the definitions from equations 3.1, 3.2, 3.4 and 3.5
this leads to the set of constraints:
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Figure 3.2: Ezample of a transfer function of a basic block.

2(1+64) { — 1 + do57 + (Rpac = 6paca) ) = —1
2(1+64) ( — (Rapc —dapc1) + boss + (Rpac —dpaco) ) £ 1
2(1+64) ( — (Rapc —dapci1) + doff — dpac1 ) = -1 (3.33)
2(1464) (Rapc +84pc2) + dops — 6pac1 ) <

2(1444) (Rapc +0apc2) + dogs — (Rpac +0pace) ) = —1
2(1+384) 1 + b0y — (Rpac +bpace) | < 1

The stochastic deviations (6apc, dpac, do5f and d4) are limited by 30 with great
certainty (99.74%), so it is assumed that the following conditions are valid:

~30apc < dapc < 30apc
=30pac < dpac < 3opac
—300s7 < dofg < 30055
—304< 64 <304 (3.34)

Using this assumption, the set of constraints can be simplified to:

(1+304)(1 —~Rpac +300s¢ + 30pac) < %
(14 304)(Rpac —Rapc +304pc +30,55 +30pac) < 2 (3.35)
(1+304)(Rapc +30ApC +3Uoff+30'DAC) < 5

A derivation of the number of stages k required to achieve a certain accuracy N is
not made. Based on an estimation of the statistical deviations of the circuit and
the required bits IV, simulations are performed to decide on the number of stages k.
An example will be given in section 3.4.
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Non-linear distortion in the SHA

Although the post-correction algorithm is not aimed at improving the linearity of
the pipelined ADC, it will be shown that the linearity improves after application of
post-correction. As before, the distortion of the first stage only is considered.

Figure 3.3 (left) shows an example of an ideal transfer function, and an example
of a transfer function including 3™ order harmonic distortion. In a system without
post-correction, it is assumed that the transfer function equals the ideal curve, thus
the maximum deviation occurs at the highest absolute output-level. In case of
a system with post-correction (right picture), the correction algorithm reconstructs
the transfer function such that the actual curve and its reconstruction exactly match
around the transitions of the transfer curve. The picture shows that in this situation,
the maximum distortion occurs not at the maximum absolute output-level, but
somewhere in the middle.

0.8 T 0.6 —_—
Ideal curve Harmonic , Reconstruction
0.6 Harmaorue distortion ™
4T distorton y 04}
04 / 4 } /
0.2}t
02} / | /
5 t / 5
20 / / 0
<] / / Q
-0.2}
02} /f /
- ; V] J 4 |
" 7 0t |
0.6} ' /
4 4
-0.8 . -0.6 . L —
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

Input input

Figure 3.3: Reconstruction of o transfer function with harmonic distortion in case of a system
without post-correction (left) and with post-correction (right).

Figure 3.4 shows the error due to harmonic distortion in case of a system without
and a system with post-correction. Obviously, the same amount of distortion in the
SHA has less influence when post-correction is applied.

0.1

Without

0.10 | post-corr.

0.05 }

Output error
[=]

-0.05 }

-0.10 +

-0.15

Figure 3.4: Introduced deviation due to non-linearity in the SHA for systems without and with
post-correction applied.
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A simple analysis shows the improvement after application of the post-correction
algorithm. First, consider the system without post-correction. The actual curve is
given by:

Yact = 2T ~ a3z’ (3.36)

For simplicity, variables z and y,» are used instead of the actual names of the
signals. Moreover, only the middle part of the transfer function is dealt with, as the
other two parts show exactly the same behavior.

The converter uses the reconstruction function:
y1=2z (3.37)
Thus, the resulting input referred deviation is;

1 1
Ydet = 3 (yact - yl) = —503553 (3.38)

If the maximum input signal is m, the maximum absolute deviation is:

1
Ydevl,maz = 5(131’713 (339)

In case of a system with post-correction, the reconstruction function equals:

Y2 = bz (3.40)
b is chosen such that for the maximum input m, y9 equals yget:
y2(m) = Yact(m) = bm = 2m — agm® = b= 2 — agm? (3.41)
The input referred deviation now becomes:

1

1 1
Ydev2 = 3 (yact - yz) = 5037”255 - 50313 (3.42)
The maximum deviation is now achieved for:
3ydev2_0 .. m _1\/" 3
a_z =U=>zx= % = Ydev2maz = 5 3azm (3.43)

The improvement of accuracy after application of the post-correction algorithm is
determined by the ratio between Ydev1,maz a0d Ydev2,maz:
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log, (M) = log, (g\/é) ~ 1.38 bit (3.44)

Ydev2,mazx

Combined with equation 3.29, the maximum harmonic distortion for a pipelined
converter with post-correction is limited by:

Az < iz—f"
A2 . R3

mar” "max

(3.45)

3.3.3 Simulation results

In this section, simulation results are given, showing the accuracy of a pipelined
converter with and without post-correction. Each error source is investigated sepa-
rately.

The simulations are performed using Matlab. The stage model from section 3.2
(including all error sources) is used to compose a pipelined converter. The errors in
each cell are chosen randomly, based on a user specified standard deviation. Due to
these random deviations, each simulation will produce different results. The Matlab
model includes a converter without and one with post-correction. The accuracy of a
converter is estimated by the software by calculating the complete transfer charac-
teristic of the pipelined converter first. Then, the best-fit linear curve is calculated.
The maximum deviation between the best-fit curve and the actual transfer function
is equated with %stb, yielding an estimation of the accuracy in bits of the converter.

Some parameters were fixed during all simulations, namely:

Apmaz = 0.8
Rapc = %
3.46
Rpac = % (3.48)
k = 16

The value for Anqz equals the value that will be used in the actual analog design.
Ratios Rapc and Rp4c are chosen such that maximum possible error correction is
achieved (the given values maximize the distance to the constraints given in equation
2.20). A converter with 16 stages is simulated, as this is encugh to show the influence
of the correction algorithms.

Noise

Figure 3.5 shows the achieved accuracy in bits as a function of the amount of noise,
produced in each basic block. Shown are the model (from section 3.3.1) and sim-
ulation results for a converter without and a converter with post-correction. As
expected, the performance of both systems is the same. The reason that the model
shows a slightly better performance than the simulations is due to the fact that the
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model is based on the average noise power, whereas the simulations take the worst
case situation into account. For small amounts of noise (around oy, = 1-107%), the
performance is limited by the number of stages instead of the thermal noise.

18 y
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16} X Without post-corr.  +
X With post-corr.  x
14} x E
m X
é12 3 >
210 1
3 8 .
< x
6t X 4
4} x
2w L L . L x
1e-06 1e-05 1e-04 1e-03 1e-02
On (log)

Figure 3.5: Accuracy as a function of the amount of noise. Both model and simulation results
are shown.

Deviations in the sub-ADC

In figure 3.6, one can see the simulated performance in case of deviations of the
comparator levels in the sub-ADC. According to the model (formula 3.35), the
accuracy is not affected as long as c4pc < 0.056. For larger deviations, the chance
of losing accuracy increases. This effect is visible in the figure. Nevertheless, it is
hard to draw conclusions as the errors are stochastic: even for o 4pe > 0.056, 16 bits
accuracy can be obtained, and even for o 4pc < 0.056 there is a chance of obtaining
less than 16 bits accuracy. To be able to express the yield for a certain accuracy as
a function of o 4pc, much more simulations should have been performed.

tr—e
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2 121 x x
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5 10} X
Q
Q
<
8t x x
6 L |Without post-carr. 4 x X

With post-corr. X

0.040 0045 0.050 0.055 0060 0,065
GADC

Figure 3.6: Accuracy as a function of the amount of deviation of the comparator levels in the
sub-ADC.
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Deviations in the sub-DAC

Figure 3.7 shows the accuracy of a converter without post-correction as a function
of the deviation of the output levels of the sub-DAC. The simulation is in agreement
with the trend described by the model (formula 3.18). Also shown are the simulation
results for a converter with post-correction. Its performance is independent from the
severeness of the deviation. The small drop in performance is because the required
amount of redundant stages increases as the deviations increase. When for example
18 stages were used instead of 16, the performance will improve with 2 bits as well.

Model ——

16 } s i Wit\r}\;).;}r: pos:-corr. +
ith post-corr.  x
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Figure 3.7: Accuracy as a function of the amount of deviation of the output levels of the sub-DAC.

Offset in the SHA

In figure 3.8 the accuracy as a function of the offset in the SHA is visible. As expected
by the model (formula 3.35) the accuracy is not affected, until the deviations result
in exceeding the input range of a basic block (this occurs for g,¢7 > 0.056).
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Figure 3.8: Accuracy as a function of the amount of offset in the SHA.
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Gain error in the SHA

Figure 3.9 shows the accuracy of a converter without post-correction as a function
of the deviation of the gain of the SHA. The simulation is in agreement with the
mode] (formula 3.26). Also shown are the simulation results for a converter with
post-correction. Its performance is independent from the severeness of the deviation.
The small drop in performance is because the required amount of redundant stages

increases as the gain error increases.
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Figure 3.9: Accuracy as a function of the amount of gain error of the SHA.

Non-linear distortion in the SHA

Finally, the influence of harmonic distortion in the SHA was simulated.

Figure

3.10 shows the models and simulation results for converters without and with post-

correction.
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Figure 3.10: Accuracy as a function of the amount of harmonic distortion in the SHA. Models
and simulation results are shown for converters without and with post-correction.
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As expected, the performance after application of the post-correction algorithm
improves. However, the expected improvement of 1.38 bit is achieved only when the
distortion is rather severe. For small amounts of distortion, the accuracy is limited
by the number of stages in the pipeline.

3.4 Design example

In this section, a design example is worked out, based on the theory presented in
this chapter. Based on a specific target, the requirements for sub-ADC, sub-DAC
and SHA are derived. As before we use:

Amaz = 0.8
Rape = % (3.47)
Rpac = 53

The design target is to achieve 12 bits of accuracy, when all errors discussed before
are present at the same time. First an uncorrected converter is used to achieve this
target, then a converter with post-correction is used.

3.4.1 Without post-correction

In total, there are six parameters important for the achieved accuracy: o,., cape,
ODAC: Ooff, 04 and Ajz. Using a system without post-correction, equations 3.10,
3.18, 3.26, 3.29 and 3.35 must be satisfied.

From the first four equations, one can derive easily:

on = 9.25.107°
ODAC 3.0-1073
oA 1.8-1074
As 1.5-1072

(3.48)

With these values, the converter is actually designed for 12.4 bits. However, it
is known in advance that the combination of errors has more influence than each
separate error.

The last requirement is to satisfy equation 3.35, yielding:

oApC + 0opf < 5.5-1072 (3.49)

Any basic block, satisfying the last condition, is acceptable. To be able to perform
simulations, an arbitrary choice for o 4pc and 0,55 was made:
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OADC = 2.5-1072

Oof f 2.5-102 (3.50)

Using Matlab, a pipelined converter without post-correction algorithm was created,
using the stochastic deviations stated above. o, was excluded from the simulation,
otherwise the thermal noise would make the other deviations imperceptible. The
number of stages k was varied from 11 up to 15. As the simulation is statistical,
each type was simulated 100 times. Figure 3.11 shows the simulation results.
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Achieved accuracy (bits)

Figure 3.11: Simulated accuracy of pipelined converters without post-correction.

For k < 12, the accuracy of the converter is limited by the amount of stages, and
not by the inaccuracy of the stages. For k > 12, the accuracy is almost constant,
which means that the accuracy is limited by the deviations in the basic blocks.

The achieved accuracy, according to the simulations, is roughly between 11 and 12
bits, instead of the expected 12 bits. Although each separate error source (DAC
deviation, harmonic distortion, etc.) was designed for 12.4 bits, the summation
of these errors will reduce the accuracy somewhat. A new iteration with slightly
smaller values of the error sources can be done to achieve the desired accuracy of 12
bits. If 11 bits is acceptable, the simulations show that a 13-stage pipeline is good
enough.

3.4.2 With post-correction

Now, a converter with correction algorithm is used to achieve the same design target.
The conditions to be fulfilled are given by the equations 3.30, 3.45 and 3.35.

Designing for 12.4 bit again, the first two equations yield:
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on = 9.25.107°
As = 31072 (3.51)
For the other four parameters (c 4pc, cpac, Ooff and o4) only one condition exists
(equation 3.35), giving a lot of design freedom. Arbitrarily, the following combina-
tion was chosen:

oapc = 3.0-1072

opac = 1.0.1072

Ooff = 1.0- 1072 (3.52)
o4 = 1.0-1072

Again, simulations were performed. The number of stages was varied from 13 to 17.
The results from the statistical simulations are given in figure 3.12. Thermal noise
was not included in this simulation as it would conceal the influence of the other
deviations.

N i
.

%0 905 10 115 120 125 130
Achieved accuracy (bits)

Figure 3.12: Simulated accuracy of pipelined converters with post-correction.

In this figure, it can be seen that the amount of stages is important for the achieved
accuracy. For k < 16 the performance is limited by the amount of stages, for
k > 16 the performance hardly increases, as it becomes limited by the errors in
the basic block. From the figure it follows that a pipeline of 16 stages is optimal,
as additional stages hardly improve the performance. Also it can be seen that the
converter achieves 12 bits accuracy.

3.5 Conclusions

In this chapter, the basic block was extended with static and quasi-static error
sources, defined on system level. Formulas were derived to show. the relation be-
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tween these error sources and the achievable accuracy of the pipelined ADC. Sim-
ulations were performed to verify the derived formulas. Finally, it was shown that
the accuracy requirements for each component (sub-ADC, sub-DAC, SHA) can be
derived easily from the presented theory. A design example aimed at 12 bit accuracy
showed that the post-correction algorithm greatly reduces the requirements for the
sub-DAC and the SHA. Moreover, additional freedom is given to the designer as the
post-correction algorithm reduces the amount of conditions to be fulfilled.
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Chapter 4

Analog design

This chapter describes the transistor-level design of the most critical components in
the basic block. Starting from the design goal, design constraints are extracted and
translated to physical properties of the circuit. Simulations were performed to verify
the achieved performance.

4.1 Design goal

As stated before, the analog part of the ADC is composed of a dedicated sample-
and-hold stage followed by a pipeline of identical basic blocks. The goal of this
project is the design of the basic block; the additional sample-and-hold stage is not
dealt with. The design of the basic block has to meet the following criteria:

- accurate enough to achieve 12-bit resolution, under the assumption that 1.5-bit
redundancy and post-correction are applied,
- optimize the design for high-speed,
- maximum simplicity of the circuitry,
- design in UMC 0.25um process,
- functional for power supplies in the range 2.25 to 2.75 V,
- functional for the temperature range 0 to 85 °C.
The basic block contains three major parts: sub-ADC, sub-DAC and SHA. As it is

very likely that the SHA is the most difficult part to design, the emphasis is put on
this part. The sub-ADC and sub-DAC were modelled but not implemented.
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4.2 Derivation of design constraints

Based on the theory presented in chapter 3, accuracy requirements for each compo-
nent in the basic block can be derived. As the design goal coincides with the design
example in section 3.4.2, no new derivations are necessary. For completeness, the
results from that example are listed here again:

- to allow maximum correction (derived from equation 2.20):

Rapc == and Rpac = % (4.1)
- maximum allowed thermal noise level:
on < 9.25-107° (4.2)
- maximum allowed harmonic distortion:
A3 <3.107°2 (4.3)
- to remain in the valid dynamic range:
(1 + 3UA) (% +3(capc + 9pac + Uoff)) < % (4.4)
- to provide enough redundancy:
k=16 (4.5)

During the design of each component of the basic block, these constraints will be
used to derive requirements for some critical parts like transistors or capacitors.

4.3 Selection of the analog architecture

Besides the fulfillment of the design constraints described above, an important issue
is to select a suitable architecture for the basic block. Based on a literature research,
a proper architecture was selected.

4.3.1 Literature research

Important issues for the analog design are: low power supply, simplicity, robustness,
high speed and good signal-to-noise ratio. An investigation was performed to search
for suitable designs for either a complete SHA or sub-circuits that can be used for
a SHA.

The resulting documents can be classified in three groups, and will be discussed one
by one:
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- open loop, voltage-mode S&H circuits,
- open loop, current-mode S&H circuits,

- operational amplifiers that can be used for closed loop S&H circuits.

Open loop, voltage-mode S&H circuits

References [8] and [9] consider voltage-domain S&H circuits with an open loop struc-
ture. Feed-forward compensation is used to compensate for non-linearities. These
examples achieve high speed (at least 150 MS/s), but the accuracy level (noise and
distortion) is not good enough for our situation. Adapting the design for a higher
accuracy is likely to result in a reduced speed. No information is given about mis-
match simulations, which can give additional problems in an open-loop structure.
Moreover, the circuits do not have a gain-by-two stage, as needed in a pipelined
structure. Also, the complexity of the circuit is not attractive as a pipeline contains
many SHA’s.

Open loop, current-mode S&H circuits

In [10], [11], [12] and [13] open loop, current-mode sample-and-hold structures are
considered. The major problem of these designs is the limited speed (20 to 40
MS/s). It is said that the linearity is good enough for 10-bit accuracy, however, no
information about the influence of mismatch is given. These circuits do not provide
a gain-by-two function either, so the design has to be adapted.

Operational amplifiers

Operational amplifiers (opamps) can be used in combination with a switched capac-
itor network to create a SHA. Looking at high-speed CMOS opamps, three different
architectures were found. In [6], a single stage, telescopic opamp is used, achieving
a gain-bandwidth-product (GBP) of 100 MHz. However, using a telescopic opamp
at a low power supply reduces the dynamic range and makes it difficult to achieve a
good signal-to-noise ratio (SNR). [14] and [15] both use a two-stage opamp. The first
stage is a low gain, wide band preamplifier. The second stage is a cascode stage.
A high GBP is achieved (450 MHz) and the circuit can operate at a low power
supply. Finally, [16], [17], [18] and [19] present comparable two-stage opamps. In
all designs, the first stage is a simple differential pair, followed by a folded-cascode
output stage. Some designs use a gain boosting technique in the output stage or
a pole-zero cancellation technique to increase the bandwidth. Also, the designs are
different with respect to the common-mode feedback circuit. The circuits work at
low power supplies and achieve GBP’s in the order of 400 to 800 MHz.
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4.3.2 Selection

Based on the literature investigation, calculations and circuit simulations, it was
decided to use a closed-loop SHA based on an operational amplifier. Although it is
not possible to justify this choice in a few sentences, we can make it plausible by
the following statements about the open-loop systems:

- the available open-loop systems are too slow and don’t have a gain-by-two,

- high accuracy, robustness, reliability and high yield are hard to achieve with
an open-loop system, as the influences of deviations and mismatch are not
corrected by feedback,

- the available circuits for open-loop systems are relatively complex,

- none of the current high-speed AD converters uses an open-loop SHA.

As none of the available open-loop systems comes close to our target, while the
closed-loop systems clearly provide a higher speed-accuracy performance, the latter
system is selected. To be more exact, the design from [16] is used as a starting
point, as this is the most simple circuit, it achieves a high GBP and it has a large
dynamic range even at low power supplies.

4.4 Design of the analog components

Before going into design details of each component, a detailed version of the basic
block is presented to define all signals between the sub-components.

4.4.1 Basic block

A diagram of the basic block, showing all physical connections, is given in figure 4.1.

vdd A d
Vem b 1
S — b ' 4
ot s =
Ain— 3 E
vin~ g vint 3 Aot co+ alcos ° F
vin— Vin— > —a—| RST Cl+ Ci+ vout+ —ea———@@) Vout+
M o1 o1 .y ct- SHA
—— e SUBADC 90 ) i co-
—— elf o Vref+ Cin+ cI- vout- —a————¢@@ vout-
®— nialch 5 Vrel—~ Cin= ce- b—=~ ~—8— Contrall
Cal g D—‘ Control2 g
p——q CB1 :1 +
el
2 o
& D 47
cel
CLKA
cLxs

Figure 4.1: Basic block including all external and internal connections.
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The sub-ADC contains the 1.5-bit coarse quantizer, the SwitchMatrix contains
the 1.5-bit sub-DAC, some digital logic and a matrix of switches to connect the
correct signals to the SHA. The SHA is realized by a switched capacitor network
and an opamp. These three sub-items will be discussed in following sections.

The function of the pins of the basic block will be described now. V44 and GND are
the power supply connections. As most parts of the circuit are implemented in a
differential structure, there are two input terminals (Vip+ and Vip-) and a common
mode reference level Vem. The actual input voltage is Vip = Vip+ — Vip-. Vout+
and Vgyt- are the differential output voltage of the basic block. The digital output
signals d1 and d0 are the sub-ADC output. Two clock signals (CLKA and CLKB) are
required for the internal timing. The clock signals determine whether the circuit is
in sample or in hold mode. In the sample period, the block samples a new input
signal. The output of the cell is not valid. During the hold phase, the block is
disconnected from the analog input, and the output settles to the new value.

To make digital post-correction according to section 2.2.2 possible, digital inputs
el, e0, Cal and CO1 are added to the circuit. With Cal, the basic block can be
set to calibration-mode. In that case el and e0 are used as input signals for the
sub-DAC and €01 determines which of the two reference levels from the sub-ADC
is provided to the SHA.

Figure 4.2 shows how basic blocks are connected in a pipelined converter. Note
that, according to previous definitions (section 2.1.1), a dedicated sample-and-hold
stage is placed in front of the first block of the pipeline (not included in the picture).
The odd stages in the pipeline have different clock signals than the even stages: the
clock signals of the even stages are delayed by 0.5T. So, while the odd stages are
in the semple phase, the even stages are in hold phase and vice versa.
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Figure 4.2: Ezample of a pipeline of basic blocks.

Timing of the clock signals

A more detailed view of the clock signals is given in figure 4.3. The odd stages in the
pipeline use clock signals CLK14 and CLK1B, the even stages use CLK2A and CLK2B.
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The latter two signals have the same shape as the first two signals, but are delayed
by 0.5T7;. In the sample phase of CLK14A, the input of the SHA is connected to the
analog input of the basic block. The actual sample moment takes place when CLK1B
goes low. At that moment, a switch is turned off, and the SHA holds the value
of that moment. Also, the code produced by the sub-ADC is latched. After delay
7, the hold phase becomes active. From this moment on, the input of the SHA is
connected to the sub-DAC. The sub-DAC produces an output voltage according to
the digital code that was produced by the sub-ADC in the preceding sample phase.
The SHA settles to the steady state value (ideally Vi = 2(Vin — Vpac)). Just
before the end of the hold phase, two events take place. First, CLK2B goes low and
the subsequent stage samples the output voltage of the SHA. Secondly, CLK1B goes
high while CLK14 is still low. This results in resetting the SHA to a predefined state.
Due to this reset, each new sample is independent on the previous state of the SHA.

CLK1A? Hold Sample Hold Sample
CLK1B ¥7f—tn__7hf
C[_K2A; Sample i Hold : Sample : Hold
clkeB i L i Li T

0 0.5Ts Ts 1.5Ts
Time

Figure 4.3: Relative timing of the clock signals, T is a complete sample period. For clarity, the
length of time interval T is ezaggerated.

4.4.2 S&H amplifier

The sample-and-hold amplifier is implemented with an operational amplifier and a
switched capacitor network (figure 4.4).
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J
1
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o — e
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¢ B vout-

Control! ‘——
Controlz

Figure 4.4: Implementation of the SHA.

This circuit only contains the switches resetting C3 and C§. The switches selecting
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either the analog or the digital input are placed in the SwitchMatrix. The size of
all capacitors equals Cgq4. Figure 4.5 shows the operation of the SHA in the sample
phase before and after the sample moment and in the hold phase.

e i — —
vin L <]J vin <H Vdac :{> Vout
ol —i— —l

|- Al 1 I A
L i A 1T

Figure 4.5: SHA in the sample phase before (left) and after (middle) the actual sample moment,
and in the hold phase (right).

During the first part of the sample phase, the analog input voltage of the basic block
is connected to the four input capacitors of the SHA by a set of switches. Also, all
switches in the SHA are closed. The total charge stored in the four capacitors Cy,
C1, C2 and C; together equals:

Ql = 2Vincstd (46)

After the sample moment, the two switches at the input of the opamp are opened by
control signal Controli. From that moment on, charge can be transferred between
the individual capacitors, but the total charge remains constant. In the hold phase,
Control?2 also goes low, and the output of the sub-DAC is connected to the SHA.
The opamp controls its input to the common-mode level, thus the charge in the four
input capacitors settles to:

Q2 = 2VpacCstd (4.7)

Neglecting parasitic capacitances, the charge §; — Q2 is transferred completely to
capacitors C3 and Cj, resulting in the output voltage of the SHA:

Vout = Q-Q_ 2(Vin — Vpac) (4.8)
Cstd

In practise, parasitic capacitances (of the opamp, switches, etc.) have influence on
this transfer function. Possible influences are gain error, offset and non-linear dis-
tortion. As in our situation digital post-correction is employed, these imperfections
are not so critical. Therefore, the parasitic influences are neglected at this moment.
The simulation results, presented at the end of this chapter, include the parasitic
effects.
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Noise

The switches and the opamp produce noise at the output of the SHA. This noise is
composed of two components:

- continuous-time noise: during the hold phase, noise produced by the switches
in the switch matrix is instantaneously visible at the output of the SHA,

- sampled noise: at the sample moment, noise is sampled on the sampling ca-
pacitors. During the hold phase, this noise will become visible at the output
of the SHA as well.

In this section, the sampled noise is calculated and compared to the design constraint
for noise. The continuous-time noise is dealt with during the discussion of the
simulation results in section 4.5.

The amount of sampled noise is determined by the size of the capacitors in the SHA.
All switches in the SHA and in the SwitchMatrix have a certain on-resistance Ry,
and produce thermal noise. At the sample moment, a certain amount of this thermal
noise is sampled as charge on the capacitors. From [20], it is known that the noise,
stored on each of the six capacitors, has a variance of:

0 =kTCgyq * (4.9)

In the hold phase, the sampled noise is transferred to C3 and Cj3, resulting in an
output noise voltage with variance:

6 2 GkT

2 79Q

o 4.1
n,out ( 's2td ( 'std ( 0)

The design constraint for noise was given in section 4.2:

on <9.25-107° (4.11)

This constraint is valid for input-referred noise, and relative to the maximum signal
amplitude Amqg, (equation 3.6). The constraint for output noise power is derived
from this equation by multiplying by 2 (the gain of the SHA), taking equation 3.6
into account and squaring the result to obtain the noise power. Combining the new
constraint with equation 4.10 yields:

2 6T
Vn,out - Cstd

2
< (2Amazon) =34-107042,,, (4.12)

1k is the Boltzmann constant: 1.38 - 1072 J/K, T is the temperature in K.
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The maximum signal amplitude A,z is limited by the opamp. In the following
section, the design of the opamp is discussed, and there A, = 0.8 is achieved.
Using this value and T = 300 K yields a lower bound for the capacitor size:

Cstq = 1.2 pF (4.13)

4.4.3 Operational amplifier

The operational amplifier, used in the SHA, is based on the designs from [16] and
[17]. In figure 4.6, the circuit is given. Strictly speaking, this is an operational
transconductance amplifier. Nevertheless, in this thesis it will be indicated by
opamp. For simplicity the common-mode feedback is omitted in this picture.

vdd
l:}'“" IK—IMP‘ Mop |

i
M ,
® Vem Vcom Mep
Vout- Vout+ cBirlgus:it
Vin+ -—| Vin- ,
Mcn Maiif Maif Men
L

31 z 1
i T | =
[Mn ”_1 Mtail jl—ﬁ Mn' Mbn |

GND

Figure 4.6: Folded-cascode opamp, used in the SHA. The bias current in each branch is indicated.

The differential opamp is composed of two stages: a differential pair as input stage
and a folded-cascode output stage. The input stage is modelled with its transcon-
ductance g,, and an input capacitance C;,. The output stage is modelled by an
output resistance Ry and an output capacitance Cyye. Figure 4.7 shows the model
of the opamp, together with the external feedback from the SHA in hold phase.

——

< 2Cstd

+ ! gm Rout L

Vin Cin =—=Cout Vout
- 2Cstd \l/ -
L ]

Cstd 2Cstd

e e

Figure 4.7: Model of the opamp. The external capacitors represent the switched capacitor network
of the SHA.
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Speed considerations

It is known from the references that the output resistance in combination with the
capacitive load is responsible for the dominant pole of the circuit. For the model in
figure 4.7, one can derive:

Vout _ SRoutC_?td - 29mRoutCsta
Vi $Rout [4C%4 + 3Csta(Cin + Cout) + 2CinCont| + | (3 + gmBout)Cota + 2Cin
~ _ “ZQmRoutCstd (4 14)
SRout 4cftd + 3Cstd(cin + Cout) + Zcincout] + [ngoutCstd]
yielding the DC gain Ag and the dominant pole frequency fo:
"2ngautCstd
A = ~ =2 4.15
0. (3 + ngout)Cstd + 2Cin ( )
fO - (3 + ng(mt)Cstd +2Ciy
277Rout [403“1 + 3Cstd(cin + Cout) + 2C'in.c'out]
~ 9mCista (4.16)

27 [4C?td + BCstd(Cin + Cout) + 2Cincout:|

The settling behavior of the SHA is determined by the pole frequency fp. In the
worst case situation, the output voltage starts at V,u:(0) = —Apq, and the steady
state value is Vou:(00) = Amaz:

1

Vout(t) = Amaz(l - 23_t/1’0) , with g = Eﬂ’_fo

(4.17)

The SHA has to settle within Vs, of the steady state value 2, to achieve the full
accuracy. From this constraint follows the time period for the hold phase Tse;:

Vlsb = 21_NAma:c

Vout(oo) - Vout(Tset) = 214ma.:ze—‘hmt/‘r0 } 7 Teet = TON 1n2 (418)

A complete sample period T, takes twice the settling time 75¢;. Taking 10% addi-
tional time into account for switching overhead and using N = 12 yields:

1 1 T fo

fs=== = ~

1
T. 227, 1.1-12In2 3

o (4.19)

2Settling within Vjgp at the output of the first SHA coincides with an input-referred error of
%Vlsb due to the gain of 2 in the SHA.
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The sample frequency is determined by the dominant pole of the opamp. Equation
4.16 shows that the dominant pole is dependent only on the gn, of the input stage
and on the size of (parasitic) capacitors, but not on Roy:.

Large signal behavior: slew rate

Besides the dominant pole, the slew rate of the opamp is also important for the
overall speed. The transient behavior (equation 4.17) shows that the maximum
slew rate is required at t = 0. Together with equation 4.19 it follows that:

aVout (t) = 2Ama.z

ot 120

~ 127 Amag fo (4.20)
70

The maximum slew rate of the opamp is determined by the current setting of the
output stage (3I) and the total capacitive load, connected to the output of the
opamp (approximately %Cstd, neglecting Coyt):

1.3 OVout
3l =305 (421)

Combining equations 4.20 and 4.21 yields for Cgq = 1.2 pF, Apez = 0.8 V and
fs =100 MHz approximately:

I =36mCstqAmaz fs = 10 mA (4.22)

This current setting is used as a first try, later on it is shown that this is almost the
optimal setting for maximum speed.

Design of the input stage

The second step in the design is to determine the size of the differential pair. Ac-
cording to [21], the transconductance of the input stage is given by:

aiout 1 Wdif
m = == [ 117, Cop=2L 3 4.23
g 8vin 2 /J'n or Ldzf ( )

It was decided to use L4y = 240 nm (the minimum length) and Wg;; = 960 um.
The minimum length minimizes the parasitic input capacitance, the large width
is necessary to achieve a high g,,, required for high speed operation. Simulations
showed that around V;, =0V, g, =4-1072 A/V.

3iout is the differential output current of the input stage. Wgiy and Laiy are the width and
length of the two input transistors. unCoz is a constant, dependent on the chip process.
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Design of the output stage

As explained before, the speed of the SHA is not related to the output resistance
of the output stage. Therefore, the design of the folded-cascode stage is aimed at
simplicity. The upper PMOS and lower NMOS transistors are biased by a single
reference current. The transistors have a large width to be able to conduct the large
current setting, without losing too much voltage between drain and source. The
cascode devices have the same bias voltage V,,, at their gates. From the UMC25
technology documentation, it is known that:

044V < [Vin| <064V  and 048V < |Vj|<0.68V (4.24)

As long as the single-ended output voltage remains in the range [Ver — 0.4, Ve +0.4]
all devices will remain in the saturation region. Because of this, the differential
output range becomes [—0.8,0.8] which clarifies the use of Apqz = 0.8 V throughout
this thesis. Finally, the width of the cascode devices is minimized to reduce Coy.

Pole-zero cancellation technique

The stability of the opamp was verified in an open loop configuration with an AC
simulation. A differential capacitive load of 1.6 pF is connected to the opamp’s out-
put, representing the switched capacitor network of the SHA. The achieved gain-
bandwidth product (GBP) is 2.6 GHz, with a phase margin (PM) of 50°. Although
this system will be stable in a feedback configuration, a larger phase margin (prefer-
ably 65°) would result in a faster settling behavior.

The phase margin is dependent on the second (non-dominant) pole of the opera-
tional amplifier. According to {16] and [17], the PMOS devices in the folded-cascode
stage are responsible for this pole. Two separate methods have been investigated
to improve the PM to 65°. First, the external capacitive load was increased. This
reduces the GBP (and the overall speed) but improves the phase margin. An ex-
ternal load of 4.8 pF was required to achieve PM = 65°. Because of this load, the
GBP is reduced to 1.1 GHz.

The second method is a pole-zero cancellation technique, as proposed by [16] and
[17]. For this method, two resistors and two capacitors are added to the circuit
(see figure 4.8). For low frequencies, the circuit behaves as the original design. For
higher frequencies, were the pole of the PMOS devices becomes a bottleneck, the
current of the first stage is fed through the capacitors, bypassing the PMOS devices.
In the opamp’s transfer function it means that a zero is added, compensating for the
non-dominant pole. Using this technique, a phase margin of 64° is obtained with a
GBP of 2.36 GHz.

Figure 4.9 shows the transfer functions of the three designs: the original design
achieving a phase margin of only 50°, the design with increased load resulting in a
low GBP (1.1 GHz), and the design with pole-zero cancellation, achieving both a
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Figure 4.8: Folded-cascode opamp with pole-zero cancellation technigue.

high GBP (2.4 GHz) and a good phase margin (64°). Because of these results, the
design with pole-zero cancellation will be used from now on.
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Figure 4.9: Open loop response |H(f)| of the opamp.

A well known problem of pole-zero cancellation is that the time response can be
relatively slow when the pole-zero pair is not matched very well. However, in our
situation the matching is not so critical as the frequency of the pole-zero pair (1.2
GHz) is relatively close to the GBP (2.4 GHz). All simulations performed, including
mismatch simulations, show an acceptable settling behavior.

Final result

The opamp was designed according to the procedure described above. The exact
circuits including all dimensions of the components are inserted in appendix A.
Simulations have been performed to measure the parameters of the model in figure
4.7 and to determine the phase margin and power consumption. Detailed results can
be found in appendix B. Here, the most important parameters are summarized in
table 4.1. During all simulations, the opamp was used in an open loop configuration.
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An external load capacitance Cez: was connected between the output terminals of
the opamp, representing the load of the SHA during normal operation.

Setting | Value Parameter Value
Vid 25 V Ci 26 pF
Ve 125 V Cout 0.7 pF
T 300 K Im 34 mA/V
Cea:t 1.6 pF Rout 4 k0

Ag 136
GBP 2.36 GHz
PM 64 ©°
Piotal 90 mW

Table 4.1: Simulation results of the folded-cascode opamp with pole-zero cancellation.

Optimizing speed

It is known that the dominant pole frequency of the closed loop SHA (equation
4.16) is determinative for the overall speed. To optimize the opamp for a given
external capacitor size Cyq, a scaling technique can be applied. While Cy;4 remains
constant, all components in the opamp are scaled with a factor a: transistor widths
W are replaced by aW, capacitors C by oC and resistors R by R/a. After scaling,
equation 4.16 should be rewritten as:

mCs
for Aot (4.25)
27 [4C%; + 36Cota(Cin + Cout) + 202 CinCont

Figure 4.10 shows the dominant pole frequency fp as a function of the scaling pa-
rameter o. Maximum speed is achieved for @ = 1.38. Nevertheless, it is decided
not to apply scaling, as the optimum is only 2% faster than the unscaled circuit but
requires almost 40% more chip area and power consumption. Based on table 4.1
and equations 4.19 and 4.25, a maximum sample frequency of 100 MHz is expected.
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Figure 4.10: Dominant pole frequency as a function of scaling parameter a.
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4.4.4 Sub-ADC

The sub-ADC has not been implemented yet. To be able to perform simulations
on the complete SHA, an ideal model for the sub-ADC was substituted. In short,
this model contains two comparators, giving a coarse quantization of the analog
input voltage. The model also contains some digital logic to latch the digital code
on the sample moment and some additional logic for the calibration algorithm. In
appendix A, this model is given together with an explanation of its functionality.

4.4.5 Switch matrix

The switch matrix contains three parts: the sub-DAC, some digital logic and a set
of switches. The sub-DAC produces three constant reference voltages. The switches
connect the correct signals to the four capacitors in the SHA (Cy, Cf, C2 and Cj in
figure 4.4). The digital logic turns on the correct switches, dependent on the digital
input signals of the switch matrix. During the sample phase, the analog input of the
basic block is selected. During the hold phase, the switches select the sub-DAC. The
switches also determine which of the three DAC-levels is present at the output of
the switch matrix. At the end of the hold phase, the switches connect the common-
mode voltage to the output, resetting the capacitors in the SHA. For calibration
purposes, the switch matrix can also select one of the two reference voltages of the
sub-ADC. Table 4.2 lists all possible states of the switch matrix. In appendix A,
detailed information about the switch matrix can be found.

State description Output of the switch matrix
Hold phase, 4140 = 00 Sub-DAC level 1: —Vpace

Hold phase, d1d0 = 01 Sub-DAC level 2: 0

Hold phase, d1d0 = 11 Sub-DAC level 3: +Vpac
Sample phase, normal operation Analog input: Vi,

Sample phase, calibration mode, C01 = 0 | Sub-ADC level 1: —Vapc
Sample phase, calibration mode, C01 = 1 | Sub-ADC level 2: +Vape
Reset phase 0 (Ve on all outputs)

Table 4.2: Possible states of the switch matriz.

4.4.6 Switches

The switches in the SHA and the switch matrix have to fulfill several requirements.
Because of the large sampling capacitors and the high sample frequency, switches
with a low on-resistance are required. As each basic block contains 28 switches,
simplicity and required chip area are important aspects as well.

The first idea was to use switches with a clock boosting technique, according to
[22]. Here, the switch is a simple NMOS device, but the voltage driving the gate of
the switch is boosted above the normal power supply. The gate-driving voltage is
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dependent on the signal voltage at the source of the switch, such that the voltage
Vgs is almost constant, independent on the signal to be switched. Due to this
independence, this switch has an improved linearity. Bootstrapping the driving
voltage reduces the on-resistance of the switch, thereby increasing the speed. An
important drawback of this boosted switch is the complexity and the large chip area
required for the circuit driving the switch.

The second idea, used in the final circuit, is to use clock boosting, but independent on
the signal to be switched. By doing so, only a single boosting circuit is required, that
can be used for all switches in the converter. Figure 4.11 shows the implementation
of the switch. Instead of using the positive power supply V4 to drive the switch in
the ‘on’-state, a higher voltage is used. In our case, 4 V is used to drive the switch,
as this is sufficiently below the maximum allowed voltage of the UMC technology,
but high enough to control the switches correctly. The circuit producing this voltage
was not implemented: it can be made available off-chip or generated internally.

Control ' Contro! Ron

: J_ Csz ICsw
s :>__TL_ 2y 7

Figure 4.11: Implementation of the switch (middle) and model during the ‘on’-state including the
on-resistance and the parasitic capacitance (right).

The switch has two important parameters: the on-resistance and the parasitic ca-
pacitance. Increasing the width W of the transistor reduces the on-resistance, but
increases the parasitic capacitance. Dependent on the source and the load connected
to both sides of the switch, an optimal width exists, achieving maximum speed. This
means that the size of the switches should be optimized, dependent on their location
in the basic block. However, to minimize the design time, the same size is used for
all switches. Simulations with different sizes were performed to find the optimum.
Eventually, the size of the switches was fixed at:

W 12 ym
T =% um (4.26)

Although the on-resistance and the parasitic capacitance of the switch are voltage-
dependent, an estimation of these parameters was obtained using a large-signal
step-function: Ry, ~ 15 2 and C,,, =~ 400 {F.

4.4.7 Capacitors

The SHA contains capacitors at two locations: in the switched-capacitor network
(figure 4.4) and in the operational amplifier (figure 4.8). The capacitors are imple-
mented in the UMC technology with MMC capacitors. The non-linearity of this
specific capacitor-type was taken into account during all simulations. Also, the par-
asitic capacitance (between the bottom-plate of the capacitor and the substrate)
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was included by adding an additional capacitance between one of the nodes of the
capacitor and the ground. The mismatch between capacitors was not taken into
account during simulations as it is very small (o0, ~ 1-1072%). Although this mis-
match consumes a part of the ‘error budget’ of the correction technique (equation
4.4), this effect is negligible compared to the influence of mismatch of the transistors
in the opamp and hence left out of consideration.

4.5 Simulation results

In this section, the simulations results are discussed shortly. The results are com-
pared to the constraints from section 4.2 to show the correctness of the design.

4.5.1 DC and AC analysis

Both a DC and an AC analysis were performed on the opamp. Results were already
given in table 4.1 (page 60). Additional information can be found in appendices B.1.1
and B.1.2. The DC-gain of the opamp is relatively low (136 (= 43 dB)). Because of
this, the suppression of deviations in the opamp is not so good. However, as post-
correction is applied, this is not a problem. Based on the AC analysis, a sample
frequency of 100 MHz is expected to be feasible. A derivation of this value has been
given in the end of section 4.4.3 already. The stability of the opamp, determined by
the phase margin, has been verified under severe deviations of power supply voltage,
temperature and component values. Appendix B.1.3 shows exactly which deviations
were taken into account. In the worst case, a phase margin of 60.5 ® was achieved,
ensuring good stability.

4.5.2 Transient analysis

A transient analysis has been performed on the SHA. All components of the SHA
(opamp, switches, etc) have been implemented as described before. Detailed circuit
information can be found in appendix A.

The simulation results (see also appendix B.2.1) show that the settling time of the
SHA within %Vlsb of the final value equals 3.6 ns. It also shows that the SHA is
capable of moving from the maximum negative output voltage at one clock cycle to
the maximum positive output voltage in the next clock cycle. There is some memory
effect (the value of the previous sample has influence on the current sample), but
the deviation is always less than %Vlsb (shown in appendix B.2.2).

Sensitivity and mismatch analyses were performed to investigate the influence of
variations in power supply, temperature and components on the settling time. Ap-
pendix B.2.4 shows the detailed results. The achieved settling time varies between
3.2 and 4.4 ns. The last value is an extraordinary pessimistic value, measured when
all components deviate 30 from their nominal value in the most harmful direction.
In case of the worst case scenario, the subsequent SHA can sample the output 4.4 ns
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after the beginning of the hold phase. Taking 0.5 ns into account for the subsequent
SHA to sample correctly, and another 0.5 ns for the SHA to reset to the zero state,
yields a complete period of 2-(4.4+0.540.5) = 10.8 ns, thus fs = 92.5 MHz. Accord-
ing to the results in appendix B.2.4, it is likely that in most situations f; = 100 MHz
can be achieved.

4.5.3 Accuracy analysis

Using many transient analyses with different input voltages, the transfer function
of the SHA has been derived. In appendix B.2.2, the transfer function is inserted.
From this picture, the parameters A and Az (defined in chapter 3) are derived:

A 1.8647
43 = 3.3-1072

The gain A is less than 2 due to the parasitic capacitances and the gain of the opamp
being finite. The values for A and Aj are valid when all components have their ideal
nominal value. In case of mismatch, deviations will occur. Based on the mismatch
simulations performed on the opamp (see appendix B.1.3), it is concluded that third
order distortion is always the dominant source of non-linearity. Moreover, the third
order distortion component is relatively insensitive to deviations. Because of that
reason, the values mentioned above are considered to give a correct description of
the transfer curve of the SHA. Both A and Ajz satisfy the constraints from section
4.2. The gain, being less than 2, actually improves the available redundancy for
solving offset errors and errors in the sub-ADC and sub-DAC.

The input-referred offset of the SHA is determined mainly by the input-referred
offset of the opamp, but also by the capacitors and switches. With some simulations,
it was found that:

‘/off,in,SHA ~ 3Voff,in,opamp (427)

The offset voltage of the amplifier is caused by mismatch of transistors and resistors.
Suppose, we number all parameters influencing the offset voltage with an index 1.
Such a parameter can for example be the size (%’-) of a transistor, or the value (R)
of a resistance. Each parameter has a stochastic deviation of its nominal value: o;.
The input-referred offset voltage of the opamp that arises when parameter i has
a stochastic deviation of one o; is indicated by o,s;. Assuming, as a first order
approximation, that all stochastic parameters are mutual independent, the standard
deviation of the input-referred offset voltage of the opamp can be estimated by:

avoff,in,opamp ~ 4 i Z O-gff,i (428)
1
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For the simulation results shown in appendix B.1.3, o,5; was determined for all
components. With the values from these simulations, the equations above and
equation 3.5, the following result is obtained:

OVorpinopamp = 27 MV =
OVoss.in SHA 8 mV
UVO in _
e (4.29)

Amaz

This result, together with the result that 4 < 0 (as A < 2), can be filled out in the
design constraint from equation 4.4. The resulting formula is a design constraint for
the accuracy of the sub-ADC and the sub-DAC:

IA
1=

L]

1
3 +3(capc +0opac +0.01)

capc +0pac < 4.5 1072 (4.30)

4.5.4 Noise analysis

As explained before in section 4.4.2, two contributions are responsible for the noise
present at the output of the SHA: sampled noise and time-continuous noise. In
section 4.4.2, the contribution of sampled noise was calculated:

O g = 2:07-1078 V2 (4.31)

The contribution of time-continuous noise was simulated (see appendix B.2.3):

0% g = 1.35-1078 V2 (4.32)

The total noise power at the output of the SHA becomes:

U‘z/n,out = U%/n,out,l + 0"2/",0“:,2 = 342 ) 10_8 V2 (4'33)
Making this value input-referred and relative to the maximum amplitude Az
according to the design model (equation 3.6) yields:

Uvn,out

_ . 10-4
At =116-10 (4.34)

On =

but the design constraint was aimed at an accuracy of 12.4 bits. With the actual
value obtained from simulations, the accuracy is limited to 12.1 bits.

This value is slightly worse than required by the design constraint (o, < 9.25-107%),

4. ANALOG DESIGN 65



4.6 Conclusions

In this chapter, the transistor-level design of the most critical components of the
basic block was described. The theory given in chapter 3 was used to derive de-
sign constraints for the sub-ADC, sub-DAC and sampe-and-hold amplifier (SHA).
The SHA, composed of an operational amplifier, switches and capacitors was im-
plemented completely. The sub-ADC and sub-DAC were partly implemented and
partly modelled.

Simulations were performed and showed that the presented design fulfills the design
constraints: the design is accurate enough to achieve 12 bits resolution and fast
enough for a sample frequency of 100 MHz. The achieved resolution is limited by
thermal noise and non-linearity of the SHA. Figure 4.12 shows the achieved result
compared to the reference designs from section 2.1.1. Table 4.3 compares the result
of this project to two reference designs ([23] and [24]), also indicated in figure 2.1.1.

T T T T T T
Sigma Delta  +
1000 - % Pipeline > E
Folding %
Fiash [
= Achievement A
% O ®
> 100 0O x A y 7
5 ‘ e
) (243
& P
[
e & 573
P % 123]
g "
3 10 ¢ ¥ E
+#
1 1 L 1 L 1 1
6 8 10 12 14 16

Accuracy (bits)

Figure 4.12: Comparison between available state-of-the-art converters (with respect to speed and
accuracy) and the result of this project.

Design fs (MSPS) | SNDR (dB) | ENOB (bits) | Power (W)
Reference [23] 25 70 11.4 0.08
Reference [24] 50 58 9.4 0.20

This design 100 ~70 ~114 >1.44

Table 4.3: Design result compared to two reference designs. The SNDR estimation of this design
is based on the results from the accuracy analysis (linearity of 12.7 bits) and the noise analysis
(SNR of 12.1 bits). The power consumption of this design includes the opamps only.

Simulations also showed an excellent robustness and insensitivity to process spreads
and environmental conditions. Finally, simulations were used to derive a simple
design constraint for the required accuracy of the sub-ADC and sub-DAC in com-
bination with the presented SHA (equation 4.30).
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Chapter 5

Implementation of the digital
post-correction algorithm

This chapter deals with the implementation of the digital post-correction algorithm
(as described in section 2.2.2) in a FPGA. Simulations were performed to verify the
Sfunctionality of the implementation.

5.1 Introduction

Figure 5.1 shows the structure of the pipelined converter, using post-correction.

CLK 1a,1b,2a,2b

Vin
~ 7
CLK gé.rl;( ClK1a,2a D(18:0) —5 Doyt
el L e g ce g
el
TReset TCalib TCsel Tcm TSCLK Tsm
(3:0) |
CLK1a Measurement algorithm
CAL >BSY

Figure 5.1: Structure of a pipelined ADC including post-correction.

The analog pipeline is a concatenation of basic blocks. In the digital domain two
parts can be distinguished:
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- Correction logic
Digital logic is needed to combine the output codes from the basic blocks to a
single output, using the variable weights determined during the measurement
phase. This logic remains necessary as long as the converter operates.

- Measurement algorithm
This algorithm determines the optimal weights for each basic block one by one
and has to be performed once before the converter can be used.

In the next sections, the implementation of the digital parts is discussed.

5.2 Implementation of the correction logic

One of the two digital parts of the pipelined converter is the correction logic. As
visible in figure 5.1, this logic combines the outputs of the basic blocks to a sin-
gle, corrected output code. In fact, this logic implements the mapping function,
previously described in section 2.2.2:

k-1
MU(0)) = wyi)(4) (5.1)
j:o

The correction logic is implemented in a pipelined structure, as indicated by figure
5.1. A single cell of this digital pipeline is drawn in figure 5.2. In each cell, the
correct weight w(i) is selected, dependent on the input code from the sub-ADC
(d1d0(i)). The output of each cell is the summation of the output of the preceding
stage and weight w(i). The output of the last stage thus equals equation 5.1. To
be able to apply post-correction, the weights wy and wy are programmable by the
external measurement algorithm.

i
REG —— Y ())
N\ =0

Figure 5.2: Basic cell of the digital correction logic.

In appendix C, the circuits implementing the digital basic block (figure 5.2), the
pipeline and the programming interface are inserted. The circuit is designed using
basic digital cells like registers, multiplexers, etc. Because of the simplicity of the
circuit, it will be implemented as dedicated hardware on the same chip as the analog
circuit. Moreover, an on-chip implementation reduces the required pins of the chip.
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5.3 Implementation of the measurement algorithm

In this section, the implementation of the measurement algorithm in a FPGA is
discussed. It was decided to use a FPGA as the measurement algorithm is needed
only once. After the measurement phase, the FPGA can be reprogrammed for
another task. Moreover, the overall design time is minimized and the FPGA provides
the flexibility to make changes to the algorithm in the future.

Before working out the implementation, a short recapitulation of the measurement
algorithm is given. Then, the implementation is explained with flowcharts. The
actual circuits are inserted in appendix D. Finally, simulation results are given.

5.3.1 Theory

The theory of the measurement algorithm has been explained in section 2.2.2. In
short, the measurement algorithm takes the following actions:

1. all weights in all stages are set to zero,
2. the weights of the last stage are set to:

w0=—1andw2=1,

3. beginning with the one-but-last stage, the weights of the other stages are
measured and stored one by one. The first stage in the pipeline is the last
stage to be measured.

For each stage, four different measurements have to be performed. For each of these
measurements, a unique combination of input signals is applied to the stage, as
indicated by table 5.1. To make the system more reliable, each measurement consists
of many identical sub-measurements. The average outcome is the measurement
result. The weights are determined by taking the difference of two measurements:

wp = measurement b - measurement a

wo = measurement ¢ - measurement d

measurement | analog input | digital input
a Vapci 00
b Vapeoi 01
c Vabpca 01
d Vapca 11

Table 5.1: The combination of input signals applied to a stage for each of the four measurements.
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5.3.2 Implementation

In figure 5.1, all external signal connections of the measurement algorithm were
shown. Signals CAL and BSY provide the user interface, the other signals are used to
communicate with the ADC. The functionality of these pins is as follows:

- a positive pulse on CAL initiates the calibration measurements,

- during the whole calibration phase, BSY is 1. As soon as the algorithm finishes,
BSY becomes 0,

- Reset resets all weights and registers in the correction logic to 0,

- D(15:0) provides the algorithm with the measured data from the pipeline,
- Calib enables the calibration mode of one of the stages,

- Csel(3:0) indicates which of the 16 stages is under measurement,

- €01 determines whether Vapc) or Vapces is applied to the stage under mea-
surement. Also, it selects the weight to be programmed (wp or wy).

- ele0 determines whether code 00, 01 or 11 is applied to the stage under
measurement,

- SCLK and SDA provide a serial data interface to the correction logic. Data
is shifted out on the rising edge of SCLK, with the most significant bit first.
The interface is used to store the calculated weights in the correction logic.
Csel(3:0) and CO1 determine to which register the data is written.

Calib main function

In figure 5.3, the main flow diagram of the calibration algorithm is shown. This
diagram is implemented in the circuit called Calib. The converter starts in the
normal operation mode. As soon as the user places a positive pulse on the CAL input,
BSY becomes 1, indicating that the converter is busy with the calibration cycle. First,
a pulse is given on the Reset output, to reset all weights and internal registers of
the correction logic. Then, the Calib signal becomes 1, putting the converter in
calibration-mode. With Start1, a sub-system called LastSt is triggered to start its
task. LastSt sets the weights wp and wy of the last stage in the pipeline to —1 and
+1 respectively, and will be discussed later in this chapter. When LastSt finishes
its task, it produces an output flag Readyl. Then, with Start2, sub-circuit CalSt
is triggered to start with the actual calibration algorithm. When CalSt is ready,
Ready2 becomes 1 and the main state machine returns to the normal operation
mode. The BSY indicator goes low, and the user knows that the converter is ready
for use. In figure 5.4, a sketch is drawn, showing how these signals change in time.
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Reset External Internal

outputs: outputs:
3
BSY=0 Start1 =0
Normal operation l Reset =0 Start2 =0
l Calib=0
CAL=0 CAL=1
BSY =1 Start1 =0
Reset logic W Reset = 1 Start2 =0
Calib=0
CAL=1 CAL=0
BSY =1 Start1 =1
Set last stage T Reset=0 Start2 =0
Calib=1
Ready1 =0 Ready1 =1
88Y=1 Start1 =0
Calibrate stages Reset =0 Start2 = 1
Calib=1
Ready2 = 0 Ready2 = 1

Figure 5.3: Flowchart of Calib, the main function of the calibration aelgorithm.
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Figure 5.4: Sketch of the behavior of function Calib in time.

LastSt sub-function

The function of LastSt is to set the weights of the last stage to wy = —1 = OzFFFF
and wy = 1 = 0x0001, using the serial interface (SCLK and SDA) !. As all weights are
set to zero (0z0000) before LastSt is started, 16 ones have to be transmitted for
wp, but for wq, a single transmission is enough. The flowchart in figure 5.5 shows
the behavior of LastSt. A Reset input resets the system to state 0. As soon as the
main function Calib produces a signal on Starti, LastSt starts to transmit data.
States 1 and 2 in the flowchart are repeated 16 times, using an internal counter.
During this loop, the data to wg is transmitted. In states 3 and 4 a single clock
pulse is given to set wa to the correct value. Finally, the algorithm ends up in state
5, where Ready1 is set. The only way to reset the state machine to state 0 is when

!Data is stored in a 16-bit 2’s-complement format.
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Calib transmits a reset signal.

Reset External Internal
J/ outputs: outputs:

C01=0
SCLK=0
SDA =1

Csel =15 Ready1 =0

| cot=0
SCLK=0

SDA =1

‘ Csel = 15 Readyl =0

Start1=0 Start1 = 1

C01=0
SCLK =1
SDA =1

‘ ” —I Csel =15 Ready1 =0

Counter=0 Counter = 1
Csel =15 Ready1 =0
3 C01 =1
F SCLK=0
SDA =1
1 Csel = 15 Ready1 =0

CO01=1
SCLK =1
SDA =1

Csel =15 Ready1 =1
5 | cor=1

SCLK=0

SDA =1

Figure 5.5: Flowchart of LastSt, a sub-function of function Calib.

Figure 5.5 also shows the values of several outputs, dependent on the state, required
to set the correct stage (Csel) and the correct weight (CO1) to be accessed. Figure
5.6 shows the behavior of the produced signals as a function of time.

oLk LAY

Start1 | | |

Csel 15 0

Co1 [ 1
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SDA ||

Ready1 []

Time

Figure 5.6: Sketch of the behavior of function LastSt in time.
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CalSt sub-function

The CalSt function, a sub-function of Calib, implements the actual calibration. It
performs the four measurements for each stage, determines the weights, and stores
the results in the correction logic. Figure 5.7 (left) shows the flowchart of CalSt. A
pulse on Start2 starts the process. The loop (composed of states Loop, Delay and
Measure) is executed once for each measurement. A sub-function (Controller) sets
all required parameters (Csel, CO1 and ele0) for each measurement and produces a
Controller ready signal when all measurements are performed. At the beginning
of each loop cycle, a IncState signal is transmitted to Controller to indicate that
a new measurement has to be started. Then, a short delay is introduced before
the actual measurement starts. This is necessary as the converter is pipelined, so it
takes some time before the first valid data can be seen at the output of the converter.
Finally, the measurement is performed. Note that each measurement is composed
of many (2%°) identical sub-measurements to average out random deviations. The
amount of required sub-measurements depends on the required accuracy and the
amount of noise obstructing the measurement. The value of 2!® was chosen as a
first estimation, based on available designs, but might need adjustment in practice.

Reset Outputs: Reset  Outputs:

Csel CO1 eleOm
ﬁ Begin
Start2 = 0 Start2 = 14 0 01 0
et |

_____________ 14 0 00 1

— IncState
| Loop | 14 1 01 0
Controiler L
Ready? 0 1

41 11 1
L Delay —|

L Measure j

L

o
ﬁ End Ready2 = 1

Figure 5.7: Flowcharts of CalSt (left) and Controller (right).

Controller sub-function

Figure 5.7 also shows the flowchart of Controller. This function arranges all set-
tings, required for each measurement, as indicated in the figure. Csel selects the
stage to be calibrated, CO1 determines the analog input applied to the stage (either
Vpaci or Vpacz) and ele0 is the digital code that is applied to the stage. A pulse
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on the IncState input increments the state by one. Besides the 60 states arranging
the measurement setup, a reset state (0) and a ready state (61) are available.

Comparing the flowchart with table 5.1 reveals that the measurements are performed
in the order: b, a, ¢c and d. Also, it is known that the weights equal wy = b —a and
ws = ¢ — d. Signal m, produced by Controller, indicates whether a measurement
should be added or subtracted to the weight.

Result sub-function

The measurement data, coming from the digital pipeline is stored in a function called
Result. This function also calculates the average value of the 216 sub-measurements
and it calculates the weights. Result contains a 32-bit register S 2 where the
measurements are stored. As the register is 32-bit, while the data to be measured
is only 16-bit, one can simply sum the 216 sub-measurements in this register. The
(16-bit) average value is then given by the 16 most significant bits of S: S(31:16).
Signal m (produced by Controller) plays an important role in the Result function.
A high-to-low transition of m resets S to 0. If m = 0, measurement data is added to
S, otherwise, data is subtracted from 8.

As an example, consider the flowchart of Controller. Before the first measurement
starts, S is reset to 0. After the first set of measurements (state 1), 2'¢ measurements
on stage 14 are performed, using measurement setup b, thus:

S(31:16) = measurement b
After the second measurement, the measurements of type a are subtracted from S:
$(31:16) = measurement b - measurement a

Thus, S(31:16) exactly equals wg(14). After state 2, S is reset to zero, and measure-
ments ¢ and d are performed. After these measurements S(31:16) equals wy(14).
Likewise, after state 6, S(31:16) equals wy(13), after state 8, S(31:16) = w9(13)
and so on.

Counter sub-function

The Counter counts the number of sub-measurements that has been performed.
When 216 sub-measurements are performed, a ready signal is produced.

Store sub-function

As soon as the Counter produces a ready signal, the Store algorithm becomes
active. Its function is to transfer the weight, calculated in the Result circuit, to
the (external) correction logic, using the serial output interface. First of all, the

?In practice, this register is split up in two 16-bit registers to minimize the delay time.
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value of m is checked. When m = 0, a measurement has been finished, but there
is no weight to be transferred. In that case, Store immediately produces a ready
signal, such that CalSt goes on with a new measurement. Whenm = 1, $(31:16)
contains a new weight to be transferred. As the correct stage (Csel) and the correct
weight (CO1) are already indicated by Controller, the Store function only has to
produce the correct data and clock signals on SDA and SCLK respectively. After the
transmission, Store produces a ready signal, and CalSt starts a new measurement.

5.3.3 Simulation results

The circuits, in this chapter depicted by flowcharts, were designed in Matlab Simulink,
using the Xilinx Blockset Library. With Xilinx System Generator, these circuits are
translated automatically to VHDL code. Finally, with the Xilinx Foundation pack-
age, this VHDL code is translated to a FPGA programming file.

Simulations have been performed at two levels. First, in Simulink the behavior
of the circuits was verified. Secondly, the FPGA code was simulated with Xilinx
Foundation. This simulation takes the actual delays of the FPGA into account, so
the maximum operating frequency can be derived.

Simulink simulations

Simulations in Simulink were performed to verify the behavior of sub-circuits and
of the circuit as a whole. Two simulation results of sub-circuits were already shown
(figures 5.4 and 5.6). To simulate the circuit as a whole, a model of the converter
(according to chapter 3) was connected to the measurement algorithm. Several
combinations of errors were used in the converter, to verify the weights produced
by the algorithm. All simulations agreed with the theory.

For illustration, figure 5.8 shows a part of the measurement procedure. The stages
are calibrated one-by-one according to CSEL. The different combinations of C01 and
ele0 determine the measurement conditions for the stage under calibration. The
signal bursts at SCLK and SDA indicate that weights are being stored externally.

Csel

ct b ] 1 | 1 e

N 3 B e BN 1

eo [ L] L] L |

sba L L T | M i M|
C Time

Figure 5.8: Sketch of the behavior of the measurement algorithm in time.

5. IMPLEMENTATION OF THE DIGITAL POST-CORRECTION 75
ALGORITHM



Xilinx Foundation simulations

After verification of the behavior in Simulink, the circuit was exported to a FPGA
programming file. The target device is a Xilinx Virtex XCV2000E -6 BG560C
FGPA, as this device was already available in the research group. The Xilinx Foun-
dation software maps the design on the physical available resources in this chip.
Then, a model is extracted from this mapping, including all timing information ac-
cording to the place and routing on the chip. This model was simulated to verify the
behavior of the circuit again, and to check the maximum path delay, determining
the maximum operating frequency.

The synthesized circuit, taking place&routing information into account, has a max-
imum path delay of 9.5 ns. This means that the circuit will operate correctly at
clock frequencies of at least 105 MHz. This is good enough, as the analog part of
the converter will achieve 100 MHz at most.

5.4 Conclusions

In this chapter, the implementation of the digital logic for the post-correction al-
gorithm was dealt with. The logic is divided in two parts: correction logic and
measurement algorithm.

The correction logic is required continuously and will be implemented as dedicated
hardware on-chip. A circuit on logic level was designed, which can be mapped to a
transistor-level implementation in the future.

The measurement algorithm is required only once. Therefore, it is implemented
off-chip in a FPGA, as the FPGA can be reprogrammed for another task after the
measurement phase. Also, the use of a FPGA greatly reduces the design time since
the measurement algorithm is a relatively complex system. Simulations proved that
the design is fast enough compared to the analog design, so it will not to be a
bottleneck for the system.
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Chapter 6

Conclusions

Based on an investigation of available high-speed analog-to-digital converters, it was
decided to use a pipelined architecture to design a 12-bit, high-speed CMOS ADC.
To provide a flexible and simple converter, each stage in the pipeline resolves 1.5
bits of information.

A digital post-correction algorithm was introduced and implemented in a FPGA to
improve the accuracy of the pipelined ADC. A generic system-level description of a
pipelined converter was presented. This model, including static error models, was
used to derive design constraints for the analog part of the converter. The model
also shows that for the same design target, the constraints for a converter with
digital post-correction are reduced significantly compared to a converter without
post-correction.

By designing the most critical analog components of the converter, the feasibility of a
12-bit, 100 MS/s converter in standard CMOS technology was demonstrated. Even
though the design was restricted to a 1.5-bit resolution for each stage (including the
first stage) and a standard CMOS technology, this result is comparable to current
state-of-the-art designs.
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Chapter 7

Recommendations

This project showed the feasibility of a 12-bit, high-speed ADC in a standard CMOS
technology. In this chapter, possible improvements for the current system are men-
tioned. Also, the parts of the analog design that were not yet implemented are listed.

ADC architecture

Because of maximum simplicity and flexibility it was decided to design a pipelined
converter based on 1.5-bits resolution per stage, without scaling the blocks along
the pipeline. However, the price to be paid for this approach is an excessive power
consumption: the operational amplifiers only consume 1.4 W (16 stages with 90 mW
for each opamp). Although at the cost of flexibility and simplicity, reconsidering the
decision to use identical and unscaled blocks may be worthwhile. Also, according
to [15] and [25], the use of a multi-bit first stage can improve the performance with
respect‘ to accuracy and power consumption.

Design of analog and digital components

The design of the ADC is not yet complete. Some parts were not implemented at
all, other parts can be improved. Here, an overview of the current state of all blocks
is given:

- sub-ADC: modelled at high level, to be implemented. Equation 4.30 (page
65) shows the design constraint for the combination of sub-ADC and sub-DAC,

- sub-DAC: modelled at high level, to be implemented. Equation 4.30 (page
65) shows the design constraint for the combination of sub-ADC and sub-
DAC. Another important design issue is that the sub-DAC needs a low output
impedance to be able to drive the large sampling capacitors in the SHA at a
high sample frequency,

- switch logic: implemented at logic level,
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- opamp: implemented at transistor level,

- SHA capacitor network: implemented in UMC technology, but optimiza-
tion is possible. As explained in section 4.5.3, the nominal gain of the SHA is
less than 2. Although this improves the ‘budget’ to solve errors in for example
the sub-ADC, it also increases the required amount of stages in the pipeline.
By skewing the size of the capacitors, the nominal gain can be set to 2,

- switches: implemented, but optimization is possible, see section 4.4.6,
- clock boosting circuit: modelled with an ideal model,
- on-chip correction logic: implemented at logic level,

- off-chip measurement algorithm: implemented in a FPGA.

Dynamic errors

The error model of the basic block, presented in chapter 3, takes into account static
errors only. A possibility is to extend the model with dynamic error sources. Also,
the current digital post-correction algorithm does not consider dynamic errors. The
feasibility and usefulness of extending the correction algorithm for dynamic errors
can be investigated.

An example of a dynamic error is the memory effect of the SHA: the state of the
SHA in the previous hold phase has influence on the next sample phase. To reduce
this effect, the SHA is forced to a predefined state at the end of each hold phase. It is
also possible to use digital post-correction to alleviate the memory effect. Normally,
the correction algorithm selects one out of three weights, dependent only on the
current code produced by the basic block (0, 1 or 2). Using nine weights in the
post-correction algorithm (dependent on both the previous and the current code
produced by the basic block) is sufficient to solve the memory effect. The reason
that this is sufficient is because the memory effect is dependent only on the state of
the sampling capacitors during the previous hold phase. During that phase, the state
of the sampling capacitors is determined completely by the code (0, 1 or 2) produced
during that clock-period. However, using post-correction to solve the memory effect
increases the complexity of the correction logic. Also, the measurement algorithm
has to be extended to measure the new weights.
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Appendix A

Circuit implementations

In this appendiz, the implementations of the analog circuits are inserted. Circuits
that were not yet implemented are defined by a model.

All transistors are based on a standard transistor with % = %‘%. In the figures,
for each transistor, the multiplier M is given between square brackets. For example,

when M = 4, the actual transistor size is W =4 .12 um and L = 0.24 pym.

A.1 Implementation of the basic block

vdd
Vcm T I
GND & 4 + {
— Ain+
T . Ain= § § £
vina. t vine B EF AnotD cos cos >
Vin— vin- > —a—RST cl+ ci+ Vouls —u————@p Vouls
et d1 d1 ci-
€@ BUBADC ] ) itchMotrix [ co- e
elf o Vrel+ Cin+ cr- Voul- —8————@ Voul-
r—— niotch & Vref— Cin- ce~ ’—l'j Controll
Col 2 Control2 g
p— cot &
: $
ot @————
el di
Cal de
cat
CLKA
CLKB

Figure A.1l: Implementation of the basic block.
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A.2 Model of the sub-ADC

L]

B Vin+ 3 E
— Vin— >
el 41—
—{ep subADC 40 —m
B—elE Vref+ —a
B— nlLatch Vref— ——a

= | GND

Figure A.2: Ezternal view of the sub-ADC.

Figure A.3 shows the model used for the sub-ADC. eIE selects whether the output
d1d0 equals c1cO (normal operation) or eleO (calibration mode). The latch is
transparent as long as nLatch is high. On the falling edge, data is latched until
nLatch becomes high again. Vref is the reference level of the sub-ADC and equals:

Vref = Ropc * Amaz (A1)

For calibration purposes, the reference voltage is available as an output signal of the
sub-ADC as well.

Vin
p —d
g —d

€1

e

elE
nlLatch

Figure A.3: Model of the sub-ADC.

A.3 Implementation of the switchmatrix

Figure A.4 shows the implementation of the switchmatrix. The model of the sub-
DAC and the implementation of the switches are given in figure A.5. The functional
descriptions of the switchlogic and the switchmatrix are given in table A.1 and A.2

respectively.
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Figure A.4: Implementation of the switchmatriz.
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0.5*vrefdac @.5*vrefdac S
8
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Figure A.5: Model of the sub-DAC (left) and implementation of the switches (right). The com-
parator performs the level shift from logical levels to 0 V (low) and 4 V (high level).

AnotD | RST [ dl1 | d0 | Cal | CO1 sO|sl1}|s2|s3|t0]tl]|t2]|ud
0 0 0|0 X X 1 1({0,0]0]0|O0}|O
0 0 01 bl X 170]J]0]1}0]0]O0]|O
0 0 1 1 bl x ool 1 1{o01l0y(0¢(0O
1 X x | x 0 X 0] 0 0 0 1 00 0
1 X x | x 1 0 0]J]0|0(0]0O0 1010
1 X x | x 1 1 o(fololofo|lO]1]O
0 1 x | x x X ofo|lOofO|O|OfO]|1

Table A.1l: Functional description of the switchlogic.

s0|s1|{s2{s3|t0]|tl]|t2]|ud Co+ Ci+ Ci- Co-
1 1 0 01(0 0]]0710 Vdac- | Vdac- | Vdac+ | Vdac+
1]1]0]j]0(1|0]l0O0O]J0O0]O Vdac- | Vdac+ | Vdac+ | Vdac~
010 1 1 0 0{01]0 Vdac+ | Vdac+ | Vdac~ | Vdac-
0] 0jJ0]10]1 00O Ain+ | Ain+ | Ain- | Ain-
ofojoOoj0]O0 1|10(O0 Cin+ | Cin+ | Cin~- | Cin-
0|0 0(0]0]O0 110 Cin- | Cin- | Cin+ | Cin+
0|0 0 010 0o 1 Vem Vem Vem Vem

Table A.2: Output of the switchmatriz as selected by the switchlogic.

A.4 Implementation of the sample-and-hold amplifier

Figure A.6 shows the sample-and-hold amplifier. Cgqg equals 1.2 pF, the block

indicated with F'S9 is the operational amplifier.

90 A. CIRCUIT IMPLEMENTATIONS




vaa
vem B
GND F j‘/ i i
0.006+Fstd 7 0.006°Cstd .006+Cstd
c7 1 ce cit
»
] ]
8S 33
co+ B s {(—u-o—n{(—ue — vout+
RS
ci+ p— {H—T [ B
E j
3
' IERE
b —% Vin+ = Vout- =
T Int ~m— - [n(v
iIJ Chi%’(rol Fs9 ~——| Co@ﬂtM =
Z 2 |--— _ ) #—{In2Z
Vin— o Yout+ =
L 2
[ (V] [
2
s‘.}
[ .Jf J—{ ] z ]
3 35
co- — —g-a ey B vou-
o
3
%o
0.006°C40 ¥ a 806°Cstd 0.006* c-m}\
Control! Jp—
Controi2 [
Figure A.6: Implementation of the SHA.
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Figure A.7: The reset switches (left) are composed of two identical switches (right).
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Figure A.8: Implementation of the opamp.
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Appendix B

Simulation results

In this appendiz, simulation results for the opamp and for the SHA are presented.
Also, some important parameters are derived from these results.

Unless stated otherwise, simulations are performed with Vgg = 2.5 VandT = 300 K.

B.1 Opamp

B.1.1 DC analysis

1.5 —

1.0}

0.5}

0.0}

Vout (V)

05}

1.0}

-1.5 . L x
-10 -5 0 5 10
Vin (mV)

Figure B.1: Open loop DC response of the opamp.

Derived parameters

From the DC curve, the non-linear transfer curve of the opamp was determined:

Vour = Ao(Vin = Vogs) + Ao(Vin = Vosp)? + As(Vin — Voss)® , with  (B.1)
Ap=1356 A=0V"! A3=-16-10°V™2 Vy =0V (B2
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B.1.2 AC analysis

This analysis was performed with an external load capacitance of 1.6 pF, represent-
ing the switched-capacitor network of the SHA.

100

10

H

0.1}

Yok 700k M 10M 100M G 106 100G
Frequency (Hz)

=-100

'

-

[4))

(=)
—

phase (H(f)) (deg)

-200 +

10k 100k 1M 10M 100M 1G 106 100G
Frequency (Hz)

Figure B.2: Open loop AC response (magnitude and phase) of the opamp.

Derived parameters

DC gain Ap 136

3 dB bandwidth fagp | 17.4 MHz
gain-bandwidth product | GBP | 2.36 GHz
phase margin PM 63.9 ¢

B.1.3 Mismatch and sensitivity analysis

The sensitivity of the opamp to deviations of temperature, power supply voltage
and mismatch of transistors, resistors and capacitors was analyzed. As neither a
Monte Carlo analysis nor a worst case analysis was available, an alternative method
was used. First, it is described how this method determines the sensitivity to each
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of these parameters (temperature, voltage and process spread). Then, simulation
results are shown, which take into account a single deviation of a single component
at a certain time only. Finally, the result for a worst case combination of deviations
is given.

Sensitivity to power supply and ambient temperature

The sensitivity of the opamp to the power supply voltage was verified by applying
either £10% of the nominal value (2.5 V) to the opamp. The influence of the ambient
temperature was determined at the extremes of T =0 °C and T' = 85 °C.

Sensitivity to deviations in resistors and capacitors

For the resistors and capacitors, two types of deviations have been investigated.
First, the influence of an absolute deviation of all components was investigated.
Second, the influence of mismatch between individual components was verified. Ac-
cording to the documentation of the UMC process, the absolute deviation of resistors
can be as much as £40% and for capacitors £20%. The mismatch between two nom-
inal identical components is given by its standard deviation og = 0.7% for resistors
and o¢ = 0.1% for capacitors.

Sensitivity to mismatch of transistors

The mismatch of transistors is composed of two parts: deviations of the threshold
voltage and deviations of the drain-source current. Both types of deviations are
modelled by a normal distribution with standard deviations oy, (mV) and oy, (%)
respectively. The first type was verified by inserting a voltage source in series with
the gate of each transistor, the second type by varying the width W of each transistor
individually. Taking into account the UMC process documentation, we obtain oy, =
3 mV and o7,, =1 % for the standard-size transistor (% = %’Lﬂm). For all other
transistors (which have a multiplier of at least 4 in our case), the deviations are
estimated by oy, = 1.5 mV and o7, =1 %, regardless of the exact transistor size.
This estimation (which is quite pessimistic) is done as the UMC documentation
seems to be unreliable for these large-size transistors.

Simulation results

The DC and AC analyses were repeated, while one by one each parameter (supply
voltage, temperature, etc.) was adjusted to one of its extreme values. For the power
supply voltage, this means simulating at 2.25 V and 2.75 V. The temperature was
adjusted to either 0 °C or 85 °C. The influence of mismatch of resistors, capacitors
and transistors was verified using a deviation of plus and minus 30. The absolute
deviations of resistors and capacitors was verified by scaling all resistors at the same
time with either plus or minus 40%. Likewise, all capacitors were scaled with 20%.
All simulations consider a single deviation at a certain time only. The results of all
simulations are combined in table B.1. It shows for all derived parameters (Ao,
GBP, etc) the typical value (without mismatch) and its minimum and maximum
value, according to the simulations. Also, the source is indicated for which the
derived parameter is the most sensitive.
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Parameter Min Typ Max Critical source
Vors (mV) -4.5 0.0 4.5 transistors My ¢, M,
(in the opamp)
Ao 116 136 148 Vid
Ay (V7h -45 0 45 mismatch between Ros, Ras
(in the CMFB circuit)
A3 (V™) [-20-10° | -1.6-10° | —1.2-10° Vad
GBP (GHz) 2.0 2.4 2.6 temperature T
PM (°) 63 64 65 absolute deviation of R
and C of the pole-zero
cancellation circuit
(in the opamp)

Table B.1: Minimum, typical and mazimum values of the derived parameters due to process
spread and environmental deviations. Also, the source for which the parameter is the most sensitive
1is indicated.

To verify the stability of the operational amplifier under worst case circumstances,
all parameters of all components described in this section are chosen such that the
minimum phase margin is achieved. Table B.2 lists the settings for this analysis.
Note that this simulation is extraordinarily pessimistic. Nevertheless, the achieved
phase margin is still 60.5%, ensuring good stability.

Vad 275V
T 85 °C
Resistors —40% absolute deviation and
+30 g relative deviation
Capacitors +20% absolute deviation and
+30¢ relative deviation
Transistors | =30y, and +30;, relative deviation

Table B.2: Applied combination of deviations to check the worst-case phase marygin.

B.2 Sample-and-hold amplifier’

B.2.1 Transient behavior

An example of the settling behavior of the SHA is given below. The sample frequency
is 100 MHz. The applied input voltage follows the sequence -1V, -1V, +1V,
+1V, ---. During the sample phase, the output resets to zero, during the hold
phase, the output settles to the new residue value. There is a small difference
between values V; and V5, as the previous sample has still some influence on the
current sample. However, the difference is always less than %Vlsb, thus acceptable.
The settling time of the SHA (within %Vlsb of the final value) equals 3.6 ns.
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Figure B.3: Ezample of the transient behavior of the SHA.

B.2.2 Transfer function

With a transient simulation the transfer function of the SHA was derived (figure
B.4, left). From this picture, the closed loop gain Ay = 1.8647 and the closed loop
non-linearity Az = 3.3 - 1072 were derived.
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Figure B.4: Transfer function of the SHA (left) and deviation of the transfer function from the
model (right). The difference between ‘1’ and ‘2’ is due to the memory effect of the SHA (see also
figure B.3): ‘1’ is measured when the current input signal is V, while the previous input signal was
—Vz. ‘2’ is measured when both the current and the previous input signal equal V.

The difference between the model and the actual simulation result is plotted in figure
B.4, right side. It shows that within the normal input range (£0.8 V) the deviation
is less than %Vlsb, even taking the memory effect (described in the previous section)
into account. Therefore, the simple model gives a correct description of the SHA.

B.2.3 Noise analysis

During the hold phase, continuous-time noise is present at the output of the SHA.
The noise is produced by both the operational amplifier and the switches in the
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“

switched-capacitor network. Figure B.5 shows the noise power density and the
integrated noise power at the output of the SHA. The integrated noise power equals
1.35-1078 V2.

1u
Integrated noise power
2%
% §. 1o L 7
58 ° e
) -
- -
7
B~ ‘ .
2 5 e Noise power density
~ lafp
1 1k 1™ 1G

Frequency (Hz)

Figure B.5: Noise power density of the SHA during the hold phase.

B.2.4 Mismatch and sensitivity analysis

The sensitivity of the SHA to deviations of temperature, power supply voltage and
mismatch of components in the opamp was analyzed. The variation of parameters
is exactly equal to the variation during the sensitivity analysis of the opamp.

As the settling time of the SHA (within %stb) is the most important parameter of
the SHA, the input voltage is fixed to 0.95 V (then V,u: = Amaz) and the settling
time is measured. When only a single deviation at a time is considered, the slowest
settling time is around 4.1 ns (the nominal value is 3.6 ns). The settling time is most
sensitive to deviations of the temperature T" and absolute deviations of the resistors
and capacitors in the pole-zero cancellation circuit inside the opamp. A worst-case
scenario was tested as well. All parameters are adjusted at the same time such as
to achieve the slowest settling time. The settings are given table B.3. The achieved
settling time is 74t = 4.4 ns.

Vad 225V
T 85 °C
Resistors +40% absolute deviation and
+30R relative deviation
Capacitors +20% absolute deviation and
+30¢ relative deviation
Transistors | =30y, and +30y,, relative deviation

Table B.3: Applied combination of deviations to check the worst-case settling time.
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Appendix C

On-chip correction logic circuits

This appendix contains the circuit implementations of the on-chip digital correction

logic, according to section 5.2.

C.1 Main circuit

External view

D1(15:0) —
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correction logic

S PV D(15:0) —=
=——/ CLK2
=)

— o

D o) = x

7] = O - - <L

8§ 5 8353838

TTT 1]

5 &b l
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Internal view
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Functional description

- D1 (15:0) and Dp(15:0): inputs coming from the analog basic blocks. D (i)
and Dg (i) are coming from the sub-DAC in stage i. The stages are numbered
from O (first stage in the pipeline) to 15 (last stage in the pipeline),

- Cal(15:0): outputs to the analog blocks. Cal(i) is connected to stage i. If
Cal(i) is high, stage i is set in calibration mode. When all Cal (i) signals are
low, the converter is in normal operation mode,

- CLK1 and CLK2: clock input signals for synchronization,
- D(15:0) is the corrected 16-bit signed output signal of the pipelined converter,
- Reset: input, resetting all weights and registers in the correction logic to zero,

- Calib: input, enabling calibration. When Calib is low, no calibration takes
place, the internal weights are fixed and the Cal(15:0) outputs are disabled,

- Cge1 (3:0): input, selecting the stage to be calibrated,
- Cp1: input, selecting the weight (wp or wa) to be altered,

- SCLK and SDA: serial clock and data line to transfer data from the measurement
algorithm to the active weight in the correction logic. The data SDA is clocked
on the rising edge of SCLK with the MSB first. The active weight is set by
Cge1(3:0) and Cpq. If Calib is low, the serial data line is disabled.

C.2 Slicefirst sub-circuit

External view

slicefirst
a do \
&—— g1 ;
Y(15:0);‘$

o—CE

o SEL

o -—- SDA

o—-- SCLK

] RST
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Internal view
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Functional description

The functional description of the slicefirst block is almost the same as the functional
description of the sliceother block (section C.3). The only difference is that for
slicefirst, input X(15:0) is fixed to 0.

C.3 Sliceother sub-circuit

External view

sliceother

o d0

5 d1

5 X(15:0) Y(15:0) o
o CE

s SEL

o sDA

o SCLK

o RST

o ‘ CLK
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Internal view
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Functional description

This circuit contains two 16-bit registers to store the weights wg and ws for one of
the stages in the pipeline. With CE (calibration enable) and SEL (select), a weight
can be selected for programming:

inputs programming enabled
CE | SEL wo wo
0 X No No 1
1 0 Yes No
1 1 No Yes

The active weight w is programmed by the serial interface (SCLK and SDA), with the

MSB first:

SCLK

SDA

w(0)

w(15:1) |,

B

B

w(14:0)

Signal S(15:0) (the output of the ADD16-block), is dependent on inputs X(15:0),

d1 and dp:

The output signal Y(15:0) is the synchronized version of S(15:0):

X(15:0) | dq | dg S(15:0)
C 0 0 C + wo
C 01 C
C 1 1 C + wo

1x' is a don’t care signal.
2417 is a low-to-high transition.
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CLK Y(15:0)
l S(15:0)
10,1, 1 No change

With the asynchronous reset signal (RST), the internal weights and the output reg-
ister are set to 0.

C.4 Mux16 sub-circuit

External view

mux16
v____ do{15:0) y(15:0) Ffﬂ
- ~—‘d1(15:0)
. s0
.

Internal view

See next page.
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[aofsop>—— —
Ry
S0

Functional description

E | SO | D1(15:0) | DO(15:0) Y(15:0)
0] x X X 0

110 X B(15:0) B(15:0)
1|1 ] C(15:0) X C(15:0)
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Appendix D

Off-chip measurement algorithm
circuits

This appendiz contains the circuit implementations of the measurement algorithm,
according to section 5.8. The circuit is designed in Matlab Simulink. With Xilinz
System Generator, this can be extracted directly to FPGA code.
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D.1 Main circuit
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D.2 Calib sub-circuit
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D.3 CalSt sub-circuit
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D.4 Controller sub-circuit
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D.6 LastSt sub-circuit
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D.7 Result sub-circuit
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D.8 Store sub-circuit
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