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Summary 

A highly active rhodium catalyst can be made by depositing a smal! amount of rho
dium on a sponge like carrier, for instanee Si02 or Al203. Due to the strong cohesive forces 
compared to the adhesive forces, the rhodium will grow into clusters. In this study we focus 
on clusters of about 15 Á in diameter. Several surface sensitive techniques are being 
applied to study these surfaces, two of which are discussed in detail. In both these methods 
low energy i ons (0.1 - 10 ke V) are directed towards the sample. One either detects the back
scattered ions (Low Energy Ion Scattering (LEIS)) or the sputtered atoms (Secondary Ion 
Mass Speetrometry (SIMS)). From these measurements the qualitative surface composition 
of the sample is deterrnined. The problem lies at the quantification of the experimental 
results. Part of the problem is of mechanica! nature: what will be the inftuence of the 
impinging ion on the cluster? The existing sputter theories for bulk samples are in reason
able agreement with experiment, but their correctness for sputtering from a small cluster is 
questionable. 

In this study the scattering of ions on rhodium clusters is numerically simulated using 
Molecular Dynarnics (MD). In MD the positions (and velocities) of all involved atoms at 
time t0 are used to calculate their mutual interactions. lntegrating these forces over a 
timestep l!.t gives the positions and veloeities at time t0 + l!.t. This iterative process is 
repeated 2500 times, to cover a timespan of a couple of picoseconds. MD simulations are 
based on pure classica! mechanics, the quanturn mechanica! aspect of the scattering process 
are incorporated in the interaction potential. For the rhodium-rhodium interaction the 
Embedded Atom Method (EAM) was used. This many-body potenrial was originally 
designed for application on lattice-like situations, so two-body potentials have been added 
for a correct description of the hard collisions and the sputtered dimers. 

The shape of the rhodium clusters is still a subject of discussion. We chose a cluster 
with an icosahedral shape, containing 147 atoms. The cluster was placed on the (111) sur
face of a three layer thick rhodium support. This cluster-support combination is fairly stabie 
with the EAM potential. 

The cluster and support were bombarded with helium, neon and argon with kinetic 
energies of 0.5, 2.0 and 5.0 ke V. The clusters are indeed fragile, nearly each cluster that is 
being hit loses one or more atoms. The obtained sputter yields for ionsimpinging in (or 
within interaction reach of) the cluster are considerably higher than those for bulk rhodium. 
Other striking differences are the higher average kinetic energies of the sputtered atoms and 
their angular distribution. Just like for bulk, the majority of the sputtered atoms originates 
from the surface layer. 
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1 Introduetion 

1.1 Surface science 

Surface science has developed enormously inthelast two decades. It has proven to 
give unique and valuable information on the behaviour of solids at their surf aces. This 
knowledge is applied in various fields of industrial and academie interest, such as micro 
electranies and heterogeneaus catalysis. 

During this period a whole range of surface analysis techniques has been developed. 
In this study two techniques are discussed, Low Energy Ion Scattering (LEIS) and Second
ary Ion Mass Speetrometry (SIMS). The principlesof these techniques are discussed in par
agraph 1.3. The problem addressed here is the quantification of the measured data. Por 
single crystals this problem is quite well understood, but for more complicated surfaces not 
much is known. In the following paragraph the surface of interest is introduced. 

1.2 Catalysis 

A catalyst can bedescribed as a substance which increases the rate of a chemica! reac
tion, without being consumed. They are used to increase the production rate and/or soften 
the conditions at which areaction takes place. Another advantage is the selective enhance
ment of a desired reaction, reducing the amount of unwanted by-products. 

Often the catalyst is a solid, while the reactants are gaseous or liquid. This is called 
heterogeneaus catalysis. Since most of the reactant atoms will not penetrate into asolid 
only the surface layer will catalyse the reaction. A higher activity can thus be obtained by 
increasing the surface area. A common metbod is to deposit a thin active layer on top of a 
support with a high specific surface area. Frequently used supports are grains of the porous 
alumina (AI20 3) and silica (Si02), with specific surface areas of the order of several hun
dreds of square meters per gram. Their small pores (about 5 Á diameter, depending on the 
structure) can suppress unwanted side reacrions that produce too large molecules. They are 
also usabie as molecular sieves. A problem is how to deposit the active layer over the entire 
inner surface of the support and not merely over the outermost region. Several methods 
have been proposed and are being used to solve this problem1. 

An industrial metbod for the deposition of rhodium on a support is wetring the support 
with an aqueous salution of RhC13.xH20. After adsorption on the support and drying, the 
bound rhodium chloride is transformed into metallic rhodium by reduction in hydragen at 
300°C. The various stages of this process have been studied by Van den OetelcUrr2, using 
X-ray Photoemission Spectroscopy (XPS), Rutherford Backscattering Speetrometry (RBS) 
and Secondary Ion Mass Speetrometry (SIMS). The rhodium-rhodium bond is stronger 
than the rhodium-support bond, so the deposited rhodium tends to sinter into clusters during 
annealing. The sizes of the clusters vary from a couple of atoms up to several thousands 
(10 nm diameter and bigger), depending on the preparation method. These clusters are 
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clearly distinguishable in Transmission Electron Microscopy3 (TEM). They still show cat
alytic behaviour, with activities depending on their size and the supporé. 

1.3 Surface analysis techniques 

1.3.1 Introduetion 

Many techniques are being used to analyse surfaces5. We focus on two techniques 
that are being used at the Eindhoven University of Technology. In both methods ions are 
accelerated to a kinetic energy of the order of a ke V and directed towards the sample. A 
small fraction of the incoming i ons is backscattered by the surface atoms. From their energy 
and angle distri bution the surface composition is determined. This technique is known as 
Low Energy Ion Scattering (LEIS). In the scattering process the ion transfersits energy to 
the sample, this energy then spreads out. Some atoms may gain enough energy to escape 
from the bulk. In Secondary Ion Mass Speetrometry (SIMS) thesesputtered atoms are 
detected to de termine the atomie com_Rosition of the surface layers. These experiments are 
performed in ultra high vacuum (< w-9mbar), to keep the surface clean and to avoid deftec
tion and neutralization of the ions. 

1.3.2 LEIS 

In Low Energy Ion Scattering (LEIS) or Ion Scattering Spectroscopy (ISS) the energy 
and angle distri bution of the backscattered ions are measured. lmagine an ion of initia! 
energy Ei rnaving towards a motionless target atom, as in tigure 1.1. If the callision process 
is elastic, conservation of energy and momenturn may be used to derive the final energy of 

Fig. 1.1 Anion is scatteredfrom a target atom over an angle e. In this process 
the energy of the ion reduces from Ei down to Et 
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the ion, 

2 

_ (cos8 ± Jl- sin
2
8) 

Ef- Ei 1 + q ' (1.1) 

where q = matomlmion and 8 is the scattering angle. Forscattering ang1es over 90° only 
the plus sign gives a physical solution. By measuring the kinematic factorE/Ei and 8 of 
a scattered ion the mass of the scattering target atom can be determined. Although not 
entirely correct, ions scattered from the surface atoms of a solid show a very sirnilar angle 
versus energy relation. lf this equation is applied on ions scattered from a sample the pos
sibility of detecting ions that were scattered by more than one atom must be ruled out. This 
is achieved by using noble gas ions. Because of their high electron negativity they have a 
high neutralization probability: in a binary collision about 99.9% neutralizes. lf anion 
reaches the detector it has very likely been scattered only once. This makes LEIS a surface 
sensitive technique: ions that have been scattered from atoms below the surface have been 
in the electron gas of the bulk considerably longer than ions scattered from the surface and 
are therefore more likely to be neutralized. LEIS has been applied on a carried rhodium cat
alyst6. Figure 1.2 shows measurements on carried platina-palladium (ratio 4: 1) clusters7. 

At the physics department of the TUE a new apparatus has been designed and built, 
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Fig. 1.2 LEIS spectrum of Pt-Pd clusters on Al20 3. Incident 4He+ with an energy 

of 3.0 keV at a current of240 nA. 
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the Energy and Angular Resolved Ion Scattering Spectrometer (EARISS)8. It detects 
simultaneously the energy and the azimuth angle of ions scattered over 145°. The system 
is much more sensitive than the previously used systems. The main advantage is that much 
lower ion-doses are required to get a sufficient signal to noise ratio. 

1.3.3 SIMS 

Once an ion reaches the sample it can be scattered on the bulk atoms. In a series of 
hard and soft collisions the ion loses (part of) its kinetic energy. This series may start at or 
near the surf ace, but it could also start deep inside the bulk. The later is more lik el y for high 
energeticions (Me V) as used in Rutherford Backscattering Speetrometry (RBS), since the 
scattering cross section decreases with increasing kinetic energy. The atom(s) from which 
the ion is scattered gain an excess energy and start moving around, initiaring a cascade of 
moving atoms. Some 250 femtosecond after the primary recoil the recoil energy has spread 
out over 100 atoms, the sample has locally melted. 

lf the cascade takes place near the surface some atoms may gain enough energy to 
escape from the sample into the vacuum. Most of these atoms are neutra!, but some do have 
a positive or negative charge. If they reach the detector their mass (see figure 1.3), kinetic 
energy and angular distribution can be measured. Depending on the charge of the analysed 
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Fig. 1.3 SIMS spectrum of negative ions sputtered from rhodium chloride 

deposited on alumindl. The double RhCl peak is the result oftwo chlorine iso
topes. 
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atoms this technique is called Secondary Ion Mass Speetrometry (SIMS) or Secondary 
Neutral Mass Speetrometry (SNMS). Sametimes entire molecules are sputtered from the 
sample, which gives insight in the chemica! honds present at the surface (assuming that 
these molecules were nat formed in the vacuum). Qualitatively SIMS is a very useful tech
nique, capable of detecting partsper million forsome elements. But because of the complex 
nature of the callision cascade9 it is tedious to get quantitative results. 

SIMS has been extensively used and simulated for several surfaces of bulk rhodium 
by Garrison, Winograd and co-workers10·11 . They calculated for 1 keV argon a yield (aver
age number of sputtered atoms per ion) of about 2 for Rh (100) and about 3.5 for Rh (111). 
The angular distri bution of the sputtered atoms reftects the structure of the surface. In the 
(100) surfacesome 89% of the sputtered atoms originates from the surface layer. At the 
chemistry department of the TUE this technique is being applied on rhodium clusters2, for 
instanee to study the various stages in the deposition process of the carried clusters. 

1.4 Measuring the clusters 

Inherent to SIMS and LEIS the bombarding ions damage a small area of the sample. 
If a second ion impinges in a previously hit area it will very likely experience an environ
ment that differs from the original (undamaged) situation. In so-called static experiments 
this is avoided by using low ion-doses, so each ion experiences a 'fresh' area. The problem 
then is what doses are permitted for static conditions. Some materials -like semiconductors 
and polymers - are very sensitive. Others - like copper- recuperate because of the high 
atomie mobilities at room temperature. One may expect a rhodium cluster to be very frag
ile. As a rough estimation suppose that a 3 ke V ion deposits all its energy in a single cluster 
of 150 atoms. The energy per atom then increases on the average by 20 eV (the cohesive 
energy for bulk rhodium is 5.75 eV) and the cluster will explode.lf however the cluster 
manages to pass part of the energy on to the support or if some high energetic atoms are 
sputtered the result might be less disastrous. The goal of this study will be todetermine the 
inftuence of the ion bombardment on the cluster. 

Another interesting topic is how clusters that contain a mixture of atoms (e.g. platina 
and palladium, as in tigure 1.2) will respond to anion bombardment Oftenone of the con
stituents dominates in the outermost layer. When sputtering from a bulk sample the surface 
layer is removed, but the layers underneath remain more or less intact. This is taken advan
tage of to measure the depth profile of a sample12. Ifclusters show the same preferenee to 
sputter surface atoms, we could 'peel' the cluster and look at its interior. The simulations 
might give an indication whether this is possible or nat. 
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2 Theory and methods 

2.1 Introduetion 

In order to obtain quantitative information on the surface composition via LEIS or 
SIMS we need to know some details of the callision processes that take place, like the neu
tralization probability and the scattering cross section. Since noble gas ions neutralize 
quickly we will assume in the calculations that the incident 'ion' is neutraland do nat take 
into account the charge exchange processes. We will still use the name 'ion' though. The 
remaining prerequisite for quantification of the callision processis the interaction potential, 
as discussed in paragraph 2.5. 

If the interactions between the atoms are known their trajectories can be calculated. 
A relatively simple methad is the Binary Collision Approximation (BCA), in which the tra
jectory of the ion is described by a series of interacri ons between the ion and a single a torn. 
In the more extended Molecular Dynamics (MD) the trajectoriesof all atoms are calculated 
and many body interactions are allowed. 

2.2 The binary collision approximation 

Assume that we have a convenient potential that depends only on the interatomie dis
tances. With this potential the binary callision can be solved analytically. In the centre of 
mass (CM) system energy conservation gives 

(2.1) 

where ll = m;ma/ (m; +ma) is the effective mass. The line conneering the ion and the 
atom has length rat an angle of cp with the horizon, as in tigure 2.1. The velocity v d denotes 
the difference between the initia! veloeities of the ion and the atom. If they did nat interact 
they would pass each other at a minimum distance b, the impact parameter. Combining 
energy conservation with conservation of angular momenturn 

(2.2) 

we arrive at an expression fort. Dividing eq. 2.2 by t gives d9/dr, and after integration 
over r an expression for the scattering angle is found, 

where 

00 

ecm = 1t-2bf [r2g(r)]-
1
dr, 

R 

g (r) = 1
- V(r) _ b

2 

E 2. 
cm r 
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Fig. 2.1 Ion scatteredfrom an atom. The scattering angle e depends on the impact
parameter b. 

The minimum di stance R between the ion and the atom is given by g ( R) = 0. At this point 
t changesits sign. Solving eq. 2.3 is tedious, but it can be done exactly forsome potentials, 
like the Coulomb potential. 

In the Binary Collision Approximation (BCA) the path of the ion (and the scattering 
atom as it proceeds) through the sample is regardedas a series of these binary collisions. 
This approximation is valid if the ion interacts with only one atom at a time and if this atom 
does notinteract with its neighbours. That is the case if the energy of the ion is much higher 
than the interaction energies in the sample. Imagine an energetic ion moving around inside 
the sample. The ion will be scattered on each atom that co mes close to its path. If the impact 
parameter is known the final energy and direction of the ion can be derived. We then look 
for the next scattering nucleus, and so on. For simulation of LEIS this works wen13. At 
lower kinetic energies though, many body interactions become more and more important, 
breaking down the assumptions of the BCA. It is these low energy collisions that are impor
tant in the sputtering process. 
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2.3 Molecular dynamics 

Por more complicated collisions with multiple partiele interactions, as needed for 
determining the damage of the sample, the BCA model fails. In molecular dynamics (MD) 
the trajectories of all atoms are calculated as a function of time, taking many body interac
tions into account. A good overview ofits possibilities and the frequently used methods can 
be found inthebook by Allen and Tildesley14. Also very useful is the overview by Eck
stein 15, focusing on ion-solid simulations. We will describe the basics of the technique. 

lmagine at time t0 a set of N atoms, at positions ri (t0) and with veloeities vi (t0) , 

1 ::; i ::; N. The upperscores (-) indicate that these values are exact, or as accurate as possi
ble. The positions at time t1 = t0 + !J..t are given by integration of the velocity over time, 

tl 

ri(t1) = ri(t0) + Jvi(t')dt'. 

to 

The veloeities are also a function of time, 

t' 

vi (t') = vi (t0) + fai (t") dt". 

to 

The acceleration ai (t) is caused by the interaction of atom i withits neighbours, 

miai (t) = Fi (t) = -V ;y (rl (t)' ,.2 (t)' ... , ,.N (t))' 

(2.5) 

(2.6) 

(2.7) 

where the derivative of the potential was taken with respect tori. The potential may not 
only depend on the interatomie di stances (like in eq. 2.1) but also on their relative positions. 
One might even add a velocity or time dependence. The problem lies in the self consistent 
solution of this set of equations. The only way of doing this is by numerical integration. 

In molecular dynamics as well as in the binary callision approximation the classica! 
equation of motion are used. The quanturn mechanica! aspectsof the callision are described 
by the potentials, see paragraph 2.5. 

2.4 The code 

A numerical integration method is implemented in a fortran-77 program to be com
piled and run on a SiliconGraghics R4000-50 GTX. This required a minor revision of the 
code used by Garrison et al.1 , and by Feil et at.16. The general structure of the code is 
given by the flowchart of tigure 2.2. In the following paragraphs the various parts of the 
code are explained in detail. 

2.4.1 The support 

In a catalyst the active rhodium is deposited on a support, silica (Siü2) or alumina 
(Al203), because of their high specific surface areas. There is not yet an adequate potential 
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Fig. 2.2 Flowchart ofthe code. See the textfor more details. 



available for the interactions between the atoms in these supports, nor for the interactions 
between the atoms in the support and those in the cluster. Therefore, in the simulations a 
rhodium support is being used. The errors introduced by this surrogate support are believed 
to be small, because the time se ale of the callision process is much shorter than the timescale 
of the relaxation effects, see chapter 2.4.4. The support has the bulk rhodium fee lattice with 
a lattice constant a of 3.80 Á. The surface has the Milier indices ( 111 ). It measures 37.23 Á 
by 37.61 Á and is three layers thick ( 4.39 Á), containing a total of 672 atoms. To reduce the 
boundary effects two different boundary conditions are being used: springs and periadie 
boundaries conditions. 

The atoms in the bottorn layer are bound totheir lattice positions by springs. The force 
constant C of these harmonie oscillators was obtained by measuring the curvature of the 
potential around the equilibrium lattice position. This way a spring constant of about 
250 N/m was obtained. A similar force constant was found by measuring the velocity 
(:== 10 krn/s) of an acoustic wave propagating through an elongated lattice. 

Harmonie oscillators do have a disadvantage: after the impingement of the ion a 
shockwave arises. Normally this energetic wave would disappear into the bulk and slowly 
fade away. In the springs, however, the kinetic energy of the wave is converted into poten
tial energy and then back into kinetic energy. In other words, the wave is reflected by the 
springs. To avoid this reflected wave an algorithm was added to snap the springs. lf the 
velocity at which a bottorn atom returns from below to its lattice position exceeds a certain 
value (depending on the lattice temperature) the spring is turned off (force constant zero). 
Once the atom is close to its lattice position the spring is turned on again. In the normal 
(thermal) lattice vibrations the atoms will not exceed this speed limit, these vibrations are 
undisturbed. In simulations with 2 keV neon this leads to an average energy lossofabout 
100 eV per run. 

lf an energetic ion/atom collides with an atom the displacement of the latter can get 
very large. Atoms in the bottorn layer should behave in the same manner, which can only 
be achieved by completely removing the spring. This is done if the length of the spring 
exceeds 4.23 Á (the cut-off distance of the rhodium potential). Each thus removed spring 
is equivalent to an energy lossofabout 140 eV. In simulations with 2 keV neon this hap
pens on the average once every three runs. 

On the remaining four sides of the support that normally are connected to the bulk 
periadie boundary conditions are applied. Some care was taken to exclude the fast rnaving 
atoms and the freely flying particles from the periodicity. A partiele is here defined as an 
atom or a group of atoms that does notinteract (directly nor indirectly) with the support.lf 
a partiele approaches the periadie boundaries the periodicity is turned off for the atoms 
inside this particle, so the partiele will drift away from the support. Outside the boundaries 
the partiele is still foliowed for some time to see whether it is stabie or not. This goes on till 
it has drifted too far away, then its situation is frozen and it is excluded from further 
timesteps. Sarnething sirnilar is done with particles leaving the support area along the ver
tical axis. Inside the support fast rnaving atoms that approach the boundaries are also 
excluded from periodicity. When the atom passes the boundaries it is entirely removed. 
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2.4.2 The cluster 

The structure and shape of the rhodium clusters is still a subject of research. In trans
mission electron microscopy (TEM) micro~raphs all kind of polyhedrons and less regular 
near spherical shapes can be distinghuished . These 'spherical' shapes are the result of the 
streng rhodium-rhodium interaction and the weaker rhodium-support interaction. 

Pilling a polyhedron completely requires a certain number of atoms, 'magie num
bers'. A different number of atoms may thus very welllead to another preferential shape, 
which might explain the wide variety of observed shapes. Remarkable are the results of 
Iijima and Ichihashi17. They observed a gold cluster of about 450 atoms forsome time and 
noticed that the cluster moved, rotated and changed shape approximately every few tenths 
of a second. Similar results have been found for ether fee metals, including rhodium. They 
suggested that the electron beam might disturb the cluster, but the raise of the average tem
perature was estimated to be only roughly 100°C. The energy differences between the var
ious shapes then have to be small to allow for shape/structure transitions. 

The results of theoretica! studies on the preferential shapes are also not in agreement. 
In the tirst predietien by Ino18 the icosahedron is the favourable shape for clusters up to 
40,000 atoms. In later studies all kind of shapes were proposed, ranging from regular struc
tures, like the cuboctahedron and the decahedron, to structures with defects and even glassy 
shapes19. All these shapes have indeed been observed in TEM. The calculated energy dif
ferences between the various shapes are very small, of the order of one hundredth of an e V 
per atom. In these theoretica! studies on the shape the infiuence of the supports is neglected. 

Por the present simulations a cluster with the frequently observed regular icosahedral 
shape (a shape with 20 equilateral triangles for its faces) is chosen, see tigure 2.3. In the 
experiments done at the TUE clusters with a diameter of roughly 15 A were observed2'6. 
An icosahedron of about that size contains 147 atoms. The lattice needed to till the cluster 
is nota single continues lattice20. If we look at the tigures 2.3 and 2.4 we see that the cluster 
is made of 20 identical pyramids with a triangular basis. The tops of these pyramids lie at 
the centre of the cluster. Each pyramid can be tilled with a rhombohedral (or trigonal) lat
tice, which is obtained by stretchinga fee lattice along the <111> direction. The top angle 
then increases from 60° for fee up to 63.43° (aces ( 1/,[5) ). Due to the stretching there are 
two different lattice constants one in the base-plane of the pyrarnid and one along the 
edges), with a ratio of 1.054 ( 2- 21./5). By combining twenty of these tilled pyramids into 
a single icosahedron the atomie positions are obtained, explaining the name multiply 
twinned particle. 

Prom a different point of view the cluster has an onion like structure of concenttic 
shells. The centre shell contains a single atom, the surrounding shells contain respectively 
12, 42, 92, 10n2 + 2 atoms. This shell structure is very prominent visible inthesputter 
yields. To keep track of the atoms in the calculations they are all marked with a number. In 
the support the atoms are numbered on a per layer basis. Por the atoms in the cluster a spe
cial numbering that refiects the original position of the atom was used: they are tirst sorted 
by the shell they are in and second1y on their vertical position within the shell. 

The cluster was made with one of its lattice constants equal to the bulk lattice constant 
and then shrunk and expanded around this value till the minimal energy was found. In 
anneal runs a free cluster appears to be fairly stable, see paragraph 2.4.4. The cluster was 
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41 Ion 

Fig. 2.3 The initia/ state of a rhodium cluster on top of a rhodium support. The 
ion is just above the cluster, but out ofreachfor interactions. 

placed on the support with one face parallel to the support surface. Since the surface of the 
cluster is identical to a fee- 111 surface (except for the lattice constant) the cluster was 
rotated and rnoved until the atorns of the bottorn face were at the closed packed positions 
of the support. Frorn above (figure 2.4) the icosahedron then looks like a hexagon, with 
sides of 7.59 Á. The length along the x-axis is 15.18 Á, along the y-axis 13.15 Á and the 
height is 12.28 Á. The cross-sectionis 149.8 A2. Anneal runs performed with this cluster
support combination show a slowly deforrning cluster (see paragraph 2.4.4), which is 
expected since rhodium deposited on rhodium tends to wet the surface. 

2.4.3 The integrator 

The rnain part of the code is the integrator that solves the equations of rnotion. To 
approxirnate the integral in eq. 2.6 assurne that the acceleration is constant between t0 and 
t 1• The accelerations at t0 can sirnply be calculated with eq. 2.7. Substituting eq. 2.6 into 
eq. 2.5 gives the first approxirnation C1) of the positions at t1: 

-1 ( - - 1- 2 
r; t 1) = r;(t0) +v;(t0 ) ·-1t+ 2a;(t0) ·-1t. (2.8) 

Notice that these are just the first three termsof a Taylor-Maclaurin series expansion of the 
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Fig. 2.4 Top view of a cluster on a support. On the left the spheres represent the 
electron clouds ofthe atoms. On the right the smaller spheres represent the scatter
ing areas. 

position with respect to time. The error (A) made by assuming a constant acceleration is 

11i r] (t1) = -.!La. (Ç) 
6 dt I 

(2.9) 

which is the rest term of Lagrange. By doubling the timestep the error increases by a factor 
of a bout eight, the method is of third order accuracy. For the velocity we may use 

v](tl) = vi(to) +iii(to) ·8.t, (2.10) 

which is of second order. We now have derived a set of positions and veloeities for time t 1 . 

In other words: we have arrived at a situation like before eq. 2.8, but time has actvaneed by 
tJ.t. This is an iterative process. To describe the entire collision process this procedure is 
repeated typically ofthe order of a thousand times. Note that the newly calculated positions 
and veloeities may very well differ from their exact values. Since these new values are 
being used as the input for the next step the errors will tend to increase in each step. 

In the next step the positions r] (tl) are substituted into eq. 2.7 to get the accelera
tions a] (tl). These are needed in the calculation of r] (t2) 'but they can also be used to 
decrease the error in the deterrnination of the velocity, when applied in 

-2 - - -1 tJ.t 
vi Ctt) = vi Cto) + [ai Uo) +ai Ctt) 1 · -z· (2.11) 

The veloeities now are of third order, using only a minimum of extra computer time. The 
combination of eq. 2.8 and 2.11 is known as the velocity form of the Verlet algorithm21. 

A more accurate algorithm for the positions is the average force method of Harrison 
et at.22. The positions are calculated by 
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(2.12) 

The idea is that this averaged acceleration is closer to the actual time averaged acceleration 
during the timestep than the acceleration at the beginning of the timestep. The error in the 
position now is 

(2.13) 

lf we compare this with eq. 2.9 this new method is only better by a factor of two. Ho wever, 
including the acceleration at t 1 makes it theoretically possible to improve the accurateness 
by one order. Smith and Harrison23 showed that with better chosen weighting coefficients 
the average force method grows to full advantage. In 

-3 1 11i 
ri (t1) = ri (t0) + vi (t0) ·At+ [2ai (t0) +ai (t1)] · T (2.14) 

the error is as low as 

At4 
2 r7 U1) = - · _Q_a. Cl;) 

24 atz , 
(2.15) 

This is indeed a fourth order method. The difference between eq. 2.13 and 2.15looks 
impressive, but in reality it turns out to be only very small. The average force metbod is a 
so-called predietor-corrector method: first ri ( t 1) is approximate and then that value is used 
to close in on the actual value. 

In comparison with the Verlet metbod the number of calculations per timestep has 
doubled and in return the error was reduced. It is worth it to put in the extra computation 
time, since due to the smaller error a larger timestep can be afforded. If the timestep in eq. 
2.14 is twice the timestep used in eq. 2.8 (so both methods have the same number of calcu
lations per time interval) the error in eq. 2.15 is equal to, or less than, the error in eq. 2.g22. 

This justifies the use of the average force method. 
In molecular dynamics simulations where the veloeities of the particles are in a nar

row range (like when simulating a liquid) a constant timestep is very common. For ener
getic ion bombardment, however, a variabie timestep is more appropriate. In the first part 
of the simulation the fast moving ion undergoes one or more hard collisions. To describe 
these accurately the timestep must be fairly small, ofthe order ofO.l fs. Inthelater steps a 
lot of kinetic energy has been dissipated by the escaped atoms and/or ion. Since these do 
notinteract any more with the cluster nor the support, they are excluded in the determina
tion of the timestep. The remaining atoms do have small veloeities and their interactions 
are weak:, permitting a larger timestep up to 10 fs. The above discussed integrator algo
rithms have the advantage that it is fairly simple to vary the timestep during the simulation. 

For the determination of the timestep we return to eq. 2.8. For accurate calculations 
this truncated series must converge rapidly, so 

vi (t0) »~ai (t0) ·At. (2.16) 

Wethen find 
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li-J Ut) - r; Uo) I 
11t ~ --:-=:--:----,---,--

IV; Cto) I · (2.17) 

A reasonable timestep is therefore obtained by the choice of an acceptable maximum dis
placement per timestep 11r max and dividing this di stance by the velocity of the fastest atom. 
In the simulations a value of 0.04 Á was used. 

Another good timestep indicator is the error in the newly calculated positions. Notice 
that 

In other words: the difference between the two calculated positions (or forces) is closely 
related to the error in the position as given by eq. 2.13. This relation can be used in two 
different ways: 

to check during a cycle whether the current timestep is not too large. An upperlirnit 
(in this case w-3 Á) can be used on the perrnitted error in the position. If an error 
exceeds this limit, the timestep is reduced and re-substituted into eq. 2.8 and fol
lowing. 

ii to deterrnine a new timestep for the next cycle. With a metbod sirnilar to the one 
discussed above the maximum perrnitted timestep is calculated. This timestep is 
then combined with the current timestep and the one obtained from eq. 2.17 to find 
a new timestep for the next iteration step. 

During the run we keep track of the atoms that escape upwards, downwarcts or side
wards. Usually these are the fastest moving atoms, responsib1e for the smal! timestep. As 
soon as they are away far enough from the support/cluster they are excluded from the 
timestep algorithm. At even larger distances they are excluded from the integrator, since 
they are not likely to interact any more. In the time period between these two situations their 
positions are still calculated, to see whether the formed multimers are stable. 

A run can be terrninated when all atoms on/in the support have a low potential energy 
and/or velocity, indicating that they are closetoa stabie situation. Another metbod is to stop 
the run after a fixed number of timesteps. After examining the movies of several collisions 
a number of 2,500 steps was chosen. Because of the variabie timestep this does not impose 
a limit on the elapsed time. lt varies between 1 and 8 picosecond. 

The integrator algorithm is not perfect, since the set of eq. 2.5,2.6 and 2. 7 is not solved 
exactly but approximated. As aresult the positions, veloeities and energy of the atoms con
tain small errors. The simplest error to calculate is the difference between the total energy 
(at a eertaio point in time) and the initial value of the total energy. There are no inelastic 
collisions and the energy losses due to temperature control (see 2.4.4) and snapping springs 
can be corrected for. The maximum error in the total energy throughout a run is nearly 
always less than 15 eV. As a comparison, initially the potential energy is -4.3 keV and all 
kinetic energy is contained in the ion. 
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2.4.4 Temperafure control 

Initially all atoms, except the ion, are at their lattice positions with zero velocity. The 
potential energy is then close to its minimum and all kinetic energy is stored in the ion. In 
a series of collisions this kinetic energy is distributed over all atoms in the cluster and the 
support. This will cause a severe distortien of the area around the impact point Normally 
this energy would be distributed over an increasing number of atoms. Ho wever, in the sim
ulation this will not happen since the number of atoms is limited. Part of the energy loss to 
the bulk is already incorporated by the snapping springs in the bottorn layer and by the 
atoms that leave the support downwards. An additional energy loss is obtained by simulat
ing the thermal coupling of the support to an extemal bath of constant temperature 
To=300 K. According toBerendsen et a/.24 this can be done by multiplying the veloeities 
of selected atoms after each timestep by 

À= 
t,.t To 

1+-(--1) 
't T ' 

(2.19) 

where T is the average temperature of the selected atoms, 't a timeconstant (in our case 
400 fs) and t,.t the timestep. This multiplication factor À is applied on all support atoms 
below the surface layer. In simulations with 2 ke V neon this results in an average loss of 
about 45 e V per run. 

To determine if temperature affects the structure of the support and the cluster some 
anneal runs were done. In these runs the atoms start at their lattice positions with a ran
dornly orientated velocity V; (t0 ) = jk8 T11m;. The ion is absent In this manoer the sta
bility of the cluster and/or support was tested. A parameter for the order in the lattice is the 
so-called pair distribution function, 

N 

g ( r) = L B Cl r; - rjp , (2.20) 
i>j 

which counts the pairs of atoms a distance r apart. Figure 2.5 shows this distribution for a 
free cluster at three situations. For the fresh cluster two peaks are prominent, they corre
spond with the two lattice constants. During an anneal run at 300 K for 17 ps the peaks 
broaden but they do not shift. In the second run the cluster was fust thoroughly shaken at 
300 K and then cooled down to 1 K il1"31 ps with a timeconstant 't of 10 ps. In the final sit
uation the sharp peaks of the initial situation reappear. 

In anneal runs of a cluster on top of the support at 300 K for 24 ps the cluster pre
servesits shape. At higher temperatilles (600 K) the cluster lowers, the contact area 
between cluster and support increases, but the atoms remaio together. Not till temperatures 
over 1200 K the cluster starts spreading out, and some atoms diffuse over the support. This 
happens on a timescale of 10 ps. From these data we conclude that the cluster on top of the 
support is in a local minimum of potential energy. The cluster reeovers from small pertur
bations, but with larger disturbances (high temperatures, impinging ions) the cluster will 
decay. 
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Fig. 25 The pair distributionfunctionfor the icosahedral cluster, a) initia! situa
tion, b) annealed at 300 K and c) cooledfrom 300 K down to 1 K. 

2.4.5 Analysis 

During the course of the program several data are stored in files for analysis: 
• During the run the atomie positions can be stored every couple of timesteps. This 

list of positions canthen be visualized by the program 'moldyn' as a movie of the 
collision process. Figures 2.3, 2.4 and 3.1 were made this way. 

• At the end of the run all information on the final situation is stored for possible 
future use. It is for instanee possible to use the final situation as a starring point for 
following runs. 

• A part of the code was written to sort out the atoms in the final situation. This is 
done by an algorithm that groups all atoms and determines the position and veloc
ity of their centre of mass. The most interesting groups are those that are freely 
flying above the support, since these are the ones that are measured in a LEIS or 
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SIMS experiment. A similar algorithm is applied on the atoms that originate from 
the cluster, to see how many of them ended up on top of or in the support. Both 
these collections of groups are stored in files. These files are then read and ana
lysed by 'pv~wave', visual data analysis software. 

2.5 The interaction potential. 

The rhodium-rhodium interactions are described by a many body ~otential, the so
called Embedded Atom Method (EAM), as proposed by Daw and Baskes 5. The idea is that 
the potential energy of atom i, surrounded by neighbours, is given by 

1 
Ei = Fi (p) + 2 4:.~ij (ri). (2.21) 

J "#I 

In the nuclear repulsion ~(r) we recognize a linear part, the core-core repulsion, ju st like for 
two body potentials. In actdition there is a non linear part, the embedding function F(p ). 
This term gives the energy of an atom embedded in the electron gas caused by surrounding 
atoms. Suppose that this background electron density is approximated by a superposition 
of the free atomie densities Pj of the neighbouring atoms, then 

pi = Lp~ (jri- rA) . (2.22) 
. . J 

J "#I 

This is of course only valid if the covalent honds are small, like for instanee in simple met
als and metals with nearly tilled outer shells. In eq. 2.22 it is also assumed that the atomie 
electron den si ties are spherical symmetrie al. A thorough denvation of the EAM, based on 
density functional theory, was given by Daw26. He also showed that small electron redis
tributions ( due to honds) do not change the form of the equations. As Baskes et al. 27 

showed, the EAM can also be used for covalent bound silicon by introducing an angle 
dependenee in the atomie electron density. 

The main problem is to determine the functions F, p0 and ~· There are two ways of 
doing this. In the first place the energy versus electron-density relations obtained in density 
functional theory may be used. This has been done for nickel, leaving only two fitting 
parameters26, one on the electron distribution in the outer shells and one on the mobility of 
the electrons. Nevertheless, the predictions of various bulk properties are in reasonable 
agreement with experimental data. 

We however use the metbod by Foiles et at.28, in which the functions are obtained by 
fitting them to experimental data. Because of this preparation metbod the results probably 
are in closer agreement with experiments. First a monotone decaying (and thus invertible) 
atomie electron density is chosen, 

{ 

Linear with negative slope r ::;; 0.56 Á 
pa(r) = Psc/r) 0.56Á::;r::;4.23Á, 

0 r~4.23 Á 

(2.23) 

where p sc/r) is a spherically averaged self-consistent field density function29. This den
sity is shown in tigure 2.6. Since the lattice of rhodium is known to be fee, the background 
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Fig. 2.6 Electron density of a free atom as a function of distance to the nucleus. 

electron density at atom i is 

n 

(2.24) 
m=l 

where a denotes the lattice constant and r m the position of the mth neighbour. To avoid con
fusion the underscore 0 is used to mark summed values. The number of neighbours n must 
be large enough to include all neighbours within the cut-off distance. Por lattices uniformly 
compressed or expanded by less than 10% the energy per atom is described by the universa! 
sealing relation of Roseet ai.30, 

ERose(a) =-Es (I +a*)e-a·, (2.25) 

where a* is a measure of the deviation from equilibrium, 

, a rBQ a = (--1) -. 
ao Es 

(2.26) 

The introduced bulk parameters are the equilibrium sublimation energy Es, the bulk mod
ulus B, the equilibrium lattice constant a0 and the equilibrium volume per atom .Q. The 
nuclear repulsion function is chosen as 

22 



(2.27) 

where 

(2.28) 

The value of Zo will be assumed to be given by the number of outer electroos of the rhodium 
at om, so Z0=9. Similar to eq. 2.24 a sumrned nuclear repulsion <1>. (a) is defined. Combin-
ing eq. 2.21 and 2.25 the embedding function is -I 

1 
F [pi (a)] = ERose (a) - Z~i (a). (2.29) 

This function still depends on the choice of a, e and v. Substituting eq. 2.27 and 2.29 into 
eq. 2.21 the energiesof various distorted latrices can be calculated as a funcrion of these 
three parameters. They were fittedon theelastic constauts c lb c44 and the vacancy forma
tion energy Ev of bulk rhodium. The potenrial now is suitable for descrihing latrice like sit
uations, and doesindeed correctly predict various bulk parameters28. 

During ion bombardment the interatomie distances may get much larger and/or 
smaller than in a normallatrice. Por these situarions the EAM potenrial is not yet adequate. 
Por small interatomie distauces a screened Coulomb potential is comrnon used, 

z.z.e2 r 
v .. (r) = I} <1>(-). 

Ij 41tEor as 
(2.30) 

In the Molière potenrial31 the screening funcrion is 

<1> (!..) = 0.35 · exp ( -0.3!..) + 0.55 · exp ( -1.2!..) + 0.10 · exp ( -6.0!..). (2.31) 
as ~ ~ ~ 

The screening length as depends on the charges, 

2 113 
97t x x -y/3 

as = ( 128) aBohr (Zi + Z) ' (2.32) 

where a8 ?1'f is the Bohr radius (:::::0.529 Á). The coefficients x=l/2 and y=2 were proposed 
by Pirsov . A smooth transition from the EAM to the Molière potenrial was obtained by 
making F;(p) linear for densities higher than p. (0.9a0 ) 10. The embedding function then 
looks lik:e figure 2.7. By making this non-lineär' part of eq. 2.21linear, the relarion reduces 
to two sums over all atom-pairs including atom i, just lik:e used for two body potentials. To 
obtain the correct two body potenrial the nuclear repulsion function is changed into, 

<I> (r) = V Moliere (r) - 2F [pf (r)] · 

This funcrion is shown in figure 2.8. 
Por the large interatomie distances, electron background densities less than 

pi ( L 1 a0 ) , a smooth transition is made to the Morse potenrial33, 

(2.33) 

V(r) = D · e-2a(r-ro) -2D · e-a(r-ro). (2.34) 

This potenrial is often used to descri he dimers, where the binding state is at a di stance r 0 
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and with bindings energy D. The factor a de termines the curvature of the potential and thus 
the vibration spectrum. This potenrial is added to describe the interactions in sputtered rho
dium dimers. lf the nuclear repulsion function of eq. 2.28 is used, the embedding function 
has the form 

F[pf(r)] = 4 [VMorse(r) -<j>(r)]. (2.35) 

The functions Z and F were smoothed by splines at the various intersection points. This 
potenrial was developed and used by Garrison et a/.10 for the simulation of sputtering from 
bulk rhodium. 

In computations the potentials are cut offfor large (couple of angstrom) interatomie 
distances, because the interactions then become very weak. If the potenrial suddenly drops 
to zero its derivative (the force) contains a delta function. This can be avoided by smoothing 
the transition to zero at the cut-off di stance r c· The above mentioned Morse and Molière 
potentials are therefore multiplied by the Tersoff cut-off function34 

F(r) = l 1 r:::;; re- 2ö 

1 [ r- r - B J rc-2Ö:S;r:S;rc (2.36) 
2 1 - sin ( 1t 

2
8 ) , for 

0 r?:.rc 
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Fig. 2.8 The nuclear repulsionfunction versus the interatomie distance. 

This makes sure that between re- 28 and re the potenrial is smoothly turned off. In the rho
dium potential the Morse potenrial was multiplied by this cut-off function, with an re of 
4.23 A and a 8 of 0.772 Á. The ion-rhodium interaction is described by the product of the 
Molière potential and the Tersoff function, turned off at 3.23 Á. Noble gas i ons are inert, so 
their interaction potenrial does not require a minimum. 

Each time the forces and the energies of the atoms are deterrnined all interatomie dis
tauces must be calculated. Most of them (they number N (N- 1) /2) are larger than the 
cut-off distance re of the potential, so calculating them over and over again is a waist of 
time. Computer time can be saved by using a neighbour list. In this list all couples whose 
separation is less than r nl = r c + 2r d + r sm are stored. The average number of neighbours 
per atom is about 25, so the list contains about 25N /2 coup les. lf an atom has moved more 
than r d (a value of 0.3 Á was used) since the last neighbour list was made a new list 
becomes necessary. Making this list of course requires calculating the distauces between all 
possible atom-pairs. For safety reasoos a safety margin rsm was added. 

Each timestep the potential energies and the forces are calculated twice. This takes 
quite a lot of time, especially for the more complicated potential functions lik:e used in the 
EAM. Tosave time, at the beginning of a (series of) iteration run(s) the potentials and 
forces are either calculated or read from a file and then stored in an array. During the run 
potentials are obtained by a linear interpolation between points in this array. 
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3 Results 

3.1 Introduetion 

With the previously discussed code and potentials some 2900 ion trajectories were 
calculated, using helium-4, neon and argon with energies in the range 0.5 - 5 ke V. Before 
analysing the information it is enlightening to take a look at a scattering process, as will be 
done in the next paragraph. This clarifies the distinction made between atoms sputtered 
upwards and those sputtered downwards. It also shows how destructive ion scattering is, 
though the idea of an exploding cluster turns out to be an overestimation. 

3.2 A scattering process 

To give an impression of what goes on when an ion is scattered on a cluster a partic
ular scattering run is shown in detail. In this run a 2 ke V neon ion is scattered on the centre 
atom in the top surface of the cluster. An impact parameter of 0.071 Á was chosen, so the 
ion is scatteredover 145° and leaves the region after only one collision. This is the kind of 
event that can be detected in the EARISS8, provided the ion has not neutralized. At time 
t=O the ion is at 1.1 times the cut-off distance re above the cluster, like depicted in 
tigure 2.3. In the hard callision the ion loses 40% of its kinetic energy and is deftected, 
never to return. In this callision process the neon and the rhodium atom interact during no 
more than 7 fs. The interaction force gets as high as 100 micro Newton. Figure 3.1 shows 
the process at various points in time. The top central atom loses its surplus of energy 
(800 e V) by setting other atoms in motion, resulting in an increasing number of moving 
atoms with decreasing energy. Eventually also some energy is passed on to the support. Var
ious atoms gain enough energy to escape from the cluster, several of these are marked in 
the pictures by arrows. Some are going upwards, these are the ones that are detected in a 
SIMS experiment. Others are going downwards and will after some time adsorb on the sup
port surface, or sametimes even penetrate into the support. In several runs they were 
observed to re-unit with the cluster. If a following ion impinges near this cluster it rnight be 
scattered on these downwards sputtered atoms. Calculating this scattering processtook half 
an hour. 

In the above visualized scattering process the ion loses about halfits energy in a single 
callision and then disappears. The cluster is severely damaged. This kind of process is typ
ical for high energetic heavy ions. With a light helium ion however, the darnaging process 
looks quite different. Because of its low mass helium can lose only a relatively small part 
of its energy per collision, a maximum of 14.4% versus 54.8% for neon and 80.6% for 
argon. As a result the helium ion scatters around through the cluster, resembling a pin-ball 
machine. The sputtering results mainly from primary recoils (primary knock on) insteadof 
recoil atoms generated in a callision cascade (secondary knock on). On the average helium 
i ons cause less damage than the heavier ions, but they are capable of afflicting serious dam
age to a cluster. 

26 



•;;) 

320fs 2000 fs 

Fig. 3.1 A 2 keV neon ion is scatteredover 145 [rom the centre atom ofthe top 
swface ofthe cluster. A total of9 atoms is sputtered upwards and 5 landedon the 
support. 

3.3 Sputter yields 

In LEIS and SIMS experiments the position at which an ion impinges on the sample 
is not known, because the diameter of the ion beam ( the order of a mm) is much larger than 
that of a cluster. This is simulated by a distribution of the impact points of the vertically 
incoming ions over the cluster and part of the neighbouring support. As the topview in tig
ure 2.4 shows the cluster and support do have a six-fold symmetry, so only one sixth of the 
cluster needs to be sampled. U sually, a set of impact points is obtained by uniform sampling 
of a representative area. We however used a random distribution of impact points. Over-
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sampling the points of high symmetry (that may give raise to unrealistic sputter yields) is 
thus avoided. The equilateral triangle of random impact points has a height of 12 Á, with 
the top lying at the centre of the cluster. Three impactareascan be distinguished: 

One third of the i ons impinges within the outer boundaries of the cluster. These 
are likely to damage the cluster. 

n Another one third of the ions eernes within the cut off distance (for the ion-rho
dium interaction 3.23Á) of the cluster. The ions that are close to the cluster will 
probably damage the cluster, while the more distant impinging ions have hardly 
any direct inftuence on the cluster. There is, however, no sharp border between 
these two regions. In the following analysis the areas i and ii are combined. 

111 The remaining one third of the i ons does notinteract with the cluster befere reach
ing the support. They may still damage the cluster though, by means of the shock 
waveoren ergetic sputtered atoms. Since the support is only three layers thick the 
cellision cascade can not develop completely. The sputter yields in this area there
fore are merely an indication of the bulk sputter yields. 

In the simulations three different i ons were used: helium-4, neon and argon. Their ini
tia! kinetic energies were 0.5, 2.0 and 5.0 keV. Por each possible ion and energy combina
tion 200 trajectories were performed, each using the samelist of impact points. The analysis 
on the damage of cluster and support are given in table 3.1. We see that, as expected, the 

Table 3.1: Average sputter yields per incident ion. 
See also the tables in the appendix. 

Atoms Atoms Atoms Atoms 
sputtered sputtered sputtered sputtered Percentage 
upwards downwards upwards upwards ofreturned 

wn, energy 
from from from from i ons. 

cluster. cluster. support. support. Areas i & i i 
Areas i & ii Areas i & ii Areas i & ii Areaiii 

He, 0.5 keV 0.06 0.12 0.02 0.10 27 

He, 2.0 keV 0.09 0.18 0.04 0.01 5 

He, 5.0 keV 0.16 0.20 0.07 0.01 5 

Ne, 0.5 keV 1.3 1.2 . 0.5 0.8 50 

Ne, 2.0keV 2.3 1.7 0.9 1.0 23 

Ne, 5.0keV 1.7 1.5 0.8 0.6 15 

Ar, 0.5 keV 1.9 2.0 0.7 1.0 64 

Ar, 2.0keV 4.4 3.9 2.2 2.1 37 

Ar, 5.0 keV 3.8 3.1 2.1 1.2 20 
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number of atoms sputtered upwards from the clusters is considerably higher than the 
number sputtered upwards from the support. This difference is due to the geometry of the 
cluster. If a collision cascade develops in the cluster it will quickly reach the surface and 
sputter atoms. In the support this is more difficult. The bindings energy of the atoms in the 
outer shell of the cluster is 4.9 e V, hardly less than the 5.1 e V of the atoms in the surface of 
the support. 

With increasing ion mass the number of sputtered atoms increases, because a heavier 
ion can deposit more energy per collision. At the same time the scattering impact parame
ters for neon and argon areabout twice those for helium, see table 3.2, giving the heavy ions 

Table 3.2: Impact parameters for the scattering of an ion on rhodium over an 
angle ofe. 

Ion, energy 
b(8=14Y) db(8= 14Y)/d8 b(8=90°) 

A 10-3At A 

He, 0.5 keV 0.0757 2.3 0.221 

He, 2.0keV 0.0367 1.1 0.109 

He, 5.0keV 0.0210 0.6 0.064 

Ne, 0.5 keV 0.1277 3.8 0.375 

Ne, 2.0keV 0.0710 2.1 0.213 

Ne, 5.0keV 0.0453 1.4 0.137 

Ar, 0.5 keV 0.1216 3.7 0.382 

Ar, 2.0 keV 0.0732 2.3 0.234 

Ar, 5.0 keV 0.0486 1.5 0.157 

a four times higher chance to scatter, and thus to deposit their energy. 
For neon and argon all sputter yields first increase with increasing kinetic energy and 

then decrease. This profile is also seen in the sputtering of polycrystalline samples35, where 
the maximum lies at a somewhat higher energy. For helium the sputter yields do not go 
down, probably the maximum lies close to 5 keV. 

The number of backscattered ions decreases with increasing kinetic energy, because 
the scattering cross section decreases with increasing energy, see table 3.2. This effect also 
explains why the number of backscattered i ons increases with increasing ion mass. Most of 
the backscattered ions went through more than one collision, a very small fraction of the 
backscattered ions has been scattered only once. To get an impression: fora 2 keV neon to 
be backscattered on a rhodium atom it must impinge within an area of 
1tb2 

( e = 90·) ::::: 0.143A 2 . That is only 2.3% of the area occupied by a rhodium atom in 
the (111) surface (6.27 A2). In the EARISS only ions backscattered over 145• are measured. 
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This signal is proportional to the area A of a ring around the scattering rhodium atom from 
which ions are scattered in this direction, 

A = 2nb (8 = 145°) feb (8 = 145°) i.\8, (3.1) 

where i.\8 is the aperture of the detector. The impact parameter and its derivative are given 
in table 3.2. The area is the largest when using neon at 0.5 ke V. The ratio of the area and 
the in:fticted damage is best for helium at 0.5 ke V. These results may drastically change 
when the neutralization chance of the ion is also taken into account. 

There are more atoms sputtered upwards than downwards. Conservation of momen
turn suggests that the majority of atoms goes downwards, but that direction is blocked by 
the underlying layers and the support. For helium the majority of the sputtered atoms goes 
downwards. 

The number of sputtered support atoms in the combined areas i and ii is remarkably 
high. This could be the result of ions that are de:ftected by the cluster before they impinge 
?n the s~port. With increasing angle of incidence the sputter yields are known to 
mcrease . 

The sputter yields for the support are in reasonable agreement with those for polycrys
talline rhodium35 and palladium36: about 0.1 for helium, 1 for neon and 2 for argon. At 
5 ke V the experimental values still go up slowly, while the éalculated on es already 
decrease. This could be an artefact of the comparison with polycrystalline measurements, 
which rnight differ from the crystalline yields as was observed for coppe~6. 

With neon additional runs at the intermediate energies 1, 3 and 4 keV were per
formed. The results from these runs confirm the above mentioned energy dependencies. 

To get better statistics 500 extra runs were done with 2 ke V neon. Since i ons imping
ing at more than re besides the cluster hardly ever damage the clustertheimpact area was 
reduced to the areas i and ii, as to increase the frequency of sputtering. Some statistics on 
these runs are shown in table 3.3. In this table a cluster or support is considered damaged 
if at least one atom has been removed. This happens for nearly 90% of the ions impinging 
in area i. For argon this tigure is a little bit higher, but for helium it is only 25%. The i ons 
impinging in area ii are not efticient in destroying the cluster. Argon gives a slightly higher 
percentage of 20, while for helium it is as low as 2%. Of the atoms sputtered upwards from 
the cluster 55% is single, 29% is a dimer and 9% a trimer. 

3.4 Distributions 

In a SIMS experiment the various distributions of the upwards sputtered atoms are 
analysed. A comrnon selection of the detected atoms is by mass, as to distinguish between 
(Rh) atoms sputtered from the cluster and (Al,Si,O) atoms sputtered from the support. 
Another selection that is often made is by the kinetic energy of the sputtered atoms. The 
extended simulations with 2 ke V neon show a kinetic energy distribution as depicted in tig
ure 3.2. In this plot only upwards :ftying single rhodium atoms (originating from the cluster) 
are counted. Atoms sputtered from a bulk sample have a kinetic energy distri bution of the 
form9 
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Table 3.3: Extended run with 2 ke V neon. Expectation values per incident ion. 

Area i Area ii 

Atorns sputtered upwards 
3.38 0.36 

from cluster 

Atoms sputtered downwarcts 2.95 0.21 
from cluster 

Atorns sputtered upwards 0.90 1.17 
from support 

Percentage of clusters that is 
88 14 

damaged 

Percentage of supports that is 43 54 
damaged 

Percentage of ions that 23 23 
returns upwards 
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Fig. 3.2 Energy distribution of the upwards sputtered cluster atoms. 
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(3.2) 

where U0 denotes the surface escaye energy harrier. For many materials this energy lies 
close to the sublimatien enthalpy3 (for rhodium 5.75 eV). This distribution peak:s at half 
the escape harrier. In the calculated kinetic energy distribution the peak: lies at a much 
higher value of about 10 eV. This shift of the peak to higher energies is probably the result 
of a not fully developed cellision cascade. 

When bombarding the surface of a close packed crystal the sputtered atoms usually 
originate from the surface of the sample. Exited atoms from the second layer are blocked 
by the surface atoms, except when moving in the direction normal to the surface. This effect 
is also observed in the clusters. Since all atoms are marked with a number and sorted by 
shell and height (as discussed in 2.4.2) we can easily keep track of where sputtered atoms 
originated from. In tigure 3.3 the frequency at which atoms escape from the cluster is 
shown. The dotted verticallines indicate the separations between the successive shells. As 
is clearly visible, the sputtered atoms mainly escape from the outermost shell of the cluster. 
Within a shell the highest atoms tend to escape upwards (detectable in SIMS). The lower 
atoms are preferentially sputtered downwards, where they may inftuence the subsequent 
measurements. The lowest ten atoms of the cluster (numbers 138 through 147) are bound 
by both the cluster and the support, they have a low sputter probability. 

In SIMS the angular distribution of the sputtered atoms can be measured. For atoms 
sputtered from a bulk sample this distri bution is well known 11 . Figure 3.4(a) shows the 
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Fig. 3.4 Polar angle distributions of a) sputtered support atoms and b) sputtered 
cluster atoms. Atoms at angle higher than 90 ° are excluded. The intensities are nor
malized. 

100 

polar angle (angle with respect to the normal) distribution of the upwards sputtered support 
atoms. This profile resembles those calculated and measured for rhodium (111) 10, with a 
maximum at 40° and a minimum at 20°. In the support escaping atoms are forced to the nor
mal by their neighbours, since atoms escaping at grazing angles are scattered. For the 
higher angles there is additional blocking by the cluster, but this effect is small. The distri-

32 



Cll ..... 
I:: 
::I 
0 
(.) 

25 outer shell 

top bottorn 

20: 
: 

15 

10 ~ 

0~:~~~~~~~~~~--~~~--~~~~ 
0 50 100 150 

Nurnber ofthe atorn 

40 
(b) 

outer shell ... ... 
bottorn: top 

0~:~~~~~~~~~~~~--~~~~~ 
0 50 100 150 

Nurnber of the atorn 
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bution for the upwards sputtered cluster atoms is quite different, as can be seen in tigure 
3.4(b). The low angle part has the same shape, but at higherangles the intensity does not 
abruptly drop to zero. This is the result of the tilted surfaces and of the lower coordination 
number of most of the atoms in these surfaces. 

The atoms sputtered from a crystal surface show an azimuth angle distri bution 11 , and 
so do the scattered ions38. This too, is explained by the structure of the surface. In certain 
directions the neighbour atoms are more distant, so atoms in the surface moving in that 
direction have a lower chance ofbeing deftected, see tigure 2.4. This preferenee for ejection 
along the open channels of the crystal is indeed observed for atoms sputtered from the sup
port, with the peaks in intensity 60° apart, see tigure 3.5(a). The blocking by the cluster 
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Fig. 3.5 Azimuth angle distribution of atoms sputteredfrom a) the support and b) 
the cluster. The cluster blocks the support atoms sputtered at 90 °. 

400 

around 90° is clearly visible. For atoms sputtered from the cluster the pattem is less clear, 
as can beseen in tigure 3.5(b). This can be explained by the low coordination number of 
the atoms in the surfaces, so they are only weakly focused in certain directions, and by the 
multiple surfaces of the cluster, allowing atoms to escape in all directions. 
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4 Conclusions 

4.1 General 

Rhodium clusters on a rhodium support are quite stabie onder low energy ion bom
bardment When hit by anion they lose a couple of atoms, but the idea of an exploding clus
ter turns out to be false: the cluster hardly ever loses more than a dozen atoms. Only when 
hit at special points the sputter yields are higher. 

The number of atoms spottered from the thin support and their distributions are in rea
sonable agreement with the experimental data. For the cluster the number of upwards spot
tered atoms is significantly higher. Their kinetic energy distribution peaks at a twice the 
normal value, which is the result of a not fully developed cellision cascade. Other discrep
ancies were found in the angular distributions. These differences are explained by geernet
rical effects. 

Since the differences between sputtering from the cluster and from bulk can all be 
explained by the small size and the large surface of the cluster, we expect that sirnilar results 
are to be found when sputtering from clusters with another shape or a different number of 
atoms. 

4.2 Time dependenee 

In LEIS and SIMS the samples are often analysed for longer time periods. In these 
measurements the chances of hitting a cluster twice become significant. In the present sim
ulations we only looked at the scattering on a fresh cluster. Because of the rhodium support 
it is not possible fora cluster torestere from the damage of an impact, soscattering of a 
secend ion is notrealis tic. A time dependent signal might be obtained by extrapolation of 
the current results. When bombarded with 2 keV neon a cluster loses on the average 6.33 
atoms per impact (ion impinging in area i or ii), neglecting the inftuence of i ons impinging 
in area iii. With each impact the surface area of a cluster ( or the number of scattering nuclei 
for LEIS) is reduced by about 1- ( 1- 6.33/147) 213 ::::: 2.9%. At the same time, on the 
average there appear 2.95 extra scattering nuclei on the support surface, the downwards 
spottered atoms. Of these atoms a small fraction penetrates into the support. A factor that 
also has to be addressed in this estimation is how long the single rhodium atoms stay on the 
support befere they are sputtered, covered by the support or re-unite with the cluster. From 
these considerations it is not possible to predict the nett result. 

Most of the spottered cluster atoms originate from the surface of the cluster. This can 
betaken advantage of when a cluster contains a mixture of atoms, like palladium and pla
tina as in tigure 1.2. The atoms with the lewest surface free energy will cover the surface 
and are thus spottered first. In following hits, the secend constituent then becomes more 
prominent. But, when atoms are spottered from a cluster the ion has distorbed the cluster 
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pretty much. Due to the excessenergyin the cluster the atoms have a high mobility, so the 
old surface composition may be restored. This effect can neutralize the effect of preferential 
sputtering of atoms from the surface. 
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Appendix 

Table A.l: Average sputter yields per incident ion for the cluster. 

Area i Area ii Areaiii 

c.ll "t::l c.ll "t::l c.ll "t::l 
4...; .... 

(!) c.ll .... (!) c.ll 4...; .... 
(!) c.ll .... 8 4...; 

~ 
.... 

c.ll 8 .... 
c.ll E 0 ~ (!) c.ll 0 (!) 0 ~ ~ c.ll t:: "t::l 0 c.ll ...... 

"t::l 0 c.ll "t::l 0 ...... ...... 
Ion, energy (!) ::l ::l c.ll 

.... ...... (!) ::l ::l c.ll 
.... ...... (!) ::l ::l c.ll 

.......... 
bi) ...... ~ ~ bi)- ~ ~ bi) ........ ~ ~ 
~ (.) ~8 ~"t::l ~ (.) ~8 ~"t::l ~ (.) ~8 ~"t::l ..... "t::l ..... "t::l ..... "t::l s:: (!) c.ll 0 s:: ~ s:: Cl) c.ll 0 s:: ~ s:: Cl) c.ll 0 s:: (!) 

Cl) bi) ]~ ~ Cl) Cl) bi) "t::l ..... ~ Cl) Cl) bi) "t::l~ ~ t 
~ ~ 0 t:: ~ ~ ~ ~ 0 ...... ~ ~ ~ 0 t:: 
Cl) 8 ~ Q ::l Cl) 8 ~ Q~ Cl) 8 ~ Q ::l 

0... ~ 0.. 0.. 0... ~ 0.. 0.. 0... ~ :3" 
0.. 

"t::l ::; c.ll 
"t::l ::; c.ll 

"t::l 
c.ll 

He, 0.5 keV 24 0.12 0.24 0 0 0 1 0.01 0.01 

He, 2.0 keV 29 0.18 0.34 2 0.02 0 0 0 0 

He, 5.0 keV 21 0.31 0.38 0 0 0 0 0 0 

Ne, 0.5 keV 81 2.4 2.3 14 0.14 0.10 14 0.25 0.13 

Ne, 2.0keV 91 4.4 3.2 13 0.17 0.05 9 0.20 0.12 

Ne. 5.0 keV 91 2.8 2.5 11 0.57 0.38 3 0.04 0.03 

Ar, 0.5keV 93 3.7 3.7 11 0.00 0.11 6 0.06 0.01 

Ar, 2.0keV 100 8.1 7.3 30 0.35 0.29 16 0.29 0.10 

Ar, 5.0 keV 99 7.0 5.7 19 0.40 0.21 7 0.10 0.04 
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Table A.2: Average sputter yields per incident ion for the support. 

Area i Area ii Area iii 

Ion, energy 

He, 0.5 keV 0 0 3 0.03 9 0.10 

He, 2.0keV 0 0 6 0.08 1 0.01 

He, 5.0 keV 1 0.01 6 0.13 1 0.01 

Ne, 0.5keV 13 0.25 43 0.76 46 0.80 

Ne, 2.0keV 49 0.81 49 0.92 48 1.0 

Ne. 5.0keV 35 0.96 38 0.70 35 0.59 

Ar, 0.5 keV 21 0.3 59 1.1 64 1.0 

Ar, 2.0 keV 65 1.9 76 2.6 80 2.1 

Ar, 5.0keV 76 2.9 59 1.3 54 1.2 
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