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Abstract

In-home networks connect household devices with each other, enabling cooperation
between devices and allowing for new functionality. The possibilities and usefulness
of in-home networks are still being explored; research focuses on enabling technolo-
gies as well as development environments and applications.

In this document, we take a look at the possibility of adding a load sharing
system to an in-home network. A load sharing system would enable devices to have
parts of their work executed by other devices in the network. Such a system could
not only improve performance, and may also enable new kinds of functionality.

Using properties and approaches of known load sharing systems, we discuss the
approach of a load sharing system for an in-home network. With these properties,
we develop an architecture for such a system to be added to an in-home network
prototype implemented using Java and Jini. One of the key parts of this architecture
is the component that determines which of the devices are capable of executing work
from other devices, and which of these devices will execute the work.

This document concludes with an evaluation of the developed prototype and
a discussion of the practical application of a load balancing system in in-home
networks.
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Chapter 1

Introduction

Before presenting the problem description, we briefly introduce the concepts of in-
home networks and load balancing. Understanding these two terms is required to
comprehend the problem description.

1.1 In-home networks

An in-home network is a network of household devices, ranging from televisions and
audio systems to personal computers and even microwave ovens.

This network enables communication between the devices, which allows for new
functionality. Cooperation between the devices becomes much easier, for example
using your audio system for the sound of your television, or muting all sound when
you pick up the telephone. As all devices are interconnected, it is possible to provide
a unified interface; all devices can be controlled using a single remote control.

Completely new services are also possible, especially as household devices be-
come digital. An example of this is the so-called “follow-me behaviour”. This allows
a user to copy the state of one device to another. For example, a user may set the
television in the bedroom to continue playing the CD the user was listening to in
the living room.

Currently, in-home network implementations and applications are still in an
early development phase. Several technologies facilitating the creation of in-home
networks exist, but no standard has yet emerged. Actual implementation of in-
home networks will require an increase in the processing capabilities of most current
household devices, as most of them are not yet capable of performing operations
other than their primary functions.

1.2 Load balancing

In distributed computer systems, load balancing denotes the problem of spreading
tasks over the network in such a way that each of the devices in the network has
an approximately equal load. Definitions of load differ per application and envi-
ronment; examples are the number of tasks executed by a device, or the number of
instructions performed per time unit.

As load balancing solutions are very much dependent on the nature of the tasks,
the processors and the definition of processor load, there is no single solution for
the load balancing problem.

A major division in load balancing solutions can be made between static and
dynamic load balancing. Static load balancing can be performed if all properties
of the tasks and the processors are known beforehand. As such a situation rarely

4



occurs, dynamic load balancing, where tasks are allocated to servers taking current
and past information into account, is the most used form of load balancing in
practice.

An example of (dynamic) load balancing can be found with large websites. Re-
quests for pages are scheduled to one of the servers that can handle them such that
all servers are handling approximately the same amount of requests.

1.3 Problem description

1.3.1 Overview

At Philips TASS, a prototype in-home network has been developed, running on one
or more PCs rather than actual household devices. It appears to be rather CPU-
intensive and it experiences slowdowns when using some of the applications. This
observation has lead to the suggestion from TASS that a load balancing system may
be useful for an in-home network.

The main objective of the project was to investigate whether addition of a load
balancing system to TASS’ in-home network is technically feasible. Pending the
results of this investigation, an implementation of a load balancing system should
be added to the current in-home network. Furthermore, a study of the benefits and
drawbacks of this system should be conducted.

The project also contained a part in which the aforementioned performance
problems were investigated, which served mostly as an introduction to TASS’ in-
home networks and related technologies. Although this investigation showed the
performance problems were caused by the used software and therefore load balancing
would not solve these particular problems, it was decided to continue the project
on the topic of load balancing, as it was not only meant to solve the particular
performance problems [9].

The name Themis1 was given to the prototype that was developed during the
project. In the remainder of the document, “Themis project” will be used to refer
to the entire project.

1.3.2 Constraints

The concepts of in-home networks and load balancing both have no clearly defined
boundaries. For the Themis project, we impose the following constraints:

Use TASS in-home network Although we attempt to discuss properties of in-
home networks in general, we restrict ourselves to the Tass in-home network if
necessary. We attempt to re-use available functionality of the current network
if possible, and may give priority to solutions not involving new components.

No external access We assume that no tasks or servers outside the “home” will
participate, and that security measures against external access have been
taken.

Singular tasks The execution of each task can be performed by one single device.

No execution guarantee Although the system should strive to be reliable and
have all tasks executed, it is impossible to guarantee that a task moved to a
processor is actually executed.

1In Greek mythology, Themis was the goddess of justice, wisdom and council. She is usually
depicted with scales in her hand.
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1.4 Document overview

The specifics of the in-home network at Philips TASS, and the technologies used
for its implementation are described in Chapter 2. In Chapter 3, we show that pure
load balancing cannot be applied to in-home networks, but that it can be replaced
by a similar technique called load sharing. A discussion follows of how load sharing
could be applied to an in-home network, and what the approach in Themis will
be. The next chapter gives more details on the architecture of Themis. Chapters
5 and 6 take a closer look at two sub-problems of load sharing. An evaluation of
the Themis prototype, and a discussion of load sharing in in-home networks are
presented in Chapter 7.

Appendix A contains a list of object-oriented terms and definitions as used
throughout this document.

6



Chapter 2

The TASS In-Home Network

Within Philips TASS, a number of projects concerning in-home networking have
been carried out. The developed in-home network prototypes at TASS are imple-
mented in the Java programming language, while making use of Jini and the related
technologies of RMI and JavaSpaces for the network infrastructure.

In Section 2.1, we give a short overview of the in-home network projects that have
been conducted at Philips TASS, and focus on the In-Home Network Simulation
Framework II (Section 2.2), which will be used as the starting point of the Themis
project. The remaining sections of this chapter give a brief overview of the most
important technologies used: Jini (Section 2.3), Remote Method Invocation (2.4)
and JavaSpaces (2.5). These three technologies are discussed in more depth in [6].

2.1 Overview

Currently, an in-home network framework is available at Philips TASS. This frame-
work has been developed in a number of projects.

The first project, the In-Home Network Simulation Framework [3], resulted in
a generic framework for an in-home network, also containing several simulated de-
vices. These devices can operate and interact, running on one or several PCs. The
framework features libraries to enable easier implementation of devices and services.

The In-Home Network Simulation Framework II expanded this framework to
incorporate time-based media1 into the simulations, using the Java Media Frame-
work (JMF). Additional projects have dealt with attaching real devices (a television
tuner and a remote control), interactive games and a home heating system.

2.2 In-Home Network Simulation Framework II

The In-Home Network Simulation Framework II [12] forms the starting point of
the Themis project. The In-Home Network Simulation Framework II is itself an
extension of the In-Home Network Simulation Framework, which offers a framework
for devices participating in the in-home network. Common operations, such as
discovery of look-up servers and the looking up of services (see Section 2.3) are
implemented by the classes of the framework, which can be used by the devices.

The In-Home Network Simulation Framework II provides additional functional-
ity in the form of support for state management and audio/video stream manage-
ment. In addition, it provides several devices demonstrating these functions.

1Time-based media are any media that change meaningfully in time, such as video or audio.
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Client Look-up Server
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Proxy object

Figure 2.1: Three steps of discovery of a look-up server in a Jini network.

Note that while Themis uses the In-Home Network Simulation Framework II
software, the additional functionality with respect to the In-Home Network Simu-
lation Framework is not used.

2.3 Jini

Jini [2] is an infrastructure that enables the use of services in a network. Almost
anything can comprise a service, ranging from small tasks such as performing a
simple computation to bigger jobs such as printing a document. With Jini, all
programs in the network can use services without having prior knowledge of their
original location or implementation. Jini is written in Java, and intended primarily
for use by programs written in that language.

The aim of Jini is to make interaction between networked programs easier. Jini
automatically discovers all programs that wish to participate in a Jini network.
Therefore, programs do not have to search for other programs, but can concentrate
on looking for services instead. To use a service, a program need only know the
interface to that service; it does not matter whether the service is implemented in
hardware or software or if it is available locally or remotely.

2.3.1 Architecture

A Jini system is built around one or more look-up servers, which offer the look-up
service. The look-up service can be used by a program to register services and to
find (or look up) services it wants to use.

Before the look-up service can be used, programs will first need to find it. This
is done through the discovery process, which is depicted in Figure 2.1. A program
that wants to find the available look-up servers in the network will send out a
multi-cast message to the network (1). If a look-up server receives such a message,
it contacts the sender by transmitting a proxy object (2). This proxy object, which
implements a known interface, can then be used to submit a new service; the proxy
object, using RMI (see Section 2.4), contacts the remotely located look-up server
(3).

Services can be added in a similar way. Services are registered by sending a
proxy object to the look-up server. This proxy object implements one or more
interfaces through which the users of the service can access it. A client program
can look-up a service by submitting the interface(s) the service should implement
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to a look-up server. If a matching service has been registered at the look-up server,
it will send a copy of the proxy object for that service to the client program.

A proxy object can be used by the client program, since it knows the interface
implemented by the proxy. The proxy object may then perform the actions of the
service locally, or connect with a remote program, like the proxy for the look-up
server. The way in which a proxy connects with a remote proxy is unspecified, but
RMI is most commonly used.

2.3.2 Other concepts

Jini makes use of three other important concepts that are also available to the
programs using Jini: leasing, remote events and transactions.

The concept of leasing is based on the real-world concept: clients are allowed to
make use of an object for a pre-specified amount of time. A lease can be renewed
before it expires, or it terminates and the client is no longer allowed to use the
object. Jini uses this principle in a number of situations, for example with the
registration of services. A program is granted a lease when it registers a service
with the look-up server. If this lease expires, the look-up server will discard the
service registration. This enables automatic discarding of service registration from
devices that have crashed or disconnected from the network, which makes the Jini
network more robust, as services that are no longer available cannot be requested.

Like Java, Jini offers the possibility of using events for asynchronous communi-
cation. An object can register interest in certain events with an event generator. If
such an event occurs, the event generator will call a specified event listener object
— not necessarily the same object as the one that registered — and pass informa-
tion about the event that occurred. In Java, events are, among others, used for
I/O operations; mouse clicks or keystrokes generate events. Jini’s remote events are
used in the same way. An example of its use can be found in the look-up service: a
program can subscribe with the look-up server to receive an event when a service
implementing a specified interface registers with that look-up server.

Jini also enables the use of transactions to deal with partial failure of network
operations. Programs can use the services of a transaction manager, which coor-
dinates transactions using the two-phase commit protocol: each participant in the
transaction provisionally performs its operations. The transaction manager then
issues a “pre-commit” message, to ask if all participants have completed their part.
If all participants acknowledge, the transaction manager issues the “commit” com-
mand, and each participant will make the changes final. If one of the participants
does not acknowledge (within a given period of time), all participants will receive an
“abort” signal. This ensures that an operation is always performed completely, or
not at all, assuming reliable communication. The service of the transaction manager
is included in Jini by default.

2.4 Remote Method Invocation

Remote Method Invocation (RMI) is a Java technology that allows objects to per-
form method calls on objects in a different Java Virtual Machine2 (JVM). The
calling object only needs to know the interface of the remote object; its implemen-
tation need not be available locally.

Jini uses RMI for communication between look-up servers and applications.
Most custom-built Jini services that connect to a remote process also apply RMI.

2The Java Virtual Machine is an interpreter for Java byte code. This allows for the same Java
code to be executed on multiple platforms.
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Source JVM Target JVM

Calling
object Stub Skeleton Called

object

Figure 2.2: The steps of a method call to a remote object using RMI.

2.4.1 Stubs and skeletons

Because ordinary Java objects can only call on local objects (that is, objects created
in the same JVM) and only be called by local objects, RMI provides two interme-
diary steps to allow for object calls between JVMs (see also Figure 2.2). The server
uses a stub object to call on, which is created at compile-time, and made available
to the user at run-time. Using the HTTP protocol, the stub transmits the method
calls to an object in the target JVM, the skeleton, which is created during run-time
and subsequently calls the target object, running locally.

All parameter and return objects can be transported using Java serialisation,
an operation that transforms Java objects into byte streams and vice versa. In
case the class of a parameter or return value is not known in a JVM, the class
implementation can be downloaded using the HTTP protocol. The place where the
implementation of an object is located is called codebase, and this information is
attached to an object when it is transmitted using RMI, allowing for the dynamic
loading of code.

2.4.2 Activation

Remotely accessible objects usually are “alive”, that is, permanently waiting to be
called upon. In case there are many such objects running on a single machine,
resource comsumption may be unnecessarily big. The RMI Activation Framework
makes it possible to de-activate such objects, and activate them only when they are
called upon.

The activation framework makes use of an activation daemon, a program to
which activatable objects can be registered. Whenever one of the de-activated
objects is called, the activation daemon activates that object in a new JVM3. Note
that the activation daemon itself is permanently alive and therefore only beneficial
if multiple activatable objects are present.

An additional benefit of the Activation Framework is that objects can still be
activated after the machine on which they were running has crashed and recovered.

The standard Jini services, such as the Sun implementations of the look-up
server and transaction manager are implemented as activatable objects.

2.5 JavaSpaces

JavaSpaces is an implementation of a tuple space, offered as a Jini service [1].
A tuple space is a collection of tuples, terms consisting of a key and zero or

more arguments. Tuples can be read from the space by specifying the key and the
arguments (possibly as wild-cards) with which the result should match. If there are
multiple matches, the result is non-deterministically chosen from the matches.

3For each activatable object, it is possible to define an activation group. Objects having the
same activation group will be activated in the same JVM.
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In JavaSpaces, the tuples are objects, and their keys are the interfaces imple-
mented by the objects. Because an object can implement multiple interfaces, a
JavaSpaces tuple can have several keys if the object implements multiple interfaces.
The public variables of the object correspond with the arguments of the tuple space.
The JavaSpaces service essentially offers three operations: writing an object, read-
ing an object and taking an object (reading and then removing an object).

The JavaSpaces service provides a type of shared memory to a network. Appli-
cations can exchange objects with each other without knowing the other application
exists — in fact even without having to exist at the same point in time — and ob-
jects can be found by associative look-up (type of object, properties of the object).
Since the objects are Java objects, they not only contain data, but can also provide
executable content.

The method of storage used by JavaSpaces is not defined by the specification.
Sun’s default implementation stores objects in a file for persistent storage, and in
memory for non-persisent storage.

The In-Home Network Simulation Framework II uses JavaSpaces for general
services and state management.
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Chapter 3

Approach

Because of the properties of in-home networks, it appears to be impossible to im-
plement strict load balancing in an in-home network, as we will show in Section 3.1.
Instead, a “weaker” form of load distribution, load sharing, will be applied.

Using a classification of load distribution algorithms, we attempt to discover the
properties that best fit with load sharing in in-home networks in Section 3.2. Using
these properties, we can take a look at the behaviour of the system, which is done
by discussing four policies that together make up a general load sharing algorithm
(Section 3.3). We conclude this chapter with an overview of the properties of a load
sharing system in an in-home network.

3.1 Load balancing in an in-home network

As mentioned in Section 1.2, the method of load balancing depends very much on the
network, the processors in it and the tasks that are subject to load balancing. If we
examine in-home networks, we find a number of properties that make implementing
load balancing very difficult.

By nature, an in-home network is heterogeneous. Devices do not only have
different capacities with respect to memory and processing power — which makes
it difficult to define a good measure for device load — but many tasks can simply
not be performed by all devices in the network: an audio system can play sound,
but a microwave oven cannot1.

While not all tasks can be executed at all nodes for technical reasons, practical
reasons also prevent tasks to be performed just anywhere in the in-home network.
The physical location of a device is an important property, and it is unacceptable
to, for example, move a task playing audio to a device in another room.

Furthermore, an in-home network, especially when implemented using Jini, is
likely to be prone to many changes in the network. Devices can be connected,
disconnected and moved to a different location (mobile devices) at any time.

The above observations indicate that strict load balancing is not possible within
an in-home network. The heterogeneity of the network, importance of location of
execution and the dynamic nature of an in-home network make it impossible in
most situations to achieve a balance in the network load. It must be concluded that
it is not useful to try to apply a load balancing solution to an in-home network.

However, when looking at the reason for the load balancing requirement, we
observe that its goal was not to achieve absolute equal load, but rather have the

1Note that the simulated devices in the TASS In-Home Network are homogeneous with respect
to their operating environments, Java and Jini.
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Figure 3.1: Hierarchical classification of load distribution algorithms from Casavant
and Kuhl [4]

opportunity to spread the load more equally over the network. A system that can
do that is commonly called a load sharing system.

Decision 1 (Load sharing) Because the objective of a balanced load is probably
impossible to achieve for in-home networks, we decide to investigate the application
of a load sharing system instead.

3.2 Classification of load sharing approaches

As mentioned in Section 1.2, there are many approaches to load balancing, and this
is no different for load sharing. Both load balancing and load sharing can be seen
as a load distribution algorithm. Casavant and Kuhl present a classification scheme
of load distribution algorithms in [4]. We use this classification to investigate which
properties of a load sharing solution are most suitable for application in an in-home
network.

The first part of the classification has a hierarchic structure, as presented in
Figure 3.1. We discuss the branches of this tree from top to bottom, following the
choices made on the previous level in Sections 3.2.1 to 3.2.4. Casavant and Kuhl
also discuss a number of properties outside of their hierarchic classification. Of
those, we will discuss adaptiveness and re-assignment in Sections 3.2.5 and 3.2.6,
respectively.

3.2.1 Local or global

The first distinction made is between local and global distribution. Local load
distribution concerns the assignment of tasks to the time-slices of individual pro-
cessors; global load distribution deals with the distribution of tasks among multiple
processors. While local load distribution may be of use for the individual devices
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in an in-home network, we are only interested in global distribution as we need to
deal with scheduling of tasks between devices.

Decision 2 (Local or global) Because an in-home network consists of multiple
devices, we need to apply global load distribution.

3.2.2 Static or dynamic

As earlier explained in Section 1.2 for load balancing, static and dynamic load
distribution refer to the point in time where the distribution decisions are made.
With static distribution, all relevant information is available at compile-time, and
the decisions can be made at that time. Dynamic load distribution takes place at
run-time, as new tasks — or processors — arrive.

Clearly, most tasks in the in-home network cannot be predicted beforehand —
users may switch on devices at any time — and the dynamic form of load balancing
is therefore the most suitable for in-home networks.

However, a number of tasks may be known some time before their execution,
such as the task of a videocassette recorder to tape a certain television program.
For Themis, such knowledge is not employed.

Decision 3 (Static or dynamic) In Themis, we apply dynamic load sharing, as
a static approach is impossible.

3.2.3 Distributed or non-distributed

In a non-distributed approach, the job of distributing tasks lies with a single device,
while in a distributed approach, this responsibility is shared. It is claimed that, in
general, non-distributed approaches give a better performance than distributed ones
[5].

A non-distributed approach requires one device to take care of all load sharing
activities. Since no assumptions can be made on which devices are available in the
network, this would have to be a new device2. This device will require information
from the other devices in the network in order to be able to make load distribution
decisions. Given the heterogeneity of the network, assembling and applying this
information is not a trivial task; it is hard to decide whether a particular device
could benefit from a task, or if a device could accept another task for execution.
Moreover, a non-distributed approach is more scalable and less dependable: the size
of the network has no influence on the working of the system, and failure of one or
a few devices does not lead to loss of functionality.

Decision 4 (Distributed or non-distributed) We think that a distributed load
sharing approach is more suitable for in-home networks than a non-distributed one.

3.2.4 Cooperative or non-cooperative

In the case of distributed load distribution, the system may work in a cooperative
or non-cooperative way. In the non-cooperative case, each processor can take deci-
sions completely autonomously, while in the cooperative approach, processors work
together towards a common goal. This division is not black and white; processors
may still have a large extent of autonomy while cooperating with other processors.
For an in-home network, fully cooperative load distribution seems too strict, given
the dynamic and heterogeneous properties of the network.

2The In-Home Network Simulation Framework already requires the presence of an additional
device for running the default Jini services and these might be combined.
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Decision 5 (Cooperative or non-cooperative) The devices in the network are
best capable to make load sharing decisions themselves, and should therefore receive
the required degree of autonomy.

3.2.5 Adaptive or non-adaptive

As a characteristic outside of the hierarchic classification, a load distribution ap-
proach can be adaptive or not. An adaptive solution can change its scheduling
behaviour based on the past or current system behaviour, while a non-adaptive
system cannot.

Decision 6 (Adaptive or non-adaptive) An adaptive load sharing approach is
probably most suitable for in-home networks, as the configuration of the network
will differ between networks, and can change over time within a network.

3.2.6 One-time assignment or dynamic re-assignment

For dynamic load distribution, another characteristic concerns the re-assignment
of tasks. After a task has been assigned to a processor, it may be necessary or
beneficial to move the task to yet another processor, rather than leaving it at the
processor until it has finished (one-time assignment).

While dynamic re-assignment may pose a lot of overhead, the situation in an
in-home network could change very quickly — devices may become unavailable for
other tasks when for example the device is suddenly switched on by a user.

Decision 7 (One-time assignment or dynamic re-assignment) Given the dy-
namic nature of the network, a load sharing solution for an in-home network should
enable dynamic re-assignment.

3.2.7 Summary

Summarising the decisions of the preceding sections, a load sharing solution in an
in-home network should have the following properties:

• Load sharing takes place during execution of the system, dynamically.

• There is no central device concerned with load sharing, all devices take part
in a distributed solution.

• Devices act mostly autonomously, with a low degree of cooperation.

• Used policies can be changed as the system is running; it is adaptive.

• Assigned tasks may be dynamically re-assigned.

3.3 Policies of load sharing

Knowing some of the properties a load sharing approach in an in-home network
should have, we can now look at its behaviour. We do this by taking a look at
four phases through which a load distribution solution — and therefore also load
sharing — will go, as presented in [14]. These four phases, or policies, as they are
usually called, are the transfer policy, the selection policy, the location policy and
the information policy. These four policies do not concern the actual moving and
execution of a task by a server device, as this is specific to the system.
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3.3.1 Transfer and selection policies

The transfer policy decides when a device is ready to either move a task to a different
device or receive a task from another device. Most implementations of the transfer
policy are based on thresholds; once a function for the load of the device exceeds or
falls below a certain limit, the next phase — the selection policy — is commenced.

In case the device wishes to move tasks elsewhere, it will have to select this task
or tasks. Similarly, if a device is willing to execute tasks from other devices, it will
have to indicate which of its resources it wants to make available, and how much of
them.

As the devices in an in-home network are all different, they should act au-
tonomously. A device can judge best whether a situation calls for moving a task or
allows for the execution of other devices’ tasks.

Decision 8 (Transfer and selection policies) Each device implements its own
transfer and selection policy, and these policies will not form part of Themis.

3.3.2 Location policy

Once a task has been selected for migration, a destination will have to be selected
for the task, while in the case resources are made available by a device, requests for
execution on that server will have to be answered; the location policy determines
how this destination is selected.

A simple location policy for distributed load sharing is polling, where each device
is asked whether it can execute a task (or has a task to be executed). This approach
is however not suitable for an in-home network, since devices are not aware of (all)
other devices in the network.

An improved version of polling can make an announcement to all other devices
without knowing them, using a broadcast message; this also allows devices to react
only when interested. This approach, which generates a lot of communication, has
the disadvantage that it cannot cope well with changes in the network. To be
able to react on new devices or existing devices that have become available (and,
analogously, new tasks), devices will constantly have to try and offer their task or
services. Apart from the large amount of communication, this also poses overhead
on the devices themselves, which is not desirable as they were already trying to
move tasks away.

The technique of bidding deals with the changing network by putting announce-
ments for tasks in one or more known central locations. Other devices can be
notified when new announcements arrive, or periodically check the central location
for new announcements. In case a device finds a task it wants to execute, it can
make a “bid” to the source of the task, after which the client can choose to whom
it will offer the task.

This approach still requires devices willing to execute foreign tasks to check the
announcements regularly. This can be prevented by mirroring the solution to the
server side. If a device is willing to act as a server, it will place an announcement in
the same central location. It then checks if there are any tasks that it could execute.
Client devices will act similarly and check for matching servers after announcing
of a task. Because a check of the stored tasks and servers is performed after every
addition, matching task/server pairs are always found as soon as possible.

Once a client has found a number of candidate servers or a server has found a
number of candidate tasks, a decision must be made about which server or task is
chosen. Algorithms for making such decisions can range from very simple, taking
the first match found, to complex ones that take into account a number of variables.
Which method is best depends very much on the type of network; many solutions
for specific situations are available in literature (see Chapter 6).
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Decision 9 (Location policy) We use an extended version of bidding as the lo-
cation policy for Themis, since it allows for a distributed solution where devices
can work together without much cooperation, as was desirable (see Section 3.2.7).
In order to accommodate adaptiveness, we do not specify an algorithm to choose
matches from the candidates found.

3.3.3 Information policy

The information policy describes the way information is collected to support the
decision made by the location policy regarding the choice of the matches. Three
problems have to be addressed by this policy: what information is collected, where
it is collected, and when.

The kind of information collected completely depends on the location policy.
If no additional information is required by this policy, no information policy is
required. Because the location policy is executed by the device that was the last to
add a task or a server, and all devices may submit a task or register as a server, the
information needs to be available to all devices. Collecting it in the same central
location therefore seems the most appropriate solution.

Load data can be collected on demand, delivered periodically, or delivered when
the data has changed significantly with respect to previous information. If the
information would be collected in the same central location as used in the location
policy, submitting the required information at that same time is probably the best
solution, but any change of information would need to be reflected. If the data is
subject to a lot of change, this may not be an appropriate solution.

As the location policy does not specify which information is needed, we cannot
specify the information policy in more detail. However, if possible, it will be at-
tempted to collect the information in the same location and at the same time as
devices announce tasks and availability.

3.4 Overview

We have explored the properties and policies of a load sharing application in the
in-home network, and now combine them in an abstract overview of Themis, sum-
marising the decisions made in this chapter.

Our in-home network consists of a set of devices, D. These devices may perform
their own private operations, but are also capable of executing zero or more tasks,
which are contained in T . The sets are not static; devices and tasks may be added
or removed at any time.

A device cannot execute every possible task, depending on the requirements of
the task and the possibilities of the device. The function match : T × D → B
expresses this relationship.

Devices that want to submit new tasks or become a server and execute tasks,
can announce this at any time at a message board, C. At C, two collections are
kept, one of submitted tasks, and one of registered servers. Each time a task or
server is added to one of these collections, it is checked whether there are now any
tasks at C that can be executed by a registered server. This can be verified using
the match function. If there are multiple possibilities, one of the options is chosen.
The algorithm that makes this choice is not fixed; it can be replaced or change while
the network is active.

If a server has been found and selected, the task is submitted to that server, and
executed. Servers executing tasks can interrupt the execution at any time and try
to re-assign the task in the same manner as the original client that submitted the
task.
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Chapter 4

Architecture overview

The previous chapter discussed the requirements and properties of a load balancing
system for an in-home network. In this chapter, we present an architecture for a
prototype of the load balancing system Themis in the TASS In-Home Network.

We first discuss how the services of Themis will be made available to the devices
in the network, in Section 4.1. Section 4.2 gives a brief overview of how the system
can be divided into components. Next, we discuss the six most important actions
performed by Themis.

After submission of a task (Section 4.3) and registration of a resource (Section
4.4), have been discussed, Section 4.5 presents the implementation of the central
location required for bidding. The location policy is addressed in Section 4.6, while
Sections 4.7 and 4.8 deal with two topics not addressed in Chapter 3, the moving
and execution of tasks, and returning the results produced by a task. Section 4.9
introduces a special kind of task, the composite task.

For more details on the architecture of the Themis prototype, we refer to the
project documentation: [10] and [8].

4.1 Jini service

It is possible to include the Themis load sharing system in the standard Java or
Jini libraries, but a more flexible solution is to make it available as one or more
Jini services. Devices can look-up these services using only the interfaces and use
the returned service objects to perform the desired operations (see also Section
2.3.1). As no back-end process is contacted, these service objects are not proxies;
all operations are performed locally.

Making Themis available as a Jini service poses us with the problem of which
device offers the service, as we would like the service to be generally available,
and not be dependent on the presence of a specific device in the network. This is
taken care of by a program called Hermes, which is capable of uploading services to
current and future look-up servers. The program runs as a part of the device that
also runs the Jini services and programs (such as the look-up server). Hermes was
also developed during the Themis project, as it was considered to be essential in
order to be able to use Themis. More detailed information on the working, design
and implementation of Hermes is presented in [15].

Themis will not be made available as a single Jini service, but as a collection
of such services. This decreases the size of services to download, and also makes it
easier to decompose the system into smaller parts that can communicate with each
other through defined interfaces.
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Figure 4.1: An overview of the components in Themis.

4.2 Components

Themis has three types of users, most importantly clients, devices that submit tasks
and servers, devices available to execute tasks1. The third type is the monitor, a
device that is able to display the current status of the Themis system and retrieve the
past actions performed by Themis. As the monitor only influences the architecture
with respect to a number of details, we ignore this type of user for the remainder
of this chapter.

The submission of a task by a client and the registration of a server will be han-
dled by two different Jini services, the Themis components Task Submitter and
Resource Registrar. Both of these components need to store the information
received from their users. To do this, they use the Storage Access service, which
takes care the information is properly stored and that it can be retrieved again.
After storing the information on tasks or servers, the Task Assigner component
checks whether there are any tasks and servers that match. If that is the case, the
task will be started on the matching server.

In order to execute a task on a server, the server and the client involved will also
need to cooperate with Themis. As they cannot become components of Themis,
they have to be addressed by means of interfaces. The server will implement the
TaskServer interface, which allows Themis to pass a task to the server such that
it can be executed. Once the task has been completed, the result of the task
can be returned to the client, making use of the TaskClient interface, which is
implemented by the client.

Figure 4.1 displays the components and users of Themis. Arrows are drawn
from users or components to the other components or users they activate. Figure
4.2 shows part of the interaction between the components. In this situation, a client
submits a task to Themis, which is then stored. A matching server is found, and
the task is executed and the result returned.

1Note that a device can be different types of users; one and the same device can both submit
tasks and execute tasks submitted by other devices.
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Figure 4.2: Synchronous message sequence diagram of a client submitting a task,
execution of the task and returning of the result.

4.3 Submitting a task

4.3.1 Overview

A client wanting to submit a task will do this using the Task Submitter service,
through the submitTask() method. In order to handle the task, Themis will require
information from the client: the task in question and the object to which the result
of the task should be returned. The latter, an object implementing the TaskClient
interface will be passed as an argument of the submitTask() method (see also
Section 4.8).

The task itself is also passed as an argument. The object or objects representing
the task must be recognisable as a task by Themis, and must be executable by
the server without having to know the specifics of the task in question. This is
accomplished by hiding the implementation of a task by means of an interface
(Task)

This is however not yet sufficient information for Themis. Not every task can be
executed by every processor; the function match from the previous chapter indicates
whether that is the case or not. Themis requires information from the task in order
to compute match for the task and a server.

The required information should express what a server should offer in order to
be able to execute that task. We do this through resources. A resource can be
anything a task could possibly require of a device on which it will be executed, for
example a processor with at least 10 MHz, or a Random Access Memory of 256 kB
or the capability to output audio in MP3 format.

As suggested by the information policy discussion (Section 3.3.3), the resource
information is sent together with the submission of a task. Themis can obtain these
resources through the method getResources() in the Task interface.

The Task Submitter itself performs only two actions. First, it stores the sub-
mitted task and the corresponding client interface by using the Storage Access
service. Next, it will activate the Task Assigner component.
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4.3.2 Resources

From the explanation in the previous section, it becomes clear that a resource has
two parts: a description of the type of resource (processor, Random Access Memory)
and attributes for these types of resources (processor speed, memory capacity).

Description

Descriptions of resources could be implemented using strings to describe the re-
sources or through a class-like system where resources can inherit from each other.
The first method, which does not impose limits on how to describe a resource, has
the disadvantage that relationships between resources can not easily be expressed.
The second solution, which is similar to the way in which services are found in Jini,
uses classes to represent resources, which allows us to, for example, express that
Random Access Memory is a sub-class of a general memory resource.

Decision 10 (Resource descriptions) Resources in Themis will be represented
by classes, as this allows for an easy way of specifying inheritance relationships.

All resource classes in Themis will extend the base class Resource. Since tasks will
often require more than one resource, we also introduce the class ResourceSet, a
container class for resource objects.

Attributes

Attributes provide more detailed information about a resource. A straightforward
solution to include attributes in a resource class is to make them class variables.
These variables can be inherited or overridden by sub-classes of a resource.

Another option is to adopt the way in which Jini handles service attributes,
since the description method also resembles the Jini solution. For Jini services,
each attribute is a separate object, although they all implement a common interface,
Entry. The attributes are submitted together with the service that is registered (or
searched for). Using the same technique in Themis would mean we could apply an
already known technique, with which devices are already familiar. However, the
existing Jini attribute mechanism only has the possibility of comparing attributes
based on equality; greater-than, smaller-than, or more advanced options are not
available. Although it is possible to adapt Jini’s attribute mechanism to our wishes,
this would be more difficult to develop than our own system, and the users would
not be familiar with the system.

Decision 11 (Resource attributes) As adapting the Jini mechanism to enable
more advanced comparisons causes that option to lose its benefits, we therefore de-
cide to implement attributes by means of class variables.

Example

As an illustration, we give a possible representation of a printer resource. We
define three types of printer resources: PrinterResource, a generic printer resource,
ColourPrinterResource, for colour printers, and BlackWhitePrinterResource,
for black/white printers. There are two ways in which we could place these three
resources in a hierarchy: the black/white and colour printer could both inherit
direct from PrinterResource, or ColourPrinterResource could be a sub-resource
of BlackWhitePrinterResource, as colour printers can also print in black and
white — the latter has our preference.

Printer attributes, such as the ability to print in duplex, or the maximum number
of pages printed per minute, can be represented by integer or boolean variables.
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4.4 Registering a server

Registration of a server to Themis is very similar to the submission of a task dis-
cussed in the previous section. A server will use the Resource Registrar service
for that purpose, calling the method registerResources(), which takes two pa-
rameters, a set of Resources and an object implementing the TaskServer interface.

As with the task, we submit the required information — resources — together
with the registration. However, unlike for a task, the available resources of a server
are subject to change through time. Reacting to such changes forms part of the
transfer and selection policies, which are not part of Themis, and the server device
itself is responsible for keeping the resource information of its registration up to
date. Because we assume that such changes do not occur very often, updating
this information is done by re-registering the server — the previous registration is
discarded.

Besides the available resources, we also need to be able to contact the server
to start execution of tasks. The TaskServer specifies an interface for objects that
can receive tasks from Themis. Whenever a task has been assigned to the server,
Themis will call a method from this interface.

The actions taken by the Resource Registrar when a server registers a task
are the same as those of the Task Submitter: the server information is stored
using the Storage Access service and the Task Assigner is activated next.

4.5 Storing data

In order for the Task Assigner service to find all submitted tasks and registered
servers, the Task Submitter and Resource Registrar components store the
data using the Storage Access service. This service handles all actions regarding
the storage and retrieval of data needed by Themis.

4.5.1 Physical storage

One of main reasons for the existence of the Storage Access component is to
hide the actual storage from the rest of Themis. There are many ways to store
data, but for Themis we require the storage to have a number of properties. The
method of storage must enable:

replication to prevent the data from being concentrated in one point

persistence to keep data stored even if a crash occurs

safe storage to store data completely and accurately.

Decision 12 (Storage) In Themis, JavaSpaces will be used to store data. As this
service is already required by the In-Home Network Simulation Framework II, this
does not impose any new requirements on the network. Furthermore, JavaSpaces
allows direct storage of Java objects.

JavaSpaces has all the required properties: it can be run in persistent mode, using
the RMI Activation Framework to recover data after crashes. Transactions can
be used in combination with JavaSpaces to guarantee data is stored correctly and
JavaSpaces enables replication of stored data2.

2Replication is supported by JavaSpaces, although not implemented in the default version
provided by Sun. Third-party implementations that support replication are available, although
our prototype will use the default implementation from Sun.
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4.5.2 Concurrent access

Besides taking care of storing the objects in JavaSpaces, the main concern of the
Storage Access component is to handle concurrent access to the storage. Prob-
lems may occur if tasks or servers are added (or removed) while the Task Assigner
is busy trying to find matching tasks and servers.

Using transactions can solve this problem. While using the JavaSpaces read,
write and take operations under a transaction, other processes trying to access the
same JavaSpaces instance are automatically blocked until the transaction has been
completed. This allows for a solution where the Storage Access performs all its
operations under transactions, while hiding this from its users. More details on this
and other parts of the Storage Access component are discussed in [15].

4.6 Assigning a task to a server

After a submitted task or a server registration has been stored, the Task Assigner
component verifies whether there are tasks that can be executed by an available
server3. This process takes place on three levels:

1. All matching task/server combinations have to be found

2. To find out whether a task and a server match, their resource sets have to be
checked.

3. To determine whether two resource sets match, the individual resources of
that set have to be compared.

Chapter 5 deals with this problem in detail.
After all matching tasks and servers have been found, it is possible that some

tasks match with multiple servers, or vice versa. In that case, it is necessary to make
a choice between the alternatives. This choice is also made by the Task Assigner
component. Details regarding this aspect of the Task Assigner are discussed in
Chapter 6.

4.7 Executing a task

When the Task Assigner has determined that a task is to be executed by a server,
it will contact the server through the TaskServer interface that the server provided
at registration, calling the method startTask(). As the actual object is located at
the server, RMI is applied (see Section 4.7.1). If this method completes successfully,
the Task Assigner can assume the task has been correctly started and removes
the information regarding the task and server from the storage. This implies that if
the server is capable of and willing to execute more tasks, it will have to re-register.

In order to execute tasks concurrently with the processes of the server, we have
Task extend the Java class Thread. This allows the task to be run in a separate
execution thread within the server’s JVM.

4.7.1 Remote Method Invocation

The TaskServer object that is passed to Themis upon registration of a server is
the RMI stub object (see Section 2.4). This object can be created at compile-time,

3Note that it would also be possible to have the server pose requirements on the task it wants to
execute. As the objective of load sharing is to execute tasks, rather than to have servers working,
we do no consider this option for Themis.
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by the developer of the server program, or at run-time by Themis. The latter
option was found to be more beneficial, as implementation details were hidden from
the user. However, it was impossible to implement the run-time solution, as this
required serialisation of un-serialisable objects. Therefore, the stub objects now
have to be created at compile-time.

The same problem of serialisation prevented us from making the TaskServer
activatable. This does not influence performance greatly, in fact, as the servers
only have one TaskServer object, having an activation daemon could even be more
demanding to the server.

The mechanism to return results of a task to the client (see Section 4.8) works
in much the same way as starting a task, and RMI has been applied in the same
way, with the same restrictions.

4.7.2 Resource usage

In order to prevent tasks from using more or other resources than those they re-
quested, it would be desirable if a server could in some way monitor the use of
resources by tasks.

This goal could be achieved by letting the tasks access resources through objects.
The server could then pass these objects to the task when it is started; this is difficult
to implement, however. Resources like memory and processing power are already
granted by starting execution of the task thread and cannot be controlled through
such objects. For other resources it may be equally difficult to regulate access in
this manner.

Decision 13 (Resource access) As a system for secure access of the resources
of the server is difficult to implement such that it works for all resources, we decide
to relegate the responsibility for secure access to the servers themselves4.

4.7.3 Pre-emption and states

As described in Section 3.2.6, Themis should allow dynamic re-assignment of tasks.
In case a server cannot execute a task completely, it can stop execution of the task
completely and submit the task again, following the same procedure as described
above and using the TaskClient object of the original client. However, in many
cases, moving a task will result in the loss of the data computed during execution.

Although the migration of Java objects — including all data used in memory —
is technically feasible [13], such methods are subject to severe limitations and require
a lot of anticipation in the implementation of the objects. Instead, Themis will
collect information on the internal state of the task in a State object. This object
is created by the task itself when a server stops execution of that task (by calling
the method stopTask() of the Task interface). The same object can be passed to
the task when it is restarted, allowing it to resume execution from approximately
the same point at which it was stopped.

We decide to also apply this method for tasks that have not been pre-empted:
at submission of a task, clients supply a State object that is passed to the task
when started. This allows tasks to be created independently of the input data,
allowing for re-use. Moreover, this allows for more complex constructions of tasks
(see Section 4.9).

As the task has to be able to react to interruption, additional handling code is
required from the task, which may influence performance of the task. We expect this
influence to be negligible, and judge the ability to pre-empt tasks more important.

4Note that using RMI already requires the presence of a RMI Security Manager. This manager
monitors the objects that access the JVM from outside, and can disallow actions such as writing
to disk or starting new threads.
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It is of course possible for tasks not to implement the stopTask() method. As
we cannot verify this without running the task, a system in which tasks (or their
clients) are authenticated may be necessary. For Themis, however, we assume that
servers are capable of stopping tasks non-programmatically if required, and not
consider authentication of tasks or clients.

4.8 Returning the result of a task

Once a server has completed execution of a task, it is necessary to return the result
of this task to the original client5. The task signals its completion to the server by
calling a method of the TaskServer interface, and passes a result object; this result
object is of the same type as the State object introduced in the previous section.
This leaves several possibilities for returning the result to the client:

• Return the result directly to the client.

• Place the result in storage, and notify the client of this

• Place the result in storage, and have the client periodically check

Directly returning the result has the benefits of being fast and simple. If the client
device has disappeared from the network, the result can immediately be discarded.

Placing the result in storage first means results can be retrieved at any time,
even after crashes of the client device. A disadvantage is that some clients may never
pick up results, cluttering the storage. This can be solved, but imposes additional
overhead. Both methods also increase the number of messages sent, especially the
option where a client device checks the storage periodically. In Section 1.3.2, we
decided not to deal with tasks of disappeared clients, which eliminates the benefits
of those storage options6.

Decision 14 (Result returning) As we do not consider the tasks of disappeared
clients in Themis, we choose to return results of tasks directly to the client by the
server that executed the task.

The server will forward this result to the client using the TaskClient object it
received together with the task. That object is an RMI stub for the actual object
located at the client device (see also Section 4.7.1).

4.9 Composite tasks

The Themis prototype also enables the use of a special type of task to be submitted,
the composite task. A composite task, like an ordinary task, is submitted by a
client device and a result is eventually returned to it. However, composite tasks
are divided into a number of task objects. This allows clients to handle a collection
of tasks as one, even if not all tasks can be executed on a single server. As these
composite tasks are themselves tasks, it is possible to construct composite tasks
using both simple and composite tasks as the building blocks.

Two different types of composite tasks are defined, a parallel composite task
and a sequential composite task. Upon submission of a parallel composite task, all
contained tasks are submitted to the storage at the same time by Themis, allowing
for concurrent execution. The end result is returned when the results of all these

5While not all tasks will yield a real result, as in the sense of the result of a computation, we
assume all tasks at least signal their completion to the original client.

6Moreover, an attempt to implement the second option using Jini’s distributed event mechanism
failed because of the internal working of that mechanism.
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tasks have returned. In the case of a sequential composite task, a new task is only
submitted to the storage if the result of the previous task has returned.

Like Task, composite tasks are defined as interfaces, ParallelTaskCollection
and SequentialTaskCollection. These interfaces specify methods to obtain the
sub-tasks and the corresponding states, and to obtain the final result from the results
of the sub-tasks. As the clients implement the interfaces, very flexible solutions are
allowed. For example, sequential composite tasks can base the next task to be
submitted on the results of the previous task.

Composite tasks also require adaptation of the Task Submitter component,
since the intermediary results have to be received and handled before the end result
can be returned. For this purpose, two new classes implementing the TaskClient
interface are used, one for parallel and one for sequential composite tasks. Upon
submission of a composite task, a new instance of one of these classes is created to
handle the composite task. This new object then extracts the tasks, submits them,
receives the results and eventually returns the end result to the TaskClient defined
by the client device.
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Chapter 5

Finding matching tasks and
servers

As discussed in Section 4.6, the first task of the Task Assigner service is to identify
matches within the sets of submitted tasks and registered servers. The identification
of matches takes place at three different levels: the individual resource level (Section
5.1), the resource set level (Section 5.2) and the system level (Section 5.3).

5.1 Matching resources

In order to verify whether resource objects (see Section 4.3.2) match with each
other, we define a function matchresource: R×R → B, where R is the domain of
resources.

The function matchresource(r, s) is true if a task requiring resource r can be
executed on a server offering resource s. matchresource is therefore transitive and
reflexive, but not symmetric.

As a resource consists of a type and a set of attributes, the comparison consists of
two parts. The first part of the comparison should inspect the types of the resources;
if the types are not compatible, it is not necessary to check the attributes. Two
resources r and s can only match if the type of s is the same as that of r, or if the
type of s is a sub-type of that of r.

The attributes of a resource are specified for types, and no generic comparison
of these can be defined. In fact, every instance of a resource can define its own
comparison method. This allows for complex comparisons of attributes of a resource.

Example Using the printer resources from Section 4.3.2, we take resource r as
an instance of BlackWhitePrinterResource with duplex printing at 10 pages per
minute, and s as an instance of ColourPrinterResource with duplex printing at 9
pages per minute. Although r and s do not have the same type, ColourPrinter-
Resource is a sub-type of BlackWhitePrinterResource, and the two types match.
r and s also match on the duplex attribute, but r requires a printing speed of 10
pages per minute, which is not matched by s. Therefore, r and s do not match.

5.2 Matching resource sets

Being able to check whether individual resources match is not sufficient to find out
if a task can be executed on a server. Tasks usually require more than one resource,
and servers will have several resources to offer. These resources are contained in
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resource sets1, and we therefore will have to be able to verify if two resource sets
match.

A simple approach to verify if two resource sets match, appears to be to compare
each of the elements of the task resource set with each of the elements of the server
resource set. If a matching resource is found for each resource required by the
task, we have a match. This approach, however, does not guarantee that the sets
actually match: if the task requires two resources of the same type, we may find
that they both match with the same resource in the server’s resource set, but this
is not sufficient, as there need to be two such resources to actually execute the task.

5.2.1 Problem description

Given are two sets of resources X (the resources of the task) and Y (of the server).
For all resources r ∈ X, s ∈ Y , a function matchresource(r, s) is defined, which
equals true if and only if a task requiring r could be executed on a server offering
resource s (see Section 5.1).

Required is to find whether an injective2 mapping M of X onto Y exists, where
for all x ∈ X, matchresource(x, M(x)) holds. The predicate match(X, Y) indicates
if such a mapping exists for resource sets X and Y .

5.2.2 Bipartite graph matching

In graph theory, the problem domain of matching deals with problems similar to
the resource matching problem. We can represent the two resource sets as the two
partitions of a bipartite graph G = (X ∪ Y,E), where each resource is a vertex in
X or Y , and where there is an edge between two vertices x and y if x ∈ X, y ∈ Y
and matchresource(x, y) holds.

The resource matching problem can then be described as finding whether a
subset N ⊆ E exists such that all vertices in X are incident to exactly one edge
of N and such that all vertices in Y are incident to at most one edge of N . This
problem is known as finding whether a bipartite graph matching of X into Y exists.
Hall’s Matching Condition [16] provides a necessary and sufficient condition for such
a matching:

Hall’s Matching Condition A bipartite graph G = (X ∪ Y, E) has a matching
of X into Y if and only if |nb(S)| ≥ |S|, for all S ⊆ X, where nb(S) is the set of
neighbours of S, vertices connected to a vertex in S.

A simple algorithm checking all the subsets of X has worst-case complexity
O(2|X|). We could improve that algorithm, observing that G can be divided into
a number of bipartite sub-graphs with no edges between them. For example, if
X contains a memory resource, the corresponding vertex will only have edges to
vertices in Y that are also memory resources, as the edges indicate that the two
resources match. However, an algorithm exploiting this is still exponential, and we
prefer a polynomial one3.

The most common problem in bipartite graph matching is to find a perfect
matching, that is, a subset of the edges such that each of the vertices is incident
to exactly one edge of this subset. This problem is solved by repeatedly applying
the Augmenting Path Algorithm [16], which yields the maximum matching, or the

1Resource sets may contain resources more than onece, and are therefore formally multi-sets.
2A function f : X → Y is injective if (∀x, x′ : x, x′ ∈ X : (f(x) = f(x′)) ⇒ (x = x′)).
3In the prototype of Themis, an algorithm based on Hall’s Matching Condition is implemented,

also using the partition observation. The polynomial algorithm described has not been imple-
mented.
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Figure 5.1: An augmenting path.

matching with the greatest number of edges. If this matching covers all vertices,
it is also a perfect matching. This Maximum Matching Algorithm has worst-case
complexity O(|V |3), although optimisations may give a performance of O(|V |5/2).
We show that this algorithm can be used to solve our resource matching problem,
giving a polynomial-time solution.

First, we define more properly what the Maximum Matching Algorithm com-
putes. The outcome of the algorithm is a matching N ⊆ E, for which each of the
vertices v ∈ X ∪Y is incident to at most one edge in N , and for which there are no
other such matchings with a number of edges greater than |N |. Our claim is that
match(X, Y) holds if and only if all vertices in X are incident to an edge in any
maximum matching N found by applying the Maximum Matching Algorithm.

Proof First, we prove sufficiency of the claim. Given a matching N with all
vertices in X incident to one of the edges in N , we can directly derive a mapping
M from X to Y . To construct M , we define M(x) as the element from Y which
is incident to the same edge in N to which x is incident. Since all vertices of X
are incident to exactly one edge in N , and all vertices in Y are incident to at most
one edge (since N is a matching), mapping M is injective. As an edge between
two vertices implies the corresponding resources match, we have found a correct
mapping M , and match(X, Y) holds.

Now, we assume match(X, Y ) holds. If we have a maximal matching N with not
all vertices in X covered, it follows that there cannot be an injective mapping from
X to Y , since that requires all of the elements of X to be mapped; this contradicts
the assumption that match(X, Y) holds. 2

We now give an outline of the Maximum Matching Algorithm. As mentioned,
the Maximum Matching Algorithm is based on the Augmenting Path Algorithm.
That algorithm finds, if it exists, and augmenting path in G, given a matching N .
An augmenting path is a path over the edges of G, for which the edges alternately
do and do not belong to N , and for which the first and last vertex reached are not
saturated4 by N . In Figure 5.1, where edges contained in N are shown in bold, the
path 1–4–2–5–3–6 is an augmenting path.

The Augmenting Path Algorithm finds an augmenting path in the following way.
Given G and N , we define three sets: U , the set of all vertices in X not saturated
by N ; S ⊆ X and T ⊆ Y are sets of vertices that are reached from U (initialised
by S = U and T = ∅). Next, we take an element s from S and consider all vertices
in y ∈ Y \ T that can be reached from s through an edge not in N . If y is not
saturated by N , we have found an augmenting path P . If y is already saturated by
N , add y to T and the vertex connected to y by the edge in N to S. Now repeat

4A vertex v is saturated by a matching N if there is an edge in N incident to v.
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this step until an augmenting path has been found, or until all vertices in S have
been checked.

We demonstrate the Augmenting Path Algorithm by finding the augmenting
path in Figure 5.1 with X = {1, 2, 3} and Y = {4, 5, 6} and the matching N
indicated in bold. Initially, the set U consists of vertex 1, hence S also contains 1,
while T is empty. The only edge from 1 to a vertex in Y is (1 ∼ 4), which is already
satisfied by N . We therefore add 4 to T and add 2, which is connected with 4 in
N , to S. We repeat the procedure for (2 ∼ 5), and add 5 to T and 3 to S. In the
third iteration, we find that 6 is not yet saturated by N ; an augmenting path has
been found, which can be reconstructed by tracing back the path followed, in this
case 1–4–2–5–3–6.

1 P := ∅ ;
2

3 U := {x | x ∈ X ∧ saturates(N,x)} ;
4 S := U ;
5 T := ∅ ;
6 V := ∅ ;
7 W :=∅ ;
8

9 do S \ V 6= ∅ ∧ P = ∅ →
10 f o ra l l s ∈ S \ V and while P = ∅ do
11 f o ra l l y ∈ (Y \W ) and while P = ∅
12 i f s ∼ y ∧ (s ∼ y) /∈ M →
13 T := T ∪ {y} ;
14 W := W ∪ {y} ;
15 i f saturates(N, y) →
16 P := new path ;
17 2¬saturates(N, y) →
18 S := S ∪ {x | (x ∼ y) ∈ M} ;
19 f i
20 f i
21 od
22 V := V ∪ {s} ;
23 od
24 od

Listing 5.1: Augmenting Path Algorithm

The Maximum Matching Algorithm (Listing 5.2) repeatedly applies the Aug-
menting Path Algorithm, starting with a an empty matching. If the Augmenting
Path Algorithm yields an augmenting path P , we can increase N by removing the
edges of P that were in N and adding the edges of P that were not in N — in
Figure 5.1, the edges removed are (2 ∼ 4) and (3 ∼ 5); (1 ∼ 4), (2 ∼ 5) and (3 ∼ 6)
are added to N . If no augmenting path was found, then N is a maximum matching
in G, and the algorithm terminates.

1 N := ∅ ;
2 do AugmentingPathAlgorithm (G, N) 6= ∅ →
3 P := AugmentingPathAlgorithm (G, N) ;
4 N := (N \N ∩ P ) ∪ (P \N) ;
5 od

Listing 5.2: Maximum Matching Algorithm
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5.2.3 Finding matches

The previous section silently assumed that the matches between all the resources
of the two resource sets — the edges in the graph — were already known, which is
however not the case.

A simple algorithm checks for all resources in X which resources in Y match
— worst-case complexity is O(|X| · |Y |). However, for finding the matches between
resources, we may benefit from the same observation made in the previous section:
a memory resource will only match with another memory resource. This knowledge
makes it unnecessary to search all resources in Y to see if there is a match. Instead,
it is sufficient to check all resources in the partition of Y which contains potential
matches with the element from X. Although the worst-case complexity is still the
same, this algorithm has a better performance for most cases.

1 E := emptyset ;
2 f o ra l l r e s ou r c e s x in X do
3 Yx = pa r t i t i o n of Y that can match with x ;
4 f o ra l l r e s ou r c e s y in Yx do
5 i f matchresource(x, y) →
6 E := E ∪ {(x ∼ y)} ;
7 f i
8 od
9 od

Listing 5.3: Resource match finding algorithm

In order to implement this, we need to pay attention to construction and represen-
tation of the partitions. For finding resources in Y matching a resource x ∈ X,
we need to define the partition Yx of Y in which to search. As we wish to make
as little comparisons as possible, we want to make Yx as small as possible. We
therefore include in the partition all resources y that could match with x based on
the resource type. That is, for a resource x of type A, Yx contains all resources that
either have type A, or have a subtype of A.

Since we have introduced the partitions to decrease the number of comparisons
made between resources, representation of the partitions should not pose a lot of
overhead to the system. For representation, we apply the fast technique of hashing,
using Java’s Hashtable data type.

In hashing, a hash-function is used to map input values from a large input
domain to values from a smaller co-domain. Using a value from the domain —
called the key — we can store a value associated with that key. In our case, we use
the type — or super-type — of the resource and store the partition as the value. In
other words, the hash function maps resource types to the power set of resources.

The hashtable data type makes it possible to store and retrieve the resource sets
quickly using only the type of a resource.

5.3 Finding matching tasks and servers

Being able to determine whether a task and a server match or not, we can also define
an algorithm to find all such matches given all tasks and servers. From storage, the
Task Assigner obtains two sets: a set of submitted tasks T and a set of registered
servers S5. While the Task Assigner is active, no new tasks or servers can be
added (see Section 4.5.2). Tasks or servers may only be removed from the sets by
the Task Assigner if either a task is being executed by a server, or if the device
that submitted the data has become unavailable.

5The elements of both T and S are sets of resources.
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The objective of the Task Assigner is to assure that for none of the tasks
in T there is a matching server in S. This can be formulated as the following
post-condition:

(∀t : t ∈ T : ¬(∃s ∈ S :: match(t, s)))

The function match is defined as T × S → B, and returns whether task t can be
executed on server s (see Section 5.2).

A simple algorithm testing all combinations of tasks and servers would have
worst-time complexity O(|T | · |S|), not taking into account the complexity of the
match function. This performance can be improved using the observation that a
Task Assigner run is made after each addition of a task or server (see Section
3.4); only these additions6 made between to runs can therefore “disturb” the post-
condition reached by a previous Task Assigner run. Therefore, the following
pre-condition holds:

(∀t : t ∈ T \ Tnew : ¬(∃s ∈ S \ Snew :: match(t, s))),

where Tnew and Snew are defined as the subsets of T and S that contain the
newly added tasks and servers. Note that this pre-condition also holds for the initial
situation, where T = ∅ and S = ∅.

From these conditions follows the program listed in Listing 5.4. The pairs of
tasks and servers that match are collected in the set M . The function match is
discussed in detail in Section 5.2. Again not taking the complexity of match into
account, worst-time complexity of this algorithm is O((|Tnew| · |S|) + (|Snew| · |T \
Tnew|)); for most cases, where only one change is made, this amounts to either
O(|T |) or O(|S|).

1 M := ∅ ;
2 f o ra l l t in Tnew do
3 f o ra l l s in S do
4 i f match(Xt, Ys) →
5 M := M ∪ {(t, s)} ;
6 f i
7 od
8 od
9

10 f o ra l l s in Snew do
11 f o ra l l t in T \ Tnew do
12 i f match(Xt, Ys) →
13 M := M ∪ {(t, s)} ;
14 f i
15 od
16 od

Listing 5.4: Task/server matching finding algorithm

6It is possible for multiple additions to take place between two runs, as the storage is not
blocked between the storage of a task or server and the start of a Task Assigner.
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Chapter 6

Selection of matches

Once all matching tasks and servers have been identified, some tasks or servers may
occur in multiple matches. As it is not possible or necessary to assign tasks or
servers twice, Themis needs to make a selection of the task/server pairs found. We
call this selection the match choosing algorithm.

As decided in Section 3.2.5, Themis must be adaptive. For selection of matches,
this implies the manner in which the selection is made must not be fixed. Section
6.1 presents an architecture to accommodate this adaptivity, while Section 6.2 dis-
cusses the possibilities for the algorithms themselves. Some example algorithms are
presented in the final section of this chapter.

6.1 Architecture

A flexible structure for adaptive match choosing algorithms separates implementa-
tion from its use, allowing for change of algorithm during compile-time and run-time.

In object-oriented programming, and especially in Java, interfaces are commonly
used to separate a specification from an implementation; interfaces define functions,
which can be implemented by a class. This technique could also be used for the
match choosing algorithms; the Task Assigner can use any algorithm, as long as
it implements a known interface.

An alternative solution is suggested in [7], where it is called the Strategy pattern.
Instead of using an interface, an abstract class is defined as a skeleton for the
algorithm (see also Figure 6.1). Actual implementations of the algorithm extend
this class and are obliged to implement the operations defined by the abstract
super-class.

Decision 15 (Algorithm architecture) We choose the Strategy pattern solution

Context
+ContextInterface()

Strategy
+AlgorithmInterface()

ConcreteStrategyA
+AlgorithmInterface()

ConcreteStrategyB
+AlgorithmInterface()

ConcreteStrategyC
+AlgorithmInterface()

Figure 6.1: The structure of the Strategy pattern, from [7].
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to enable the use of different match choosing algorithms, as that approach has the
possibility to include code with the abstract class, which can be re-used by the algo-
rithms. This is also beneficial in case algorithms are arranged in a hierarchy.

The abstract class for the match choosing algorithm is called bestMatchAlgorithm.
The process of selecting matches is commenced by passing the set of all matches
found to the concrete implementation.

An algorithm is responsible for the actual starting of the tasks, calling the
startTask() method from the TaskAssigner interface. This leaves open the pos-
sibility to choose a different server whenever starting a task fails because the chosen
server has become unavailable.

6.2 Match choosing algorithms

Algorithms for choosing matches from all matching task/server pairs are part of
the location policy, as discussed in Section 3.3.2. Implementations can range from
very simple algorithms that assign each task to the first matching server found,
to complex algorithms that consider future scenarios and use lots of additional
information on the network. In this section, we discuss some of the options for
implementation of a match choosing algorithm.

6.2.1 Algorithm complexity

It is claimed that, for a small numbers of matches, simple algorithms often give
the best result in situations where a high performance is demanded. More sophis-
ticated algorithms tend to produce overhead, as they require more information to
be collected and take longer to execute.

One could therefore argue that simple algorithms would also be best for Themis,
as more complex algorithms merely increase overhead. On the other hand, the
overhead posed by Themis itself is already considerable regardless of the algorithm
chosen here. Moreover, increase of performance is not the only goal targeted by
Themis; it can also be used for adding functionality or providing reliability.

Match choosing algorithms that employ load information to make matching
decisions could be useful for use in in-home networks, but are very difficult to im-
plement, given the dynamic and diverse nature of in-home networks. Unfortunately,
we are not in a position to study load-related variables in in-home networks.

6.2.2 Using resource information

Although no load information is available, Themis already has access to the desired
and offered resources. It is possible to use knowledge about the resources in a
match choosing algorithm, since not every server matching the requirements of a
task is equally suitable. A server with a faster processor than requested might have
preference over a server with only just the required speed, but more memory than
required will likely not be considered more beneficial for a task. We could use such
information to choose between different servers all matching the same task (or vice
versa).

However, given the diversity of devices and resources, it is difficult to compare
them and define an order. We can attempt to do this by assigning scores to each
match. Given the manner in which resources are matched, it is the easiest to
compute this score from the viewpoint of the task — that is, the client defines how
the score is computed — although doing it from the server’s point of view is also
possible. In the remainder of this section, we assume the score is computed from
the task’s viewpoint.
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Unfortunately, having a comparable measure for all matches still leaves open
several possibilities for a solution. We could assume that it is best to find a high
scoring server for all tasks, as these are then performed the faster, and by the best
available servers. An opposite reasoning is also possible, however: if we find a low
scoring server that is still sufficient to execute a task, this leaves more high-scoring
servers for possibly more demanding future tasks. It is also possible to do this
assignment on network level: trying to assign tasks to servers with a minimal/-
maximal total score. The problem would even get more complex if we take into
account that servers can actually execute more than one task at the same time; this
is however outside the scope of this project (see Section 1.3).

6.2.3 Number of different tasks and servers

Another issue to consider is the number of different tasks and servers that occur
in the matches. Since the Task Assigner is activated after each addition of a
task or server, the matches found will most probably only concern the newly added
task or server. With this in mind, we could greatly reduce the complexity of some
algorithms. However, in those few cases where more than one task or server is taken
into account, such algorithms may perform badly.

This problem can be solved by selecting the appropriate match choosing algo-
rithm at run-time, which is allowed by the architecture. It could be detected whether
the amount of matches found deals with one or many different tasks/servers and
the the appropriate algorithm is then chosen.

6.2.4 Summary

Without knowing actual in-home network behaviour and properties, it is very dif-
ficult to determine an optimal match choosing algorithm. Even if such knowledge
were available, it is very unlikely that this yields one algorithm, if only due to the
fact that no two in-home networks are the same and their composition can change
dynamically.

It is most likely that the best solution for a match choosing algorithm consists
of several algorithms, and it is dynamically decided which one to use, based on
variables such as the number of different tasks/servers involved. Care should be
taken that the decision on which algorithm to take does not get too complex.

6.3 Algorithm examples

In this section, we present algorithms for selecting matching tasks and servers. The
first is First Fit, which simply selects the first match found. Next, we discuss some
other “fit” algorithms. The weighted matching algorithm can be used when scores
have been assigned to matches, for example those based on the available resources.

6.3.1 First Fit

First Fit is probably the simplest match choosing algorithm. It assigns each task
to the first encountered server to which it matches. This algorithm would be most
efficient if it were applied directly when a match is found. This, however, circum-
vents the architecture presented in Section 6.1. Listing 6.1 shows First Fit as it
would be without integration in the match finding; M denotes the set of matches,
consisting of pairs of tasks and servers.

1 Ta := ∅ ;
2 Sa := ∅ ;
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3 f o ra l l pa i r s (t, s) in M do
4 i f t /∈ Ta ∧ s /∈ Sa →
5 i f a s s i gn i ng t to s i s s u c c e s s f u l → ;
6 Ta := Ta ∪ {t} ;
7 Sa := Sa ∪ {s} ;
8 f i
9 f i

10 od

Listing 6.1: First Fit algorithm

6.3.2 Other “fit” algorithms

An number of simple algorithms based on the “fit” of a match exist. The fit is de-
termined using a measure, for example the resource scores discussed in the previous
section. In that case, we can each task to the server with the best fit, or worst fit,
provided the server has not been assigned before. The definitions of best and worst
fit vary, but usually best fit is defined as the match with the lowest score that is
still high enough. Other variants also exist, such as the Almost Worst Fit (which
takes the next to worst fit).

All these algorithms require inspection of all matches for a particular task or
sever, which makes them slower than First Fit. Listing 6.2 shows an example of a
Best Fit algorithm. For all tasks t for which a match was found, we inspect the
set Mt of matching servers. The server with the lowest value for the fit function
is eventually chosen. The algorithm does not check whether a task was already
assigned to that server, but this can easily be added (see Listing 6.1).

1 f o ra l l t do
2 f o ra l l s ∈ Mt do
3 best = nu l l ;
4 i f fit(s) < fit(best) to
5 best = s ;
6 f i
7 a s s i gn t to best ;
8 od
9 od

Listing 6.2: Best Fit algorithm

6.3.3 Weighted matching

As described in Section 6.2.2, a way to compare matches is to assign scores to them.
One way to select matches after scoring has been applied is to take these matches
that give the highest (or lowest) total score.

This problem can be translated into a graph problem known as weighted bipartite
matching. Given are a bipartite graph G = (X ∪ Y,E) and a function w : E → N
that assigns weights to the edges. Requested is to find a matching — a set of edges
N ⊆ E such that each vertex is incident to at most one edge in N — for which the
sum of the weights is maximal.

We define the tasks as the vertices in X and the servers as the vertices in Y . A
match between a task and a server is indicated by an edge between their vertices;
the score of the match is the weight of that edge.

The weighted bipartite matching problem can be solved using the Hungarian
algorithm, first developed by Kuhn and Munkres (see [16]). It finds the matching
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with the maximum sum of weights, but could be adapted to find the minimum sum
instead.

The Hungarian algorithm requires the graph to be complete (that is, there are
edges between all vertices) and balanced (|X| = |Y |). If this is not the case, vertices
and edges with weight 0 can be added without loss of generality.

We define a feasible labeling l on the vertices of G as a function l : V → N such
that for all vertices, the sum of the labels of two vertices is greater than or equal to
the weight of the edge between them: l(x) + l(y) ≥ w(x ∼ y)1.

For a labeling l, we define the equality sub-graph as the graph Gl = (X ∪ Y, El),
with El = {(x ∼ y) | l(x) + l(y) = w(x ∼ y)}; that is, a graph with the same
vertices as G, but only with the edges for which the weight of an edge is equal to
the sum of its vertices labels.

It can be proven that if, for a feasible labeling l, the equality sub-graph Gl has
a perfect matching M , then M is a maximum weighted matching for G. Note there
is always an equality sub-graph with a perfect matching, as graph G is complete.

The Hungarian Algorithm finds the maximum weighted matching in the follow-
ing way. Given G, we define a feasible labeling l and the corresponding Gl. A
feasible labeling always exists: define l(y) = 0 for all vertices in Y , and set l(x), for
all vertices in X to the maximum weight of the edges it is incident with.

Next we take a maximum matching M in Gl, which can be found by applying
the Augmenting Path Algorithm (see Section 5.2.2). If M is perfect, we have found
the maximum weighted matching.

Otherwise, take the sets S and T at the end of the Augmenting Path Algorithm.
Define ε as the minimum l(x) + l(y) − w(x ∼ y), with x ∈ S and y ∈ Y \ T , and
update labeling l as follows: l(x) := l(x) − ε for all x ∈ S and l(y) := l(y) + ε for
y ∈ T . This labeling is still feasible. Repeat the previous steps for the Gl of the
new labeling until a perfect matching M for Gl is found.

The Hungarian Algorithm has a worst-case complexity of O(|V |3).

1x ∼ y denotes the edge that connects vertices x and y.
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Chapter 7

Evaluation and conclusions

7.1 Prototype evaluation

With a prototype implementation of Themis available, it is possible to evaluate
decisions made during its development and its other properties. Before doing so, we
first give a brief overview of the prototype. A complete overview of the prototype
and its development is given in the Software Requirements Specification ([11]),
Software Design Description ([10]), Detailed Design Description ([8]).

7.1.1 Prototype

The Themis prototype implements the architecture as described in Chapter 4, and
contains all interfaces and implementations of the four Themis services. All other
interfaces concerning the users, tasks and resources have been implemented as well,
to be able to demonstrate the prototype. The part of the task assigner that finds
matches was implemented differently from what is described in Chapter 5.

The demonstration features a client that can submit a number of tasks. These
tasks compute values required for the graphical representation of a Mandelbrot set.
A dummy resource is required for executing such tasks, and all servers have this type
of resource available. These servers register themselves to Themis as available on
start-up, and remain registered unless they are executing a task that was assigned
to them. The client is also capable of submitting a parallel composite task and a
sequential composite task.

A separate monitor device makes it possible to view, at any time, the submitted
tasks, registered servers and tasks that are being executed; all actions performed
by Themis are also written in a log file, which can be read from the monitor device.

The simulated in-home network has been extended with Hermes. This program
is coupled to a look-up server and takes care of the registration of the Themis
services. For the storage of tasks and server registrations, the default JavaSpaces
implementation is used, which however does not support replication of data. A
commercial implementation, called GigaSpaces, does have this feature, and could
be used by Themis if required.

7.1.2 Evaluation

Prototype environment

Although the principles of Jini and its related technologies are easy to understand,
the combination with the In-Home Network Simulation Framework II and Themis
forms a complex union. Although Themis and RMI offer a number of useful features,
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which relieved us from implementing them ourselves, their behaviour and properties
were not always clear, or slightly different behaviour was required for Themis. Much
time and effort was spent to find out how Jini or RMI worked, in combination with
our own product.

The In-Home Network Simulation Framework II, which has the purpose to make
using Jini easier, was unfortunately hardly used. This was mostly due to the fact
that Themis does not behave like most Jini users or services, but insufficient docu-
mentation of the framework made it difficult to find out whether the offered func-
tionality could be used our not.

With Themis, yet another addition was made to the already complex combina-
tion of different components and layers. This makes the TASS in-home network
prototype increasingly difficult to extend, and care should be taken that the work
done does not become valueless because of its complexity.

Development decisions

Of the decisions made during research and design of the prototype, the only decision
made that was not fully lived up to is the decision to apply distributed load sharing
(see 3.2.3).

In Themis, JavaSpaces is used to store data regarding submitted tasks and reg-
istered servers. In situations with only one look-up server, the data is concentrated
in one point, and even with several look-up servers, the situation is not fully dis-
tributed. Therefore, one of the benefits of our decision, non-dependency, does not
hold here. One could argue that the presence of a look-up server and the use of
JavaSpaces already make the in-home networknetwork dependent on a small num-
ber of devices, but that is particular to the current implementation with Jini, while
the storage would also be present if Themis would be implemented in a different
environment.

On the other hand, a completely distributed solution, is not possible, as it would
require all devices to be able to store data on tasks and servers. Clearly, not all
devices are capable of this.

It should also be noted that the other reasons why distribution was chosen —
easier because of heterogeneity and scalability — are not violated. Devices all
decide themselves when and how to participate, and the replication functionality of
JavaSpaces allows for a fully scalable solution.

Performance

Use of the demonstration set-up indicates that use of Themis poses an additional
overhead to the system. As this overhead is already considerable while using pow-
erful hardware (PC), using actual in-home devices will likely only increase the over-
head.

Experiences with in-home network prototypes without Themis, however, show
that this overhead is also present in these systems, and is mostly due to the use of
Java and Jini, rather than the load sharing system. The performance of Java and
Jini is therefore a topic that requires future attention.

7.2 Conclusions

The main objective of the Themis project (see Section 1.3) was to investigate
whether it was technically feasible to add a load balancing system to an in-home
network. This was shown to be possible — although applying load sharing rather
than balancing — by implementing a prototype for Themis. We have already dis-
cussed the properties of this prototype in the previous section, but have not yet
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answered the question whether we can actually apply such a load sharing system,
and if it would be useful.

7.2.1 Technical suitability

Judging by current household appliances, an in-home network typically contains a
small number of devices that execute specialised tasks. A load sharing system like
Themis is not very beneficial to such a network.

The main advantage of Themis is that it hides the selection of a destination
for tasks from a potentially large group of candidates, and that it can do that for
large numbers of tasks and servers. For a network with few devices and tasks, the
overhead posed by Themis is therefore big; it is probably best to let the selection of
destinations be handled by the devices themselves, which is possible in the service-
based Jini environment.

The overhead might be reduced if the load sharing system is implemented differ-
ently. The combination of Java and Jini already poses quite a large overhead, and
adding Themis as an additional layer only increases that. A configuration where
load sharing is integrated with the network technology (such as Jini), or even in the
primary soft- or hardware, would probably greatly reduce the overhead.

In the current configuration (that is, on top of Jini), Themis would be more
useful in environments with more devices and/or more — and therefore less spe-
cialised — tasks. As the number of devices in an in-home network is not expected
to grow much in the future, the devices would be required to have more general
computing capabilities, allowing them to execute more kinds of tasks — a change
that will possibly occur in the future. Alternatively, we could consider applying
Themis in other networks that already have the desired properties, for example in
office networks.

7.2.2 Practical suitability

As for practical application of a load sharing system in an in-home network, we
see three areas in which such a system could enhance the network: performance,
functionality and reliability.

The most obvious advantage load sharing can offer is a better performance.
Devices are able to perform their jobs quicker by letting other devices do parts of
it, idle devices could relieve busy ones from their jobs and improve response time,
and tasks can be executed with a higher level of quality. However, the currently
existing household devices do not have performance problems and they will only
become more powerful, as an increase in capacity is already required to become part
of an in-home network. Hence, an increase in performance is currently not needed.
The increase in performance because of the load sharing system will not make it
possible either to weaken the capacity of the devices, as no execution of tasks is
currently guaranteed.

The improved performance of the devices does leave additional options for new
functionality, besides the possibilities enabled by the fact that devices can execute
each other’s tasks. Few concrete ideas for such new functionality are in existence
however, as development of in-home networks is still in an early stage. The avail-
ability of a prototype with the possibility of load sharing may give rise to new ideas
and enable further research.

A third use for load sharing in in-home networks could be to improve reliability,
as it is now easy to execute tasks in duplex. However, as current household devices
hardly suffer from reliability problems, there seems to be no real need for this type
of use.
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7.2.3 Summary and recommendations

Summarising, we conclude that a load sharing system for an in-home network is
technically possible, but such a system is not yet very useful, as its overhead is
disproportional with respect to the network, and no applications are yet available.

Nevertheless, we think that further study of the combination of in-home net-
works and load sharing is useful. Such studies should initially focus on finding
applications for load sharing within in-home networks and other network environ-
ments. Technical studies will not be of much use until a definite technical environ-
ment for in-home networks has been set up, or if no applications for load sharing
are found.

When conducting research, it may also be useful to examine some of the issues
that were not, or not fully, addressed by Themis, but are interesting for future
development. These issues include:

Server capacity The fact that servers can execute more than one task at the same
time has not been explored, but could lead to quicker assignment of tasks,
which is especially interesting in the case of tasks with a short execution time.

Dividable tasks As an extension of composite tasks, we can create dividable tasks,
which can be split up in smaller parts when the available servers do not have
sufficient capacity for executing the entire task.

Scheduled tasks The desired period of execution for some tasks is, on some occa-
sions, known beforehand. The possibility of reserving server time in advance
could be beneficial for such tasks.

Execution guarantee Although we must assume an in-home network to be un-
reliable, it might be possible to offer better guarantees for execution of tasks
than presently, or at least better exception handling when failure does occur.

Security For Themis, we have made some assumptions regarding the behaviour
of tasks with respect to security. Measures need to be taken to enforce this
behaviour rather than assuming it.

Transfer and selection policies Although not part of Themis, the transfer and
selection policies play an important role in load sharing — implementation of
these policies in devices is required.
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Appendix A

Object-oriented terminology

In this appendix, we present a few object-oriented terms that have no common
well-defined meaning. Since the Themis prototype was developed in Java, names
and their meaning depend on their use in that programming language.

abstract class An abstract class is a class of which no instances can be made; it
can only be extended.

class A class defines a category, or type. A class can define properties of data
and operations — methods — on that data. A class can be instantiated by
an object. Classes can extend another class, inheriting the properties and
operations, which it can add to or modify. A class extending another class is
a sub-class, a class that is extended by another class is a super-class.

interface An interface specifies how interaction between two objects can take place
by defining method names. Classes can implement an interface, which allows
other objects to communicate with them while only knowing the interface and
not the class itself.

method A method is a function defined on a class. Objects can be passed as
arguments, and a method can return zero or one objects as a result.

object An object comprises data of a certain type, or class.

thread A thread is a separate process in the Java Virtual Machine. Objects of a
class that extends the Thread class, are run in separate threads.
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