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Increasing the Capacity
of a

Fault Tolerant Digital Telephone Exchange

by John Muijselaar

Summary

At the Digital Systems Group, Department of Electrical Engineering, Eindhoven
University of Technology, a fault tolerant digital telephone exchange is being developed.

This report describes the research that has been done in order to increase the capacity
of the prototype exchange that is being developed.

Various architectures of time and space switch element for the switching network of the
exchange have been designed, implemented, simulated and tested using a hardware
design tool.
With Ie technology moving into the sub micron area some of the architectures proposed
can be used in order to design VLSI or ULSI circuits for a high capacity fault tolerant
digital exchange.
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1 Introduction

In 1986 a project group was set up at the Digital Systems Group, Department of
Electrical Engineering, Eindhoven University of Technology, with the task to design and
implement a fault tolerant digital telephone exchange. Since that time students are
working on this project, which was first under the supervision of prof. ir. A Heetman
and ir. M.J.M. van Weert, and is now under the supervision of prof. ir. M.PJ. Stevens
and ir. M.J.M. van Weert.

The purpose of the project is to develop an exchange that can process 2048 (Le. 4096
half) telephone calls. The intermediate goal of the project is to design and implement
a prototype exchange that can switch 256 half telephone calls.

This report describes the research that has been done in order to increase the capacity
of the prototype exchange.

Chapter 2 of this report gives an overview of some of the aspects of communication
theory and VLSI design the reader should be familiar with.
The prototype exchange is described in chapter 3.
Chapter 4 describes the architecture of traditional and new time switch elements, and
chapter 5 describes the architecture of various space switch elements.
The resulting architecture for the switching network is discussed in chapter 6.
Conclusions and recommendations are discussed in chapter 7.
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2 Theory

2.1 Introduction

In this chapter we will briefly discuss some of the theoretical aspects of
telecommunication and VLSI-design. Of course we do not intend to give a summary of
these parts of the wide field of electrical engineering. This chapter only gives a short
overview of the various subjects the reader should be familiar with in order to
understand the entire report.

First we will discuss some basic aspects of digital transmission of signals. Next we
discuss the basic aspects of digital communication switching. Then the (4,2) fault
tolerance concept is briefly discussed and the fundamentals of state of the art VLSI
design are mentioned.

2.2 Digital Transmission of Analog Signals

2.2.1 Sampling

It is often desired and useful to represent an analog signal in terms of its sampled
values taken at appropriately spaced intervals. After the sampling process the signal
can be quantised, and the resulting digital signal can be processed in many ways. It is
clear that this technique is widely used nowadays. See [Arnbak] for an overview of the
advantages and disadvantages of digital versus analog communication systems.
The principle of sampling can be explained using the switching sampler shown in figure
2.1

0-------\,~
X(t) f1\ \~ f1\ Xs(t)

tIt
Figure 2.1 Switching sampler
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By applying a little bit Fourier theory it can be shown that the original signal can only
be recovered without distortion from the sampled signal if the minimal sampling
frequency satisfies f. > = 2 f,., or T. < 1/(2 fx). Here fx is the maximum frequency of the
signal to be samped.
The minimal sampling frequency fx",;" = 2 fx is called the Nyquist rate.
Analog speech signals are sampled at fx =8000 Hz

__..L..- L
3400 300 3400

Figure 2.2 Spectrum of speech signals

2.2.2 Quantizing

Representing analog sampled values by a finite set of levels is called quantizing.

---->...1 Quantizer

!X(kTs)I IXq(kTs)I

Figure 2.3 Quantizer

The random waveform X(t) is sampled between time intervals T. and the sampled
values X(kT.) are converted to one of Q allowable levels, m1, ~ m3,.. ffio, according
to some predefined rule.

Xq(kT.) =ID.; if x;'l < = X(kT.) < ~

Xo = -00, Xo = + co
~ are the decision levels of the quantizer.
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Figure 2.4 Quantizer operation

When doing uniform quantizing, the quantizing intervals in which the variable X is
divided are all of equal length. A nonuniform quantizer divides the range of the
continuous variable X in intervals of variable length. It can be shown that such a
quantizer yields a higher average signal to quantizing noise power ratio than the
uniform quantizer when the signal probability density function is nonuniform - which
is the case in many situations. In practice, a nonuniform quantizer is realized by sample
compression followed by a uniform quantizer.

Winking to international standardization efforts there are two commonly used
compression laws, namely the so-called u-Iaw and the A-law.
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2.2.3 Pulse Code Modulation (PCM)

The system of transmission in which sampled and quantised values of an analog signal
are transmitted via a sequence of codewords is called Pulse Code Modulation.
Sampling, quantizing and coding using A law PCM codecs is shown in figure 2.5

1111:a:a

lUOu:n

llOlun:

OlOOn:u

0101:au:

01lOn:u

01l1u:u:

Figure 2.5 Sampling, quantizing and coding using A law PCM codecs
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2.2.4 Time Division Multiplexing

Multiplexing is the process of combining a number of independent baseband signals to
form a higher order single signal. This process and its inverse (demultiplexing) are
employed in communication systems to share the limited resources in an orderly way.
Time Division Multiplexing (TDM) is a technique used for transmitting several signals
over a communication channel by dividing the time frame into slots, one slot for each
message.
Again winking to international standardization efforts there are two widely used
standards on TDM. The European standard defines a 30 voice channels primary rate
(with two channels for signalling information this yields a bit rate of 2048 KBit/sec),
while the North American/Japanese hierarchy uses a 24 voice channel (1544 KBit/sec)
primary rate.

.J 125 usee .....
....... ,

encoded telephone signal8 encoded tel hone signals
A

( 't (

0 I 1 I :3 I :3 I 4 I::::::::::::::::::::::::::~::::::::::::::::::::::::::I 30 I 31

t i
frame alignment 'Word signalling information

inmle alignment bit

il-
I 0 I 1 I 2 I 3 I 4 I::::::::::::::::::::::::::::::::::::::::::::::::::::::::1 23 1 24

Figure 2.6 Primcuy rate (Tl) CCIIT standards

In the prototype exchange our own standard, based on a double European primary rate
channel (e.g. 4096 KBit/sec, 64 PCM channels), is used.
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2.3 Telecommunication Switching

2.3.1 Telecommunication network

There are about 300 million telephones in the world. From each it is possible to call
any of the others. The number of potential connections is therefore about 4.5 1016

The most straightforward way of implementing the network would simply be to run 300
million copper wire's into everyone's house, each leading to a different telephone. This
method, although conceptually simple, has some drawbacks, to put it mildly. The next
simple approach might be to have one giant switch somewhere, with one line running
to each of the worlds telephones.
In reality the telephone network is organized as a highly redundant, multilevel hierarchy
(Figure 2.7).

(a) fully interconnected
network

(b) centralized
swilch

(c) two level
hierarchy

Figure 2.7 Telephony network structures

Each telephone has two wires coming out of it and going directly to the nearest local
exchange. The connection between subscriber and a local exchange is called a local
loop. The local exchanges are connected to higher order exchanges.

Figure 2.8 Telephony network hierarchy
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2.3.2 Circuit switching

The telephone network is a so called circuit switched network. This means that when
you make a telephone call, the switching equipment within the telephone system seeks
out a physical 'wire' route from your telephone to the receiver's telephone. This
technique is shown schematically in Figure 2.9. Each of the rectangulars represent a
carrier switching office (end exchange, toll exchange, etc) In this example, each
exchange has three incoming lines and three outgoing lines. When a call passes through
a switching exchange a physical connection is (conceptually) established between the
line on which the call came in and the one for outgoing lines, as shown by the dotted
lines.

Figure 2.9 Circuit switching

The actual switching in the exchanges is done using space switches and time switches.
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2.3.3 Space Switching

The principle of space switching can be easily understood by considering a crosspoint
switch. At each crosspoint there is a relay. The contacts of the relay can be open or
closed, and in this way inlets can be connected to outlets.
An exchange that fully interconnect 100 inlets to 100 outlets can be made using an
array of 10.00 relays.

2

~
~

inlets

]00

123
QullelB

100

Figure 2.10 Crosspoint switch

A more cost effective method of a switching network is shown in figure 2.11.

1 5 81

5 -t 100

2~

~

~ -t3~
6~

8~
81 5 1

100 -t 5

I)

1
-t

2 21

-t 40

first stage second stage

Figure 2.11 Two stage network

This switching network only needs 1000 relays, but it can be shown easily that the
network is blocking. This means that not always an inlet can be interconnected to a free
outlet. Later in this paragraph we will discuss the design of a non-blocking three stage
network.
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2.3.4 Time Switching

The principle of time switching is illustrated in figure 2.12

t >

outeoin& time alou

Figure 2.12 Time Switch Element

A time switch element must be capable of transferring the contents of any particular
inlet timeslot into any specified outlet timeslot for every inlet/outlet timeslot pair in
any arbitrary pairing. We should note that if broadcasting or 'telephony meetings'
should be provided these requirements may not be enough.

2.3.5 Multiple Stage Network

As we already have seen we can increase the number of switching stages of a network.
This is usually done to increase the capacity of the network, and to do switching at
reasonable costs. Figure 2.13 illustrates a three stage network.

10
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1
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2
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n
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n

1

N
inlets

Figure 2.13 Three stage network

For such an array to be non-blocking it can be shown [Clos] that the number of second
stage switches k must be at least be equal to 2n-1. In our exchange k=2n.

The capacity of the basic two stage network (figure 2.9) can be further enhanced, by
time multiplexing at the input (and therefore having to switch at higher speed) and by
adding more stages.
For full connectivity it is necessary to have both time and space switch functions in a
switching network. There are several ways to implement a three stage network. Three
stage arrangements have proved effective both in TST (figure 2.15) and STS (figure
2.14) configurations.

We will see later that the VLSI implementation of a space switch element requires a lot
of wiring, whereas a time switch element requires a lot of RAM. Based on this simple
observation, and keeping in mind that wiring an IC is becoming a major problem in IC
design, whereas much research is done to make RAMs very efficiently (e.g. very much
RAM on small piece of silicium) we use a TST network in the (4,2) prototype exchange.
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Figure 2.14 STS switching network

II
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Figure 2.15 TST switching network
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2.4 (N,K) Concept Fault Tolerance

In many computer applications a degree of reliability and availability is required which
cannot be fulfilled by normal general purpose computers. In the last two decades
various methods have been proposed and implemented for improving the reliability and
availability of computer systems.
The (N,K)-concept fault tolerance [Kroll is based upon a 'distributed implementation'
of a symbol error correcting code. The (N,K)-concept makes it possible to choose the
ratio between processor and memory redundancy and in this way to optimize the total
amount of redundancy.
The (4,2)-concept is to be considered as a specific version of the more general (N,K)
concept. The basic architecture of the (4,2)-concept is given in figure 4.16. It consists
of four 'fault isolation areas'. Within these fault isolation areas (slices) faults may be
interdependent, whereas they are assumed to be independent between the slices.
In the example each slice contains a 8 bit microprocessor and a 4 bit wide memory.
The data stored in the memories are encoded using a special symbol error correcting
code. Each dataword consisting of two symbols of four bits is encoded into a codeword
of four symbols of four bits. Each of the four memories contains exactly one of these
four symbols, a different symbol in each memory. Any two of these symbols can be
regarded as data symbols, while the other two symbols are check symbols. So the
processor part is quadrupled and the memory part is only doubled as compared with a
non-redundant computer.

Figure 2.16 Basic architecture of the (4,2) concept

The applied symbol error correcting code has the following properties. In random mode
it can correct error patterns that are one of the following types:
- one single symbol error
- double bit errors (not necessarily located in the same symbol)

13



In the erasure mode (Le. we explicitly know that a certain slice is malfunctioning) it
can correct

one single bit error in one of the other slices.

Four slices of the (4,2)-concept are running synchronously. If there are no faults in the
system all four microprocessors contain at any time the same information. When
information is sent to the memory, Le. a write operation, in each slice the 16-bit word
is encoded in a different 8 bit symbol. The four symbols in the four slices form a
codeword of the above mentioned symbol-error-correcting code. Note that during a
write operation there is no interchange of information between the slices. When
information is transferred from the memory to the processor (Le. a read operation),
each processor receives the complete codeword of four 8-bit symbols. If one of these
symbols is incorrect it will be corrected by the decoders available in each slice. The
only interconnection between the slices are the 8 bit symbols. So whatever the nature
of a fault occurring in a slice may be, it will always be masked by the decoders. To a
large extend the faults in a slice are caused by the memories and will manifest
themselves as single bit errors because the memories are as usual bit-sliced. Due to the
special properties of the applied symbol-error-correcting code, therefore, the failure
rate of the memory has hardly any influence on the availability of the system.
The decoder normally operates in random mode and will remain in that mode
whenever a bit error occurs, bus as soon as a symbol error occurs that is not a bit error
the decoder automatically switches to erasure mode. So from that moment on the faulty
slice will be ignored by the system, and additionally a single bit error in one of the
three remaining slices can be tolerated.

14



2.5 VLSI design

The development process of a VLSI circuit consists of various phases (or steps).
During the 'Structured VLSI Design Course', which is given by the Digital Systems
Group, Department of Electrical Engineering, Eindhoven University of Technology,
various aspects of the VLSI design trajectory are discussed.
State of the art VLSI design is becoming so complex that we even not try to give a
complete summary. For further reading we refer to the course notes 'Structured VLSI
Design Course' and to [Sikkelman], [Lewin] and [H6rbst].
A 'serious' VLSI design traject consists at least of the following phases.

2.5.1 Specification

The specification phase is the first step in the VLSI design traject. The goal is to
formulate the functional requirements of the system. Already in this phase it is
important to keep the testability of the design in mind. Specification of the tests have
to be made. Very much research is being done in order to support the designer during
the specification phase.

2.5.2 System design

In the system design phase processes and functions of the functional specifications are
mapped on architectures and modules. The design of the architecture and modules is
done according to a top down approach.
The system functions are decomposed into a layered (hierarchical) structure of
subfunctions by stepwise refinement.

2.5.3 Implementation

In the implementation phase each module will be mapped onto logic elements.
It highly depends on the kind of implementation and the available technology what
logic elements may be used.

2.5.4 Integration and Testing

In this phase all modules are interconnected and tested. The specification will be
verified.

15



3 The (4,2)-prototype exchange

3.1 Introduction

A major goal of the research which is done at the Digital Systems Group,
Department of Electrical Engineering, Eindhoven University of Technology, is to
design and implement parts of a digital telephone exchange.
Since 1986 students are working on the project.
Currently much effort is being done in designing and simulating the prototype
exchange [van Lier, Timmer, Bink, Cornelisse, Dijkhuis]. The software system for
controlling the system is being developed by [Verhoof] and [Ligtenberg]

3.2 The (4,2)-prototype exchange

Figure 3.1 illustrates the architecture of the (4,2)-prototype exchange. The prototype
exchange consists of PCM synchronisation systems with (4,2)-coders, non blocking
central switching networks (the TST networks) and (4,2)-decoders.

....._..._IM_...(.. ~...~ ..._....__

Figure 3.1 (4,2) exchange

The central switching network consists of four equal TST networks, as we can see in
figure 3.1. Each of those TST networks is placed in one chip, so each TST network is
a fault isolation area. Because of the (4,2)-concept, each time slot in the central
switching network consists of four bits (at the input of the exchange, a time slot
consists of eight bits). Therefore the PCM bit rate of the incoming and outgoing lines

16



of the central switching network is only half the bit rate outside of the exchange. (e.g.
2 MBit/sec instead of 4 MBit/sec).

Figure 3.2 illustrates the TST-network of the prototype exchange.

o

3

~ timeslots per
iDOOIJlin& line

64 lime-lot:! per
oot.1loina linll

< T ><

128 limeslots per
inl.ernal liDe

s >< T >

Figure 3.2 TST network (4,2) prototype exchange

To achieve a non blocking switching network the number of internal time slots equals
twice the number of external time slots. Therefore the bit rate of the internal lines of
the TST networks is twice the bit rate of the incoming and outgoing lines.
A connection from one subscriber to another subscriber is set up as follows. First an
incoming time slot is switched to another time slot on the same incoming line by the
first time switch. Then this time slot is switched to another line (Le. outgoing line) by
a space switch. On this outgoing line, the time slot is switched again to another time
slot by the second time switch.
The TST networks consists mainly of three switches as shown in figure 3.3. The time
switches have to transfer incoming PCM data to other time slots. Therefore the
incoming data is stored in a random access memory (the data memory RAMD). This
data memory is written sequentially. The order, in which the data memory is read
out, is stored in a connection memory (RAMC). This connection memory is read out
sequentially, and this data is used to point to the time slot in the data memory that
has to be read out.

The space switches receive the PCM data time slots from the first time switches, and
demultiplexers send the data to several (outgoing) lines. Connection memories
determine to which of the lines the data has to be send.
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Figure 3.3 illustrates a route through a TST network from a subscriber on incoming
line 0 and time slot 10 to subscriber on outgoing line 3 and time slot 41. The data
memories are read in and the connection memories are read out, using a time slot
counter for the addressing. Due to internal delays, a time slot sent out by the data
memory of a first time switch (during time slot N) arrives two time slots later in the
data memory of a second time switch (Le. it is stored in time slot N+2). Furthermore
a time slot is read out in a second time switch (during time slot M), leaves the TST
network one time slot later (Le. during time slot M+ 1). The time slot received by the
TST network from the PCM synchronisation part also has a delay of one time slot.
So a time slot sent by the PCM synchronisation part during time slot N-l is stored in
the data memory location N of the first time switch.
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Figure 3.3 Routing through a TST network
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3.3 Increasing the capacity

In this report we will describe the main results of the research that has been done in
order to increase the capacity of the prototype exchange. Based upon timing
characteristics the maximum feasible capacity of the current architecture is
determined. Some other alternative architectures for time switch and space switch
element ~re also examined. These research results are combined to indicate which
number of telephone calls could be switched with this architecture.
Finally a rough guess has been made to determine the expected chip area of these
new architectures.
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4 Time Switch Element

4.1 Introduction

In this chapter we will discuss how we can increase the capacity of the Time Switch
Element designed by [van Lier] and [Timmer].
The requirement of a time switch element is illustrated in figure 4.1.
It must be capable of transferring the contents of any particular inlet time slot into any
specified outlet time slot and be able to perform this operation for every inlet/outlet
time slot pair in arbitrary pairing.

I~I
l~ >

TSE

Figure 4.1 The time slot requirement

4.2 Traditional Time Switch Element

4.2.1 Introduction

Figure 4.2 illustrates the method by which time switching is performed in a traditional
time switch element. The incoming bit stream is stored time-slot by time-slot as it
arrives in a data memory. In a separate control memory the information is stored
indicating what sample is to be sent in which outgoing time-slot. The outgoing samples
are therefore read from the data memory in the order defined by the control memory.
Thus, sample x received in time slot i is stored in time slot numerical order in the data
memory. The outlet bit stream is made up of samples as directed by the control
memory so that the sample value x is output in outlet time slot m.
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Figure 4.2 Addressing and use of memory elements of the
time switch element

4.2.2 Implementation

Figure 4.3 shows the actual implementation of the time switch element (T1data) of the
first stage of the TST network designed by [Timmer].

T1data works as follows.
The 4 bit wide encoded PCM data words are serial to parallel converted and written
into RAMD. This bit stream has a rate of 2048 KBit/sec, so one bit time equals
1/(2048x1(f) = 488 nsec. So in a period of 4x488 nsec (the samples are coded and have
a width of 4 bits) we have to do one write operation to the DRAM, and two read
operations from the DRAM. After a coded speech sample is stored in DRAM, we do
two read operations from the DRAM. In this way the internal number of timeslots is
doubled, and the switching network is non-blocking. The PCM samples are encoded
(because of the (4,2)-concept), so the width of the DRAM is 4 bits. We specified
ingoing PCM lines on a double primary rate frequency. Ignoring signalling information
this results 64 PCM channels, so the DRAM has a length of 64 words of 4 bits.
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Figure 4.3 Schematic of Tldata

The incoming PCM samples are written into RAMD in the address which is denoted
by parts of the Time Slot Counter (TSC).
The timing of Tldata is shown in figure 4.4.
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We already have seen that we have to double the number of internal time slots to make
the network non-blocking. Therefore in 4x488 nsec we do two reads from the DRAM.
These read addresses are read from the CRAM. The CRAM is read in sequential
order, so by changing the contents of the CRAM we can control the time switch
operation and we can set up and break down connections.
CRAM consists of 128 words (the number of internal time slots) and each word has a
width of 6 bits (Le. 2Jog (#PCM channels) = 2Jog 64 = 6.
For a detailed description of T1data we refer to [Timmer] page 18.

Figure 4.4 illustrates the timing of the time switch element running at 2 MBit/sec
(ingoing PCM lines of the exchange are running on 4 MBit/sec).
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Figure 4.4 Timing Tldata, 4 MBit/sec time switch element

We remark that the PCM data has to be written in RAM, and has to be read from the
RAM. The timing of the RAM is mainly characterised by the access time when reading
RAMs. Or in other words, we expect the access time of the RAM to be the delimiting
factor when specifying the timing of the time switch element.
From the datasheets of the RAM blocks generated in SDA we can see that worst case
access time of all RAM is about 25-30 nsec. The largest RAM block (RAM 1024x9) has
a worst case access time (Timing Information, military) of 31.3 nsec

With these observations kept in mind, the following timing diagrams were specified.
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4.2.3 Increasing the capacity

4x64 PCM channels

By quadrupling the clock frequency we can increase the capacity of the time switch
element to 4x64 PCM channels. Figure 4.5 illustrates the timing diagram of a Time
Switch Element running at 16 MBit/sec.

r< 122i >;
~ nse>: I

HI KBlt/8

r::'--b+I::LO----'f'--b""!-r----'+'--b""!-I~----'f t 1
+---;----!i-l--+----+---+---+----;H

Figure 4.5 Timing 16 MBit/sec time switch element

It should be noted that no attention has been paid to critical path analysis. At the time
of the research the actual schematic entry and simulation of the time switch element
was not finished yet. After simulating the design a critical path analysis will have to be
done to check the delay of control and other signals. However with a clock with
intervals of 61 nsec, and with careful design of the logic functions (i.e. restricting the
logic depth of logical functions) it should be possible to make a time switch element
with a capacity of 4 x 64 PCM channels.
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8 x 64 PCM channels

The next step in order to increase the capacity of the time switch element might be to
increase the clock frequency to 32 MBit/sec.
However due to the timing of the RAM this will cause severe problems. Figure 4.6
shows the timing diagram for a 32 MBit/sec time switch element.
Due to the access times of the RAMs (between 25 nsec and 30 nsec typically) it would
not be safe to do a read operation in one clockcycle. Therefore one read needs two
clock cycles. H we assume that a write operation can be done in one cycle then the
total timing still doesn't fit in the available time interval. The datasheets of the RAMs
of the ES2 RAM cell generator specify that when reading the RAM the RNW should
be high before the ME goes high.
A 'safe' 32 MBit/sec RAM timing therefore needs at least 9 periods in 244 nsec, this
means a clock interval of 32 x (9/8) = 36 MBit/sec. It is clear that a design with these
clock requirements (Le. a 32 MBit/sec clock and a 36 MBit/sec clock) has its
drawbacks~ .
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Figure 4.6 Timing 32 Mbit/sec time switch element

Another possibility of implementing a time switch element running at 32 MBit/sec
would be of using interleaved RAM
The concept scheme of such an architecture is shown in figure 4.7.
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Figure 4.7 Concept schematic interleaved RAM time switch element

This concept needs further research.
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4.3 Parallel Time Switch Element

4.3.1 Introduction

After an extensive literature search a new concept in time switching was found
[Nikaido].
Based on the observation that the time switch element proposed operates in parallel
mode and is built according to a pipeline architecture it was decided to design and
simulate such a time switch element.
The basic idea of the parallel time switch element is illustrated by a parallel time
switch element that can interchange two time slots of 4 bit codewords.
The time switch element operates as follows. The incoming time slots are serially
clocked into the flip flips on the left side. When the whole frame has arrived, all
samples are clocked into the second row of flip flops. Then the samples are gated
through the multiplexers, and clocked into the third row of flip flops.

The sequence of time slots is determined by the SEL signal. This value (in this case
SEL is only one bit, in the case of four speech samples SEL is 2 bits, (in general
SEL = 2 log(# PCM-channels», is read from the control RAM.

4.3.2 Implementation

Schematic Entry

The actual implementation of the parallel time switch element is shown in appendix
2.
Although the top down concept is widely used when designing VLSI circuits, the time
switch element was implemented bottom-up. The main reason for this approach is
that the available software (i.e. the SDA silicon compiler) only supports bottom-up
schematic entry. Therefore we have to start at the lowest level. Figure 4.9 shows the
schematic of a so-called Mux2. On the left side are two registers through which PCM
samples are serially clocked in. Next to them we see two registers into the whole
PCM frame is clocked. On the right side we see the registers to which the outgoing
samples are clocked through the multiplexers. The order of outgoing samples is
determined by the multiplexer, which is controlled by the SEL-signal.
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Figure 4.8 Parallel time switch element that can interchange two timeslots

Figure 4.10 shows a Mux4, which consists of two Mux2 elements, and a single
multiplexer and a register.
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29



,I J,

1
~
I

z~ Ii! 1\..
i c;.

v

~
~ ...

;
~

~ ~
'"v v

Figure 4.10 Mux4

Exploiting the recursive structure of the design, we can simply built a Mux32, which is
shown in figure 4.11
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Figure 4.11 Schematic Mux32

We already pointed out that the switching is controlled by the SEL bus. This means
that the sequence of outgoing time slots is determined by the SEL signals. Therefore
this signal is read from the control memory of the parallel time switch element.
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Because of the parallel mode of operation of the time shifter we should keep in mind
that we cannot simply use the RAM as in the traditional time shift element.
Figure 4.12 shows the contents of the control RAM when it is read out sequentially
and we want to place time slot 0, I, 2, 3, 4, etc on the outgoing PCM line.
Because of the 'pipelined' way of operation the pattern of the SEL signal must be as
shown in figure 4.12.

00 00000
10 10000
00 00000
18 11000
08 01000
10 10000
04 00100
lC 11100
DC 01100
14 10100
00 00000

Figure 4.12 Contents of Control RAM

It is clear that it is at least 'inconvenient' to arrange the contents of the CRAM in this
way. If we want to set up a new connection we have to do a number of read and write
operations into the CRAM. Therefore module SEL is introduced, which delays the
signals of the SEL bus in an appropriate way. In this way the CRAM can be updated
in one write cyclus.
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Top level design

The resulting top level design that has been simulated is shown in figure 4.14
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Simulation problems

Simulating the design on various levels of the architecture caused the following
problems

Mux32

Mux64

fan out values of various nets have unrealistic values

the design can be netlisted, bus the simulation stops with error report
'memory fault'

See appendix 3 for the error reports.
These problems are most likely caused by the fact that the hardware platform (i.e. the
Apollo workstations) has a stack size which is fixed on 256K Netlisting and simulating
the design runs the Apollo out of its fixed stack. This problem is already known at
Apollo's but it is unknown whether this bug is fixed in newer releases of the UNIX
operating system. This problem was also reported to Pijnenburg, who are now trying to
run the simulations on Sun workstations. The results of these efforts are also unknown
yet. See appendix 4 for the SDA service reports.

Simulation results

Although the schematic is very simple, the simulation of the design caused many
problems, and some of these problems are still not solved.
Yet we can remark the following.
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The time switch element operates correctly. Functional simulations show that samples
are time switched correctly.
But due to the recursive architecture the size of the circuits 'explodes' rapidly. The
'explosion' of circuit size is shown in table 4.1.

Table 4.1 Explosion of circuit size

circuit

Mux2
Mux4
Mux8
Mux16
Mux32

#transistors

804
1804
3804
7804
15804

#nets

201
451
951
1951
3951

Another drawback of the design is that due to the number of flip flop elements the fan
out of the clock signal and some enable signals also explodes.

Table 4.2 shows the size of a parallel time switch element.

Table 4.2 Size of Mux64

ES2 elements

764 DFF
892 MUX21
1 RAM 128x6

total

size

2.7 10-6 m2

6.3 10-6 m2

1.5 10-6 m2

10.5 mm2

Based upon the size of ES2 library elements, and based upon the total number of
transistors (which is given after simulating a design) we could say that each transistor
has a size of about 2.7 10-10 m2

•

The size of T1data is (roughly) as follows.
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Table 4.3 Size of Tldata

ES2 elements

1 RAM 128x6
1 RAM 64x4
1924 transistors

total

size

1.6 10~ m2

7.2 10-7 m2

15 1O~ m2

2.7 mm2

We see that a Mux64 time switch element is much larger then Tldata. However by
careful redesign of the time switch element the number of multiplexers can be
decreased dramatically.
In the current design of the parallel time switch element all memory elements are
connected to the same clock signal, and the actual switching is controlled by an enable
signal. In order to design the memory elements synchronously, on every rising clock
either the old data is clocked into the memory element (flipflop) again, or new data
(when enable is high) is clocked in. Therefore each memory element consists of a
flipflop and a MUX2l. By introducing a second clock signal, on which all flipflops are
clocked, the number of MUX21 can be decreased, and the total chip area of these
elements can be decreased to from 6.10~ m2 to 1.10~ m2

•

4.4 Conclusions

Although all simulation runs could not be completed we can remark the following. YVe
have seen that by increasing the clock frequency it is likely that traditional time shift
element can run 16 MBit/sec, and therefore can time shift 4x64 PCM channels.
With current technology a time shift element that runs on 32 MBit/sec will be very
hard to implement.
By adopting another architecture based upon pipelining and multiplexing a new time
shift element was designed.
Due to problems with the available silicon compiler this time switch element could not
be fully simulated. Therefore we cannot say what the maximum operating frequency will
be. Despite its conceptually simple structure we expect that the new architecture cannot
switch much more calls than the traditional time switch element. It may be more suited
to switch on higher frequencies, because of the fact that no data memory is used. But
by increasing the clock frequency also the number of speech samples is increased. Due
to the recursive structure of the design the total circuit size of the parallel time switch
element becomes very large. It will be very hard to distribute the clock signal over the
large number of flipflops.
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5 Space Switch Element

5.1 Introduction

In this chapter we will discuss how we can increase the capacity of the space switch
element of the central switching network. The original architecture of the TST network
designed by [van Lier] and [Timmer] is shown in figure 5.1.

TST
NETWORK

TST
NETWORK

TST
NETWORK

TST
II-+,-------ir-I NETWORK I-T----~-r- .

.II &-_.~_N _010(", ... 8 w.io,l,.. _ allll..-..-

Figure 5.1 (4,2) exchange

The space switch element is implemented by using demultiplexers~ so we can also
illustrate the design as follows

o

3

64 Umeslol.s per
incoming line

< T
:><

128 timeslQt:J per
internal line

s :><

64 limeslols per
outgoing line

T

Figure 5.2 TST network
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5.2 Traditional Space Switch Element

Figure 5.3 illustrates the space switch element designed by [Timmer], which is based
upon 4 ingoing and 4 outgoing PCM lines.
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Figure 5.3 4x4 space switch element

The interconnection of the ingoing PCM lines to the outgoing PCM lines is done by
demultiplexers and or-gates. In the case of a 4x4 space switch element this results in a
wiring path of 4*4 = 16 lines.

Wiring problem

In the case of a 64x64 space switch element the wiring will have a width of 64*64 =
4096 lines, which is not feasible in current CMOS technology.
Based on these observations it is expected that a 16x16 space switch element is the
largest possible space switch element that can be made.
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Beside the specific wiring problem we should remark that the wiring of an Ie is
becoming a major problem in VLSI design. Therefore the architecture of the space
switch element was reconsidered and another architecture, based upon a time shared
bus was designed.

5.3 Shared Bus Space Switch Element

In order to avoid the wiring problem discussed in paragraph 5.2 an architecture based
upon a time sharing bus has been designed.
Figure 5.4 illustrates the basic idea of such a space switch element.

.- n ••__•••••••••••••••••••••• '\-

i j
i regOa bullerO regOb i
~ :

en

buJrerl

bulfer2

I'elIlb

rq2b

en

reg3b

BUS

=:::;===============:=~:--' Ij 1
, __•••••••••••1

PIPO-EN

Figure 5.4 Time shared bus space switch element
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This figure shows a 4x4 space switch element. Incoming and outgoing PCM lines are
timeswitched in the time switch elements. Space switching is done by writing PCM data
to the bus (e.g. enabling bufferO .. buffer3) and reading from the bus (e.g. enabling
registerO .. register3). In one space switch cyclus we have to do 4 reads, so the bus is
time shared by the four ingoing PCM lines. The flow of the PCM data is controlled by
MUXS and DEMUX signals. One of these signals counts from 0 to 3, and the other
signal is read from the Control Ram, in which the connection status of the space switch
element is stored.
The timing of a 4x4 space switch element is given in figure 5.5

rWi 1r bi~ f

Figure 5.5 Timing 4x4 time shared bus space switch element

In one space switch cyclus (which lasts 4x244 nsec) we have to make 4 connections.
Therefore we have to do one read from the control memory every 244 nsec. In order
to break down and set up new connections we also should be able to write the Control
Memory. In this case we can write the Control Memory every 244 nsec.
Due to the fact that the bus is time shared between the PCM lines it is important to
.analyze the timing of larger space switch elements.
As we can see in figure 5.5 a 4x4 time shared bus space switch element there are no
timing problems. In a period of 122 nsec we can implement a read or write operation.
But it is likely that when we increase the number of PCM lines timing problems might
occur.

Figure 5.6 shows the timing diagram of a 8x8 time shared bus space switch element. In
a period of 244 nsec two PCM samples have to share the bus. Therefore we have to
read the Control Memory every 122 nsec. Because we also have to update the Control
Memory, read cycli are also necessary.
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A configuration of the Control Memory that meet these timing requirements is one
with interleaved RAM blocks.

!122 nseci
~

tRAY1

Figure 5.6 8x8 time shared bus space switch element

In appendix 6 timing diagrams of a 4x4 time shared bus time switch element with 4x64
PCM lines multiplexed to 16 MBit/sec and of a 8x8 time shared bus time switch
element with 4x64 PCM lines multiplexed to 16 MBit/sec are given. The first needs a
RAM configuration that consists of two interleaved RAM blocks, whereas the latter
needs 8 interleaved RAM blocks.
This clearly shows that a space switch element with a time shared bus is not really a
good solution for the wiring problem.
We could propose a space switch element with multiple time shared buses, see figure
5.7
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Figure 5.7 Concept schematic multiple buses space switch element

We expect the writing to and reading from the different buses to introduce a rather
untransparant structure. This architecture needs further research.
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5.4 SSS-network

An usual approach to increase capacity of a switching network is to increase the total
number of switching stages.
The maximum number of PCM lines that can be time switched in one single time
switch is limited by the maximum allowable delay between incoming and outgoing PCM
samples. More PCM can be switched by introducing a second switching stage, e.g. a
space switch element.

s

Figure 5.8 Two stage network

By adding a switching stage we increase the capacity of the switching network. But in
this way the network is not non-blocking anymore.
This means that the situation can occur (and therefore also will occur, according to
Murphy) that the network cannot interconnect an incoming timeslot to an outgoing
timeslot.
Because we would like to have a non blocking switching network, a third stage is added.

Figure 5.9 Three stage network

In this way the switching network is proven to be non-blocking.

43



With this idea kept in mind another design of the space switch element was made,
namely a SSS-network.

~v~7V15

t8=1.
t8=1.---

,t8=!
---,[8=:

Figure 5.10 SSS network

Figure 5.10 shows a - what we call - 8-16-8 SSS network. 8-16-8 means 8 space switch
elements in the first stage, 16 in the second and 8 in the third stage. In order to keep
the network non-blocking the internal number of connections must be doubled.

Restrictions

In this case we restricted ourselves to a 64x64 space switch element (to solve the wiring
problems denoted by [van Lier] and [Timmer] ).
Therefore the goal was to design an 'optimal' architecture for a 64x64 space switch
element. Optimal here means at least 'feasible'. Furthermore we restricted ourselves
to four possible SSS network configurations, namely a 4-32-4, an 8-16-8, a 16-8-16 and
a 32-4-32 architecture.
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SSS 8-16-8

~S 16-8-16

~s 32--4-32

Figure S.11 SSS networks ovenJiew

Figure 5.12 shows again the architecture of a 8-16-8 network. In this figure the wiring
inside and between the space switches is shown. Also the size of the Control Ram is
shown.
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The wiring width of the left space switch is calculated as follows: 8 incoming lines must
each be multiplexed to 16 outgoing lines, Le. 8x16 = 128, therefore the maximum width
of the wiring between first and second s stage is also 8x16 =128.
The size of the RAM is calculated as follows: in 8 S stages are 128 timeslots on 8
incoming lines that must be switched to 16 elog16 = 4 bits memory) outgoing lines
Therefore the size of the RAM is 8x128x8x4.
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<
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I2lI
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RAM:

8 x 128 x 8 x 4
8 x 128 x 32
8 x 4096
32.766

16 x 128 x 8 x 3
16 x 128 x 64
16 x 3072
49.152

8 x 128 x 16 x 3
8 x 128 x 48
8 x 6144
49.152

Figure S.U SSS 8-16-8 network
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678 122.880

12$l6 114.888

Figure 5.13 SSS networks trade off

Based upon these two figures, namely the size of the wiring and the amount of RAM
a trade off of the SSS networks was made.
As we can see from figure 5.13 a SSS 8-16-8 network yields the best wiring and RAM
ratio.

See appendix 7 for the top down design of the SSS 8-16-8 network.
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5.5 Conclusions

Figure 5.14 shows the results of the design of the SSS network.

~=GJ=;5

~S;5

RAM
8 x 128 x 32
43.52 mm2

transistors
17556

totals:
176 mm2 RAM +
67606 transistors +
wiring +
control logic

16 x 128 x 24
66.88 mm2

37564

1~=GJ=~

I~S~

8 x 128 x 48
65.52 mm2

32488

Figure 5.14 SSS 8-16-8 network architecture details
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As we can see in 1.5 u CMOS technology the total chip area is very large.
We are convinced that a SSS-network is a better architecture for a 64x64 space switch
element than a single space switch element.
The advantages and disadvantages of this architecture are that the wiring has been
distributed over the whole chip. The precise effects of this distribution can only be
known after the lay-out of the chip has been made. This has not been done yet.
On the other hand the distribution of the switching has some major disadvantages.
We will see in chapter 6 that when we increase the capacity of the switching network,
the total amount of RAM also increases. We will also see that by integrating various
RAM blocks into single RAM-modules we can further increase the capacity of the
network. Therefore it is very difficult to make a trade-off between on the one side
integration and on the other side a distributed approach that may be more suited to
handle the total wiring of the chip.
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6 Expected chip area of TST and TSSST networks

6.1 Introduction

Now we have seen how we can increase the capacity of time and space switch elements
it is important to see how we can increase the capacity of the whole switching network
by using these switching elements.

We will illustrate this by making some calculations of the expected chip are~ and by
describing the architecture, the expected chip area and the capacity of a TST and a
TSSST network.

6.2 Expected Chip Area

In order to make a rough guess of the feasibility of the proposed and partly designed
circuits we have made a rough guess of the expected chip area.
We should note that lay outing and wiring has not been done yet. All figures may be
subject to - may be even major - changes.
We can see from table 4.3 that the size of the RAM is a main factor in the total chip
size. Moreover, the size of the RAM is the only figure that is automatically generated
from the SDA software.
In table 4.3 we also made a guess of the size of all logic elements. Based upon the size
of ES2 library elements, and based upon the total amount of transistors (which is given
after simulating a design) we said that each transistor has a size of about
2.7 10-10 m2

• However we expect that when we use the small library elements there will
be much wiring, so this figure is rather unreliable. Therefore all calculations of chip area
will be made based upon RAM size.
Table 6.1 gives an overview of the size of some RAM blocks.
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Table 6.1 Size of RAM blocks

#words x #bits total chip area chip area per bit

128 x 2 0.75 10-6 m2 2.9 10-9 m2/bit
128 x 6 1.45 10-6 m2 1.9 10-9 m2/bit
64 x 7 1.13 10-6 m2 2.5 10-9 m2/bit
128 x 4 1.00 10-6 m2 2.0 10-9 m2/bit
64 x 4 0.7 10-6 m2 2.78 10-9 m2/bit

512 x 8 5.6 10-6 m2 1.37 10-9 m2/bit
1024 x 9 11.23 10-6 m2 1.22 10-9 m2/bit

Based upon the RAM generation results we remark that by increasing the size of the
RAM the chip area per bit decreases. We could expect this.
The smaller RAM blocks yield a size of 2 10-9 m2 per bit generated by the SDA ES2
RAM Cell Generator in 1.5 u CMOS technology.
According to the size of the 2 uSDA ES2 RAM Cell Generator estimated from the
SDA manuals these RAMs have a size of about 6 10.9 m2/bit

width (or length)
per bit

SQRT(6.OxlOE-9) ::: 7.'7xlOE-5

SQRT(2.Oxl0E-9) = 4.5x10E-5

SQRT(O.65:xlOE-9) ::: 2.6xlDE-5

SQRT(O.15:xlOE-9) = 1.4xlOE-5

~ ......
...............•

2u 1.5u lu

technology

O.5u

Figure 6.1 RAM width (or length) per bit

In figure 6.1 these two figures are extrapolated for 1 u and 0.5 u technology

51



6.3 TST Network

Based upon the research results described in chapter 4 and 5 we suggest a TST network
as follows.
We feel that a 16x16 space switch element with demultiplexers and 'full' wiring should
be feasible in current CMOS technology. However we have not done any lay-outing and
wiring yet. When both lay-outing and wiring has been done it will be safer to do any
suggestions about the wiring problem.
Based upon the timing analysis of the current time switch element, and based upon the
timing of the ES2 RAM Cell Generator we think that a time switch element which is
running at four times the speed of Tldata of [Timmer] can be made successfully.

s

256 timeslots per ingoing line

Figure 6.2 16x16 256 channel TST network

The capacity of the switching network is 64x4x16 (=4096) half telephone calls.
The expected circuit size of time switch elements can be estimated as follows.
As we already have seen the RAM occupies the greater part of the total chip size
(wiring not included). Therefore we calculate the chip area of the RAM.
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Figure 6.3 RAMs of 16x16 256 channel TST network

Table 6.2 size of RAM of time, space and time switch elements

technology m2 per bit size time size space size time

1.5 u
1u
0.5 u

2.2 10-9
6.5 10.10

1.5 10.10

11.3 mm2

3.3 mm2

0.76 mm2

53

4.5 mm2

1.3 mm2
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Table 6.3 Size of RAM of 16 x 16 256 channel TST network per row

technology

1.5 u
1u
0.5 u

time space time

153 mrn2

45 mrn2

10 mm2

Table 6.2 gives an overview of the size of the RAM of time and space switch elements
of the TST network. We see that in O.5u technology the chip area of the RAM of a time
switch element is about 0.76 mrn2

•

Table 6.3 gives the chip area of the RAM of a 16x16 256 channel (4096 Erlang) TST
network per row. In 0.5 u all RAM of the first stage time switch elements yields 12mrn2

,

all RAM of the space switch elements yields 5 mrn2 and all RAM of the third stage time
switch elements occupy 10 mm2 chip area.
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6.4 TSSST Network

In order to avoid the so-called wiring problem we suggested a SSS network in chapter
5.
With technology moving into the sub-micron area this architecture might be worthwhile.

s

172 mm2 200 mm2 180 mm2

Figure 6.4 TSSST network

See appendix 8 for the calculation of the size of the SSS network.
We calculated that in 1.5 u technology the chip area of the SSS network is about 200
mm2

•
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6.5 Configuration of the RAM

In order to optimize the design [Timmer] proposed an architecture with only 5 large
RAM blocks.
At a first sight this architecture has some nice features. However we think that this kind
of integration of RAM cannot be made work successful. FIgure 6.4 illustrates the use
of RAM in the prototype exchange. From this figure it is clear that only the four control
memories can be integrated into one memory. Each control memory generates its own
read address for the data memory, and it is very likely that these addresses are all
unequal. Therefore integration of the data memory is impossible.
Furthermore the integration of various RAM blocks introduces more wiring.

I'CIlI

pee

Figure 6.S Configuration of the RAM

Further integration of the RAM needs further study.
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7 Conclusions and recommendations

In this report we have seen how we can increase the capacity of the digital fault tolerant
telephone exchange that is being developed at the Digital Systems Group.

We have studied and improved the design of a time switch element designed by
[Timmer] and [van Lier], and we were able to quadruple its capacity to 4x64 PCM
channels.
We have designed another time shift element, based upon a pipeline architecture. This
time shift element is more suited for switching small numbers of datastreams at a high
rate.
We have searched for various solutions in order to avoid the so-called wiring problem.
Implementing a large space switch element in an IC requires a lot of wiring. Various
architectures were studied in order to increase the capacity of the space switch element
in a feasible way. We proposed a SSS network in order to implement a space switch
element with more than 16 incoming lines.
Finally the chip area of all designs was roughly estimated. Because we have not done
any lay-outing yet we can only make a rough guess of the size of the chip. These
calculations have been done based upon the size of the RAM, which counts for the
greater part of the total chip area, wiring not included.

The research that has been done was - sometime even severely - impeded by the use of
the SDA hardware design tools.
We were only able to do bottom up schematic entry. For a long time it was impossible
to make plots on paper. The SDA ES2 Ram Cell Generator, and the SDA ES2 Build
In Self Test Ram Cell Generator still do not work correctly. Simulating a design with
a large recursive structure runs the Appollo out of its 256 Kbytes stack. Furthermore
there was an almost total lack of support from Pijnenburg, the software supplier and
sales representative for CADENCE in Holland. The SDA system is so complex - it is
much more complex than the Silvar Lisco System - that more support is absolutely
necessary.

We have seen that at the Digital Systems Group they surely know very well how to
design complex large digital systems, but when it comes to doing it themselves we see
that - like in industrial environments - many problems occur.
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We conclude that by increasing the capacity size of the memory elements becomes of
great influence. We expect the size of the RAM and the wiring of the chip to count for
a very large part of the total chip area.
Therefore we strongly recommend two further research activities.

We have seen that the memories (RAM blocks) of the designs count for a large part of
the total chip area. We have also seen that large RAM blocks can store more bits per
square unit than smaller ones. Therefore the configuration of the RAM needs further
research.

Furthermore we think: that when lay-outing and wiring of the prototype exchange has
been done and the size of the chip inclusive wiring is known, it should be possible to
determine the feasibility of the implementation of a large space switch element with full
wumg.
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2.1 Mux32test
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2.2 l\lux32
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2.3 Mux16
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2.4 Mux8
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2.5 Mux4
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2.6 Mux2
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2.7 Logic Elements

2.7.1 eNable Parallel In Parallel Out 4 bits register with bus (NPIP04BUS)
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2.7.2 eNable Parallel In Parallel Out 4 bits register (NPIP04)
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2.7.3 Four 2-to-l multiplexers with bus (4MUX21BUS)
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2.7.4 eNable Feedback Flip Flop (NFBFF)
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3.1 Simulation Problem Mux32test
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3.2 Simulation Problem Mux64test
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~i ~ The default -'aluli! C'f th~ ·:~riabl~ t·simTimp.Unit" has been o·J'erriden.
"i: Tho rf~f~lllt '1~1'1t? 0f thl? ·/flrifl .... lll? "sil(lsSittlR~rLi~T:" hflS bp.en overriden.
~l! The default 'Jalue of the 'Jadable "silosSiDiSropList" has been overriden.
~i: 'rh~ d~f3ult ~nltle ~f th~ ~ariable "si10sBinarv" has been overriden.
R'""d "8 0 i m" lac iOll in 'I ire" t ,,'rv: "Ioc a c ion_a I userf stud Imui] s le~ch I time ZIlib Imux64rest I 5il05run I" .
si: The default ';alue of the ':ariable "SIHOTIlERlIIFO" has been overriden.

A3slgnitlg interconnect loading.
HCIfl"r~- taul t
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4.1 Memory Bug Report

muij s

T it le :

sr.repl Page 1

SERVICE REPORT

01/05/90 11,26 M1

Submitted bv
Company
Telephone

J.N.H. Huijselaar
Univer~ity of Technology Eindhe'len
01,0-1,73397

HardwAr@ Platform
Unix Version
Seftware Version

APOLLO 0114000
BSD1,.2 release 9.5
2.U

Please check (Xl one in each list

!lature :
Software
Hardware
Documentation

X Unknown

Type
Question

X Incident /Bug
Changes/Req.
IHsc e llaneous

Se-,erity
X lJork stopped

lJork slowed
Inconvenienced

Cosmetic

R.. p:-oduc ibili ty
X Yes

No
lnten,; ttent ly
Not applicable

Detail Description,

Silnulllting a design gives the fellowing results in file sLeut.

si version Z.Ud Fri Uec 16 21:)5:13 PST 1988 (sda64)
si' Loading user defilled simulation run centrol file "/statien_a/user/stud/muijs/ .simrc".
si' Loading simulation environment file "/station_a/user/stud/muijs/exch/time2/lib/mux6lttest/siIosrunl/si.en"".
sit Loading simulation capabilities file "//station_a/prog/sda/etc/si/simcap".
si' The default value of the variable "simCentrolFile" has been overriden.
si' The default value of the variable "simTimeUnit" has been overriden.
sit The default value of the variable "silosSimRepList" has been overriden.
sit The default value C'f the varlaLle "silesSimStopList" has been o"erriden.
si: The defAult 'lAlue of the variable "silosHinAry" ha~ been overriden.
Running simulation in directory: "/station_a/user/stud/muijs/exch/time2/1ib/mux64test/silosrunl".
si' The default value ef the variabl.. "SIHOTHERINFO" has been overriden.

Assigning interconnect loading.

Memory fault <----------------------------------------------------------- 111117777

Interconnect assignment failed.

Simulation did not complete.

The design has a recursive structure. i.e. mu~64test consist of 2 mu~32. which consi.st
of 2 muxlti •••••• and so on.
A mux? cOIl'jist'3 of a cC'upl~ of flip flC'ps. mult-i.}-'lexers ~p,:1 ~~ates.

However the size of the netlist is onlv 4245 ZII t,vte",.
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4.2 Plot Bug Report

muijs

Tit 10' :

sr.rep2 Page 1

SERVICE REPORT

01/05/90 11126 AM

Sul:>mitted by
Company
Telephone

.1. N.M. M,,; j "e 1aA"
University of Technology Eindhoven
040-473397

Hardware Platform
Unix Version
Software Version

APOLLO DN4000
BSD4.2 release 9.5
2.0

Please check (X) one in each list

Nature :
Software
HArdware
Documentation

X Unknown

Type
Question

X Incident IBug
Cltanges/Req.
Miscellaneous

Severity
X 1J0r~. stopped

1J0rk slow..d
Inc Onve nienced
Cosmetic

Reproducibility
X Yes

No
Int .. rmittent1y
Not applicable

Detail Description:

110 plots on paper can be made using our system.
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4.3 Log in Bug Report

~r.rCllr1

SERVICE REPORT

Title :

OJ 105/90 II :26 AM

SubmItted by
Company
Telephone

J.M.H. Huijselaar
University of Technology Eindho7en
040-473397

H~rdware Platform
I/nix Version
Software Version

APOLLO Dtl4000
BSD4.2 release ~.5

2.0

Please check (Xl one in each list

Nature :
X Software

Hardware
Documentation
Unknown

Type
Question

X Incident/Bug
Changes IReq.
Hisce llaneous

Se·..erit'·
X Work stopp.. d

Work slowed
Inconvenienced
Cosmetic

Reproducibility
Yes
Ho

X Intermittently
Not applicable

[letail Description:

Af~er in~tallation of the ECPDI5 library SeVere problems occured when logging into
the system.
Intermittently the sj'sten, crashes after start up and • L'utming solosetup()·.
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4.4 Oct-Hex Bug Report

"11" i ; '7'

Ti t 1" ,

"'t. ,!"Qr~

SERnCE REPN,T

lI2/ 11 7/ 011 2,-,11 PH

Sabnlitter{ hy

Campauy
T.plll?l,h,..nc:a

J.IJ.II. lIuijsp1aar
Uni~er3it¥ 0f Te~hnol0gy Eindhc7en
HW-~73307

Har~ware Platfcrm
I1ni~ VO r-=i0tl
Software Ver~ioll

APOLLO !Jtl~OOO

BS04.2 relea~e 9.5
2.0

U:-tllr~ ~

X Snftw~n;~

Hardware
Do("umentaticn
IJnkllf-'wl1

T"pe
Ql1 43 c::ti n n

X Incident/Bug
Changes/Req.
l'lt~~ellan..ou.

Se·..erit¥
X W"r~ H-:orrp<l

Work slowed
Incon·:eni~nc€'d

Cosm.. ti~

ReprC'duc ibilit)'
X Ye-

110
Intermittent I,·
NC't applicable

.' .. ',. ~ ....."..

Sinl\11aLill\-':' .... '\f?'~i~tl

·,i ,,,,,t".iull 2.(1,1 ft'i Dec 16 21:55: 13 FST 1988 Isda641
-::i': LC'[lriint,: "~E''!.. dE'fined simulatiC'n run ccntrC"l file "/staticn_s/userlstu-:l!m'Jijs/.simrc".
-.;: j: III);.!,) ill!', ... i1l1'1 la t 1"11 P1l'" i n.'llIIlent f i If» .. I stat lCln_a I use r I stud/mo ij s t.xchl t imflL./l ib IIIIux8/ C3ill'~r'-1n71~ i. PH','" .

,i, L,,'a,JlII~ "'imul"ti.on capabilities file ·/istation_a/prog/sda/etdsi/simcap·.
~i! Thp ri.c:ot~Hl'" ·-;lluE' ('If thE' -.-ari::lt--le "'SimCC'ntrolFile" has bpen o":'"E'rri':ien .

.,;: The dpf~\lI!. ';all\!' of the vat'iable "simTimeUnit" has been overriden.
si: The default "alue .of the ';ariable ·silosSimRepList" has been overriden.
~i, Th.. <leta\l!r ~~1u.. of the ~ari3ble "silosSimSt0pList" has been overriden.
,i' TtIP d.. fault '..alue of the '..ar-iable "silosBinary· has been ovet·riden.
P.unnilll; simulat ion in d i rec tor": "/ sta tion_a h ser / stud /muij s / eltch /t ime 4/Iib /mult8/ silosrun2" •
-i' Th" d"fau1t ,..,due -:of th.. ··ariable ·S1HOTHERINFO" has been overriden.

I\unntngoimin

Runltitl~ rUl1.jim with simulator; "silos"
Ilrgill oimulation: Ue-:l Feb 7 13:08.H MET 1990
-:I! ~i ]I-'~ ,1i,1 Tlnt f"'('lmrl~tf? withC'ut ~rr('\rs.

Ch"c1', ",i.O'lt ot· SAVE.ERR fiI .. ill ti,e simulatiC'n run directon"
{('to ~ij '.'-::- ~lT'='t" message-?.

Ell" _itn"I .. t;"", 1/.. -1 F .. t> 7 1]:119'12 HET lQ911

wit -:JI t·atcl!.,--,UL :

EFYOP! ~ATCH filen;1mE' "sim,:"ut.tmr"
'-('·111fl l1(1t ile a c;::signe-:I
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mui i s Page Z

(l'?t;:11.11t filpt1~me "':-atch.,,:,ut"
~ill be use~ it13t~a1

OZ/07(90 Z:20 PH

n~ad.-: lIIrlJT utTL1:;T

Reading "n@tlisr"
F ile ~/IETLIST" input

Read,", lNPUT 51. LOADS

Readin; ~si.1Qads~

file "51. LOA[\$" input

R"a';,·, lIIPUT . TERl-1
Enter .TE~i Data

fhi. io mc.t rreb3blr caused br an errer ef 51 generating file si.inp.

Th" design has terminal pin 5EL<2:(1). which i. mapped onte an .OCT 115ELZ-0 statement in the
,Linr til".
R"l'l"cing this pin bv $EL<3:(1) "nd connecting the introduced net 5EL<J> to
a uns l:etention (I.e. HZPULL) gbes a .HEX 115EL3-0 statement in the .Linp file.
Simnlatin; thi- -Ie sign tE'rminates c"rrectly.

The only difference between the two sLinp files seems to be the .OCT and .HEX .tatement.
Apparentl" SILOS d~esn't accept an .OCT statement .

. !ih .ma.-I/.taticn_a(rr0g/E'crdI5(ntl_oust/si(macrolib
b;:ttch simout.t.mp
input netli:t
input sL lo:-ads
input . tenll
.udeca)" .default~50

.svmbol ;'D'Z

}1)6 • CLl: 0 51 2000 50 45(10 51 5000 51 .REP 0
. OCT H5EL2-11 1'14, 10, 1'12
.HEX IIPAR 1113-0 1I32, IlJ I. IlJO, H29
.'tE~ llQJ-n 1128, H27. 1126, 1125
.HEX 'WAil III IT I-II 1124, 1123, tl22, 1'121
.rATTf.Rll IISEL2-0 llPAR_IIIJ-O 11)5 1134

In)
\I II 7 1 fI 0

'j000 (1 I) 1(10
10000 o .5 I II 0
I'HIIIIi I) 4 I n 0
20000 fI I o 0
251100 II I II 11

~\CInll" II I II II

)'jOllO o II I 0 0
Millon n F I) 1 1.1
4~1I1111 II f II II I
'jIlOIiO 4 F II II I
551101) \I F tJ U 1
"IlIiOO I; F II 0 I
651100 2 F 0 I) I
701l0U F 0 0 1
751100 t· 0 CJ I
80000 F (1 (1 I
flStllIO F (I II I
9CJIIOII F tJ tJ I
.EOP
.TABLE l/QJ-II UPAP.- OUTJ-o
• TIIUL'E lI~lJ 1127 1126 1125 1124

lin lin 1121

Jt-yp@ "=!t"ror-::

I 5111UL (1 TO 95000
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TlVrE' :..~i-:::f?;

It ype e rr·.~r~

!~:d_t

,. ','lTec t ~ i .. ill~' f i.ie

02/07/°'.1 2:2" f'll

.lib .m~c·/I$~a~ion_a/prog/ecr115/u~1_cust/si/macrolib

~n~ch .imout.~mp

input lle~ list
input si .. lcads
input .. term
~11'tt:lt';lY .. ,lfOf:4111t-=50
.. syrnbc 1 ":l)- 2

11111 .Cl.r 0 5 J 2000 50 ~500 51 5000 51 .REP 0

.HEX IISELJ-o liS, II~, 113, 112

.IIEX liPA1'.- Ill) -0 119, 118, tl7, t16

.liEX IIfjJ-o fll7, t116, 1115, 1I1~

.IIEX IlPM_OUn-1) t121, fl2U, 1119, NI8

. PATfERIl HSELJ-O tJPAR_INJ-O till tlI2
111.1

0 0 I " 0
"Hnlt n (, 1 n 0
IllflOO II 0 0

15'U)IJ II ~ IJ I)

:ZUIUIO " I " 0

:~1I01l 0
, n 0

HIfHHl 0 I II II

J:j001l II II l) I)

~1I11011 II F II I 0

'.5000 0 F 0 U I
~()()O(~ I, F It 0 I
,'iOIlO " F n II I
#,0000

" F 0 0 I
f, ~lfHln , F " " I
711000 F 1I 0 I
/:>1100 F I) U 1
IlOIlOII F 0 n 1
IlSIIOll F 0 fI I
'.I(l01l1l F IJ I) I
.EOr
.TABLE IlQJ-l) IIPAR- OUD-O
•TllUlIE III/ IIlb tilS tJl~ tl21

lIZII 1119 HI8

Itype error3
'SItiUL 0 T0 Q5001l

I t:yP~ size s
't~·l'~ QI·I··'I· ...~

Ip:'<it
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Appendix 5

Datasheet RAM
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5.1 RAM 128x6

W
41

ES2G ME tl
0

G RL DO<0:5> ftJ
ramc128x6

£3- A<l11:6>
(128 • 6bit)

DI<0:5> ftJ
nz
0

RAMI r!J

Block Name: Module Generator
ramc128x6

Generated ot: Dec 1I 18:00:13 1989 Version: CRAM-P15 2.02

Physical Size Max. Power Consumption

1294.0um x 1121.6um
per MHz of operating frequency

(a pproximately)
2.26 mW @ Cout= 2.0 pF

~ Timing Information -""'1
""J

fost typo slow mil

tocc 3.6 8.6 16.9 22.8 ns
mace 0. , 0.3 0.6 0.8 ns/oF
tore 1.0 2.5 4.9 6.6 ns
tmpw 1.6 3.9 7.6 10.2 ns
twpw 16 3.8 7.5 10.1 ns
twrh 1.5 3.6 7.0 9.4 ns
twds 0.9 2.1 4.2 5.7 ns
twdh 0.0 0.0 0.0 0.0 ns
trds 0.0 0.0 0.0 0.0 ns
trdh 0.0 0.0 0.0 0.0 ns
tods 0.0 0.0 0.0 0.0 ns
tadh 0.9 2.1 4.1 5.5 ns
tmed 1.9 4.5 9.0 12.1 ns
twod 2 ..3 5.6 11.0 14.8 ns

~

Figure 5.1 RAM 128X6
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5.2 ~f 128x4

w
[lJ

ESG- t.lE rs 20

G- RE..... DO<'U> r£l
ramd128x4

G- A<0:6>
(128 • 4-bit)

01<0:3> f-EJ
Clz
0

RAM1 l±J

Block Name: Module Generator
ramd128x4

Generated at: Dec 11 17:48:33 1989 Version: CRAM-P15 2.02

Physical Size }dB)(. Power Consumption

935.6um x 1121.6um
per t.1Hz of operating frequency

(approximately)
1.82 mW @ Cout= 2.0 pF

r---... Timing Information ~v

fast typo slow mil

tocc 3.5 B.3 16.4 22.1 ns
macc 0.1 0.3 0.6 0.8 nS/DF
tpre 1.0 2.4 4.B 6.4 ns
tmpw 1.5 3.7 7.2 9.7 ns
twpw 1.6 3.7 7.3 9.9 ns
twrh 1.4 3.4 6.6 B.9 ns
twds 0.9 2.1 4.2 5.7 ns
twdh 0.0 0.0 0.0 0.0 ns
trds 13.0 13.0 0.l2l l2l.0 ns
trdh 0.0 0.0 0.0 0.0 ns
tads 0.0 0.0 0.0 0.0 ns
todh 0.9 2.1 4.1 5.5 ns
tmed 1.9 4.5 B.B 11.9 ns
twod 2.3 5.5 10.8 14.6 ns

~

Figure 5.2 RAM 12&4
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5.3 RAM 64x7

W
Q

ES2G ME
~c

G RE... DO<I!:6> ft:J
ramc64x7

G ,0.<0:5>
(64 • 7bit)

01<0:6> -EJ

Clz
0

RAM1 l±J

Block Name: Module Generatorramc64x7
Generated at: Dec 11 17:52:33 1989 Version: CRAM-P15 2.02

Physical Size Max. Power Consumption

1447.6um x 782.4um per lAHz of operating frequency

(= 1.13mm-2) 2.18 mW @ Cout= 2.0 pF

~ Tirrdng Information 4-
fast typo slow mil

tace 3.5 8.4 16.4 22.2 ns
mace 0.1 0.3 0.6 B.a ns/oF
tpre 0.9 2.2 4.3 5.8 ns
tmpw 1.6 3.8 7.5 10.1 ns
twpw 1.5 3.5 6.9 9.2 ns
twrh 1.5 3.5 6.9 9.3 ns
twds 0.8 1.9 3.6 4.9 ns
twdh 0.0 0.0 0.0 0.0 ns
trds 0.0 0.0 0.0 0.0 ns
trdh 0.0 0.0 0.0 0.0 ns
tads 0.0 0.0 0.0 0.0 ns
tadh 0.8 2.0 4.0 5.3 ns
tmed 1.9 4.6 9.0 12.1 ns
twod 2.3 5.6 11.0 14.6 ns

~

Figure 5.3 RAM 64x7
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5.4 RAM 128x2

W
4J

ES2G- IME <
0
0

G- WE.- DO <0: 1> ft:J
ram 128x2

G- A<0:6>
(128 • 2bit)

01<0:1> l.tJ
C)
z
0

RAM, t!l

Block Name: Module Generator
ram128x2

Generated at: Jul 17 14:18:04 1990 Version: CRAM-P15 2.132

Physical Size Max. Power Consumption

922.8um x 817.6um
per MHz of operating frequency

(approximately)
1.48 mW @ Cout= 1.0 pF

--f3' Timing Information ~
fast typo slow mil

toee 3.4 8.1 16.0 21.5 ns
mace 13.1 13.3 13.6 13.8 nsioF
tpre 0.8 2.13 4.13 5.3 ns
tmow 1.3 3.2 6.3 8.5 ns
twpw 1.3 3.1 5.1 8.2 ns
twrh 1.2 2.9 5.7 7.7 ns
twds 0.8 2.0 4.0 5.4 ns
twdh 0.0 13.0 13.13 13.0 ns
trds 13.13 13.0 0.0 13.0 ns
trdh 0.13 13.13 13.0 13.0 ns
tads 0.0 13.0 0.0 13.0 ns
tadh 0.9 2.1 4.1 5.5 ns
tmed 2.1 5.1 10.1 13.6 ns
twod 2.6 6.1 12.1 16.3 ns

¢

Figure 5.4 RAM 128x2
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5.5 RAM 64x4

\b
I

ES2- ME <
<::>
Q

- WE.... 00<0:3> I-

ram64x4
- A<0:5>

(604 .. 4bit)
DI<0;3> -

C>
Z
Q

RAM1 I

Block Name: Module Generator
ram64x4

Generated at: Jul 17 13;45;51 1991!l Version: CRAM-P15 2.02

Physical Size Max. Power Consumption

910.0um x 782.4um
per f..1Hz of operating frequency

(approximately)
1.54 mW @ Cout= 1.0 pF

~ Timing Information ~
fast typo slow mil

tacc 3.3 7.9 15.6 21.0 ns
mace 0.1 0..3 0.6 0.8 nslot
tpre 0.8 2.0 4.0 5.3 ns
tmpw 1.5 3.5 7.0 9.4 ns
twpw 1.4 3.3 6.6 8.9 ns
twrh 1.4 3.2 6.4 8.6 ns
twds 0.8 1.9 3.6 4.9 ns
t ..... dh 0.0 0.0 0.0 0.111 ns

trds 0.0 0.0 0.0 0.11.1 ns
trdh 0.111 111.0 0.0 0.111 ns
tads 0.0 0.0 0.0 0.0 ns
tadh 0.8 2.0 4.0 5.3 ns
tmed 1.9 4.5 8.8 11.9 ns
t .....od 2.3 5.5 1111.8 14.6 ns

~

Figure 5.5 RAM 64x4
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5.6 RAM 512x8

W
41

ES2G- MT <
0
0

G- WE... 00<9;7> ftJ
ram512x8

G- Ad;8>
(512 • 8bit)

01<9:7> ~

(;)
z
0

RAM1 l!J

Block Name: Module Generator
ram512x8

Generated at: Jul 17 14-:05:29 1991i1 Version: CRAM-P15 2.02

Physical Size Max. Power Consumption

3098.8um x 1822.4um
per MHz of operating frequency

(= 5.65mm-2)
5.07 mW @ Cout= 1.0 pF

~ Timing Information -Et-
fast typo slow mil

tacc 4.6 11.0 21.6 29.1 ns
mace 0.1 0.3 0.6 0.8 nslDr
tDre 1.7 4.2 8.2 1UJ ns
tmow 2.0 4.7 9.3 12.6 ns
tWDW 2.0 4.8 9.5 12.8 ns
twrh 1.9 4.4 8.7 11.8 ns
twds 1.2 2.9 5.7 7.7 ns
twdh 0.0 0.0 0.0 0.0 ns
trds 0.0 0.0 0.0 0.0 ns
trdh 0.0 0.0 0.0 0.0 ns
tads 0.0 0.0 0.0 0.0 ns
todh 0.9 2.2 4.3 5.B ns
tmed 2.3 5.5 10.8 14.6 ns
twod 2.7 6.~ 12.8 17.3 ns

¢

Figure 5.6 RAM Sl2xB
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5.7 RAM l024x9

W
I

ES2
_'C <

<:>
<:>

- WE... 00<0:8> ~
ram1024x9

- .0\<0:9>
(1l!l24 • 9blt)

01<0:8> '-

C>z
<::>

RAM1 I

Block Name: Module Generatorram 1024x9
Generated at: Jul 17 14:1:3:.35 1990 Version: CRAM-P15 2.132

Physical Size Max. Power ConsUIIlption

3606.8um x 3115.2um
per MHz of operating frequency

(= 11.24mm-2)
9.513 mW @ Cout= 1.0 pF

~ Timing Information EEj---

fas: typo slow mil

taee 5.0 11.8 23.3 31.3 ns
mace ".1 ".3 ".6 0.8 nsioF
tore 2.7 6.5 12.8 17.2 ns
tmow 2.0 4.7 9.3 12.5 ns
twow 2.5 6.0 11.9 16.0 ns
twrh 1.7 4.1 B.l 11.0 ns
twds 1.7 4." 8." 1".7 ns
twdh "." 0.0 0.0 0.0 ns
trds ".0 0." 0." 0." ns
trdh 0.0 0." 0." ".0 ns
tads "." 0.0 0.0 0.0 ns
todh U, 2.4 4.7 6.3 ns
tmed 2.3 5.4 10.6 14.3 ns
t..... od 2.8 6.7 13.1 17.7 ns

~

Figure 5.7 RAM l024x9
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Appendix 6

Timing Diagrams Time Shared Bus Space Switch Element
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6.1 Time Shared Bus Space Switch Element 4x4 4 MBit/sec

Tjrnjng space 4x4, 4MHz
I

,

:<
;61/lsec

;< >;

244 ~sec

BlTCLJ< ; 16 MHz

w R

94

w R



6.2 Time Shared Bus Space Switch Element 8x8 4 MBit/sec

Timing space 8x8 4Mhz

t44 nsec!

~1 nsec :. ,

:< >:
BITCLJ<

16 MEit/s

~ * I ~ t ~ ~ ~
~\«« dO)f-------{~ d1~l------l~ d2~l------l\««d3)

: ; : I ! ! I

, ., .. ., .

RAM 1

RAM 2

R

w

w

R
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R

w

w
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6.3 Time Shared Bus Space Switch Element 16x16 4 MBit/sec

Timing space l6x 16 41·1hz

?44 nsec!

61 n$€c
K

BlTCLK

32 MHz

RAM 1
~ W
, ,

RAM 2 1t wiI i

RAM 3 W R

itRAM 4 'IV :
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6.4 Time Shared Bus Space Switch Element 4x4 16 MBit/sec, 4 interleaved
RAl\1 blocks

Timing space 4x4, 16MHz
I

244 ~sec

:< :>:
161 sec

:< :>;

BITCLK

16 MHz

~
, ,

( ¢ ~ f t t 1

[~{(((( ~~(~ ~~{~~( ~(~((~(
i

dest 0 ~est 1 Elest 2 ~est 3

RAM 0 RO W

RAM 1 Rl W

RAM 2 W R2

RAM 3 W R3
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6.5 Time Shared Bus Space Switch Element 4x4 16 MBit/sec, 2 interlaeved
RAM blocks

Timing space 4x4, 16MHz

244 nsec
:

!Lh--f'~. . .

~ ~ ~L.--~~'--------:--*-----,I f 1

,

k
161 nsec:

f< >:
BlTCLK

16 MHz

• des\ 0 ~I..W..l.U.l..U.W((~~---+--~es-----,\1 I(~ ~es\ 2 • ~es\ 3

,

RAM 0 : RO RO w

RAM 1 w RO
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6.6 Time Shared Bus Space Switch Element 8x8 16 MBit/sec

Timing space 8x8 16Mhz

, ,

~44 nsecj
, ,, ,, ,

61 ~sec

>:

mTCLK

32 MBitls

~ ~ ~ ~\ 0 ~ ~ 2 r 3 4 5 6 7 1

w R ;W R iw R !w R !w R !W R !w R ;W R
, , , , .

RAMO RO vi

RAM 1 Rl ~

IRAM 2 R2 W

i IRAM 3 ~3 vi

i
,

RAM 4 R4 ~

iRAM 5
~ i R5

RAM 6 I w I R6

RAM 7
W ~7
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Appendix 7

Top Down Design Space Switch Element
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7.1 SSS network

~=GJ=i5

~=[J=15----
BedradillA :

<E<:-----i~~<~-__:~~<~--~~<--~< >
128 128 &4 128 128

RAM:

8 ][ 128][ 32

,(3.52 mm2

TrlUll islorl

17.536

Tolllal

176 mm2 fW( +

87.6Q8 lrensiJion +

bedradlDg +

cODlrole logica

16][ 128 I: 24

66.88 10m2

37.58.(

8 l[ 128 l[ 48

tl5.52 mm2

32.488

Figure 7.1 SSS Network
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7.2 Space Switch Element 8x16

7.2.1 Space8x16tot

8lST_ClK
BISCTE:5T
ME
NllI£

,6,<11:6>
01<11;31>
IN<II:7>

BISTJlESUlT
.p<x~.H;tot.bet OUT<9:15>

Figure 7.2 Symbol Space Switch Element &16

HC:~"'"-'"

-!o---------E>_JIO..U"

.....7> m::==============~~-j

Figure 7.3 Schematic Space Switch Element &16
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7.2.2 Space8x16

r------------,12

IN<0:7> OUT<0:15>

SEL<0:J1> 8 16space x

Figure 7.4 Symbol Space Switch Element &16

•J • . [ •J r .J 0 ['1[' or; [, • """. , o """•J

~
,

=

~
/
-~

/-,,-
/
-~

/I
-F:]

/1
-~
/I
-n

Figure 7.5 Schematic Space Switch Element &16
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7.2.3 RAM 128x32

w
1;1

[3 Io4E 0

ES2~

[3 WE... 00<1;31> o€J
ram128x32

[3 A<B:fi> (,ze • J2bil) 01<1:3'> o€J

0z
(J

RAM1 I!J

Block Name: Module Generatorrom128x32
c.••rated at: feb 211 ....3:.311 ,_ Version: CRAlA-P15 2.02

Physical Size liu:. Power ConlNmption

3086.0um x 1763.2um per l.lHz of operatln9 fr~uency

(= 5.4-4mm-2) 5.73 mW o Cout= 1.0 pF

$ Timing Information ~
fast typo alo... ""~

lace +.5 10.7 21.1 28.4 nil
mace 0. I 0.3 0.6 0.8 n!lloF
tore 1.7 +.1 8.' 10.9 na
tmD... 2.2 5.2 '0.3 13.9 na
two... 2.2 5.2 '0.' 13.7 na
twm 2.1 ".9 9.7 13.' na
twds 1.1 2.6 5.2 7.0 na
twdh 0.0 0.0 0.0 B.0 ns
trds B.0 B.0 0.B B.0 ns
trdh B.B B.0 0.B B.0 ns
tods B.0 B.0 0.0 B.0 ns
lodh B.9 2.1 4.' 5.5 ns
tmed 1.9 4.6 9.1 12.3 ns
twod 2.4 5.6 11.1 15." ns

LTl

Figure 7.6 RAM 128x32
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7.3 Space Switch Element 8x8

7.3.1 Space 8x8tot

BISU:U:
BIST-TEST
ME
~WE opoceiIlBlot.t>et
...<8:6>
DI<ll:2.:l>
1N<ll;7>

IISUlESULT
OUT<f:7>

Figure 7.7 Symbol Space Switch Element &8

-.....

'---~-------------f>I_'-'

H==~""·7>

Figure 7.8 Schematic Space Switch Element &8
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7.3.2 Space 8x8

.-----------,7

IN<0:7>
SEL<0:2.3>OUT<0:7>

spoce8x8

Figure 7.9 Symbol Space Switch Element 8x8

Figure 7.10 Schematic Space Switch Element
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7.3.3 RAM 128x24

W
4l

ES2G-~ C>
C>
>

B-~ 00<0:23> -€J
ram128x24

[3- A<B:6>
(126 • 24M)

DI<B:Z3> -€J

0z
0

RAM1 c!J

Block Name: Module Generator
ram128x24

Generated al; l.4ar 6 19: 12:29 1990 Version: CRAM-P15 2.02

Physical Size Max. Power Consumption

2369.2um x 1763.2um
per MHz of operating frequency

(= 4.18mm-2)
4.57 mW @ Cout= 1.0 pF

~ Timing Information E8-
fast typo slow mil

tocc 4.3 1111.1 20.0 26.9 ns
mace 0.1 0.3 0.6 l1l.a nslpF
tore 1.7 4.0 7.8 10.5 ns
tmDw 2.0 4.9 9.6 12.9 ns
twow 2.1 5.0 9.8 13.2 n9
twrh 1.9 4.6 9.0 12.1 ns
twds 1.1 2.6 5.2 7.0 ns
twdh 0.0 0.0 0.0 111.111 ns
trds 0.0 0.0 0.0 11l.11l ns
trdh 0.0 0.0 0.0 UI n5
tods 0.0 0.0 0.0 11l.11l ns
todh 0.9 2.1 4.1 5.5 ns
tmed 1.9 4.5 8.8 11.9 ns
twad 2.3 5.5 1111.8 14.6 ns

~

Figure 7.11 Datasheet RAM 12&24
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7.4 Space Switch Element 16x8

7.4.1 Space16x8tot

BlSLTEST
BlSLCu<
liE
NWE apa.,.'_t.bst
A<9:6>
01<8:47>
IH<lI:I5>

IlI5T_RESJLl
OUl<l:7>

Figure 7.12 Symbol Space Switch Element 16x8

._.~------------E>_"""'"

Figure 7.13 Schematic Space Switch Element
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7.4.2 Space16x8

,....----------,14

[N<0:15> OUT<(2l:7>
SEL<0:47>

s ace16x8

Figure 7.14 Symbol Space Switch Element 16x8
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Figure 7.15 Schematic Space Switch Element 16x8
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7.4.3 RAM 128x48

W
4J

EG- illE S S20

l3- WL 00<11I:47> -€l
ram128x48

G- A<0:6> (128 • 48bit) 01<1:47> -£l

t:'l
Z
0

RAM-, I:!l

Block Name: Module Generator
rom128x48

Generated at: hlar 19 111l:18:51 19911 Version: CRAM-P15 2.02

Physical Size Max. Power Consum.ption

464.3.6um x 176.3.2um
per I.lHz of operating frequency

(= 8.19mm....2) 9.14 mW @ Cout= 1.0 pF

~ Timing Information fE8--
fasl typo slow mil

lace 4.3 1111.3 2111.2 27.2 n5
mace 0.1 0.3 0.6 fl.8 na/oF
lore 1.7 4.0 7.8 10.5 ns
lmDW 2.0 4.9 9.6 12.9 ns
lwnw 2.1 5.0 9.8 13.2 ns
lwrh 1.B 4.3 8.5 11.4 ns
twds 1.1 2.6 5.2 7.0 na
twdh 0.111 0.0 0.0 fl.0 ns
trds 0.0 0.0 11l.0 0.0 ns
lrdh 0.0 0.0 0.0 11l.0 ns
lads 0.0 0.0 0.0 0.0 ns
ladh 0.9 2.2 4.3 5.8 ns
tmed 1.9 4.6 9.0 12.2 ns
twod 2.5 5.9 11.6 15.6 ns

~

Figure 7.16 Datasheet RAM 128x48
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7.5 General Library Elements

7.5.1 Demux 1 to 16

Figure 7.16 Symbol Demultiplexer 1 to 16

I+-~__--':.:""""'{ I--l..:.,~........._-<
L...--+-+- ......:---! ..,I1N2

P:::======DY<Io1b

Figure 7.17 Schematic Demultiplexer 1 to 16
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7.5.2 Demux 1 to 8

Figure 7.18 Symbol Demultiplexer 1 to 8

5<1t.2>

A

-
:1 ~

""
58

"
'51 DEllUX14

...." .A "- .14.

j'\
/ Yll .-

VfNv Y A ",
9 rr -:;;::

AN2 YJ' -"2

~. 58

." 'S1 DaWX14,. .A 1" 1 Yll ,.,
A ""9

Y'1' ___

AN2 \'3' , .....
3

C

Figure 7.19 Schematic Demultiplexer 1 to 8
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7.5.3 Or16

Figure 7.20 Symbol Or 16

Figure 7.21 Schematic Or 16
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7.5.4 Or8

-r---

-

9

~i or8 OUT

Figure 7.22 Symbol Or 8

A-,n
A

1HZ

11I3
A 9

y
our

A R2
1M<

IN5

A
II'
DI7

Figure 7.23 Schematic Or 8
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Calculation Size of SSS Network
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8.1 SSS Network Schematic

~=8=~. .
7 15

=8=r.
1=8=1.---

Bedrading :

I8=
---,!=8=!

)(<

RAM :

)< )(
1211

)< )

21": 1211 • 8 • 3

28. 12l1.:M.

26. 30'72

,S.W

1.128.26%3

1.128.48

8.8144

UI!l2

Figure 8.1 SSS Network Schematic
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8.2 SSS Network Size

Number of transistors

space 8x16
space 8x8
space 16x8

total

Size of the RAM

space 8x16
space 8x8
space 16x8

total

total size

8 x 2192
16 x 2349
8 x 4061

8 x 128x32 bits
16 x 128x24 bits
8 x 128x48 bits

17.536
37.584
32.488

87.608

8 x 5.44 mm2

8 x 4.18 mm2

8 x 8.2 mm2

43.5 mm2

66.8 mm2

65.2 mm2

175 mm2

transistors
RAM

total

87.609 x 2.7 10-\0 m2

175 mm2
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