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This report describes the design, implementation and testing

of a real-time 16 kbit/s speech coder and decoder. The

algorithm used is simple enough for the coder and decoder to

be implemented each on a single digital signal processor

chip (TMS32010).

In the transmitter the up to 4 kHz bandlimited speech signal

is first split into eight mutually exclusive subband sig­

nals, each having a spectral bandwidth of 500 Hz. The samp­

ling rates of the subband signals are reduced from 8 kHz to

1 kHz (being the Nyquist rate). For this subband splitting

and sampling rate reduction, a very efficient technique

called Quadrature Mirror Filtering is used. Next, each

subband signal is independently coded according to its per­

ceptual contribution to the overall subjective quality. For

coding the subband signals, Pulse Code Modulation, with

backward adapt ion of the quantization stepsize, is employed.

Furthermore for each subband signal, the number of code bits

is determined by a semi-adaptive bit-allocation algorithm.

Finally, the coded subband samples together with the neces­

sary side information and synchronization bits are multi­

plexed into a 16 kbit/s serial data stream.

In the receiver, the inverse operations (demultiplexing,

decoding and speech signal reconstruction) take place.

The quality performance of the implemented Subband Coder, in

particular the intelligibility of the reconstructed speech,

is acceptable for our purposes. There is only little diffe­

rence with unprocessed up to 3 kHz bandlimited speech.

Furthermore, the capacities of each digital signal processor

are nearly completely utilized by the implemented Subband

Coder and Decoder algorithm, which means that an appropriate

type of digital signal processor has been chosen.
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1. 1~I8QQ~~IIQ~

In the Telecommunications Division of the Eindhoven Univer­

sity of Technology work is done on a cooperative project

with the University of Dar-es-salaam. This project concerns

the distribution of audio-visual information via satellite

channels to be used for tele-education, information disse­

mination and news distribution to the rural population and

to isolated institutions in Africa. To reduce costs, servi­

ces suitable for standard narrowband (64 kbit/s) distributi­

on channels are necessary. Examples are transmission of

still pictures plus speech, teletext plus speech, silent­

teletext and scribophone. For more information on the deve­

lopment project, see [IJ.

This report deals with the realization of a part of the

above mentioned sevices, namely a real-time speech coder and

decoder. In this project 16 kbit/s of a 64 kbit/s channel is

reserved for the transmission of speech. Another design

requirement is to keep the costs as low as possible. Consi­

dering the enormous advances in digital technology, coupled

with the increasing economics of digital hardware, it was

decided to implement the coder and decoder in software on

one digital signal processor (DSP) chip each. A technique

that can allow this and that can realize a fairly good

quality of the reconstructed speech at the receive side is

known as Subband Coding [2,3,4,5J.

As the first work on the Subband Coder (SSC) project a study

has been made about the kind of Subband Coding which best

meets the requirements [6J. From this work a proposal resul­

ted for the type of Subband Coding to be used. During

further work [7,8J implementations of functional blocks of

this proposal were designed and tested.

To realize a properly working Subband Coder and Decoder

these implementation designs had to be adjusted and exten­

ded. To meet the DSP capacities the software also had to be

optimalized. Besides these alterations of the implementation

designs and the software, the hardware communication between

the transmitter and the receiver system had to be realized.
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In this report the ultimate implementation design and hard­

ware environment of a properly working real-time subband

Coder and Decoder realization are described.

First some ge-neral design- considerations are· discussed

(chapter 2). This is followed by a description of the

functional blocks of the Sub band Coder and Decoder and the

work that is done on the implementation design of them

(chapter 3 to 6). After that the employed hardware will be

considered (chapter 7). Finally the utilization of the

transmitter and receiver DsP is discussed (chapter 8), fol­

lowed by some suggestions for possible performance improve­

ment (chapter 9) and the conclusions (chapter 10).



In this chapter some general aspects concerning the design

of a Subband Coder are considered. First we will discuss the

principle of Subband Coding. Then some features of the used

digital signal processor are showed. This is followed by a

description of the development equipment,

design strategy is outlined.

and finally the

A general block diagram of a Subband Coder and Decoder is

shown in Fig. 1.
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Fig. 1: General block diagram of a Subband Coder and

Decoder.

The digital input to the transmitter, s(n), is obtained by

sampling a bandlimited (up to 4 kHz) analog speech signal at

a rate of 8 kHz, followed by 12 bit linear PCM analog­

digital conversion. This signal is filtered into a number of

N subband signals, each with a different spectrum that is

part of the baseband frequency range 0-4 kHz. After the

bandsplitting the sampling rates, ff)' of these subband sig­

nals can be reduced (decimation). This is possible because
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the spectrum of each subband signal is narrower than the

spectrum of the input signal. The minimum sampling frequency

.. !s. twice_ t':"ebandw.idt':" elf. a subb.and s~<;tnal. Dec.im~tion.by.aD

integer factor M can be achieved by retaining only one out

of every M filter output samples. Then the subband signals

are independently quantized and PCM coded into a number of

bits that is determined by the bit-allocation used. In any

case the bit-allocation is so as to allow an ultimate bit

rate of 16 kbit/s. Finally the different subband signals

together with the necessary side and synchronization infor­

mation will be multiplexed into a serial 16 kbit/s data

stream, representing the output signal of the transmitter.

In the receiver the inverse actions will take place. First

the incoming data stream is demultiplexed to recover the

coded subband signals plus the side and synchronization

information. Next the subband signals are decoded in the PCM

decoders. The decoding takes place according to the bit­

allocation used, which in an adaptive case can be extracted

from the received side information. By inserting zero-valued

samples between the subband samples, followed by a filtering

identical to that in the transmitter, the sampling rate in

the subband signals will be restored to the original samp­

ling rate of 8 kHz. During the filtering interpolation takes

place, which gives the inserted zero's an appropriate value.

Increasing the sampling rate with an integer factor M is

accomplished by filling in M-l zero-valued samples between

each pair of filter input samples. By combining these final

obtained subband signals the original digital speech signal,

~(n), can be reconstructed.

The main advantages of Subband Coding relative to other

coding techniques are:

-A low bit rate.

-The quantization noise generated within each subband re-

mains confined to that channel and is independent of noise

produced in other bands. In this way high level, low fre­

quency quantization noise does not mask low level, hiQh
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whole

trans-

frequency sounds, and vice versa.

-Each subband signal may be coded independently according to

the perceptual contribution that each band makes to the

overall subjective quality. This together with the sampling

rate reduction in the subbands is the explanation for the

low bit rate that can be achieved.

-Sy proper design a real-time implementation of the

SBC principle is possible on two DSP's; one for the

mitter and one for the receiver.

at

tech­

and

These are enough reasons for using the Subband Coding

nique for the realization of a 16 kbit/s speech coder

decoder that together deliver fairly good quality speech

a fairly low complexity (c.q. costs).

The DSP used for the implementation of the SSC algorithm, is

the TMS32010 from Texas Instruments. This TMS32010 is very

suitable for speech processing applications. For an exten­

sive documentation of the TMS32010, see (9J. As both the

coder and decoder had to be implemented on one DSP chip

each, it is not strange that the features and capacities of

the TMS32010 have had a great influence on the design work.

The most important ones will be discussed below.

The duration of one instruction cycle is 200 ns. Subband

Coding is a real-time speech coding technique that in Our

case every 0.125 ms uses one input sample in the transmitter

and creates one output sample in the receiver. So in the

transmitter as well as in the receiver the whole coder resp.

decoder program has to be passed through in 0.125 ms. So the

longest cycle in either program may not count more than 625

instruction cycles.
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Program memory consists of up to 4K words of 16-bit width.

In our -case thi-s concerns off-chip RAM,; - The avai lable pro­

gram memory is large enough and has been no constraint on

the design work.

On the other hand data memory consists of 144 words of 16­

bit width of RAM present on-chip. So data RAM is far too

small to contain all variables for the coder or decoder.

This problem can be solved by storing some data operands in

off-chip program memory and then read them into on-chip data

memory when needed. When they are not needed anymore they

can be written back to program RAM if necessary. However

this solution will slow down execution as reading from and

writing to program memory each take 600 ns, whilst most

instructions only need 200 ns. So it is necessary to care­

fully determine which variables are directly stored in data

memory and which are stored in program memory. Variables

that are not often used and tables for example can best be

stored in program memory. For more information, see [7, pp.

39-40). The available data memory has appeared to be a great

constraint in the design of the S8C algorithm.

Addition and subtraction are standard tools for the TMS32010

and will cost only one instruction cycle. Also multiplica­

tion can take place in 200 ns due to the presence of a

16*16-bit parallel multiplier.

However, the TMS32010 does not have an explicit divide

instruction. A division therefore will have to be broken

down into a series of subtracts and shifts with the conse­

quence of a long execution time. So divisions have to be

avoided as far as possible.



-13-

Computation on the TMS32010 is based on a fi~ed-point two's

complement representation of numbers. Each 16-bit number is

evaluated with a sign bit, i integer bits, and 15 minus i

fractional bits. Thus the number :

0000 0010 1010 0000

LdeCimal point

has a value of 2.625. This particular number is said to be

represented in a 08 format (8 fractional bits). Its range is

between -128 (1000 0000 0000 0000) and +127.996 (0111 1111

1111 1111). The fractional accuracy of a 08 number is about

0.004 (one part in 2**8 or 256>.

To reduce quantization noise on the one side and to avoid

overflows on the other side, it is very important to select

an appropriate representation (i.e. O-format> for each vari­

able and constant.

On the design work we have started from the principle that

the transmitter DSP input and the receiver DSP output have

been normalized to the range between -1 and +1 Volt, and

therefore a 015 format has been taken for the representation

of these two signals.

2.4. ~g~iQm~D!_fQ[_!~~£iDg_~nQ_[~~li!iD9_1b~_~Qf1~~[~

Q~Y~lQQm~D!~

Two development systems as shown in Fig. 2 are available,

one for the transmitter DSP and one for the receiver DSP.

Such development system consists of two printed circuit

boards, called "Evaluation Module" (EVM) and "Analog Inter­

face Board" (AlB), and a host computer, in our case a Perso­

nal Computer from IBM.

The basic purpose of the Evaluation Module and the Analog

Interface Board used is to enable the user to develop pro­

grams for the TMS32010 digital signal processor and to run
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Fig. 2: Development system for the TMS32010.

these programs real-time. The programs can communicate with

the analog "outside world" by means of AID and DIA conver­

ters and bandlimiting/interpolation filters resident on the

AlB. The program storage, the program design tools and the

DSP itself are resident on the EVM board.

The two printed circuit boards of Texas Instruments are

controlled by the host computer (IBM PC). This PC can commu­

nicate with the EVM via a serial interface. At the IBM PC

the serial interface is controlled under BASIC. The EVM

board is equipped with two serial interfaces of which only

one, called "port 1", will be used. All serial interfaces

are bi-directional. The EVM board together with the IBM PC

form a program development system with which the user may

enter assembler source files, assemble files, run them,

execute them with breakpoints and single step programs.

The EVM and the AlB together can form a stand-alone system

once these are programmed and started.

The EVM and AlB are well documented in [10J resp. [11J. In

[7, pp. 24-32] the possibilities of the development system

and the implications of this for a communications program

resident in the IBM PC are discussed in more detail.

Later on in the project the development equipment has been

extended with a so-called cross-assembler, which allows us

to assemble source files on the IBM PC. This cross-assembler

is described in (12) and [13J.
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When we look back at the general SSC principle described in

2.2., we can discern the following functional blocks:

-filtering

-bit-allocation

-coding and decoding

-multiplexing and demultiplexing

As a logical consequence the design work, implementation and

testing has been done in a modular way.

First the filtering has been realized and tested on proper

working. After that the bit-allocation has been added. This

was followed by adding the coding and decoding. Finally

everything has been supplemented with the multiplexing and

demultiplexing.
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An important and critical aspect of the SBC design is the

filter bank and its interaction with the sampling rate

reduction (decimation) in the transmitter and the sampling

rate increase (interpolation) in the receiver. A good recon­

struction of the speech signal, ~(n), requires a subband

splitting in the transmitter and subsequent subband combi­

ning in the receiver with an overall frequency response that

in magnitude equals 1 as best as possible.

If we leave out of consideration effects such as quantizati­

on noise, which are no direct consequence for filtering,

there are two effects that can cause the magnitude of the

overall frequency response to be not e~actly equal to 1

everywhere. Both effects concern the fact that the filters

we deal with in practice are not ideal in their frequency

response, but contain beside the passband also a transition

band and a stop band.

-The reduction of the subband sampling rates is necessary in

order to maintain a low (16 kbit/s) bit rate in encoding

these signals. This sampling rate reduction introduces ali­

asing terms [14, pp. 304-305J in each of the subband sig­

nals.

-In the reconstruction process the subband signals are com­

bined together.As interpolation in the receiver takes place

with a filtering identical to the one in the trBnsmitt~r.

after reconstruction the original signal has twice passed

the filter bank represented by the frequency responses

H~(f), Ht(f), ••• ,Hw(f). So exact reconstruction requires:

IH1 (f) ,I +IH 1 (f) II + ••• +IHfi(f) II =1. In places were this re­

quirement is not met, a ripple occurs in the response,

called reconstruction ripple. Reconstruction ripple mainly

occurs in the transition regions of the filter responses.
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Thus concerning the filter bank development, aliasing and

reconstruction ripple have to be suppressed or avoided as

much as possible to accomplish a good speech signal

struction.

recon-

In the following the design, implementation and testing of

the subband splitting and reconstruction method that has

been chosen for our SBC realization is discussed.

Several methods exist for the splitting of the SBC input

signal into a number of mutually exclusive subbands [6J.

Some methods [15,16,17] are based on using a parallel bank

of bandpass filters, as shown in Fig. 3.
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Fig. 3: Parallel bank of bandpass filters for subband

splitting.

These filters may be conveniently realized by linear-phase

Finite Impulse Response (FIR) networks. However, to meet the

design requirements as mentioned in 3.1., very sharp transi-

tion band filters, i . e. very high order networks (ca. 200-

tap) with a strong stop band attenuation (ca. 45 dB) are

needed. Such filters would have a complexity that is far too

high, excessive delay and possible performance limitations

due to finite precision wordlengths if realized directly.
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A more convenient alternative (18,19,20,21] is the use of a

tree-structured filter bank. Such a tree configuration works

by successively ._splittingth.e signat into two subbands ~t.

each branching point, using a high-pass/low-pass filter

combination. The output from each intermediate filter is

downsampled to the appropriate Nyquist rate for the signal

and then applied to the next branching level

spectral division, see Fig. 4.

for further
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Fig. 4: Tree-structured filter bank for uniformly

spaced subbands.

Besides this uniform subband splitting also octave-spaced

subbands are possible when using the approach as shown in

Fig. 5.
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Fig. 5: Tree-structured filter bank for octave-spaced

subbands.
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If we would realize the tree-structured filter bank with the

usual FIR filters, without taking any special measures,

again very high order networks are needed.

However for the bandsplitting a technique called "Quadrature

Mirror Filtering" can also be used. Quadrature Mirror Fil­

ters (QMF's) have special phase and magnitude character­

istics which allow the splitting of a band into two equal

width subbands and, upon reconstruction, provide for the

cancellation of aliasing effects that occur during downsamp­

ling. Furthermore, as each band is splitted into two symme­

trical parts, it is not very difficult to see to it that

reconstruction ripple is strongly suppressed. Because of

these properties, lower order filters (32 to 12 tap), which

have fairly wide transition widths, can be used to cover the

entire speech band of interest without any spectral gaps in

the total response. Therefore, and also for some other

reasons to be discussed later, a tree-structured QMF bank

has been chosen for the realization of our SBC.

Fig. 6 reviews the basic configuration for a two-band

design that will be used for the explanation of the

bandsplitting and derivation of its design requirements.

The transmitter input signal s(n) is divided into two equal­

ly spaced frequency bands by low-pass and high-pass filters,

h, (n) and h~(n), respectively. Each subband signal is redu­

ced in sampling rate by a' factor of two, i.e. if f~ is the

sampling ra~e of the input signal, ~ /2 is the sampling rate

of the subband signals. In practice the subband signals are

then encoded and multiplexed for transmission, which in this

(modular) design stage will be left out of consideration.

In the receiver the subband signals are interpolated back to

their original sampling rates with the aid of similar low­

pass and high-pass filters. The sum of the two interpolated

subband signals, ~(n), is the reconstructed version of the

input signal, s(n).
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Fig. 6: (a) General block diagram of a two-band SSC

(coding and multiplexing left out of conside­

ration)

(b) Spectral description of the subbands.

To obtain the aliasing cancellation property, the filters

hL (n) and hu(n) must be symmetrical FIR designs with even

numbers of taps, i.e.,

for n<O and n>N-1 (1)

where N (even) is the number of taps.

implies that

The symmetry property

n=0,1,2, .•• , N/2-1, and (2a)

h u (n) =-hu (N-l-n) , n=0,1,2, ..• , N/2-1 (2b)
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Furthermore it is required that

"h" (n)=(-1) h, (n) n=0,1,2, ..• , N-l ( 3)

which is the mirror image relationship of the filters.

With the above constraints, the aliasing cancellation pro­

perty of the QMF bank can be verified easily. A derivation

is given in the appendi~ of (20J.

To suppress reconstruction ripple as much as possible, the

filters hL (n) and hu(n) ideally must satisfy also the condi­

tion

(4 )

of hl(n)

from the

where Hi (f) and H~(f) are the Fourier transforms

and hu(n) respectively. This also can be seen

derivation in the appendix of (20J.

The above filter requirement of eq. (4) cannot be met exact­

ly except when N=2 and when N approaches infinity. However,

it can be very closely approximated for modest values of N.

Filter designs which satisfy eq. (2a) and appro~imate the

condition of eq. (4) and the lowpass characteristic can be

obtained with the aid of an optimization program. In prac­

tice "Hanning window" designs, optimized by the "Hooke and

3eeves algorithm" (6,21J will give satisfactory results.

Fig. 7 shows the frequency response characteristics for an

N=32-tap filter design, acquired with the above mentioned

technique. As can be seen from Fig. 7b, the requirement of

eq. (4) is satisfied to within 1"0.025 dB, which is more

than satisfactory for good SBC performance.

The QMF technique discussed for the two-band SBC from Fig.

6a can be applied in the same way at each branching point in

a SBC that employs a tree-structured filtering into more

than two subbands.
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Fig. 7: Frequency response for a 32-tap QMF design [20]

(a) Magnitude responses of the individual filters

(b) Magnitude response of the composite system.

Finally we have to sketch the form of tree-structured QMF

bank that has been chosen. As we will see in chapter 4, some

adaption in the bit-allocation is necessary to achieve sa-

tisfactory reconstruction speech quality. However, if the

subbands are unequally spaced, this requires techniques of a

very high complexity. Therefore we have chosen uniformly

spaced subbands [6,18]. Furthermore, the perceptual quality

of the recovered speech will increase as the number of

subbands increases. The number of subbands to be used in

practice is a trade-off between recovered speech quality,

processing complexity and delay in the filter bank. For our

purposes an eight-band sec has been found to represent a

good compromise [6].

A sketch of the ultimate filterbank design to be implemented

in the transmitter and receiver is shown in Fig. 8.
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Fig. 8: Eight-Band subband splitting an reconstruction

using a tree-structured QMF bank.

Here again, the basic principle of the implementation of the

eight-band tree-structured QMF bank is discussed for the

case of a two-band SBC, see Fig. 6a. From the mirror image

property of the QMF bank described by eq. (3), we note that

the coefficients used for the upper and lower subband fi 1-

ters are identical, except for the signs of the odd numbered

coefficients. This property can be used to save a factor of

two in computation by sharing

+

/,(I)

+

the computation between the

Fig. 9: QMF bank structure that shares computation

between upper and lower filters.



filters in the manner described in Fig. 9, where h,(n)=h(n)
n

and h K (n)=(-l) h(n). The partial sums of products are ac-

cumulated separately for the even- and odd-filter coeffi­

cient _values. _ The_sum.of. these ~~opar_tjgl ~ym~ tt}I;''1 givf;'S

the lower subband signal, and their difference produces the

upper subband signal. Since the subband sampling rates are

one-half of the input sampling rate, an additi~nal factor of

two is gained by computing the sums of products indicated in

Fig. 9 once for every other input sample. Thus, each sample

is shifted two delays in the shift register of Fig. 9 before

being used.

Because of this sampling rate reduction, the filter

structure of Fig. 9 can be divided into two parts as shown

in Fig. 10.

""-- -~

eye (e ~

+
/,/.) A(1) ,( /v)

c ycL~ 1

5{n) 1"' I"'

1-' r'

/,/I} /'(J) ;,fs)

+
cyete 0

dow 'L~ ."//H
on cycle 0

~

Fig. 10: Polyphase QMF bank structure of a SBe trans­

mitter.

This structure is a two-band version of a more general class

of multirate structures sometimes referred to as polyphase

structures. As Fig. 10 shows, the input signal is separated

into two sets by a commutator. Assuming that the commutator

is in the lower position at time n=-I, the lower branch

receives odd values of s(n), i.e s(-1), s( 1>, s(3), ••• , and

the upper branch receives even values of s(n), i.e. s(O),

5(2), 5(4), • Both branches now operate at one-half of
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the original sampling rate. Odd values of s(n) are filtered

at odd sample times in the lower branch with an N/2 tap

filter of odd valued filter coefficients (cycle 0). Similar­

ly, even valued samples of s(n) are filtered in the upper

branch with a N/2 tap filter of even filter coefficients.

Furthermore double buffering is required when data computed

in one cycle are needed in another cycle. The outputs of the

even and odd filters are computed and stored in the left

buffer for cycles 0 and 1. For taking the sum and difference

the available data from the right buffer, which have been

computed in the previous 0 and 1 cycles, are used. At the

beginning of cycle 0 the data are transferred from the left

buffer to the right buffer. The sum in the lower branch of

Fig. 10 is computed in cycle 0, while the difference is

computed in cycle 1.

A similar efficient polyphase structure can be generated for

the QMF synthesis bank in the receiver. The resulting

structure is shown in Fig. 11, that speaks for itself.

dOlJb/~ i"IIF
or> eye L. 0

~
<:.ycL~ 1-

i-/ lO'

1,('; );/3) I.(S) ;,(~/)

+
;(/1)

+
AM ),(.z) iM /'/30)

i O( ,0'
eye L Co 0

Fig. 11: Polyphase QMF bank structure of a sec re­

ceiver.

So, in this QMF analysis and synthesis implementation, that

makes efficient use of the available DSP resources, the

computation load is evenly distributed between even and odd

time cycles of the input sampling rate. This also has been
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one of the reasons for choosing the QMF technique.

Table 1 reviews the two-cycle control structure that is used

in the implementation of a two-band QMF splitting and recon-

. -struc·ti-on.

Table 1: Control structure for two-band QMF analysis
______________~nq_~~n!n~~i~~ _

Cycle 0 A. Transmitter

1. Double buffer

2. Create lower band output by summation

3. Input one sample of s(n)

4. FIR filter (lower branch)

B. Receiver

1. Double buffer

2. Create lower branch filter input by

subtraction

3. Input one subband sample and store

in left buffer

4. FIR filter (lower branch)

5. Output one sample of ~(n)

Cycle 1 A. Transmitter

1. Create upper band output by sub­

traction

2. Input one sample of s(n)

3. FIR filter (upper branch)

B. Receiver

1. Create upper branch filter input by

summation

2. Input one subband sample and store

in left buffer

3. FIR filter (upper branch)

4. Output one sample of ~(n)



For the implementation of the eight-band SSC, this technique

is repeated at each branching point of the filter tree. As

the eight-band SSC is a multirate system with an ultimate

sampling rate ratio of eight, it requires an eight-cycle

control structure. For each cycle only one out of the eight

possible paths in the QMF tree has to be passed through. A

modulo-8 counter, called PATH, is used to assign the path in

the QMF tree to be processed.

A sketch of the implemented QMF filter bank for the eight­

band S8C (transmitter), including the subband processing

sequence according to PATH, is shown in Fig. 12. For exam­

ple, during cycle 3 (PATH=3) a sample of subband 5 (2000­

2500 Hz) is created by respectively passing through HIGH1 in

the first QMF stage, HIGH3 in the second stage and LOW? in

PATH

~

s

-1

, .

Fig.

TAirJ.. "la.3 e

12: QMF filter bank implementation for the eight­

band S8C (transmitter)
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the third stage. Also it has to be taken into account that

after high-pass filtering the input signal into the 2-4 kHz

part and sampling rate reduction, the 2-3 kHz part is ob­

tained by high-pass filtering in stead of low-pass filter­

ing. This can be verified easily by an examination of the

spectra. Similar circumstances occur at some other parts in

the QMF tree. As can be seen from Fig. 12, for PATH=O to 7

the subband processing sequence is 0-500 Hz, 3500-4000 Hz,

1500-2000 Hz, 2000-2500 Hz, 500-1000 Hz, 3000-3500 Hz, 1000­

1500 Hz, 2500-3000 Hz, being respectively subband 1,8,4,5,2,

7,3,6.

For the first QMF stage 32-tap FIR filtering is used C16

taps for the upper branch and 16 taps for the lower branch).

For the second and third stage 16- resp. 12-tap FIR filter­

ing is used. The coefficients, as obtained by the Hooke and

Jeeves optimization method [21) are depicted in Table 2.

Table 2: Filter coefficients for 12- ,16- and 32-tap
______________9~E_fl1i~[§~ _

H~=~!!Q

hCO) =hCl1)=-0.3809699E-2 h(3) =h(8) =-0.8469594E-1

h C1 ) =h C10) = 0.1885659E-l h(4) =h(7) = 0.8846992E-1

h(2) =h(9) =-0.2710326E-2 h(5) =h(6) = 0.4843894E+0

!g=~~Q

hCO) =h C15) = 0.1050167E-2 h(4) =hCl1)=-0.9666376E-2

h C1) =h(14)=-0.5054526E-2 h(5) =h(10)=-0.9039223E-l

h(2) =h(13)=-0.2589756E-2 h(6) =h(9) = O.9779817E-l

h(3) =h ( 12)= 0.2764140E-l h(7) =h(8) = 0.4810284E+0

~S=~~Q

hCO) =h(31)= 0.6910579E-3 h(8) =h(23)=-O.4187483E-2

h (1) =h(30)=-0.1403793E-2 h(9) =h(22)=-O.3123862E-1

h(2) =h(29)=-0.1268303E-2 h(10)=h(21)= 0.1456844E-l

h(3) =h(28)= 0.4234195E-2 h(11)=h(20)= 0.5294745E-1

h(4) =h(27)= 0.1414246E-2 h(12)=h(19)=-0.3934878E-l

h(5) =h(26)=-0.9458318E-2 h(13)=h(18)=-0.9980243E-l

h(6) =h(25)=-0.1303859E-3 h(14)=h(17)= 0.1285579E+0

h(7) =h(24)= 0.1798145E-l h ( 15 ) =h ( 16 ) = O.4664053E+0



These coefficients are best represented in Q16 format (see

2.3.4.>. In the beginning all time varying signals in the

QMF filter bank were decided to be represented in the same

format as the input signal s(n), i.e. in 015 format. Later,

as will be discussed in 3.5., these representations have

been adapted according to the properties of speech spectra.

For reasons mentioned in 2.3.2., all filter coefficients

(only 30, thanks to the symmetry property, eq. (2), of the

QMF's) are permanently available in data memory. The same

holds for the delay variables of the first QMF stage and

furthermore for all buffer variables. However, the delay

variables of the second and third QMF stage are stored in

program memory. See also [7, pp. 39-40).

Appendix C contains a listing of the source file of the

transmitter QMF bank, appendix H that of the receiver QMF

bank.

Proper working of the analysis and synthesis filter bank

implementation has been tested with the configuration as

shown in Fig. 13.

The analog input, s(t), is bandlimited and subsequently

converted to s(n) by 8 kHz sampling followed by AID conver­

sion. Next the transmitter DSP, loaded with the QMF analysis

f.c..iv~r

.
I
II ; ,

I;

_~.:S_~ _ .J 1\. ---.----- ~~."...:
I
I

............ _- _.' "- .. .

'HNz

Fig. 13: Test configuration for the analysis and

synthesis filter bank.
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program, creates for each 8 kHz s(n) sample a 1 kHz subband

sample. Each subband sample is transported in a parallel way

from the transmitter DSP to the receiver DSP. In the recei­

ver DSP, loaded with the QMF -syntl'1es i s program, for each

incoming subband sample a 8 kHz output sample, ~(n), is

produced. By D/A conversion followed by bandlimiting, ~(n)

is converted to the analog output ~(t).

How the bandlimiting and the AID and D/A conversion are

performed, will be discussed in chapter 7. The hardware

realization and synchronization of the parallel communica­

tion between transmitter and receiver system will not be

discussed, as it is not functional for the ultimate SBC

realization.

The transmitter OSP program is controlled by interrupts.

After each 8 kHz interrupt, created by the AID converter, an

interrupt service routine is executed. In this interrupt

service routine a sample s(n) is read in and a created

subband sample is written out. When the interrupt service

routine has finished, the QMF program (for one out of eight

paths) is carried out followed by a wait cycle for the next

interrupt. QMF program plus wait cycle together form the

main routine.

The receiver OSP program is also controlled by 8 kHz inter­

rupts from the regained system clock, which in our circum­

stances is retained from the transmitter system (see also

chapter 7). In the interrupt service routine a subband

sample is read in and a reconstructed speech sample, ~(n),

is written out. In the subsequent main routine, the inverse

QMF program (for one out of eight paths) is carried out

followed by a wait cycle for the next interrupt.

So far the same QMF principle also had been realized during

previous work [7,8]. Therefore objective measurements of the

filter bank performance give the same satisfactory results

(for the reconstruction a "flat" curve in the band of inte-.
rest) as are extensively discussed and illustrated in [7J

and [8].

A subjective test has been carried out by applying an analog
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speech signal from a tape recorder to the transmitter input,

and listening to the reconstructed speech signal via the

audio output of the receiver system. By short-circuit of

sen) and g (n) , processed speech could be easily compared

with unprocessed speech. The intelligibility of processed

and unprocessed speech was quite the same. However, proces-

sed speech appeared to suffer more from quantization noise,

due to the 16-bit representation used in the D5P's.

Till now, each time varying signal in the OMF tree has been

represented in 015 format. Watching a long-term speech

spectrum as shown in Fig. 14, it is not difficult to see

that in general the amplitude range will not be the same for

each time varying signal in the QMF tree. 50, as mentioned

in 2.3.4., the quantization noise can be reduced by choosing

an appropriate representation format for each signal in the

OMF tree.

Extensive testing, being a very time consuming affair, re-

suIted in the signal representation as depicted in Fig. 15.

The signals in the receiver have to be represented in cor-

--- - ... Ir .... '. lIoic.,s

&000

,"
Fig. 14: Long-term spectrum of speech based on mea­

surements by Beranek, Dunn and White [15J.
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responding formats. This representation has been imple­

mented, performing a reconstructed speech quality that dif­

fers not or only marginally from unprocessed speech.

This adjustment of the subband signal representation

also turn out to be advantageous for the encoding of

subband signals <chapter 5), as the dynamic ranges to

covered are better specified.

LowJ..
I~. ,_.

Fig. 15: Signal representation in (transmitter) QMF

filter bank.
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The QMF technique has proved to be very suitable for the

implementation of the eight-band filter bank. We do not

exaggerate unduly if we call ~(n) a delayed replica of s(n).

However, the encoding of the subband signals into a 16

kbit/s bit stream, left out of consideration till now, will

cause a performance degradation by adding an amount of

quantization noise to the replica of s(n).



As discussed in 2.2., after the subband splitting each

subband signal is coded independently into a number of bits.

The ultimate bit rate has to be 16 kbit/s. So, if we reserve

1 kbit/s for side and synchronization information (see also

chapter 6), 15 bits per ms are left to divide over the eight

1 kHz subband signals. This division of 15 bits over the

eight subbands is determined by the bit-allocation. For

realizing a proper quality it is desirable (6J that the

number of bits, allocated to a subband, agrees with its

perceptual contribution to the overall subjective quality.

As can be seen from Fig. 14, this contribution will not be

the same for each speaker. The same holds for one speaker at

various moments. In other words, the bit-allocation, which

is optimal at one certain moment and for one certain spea­

ker, is not necessary the best at another moment and/or for

another speaker.

In this chapter the design and implementation of the bit­

allocation algorithm that has been chosen for our purpose is

discussed. Also described is an experiment to test the

functioning of the implemented algorithm.

Three methods exist [6) for allocating the bits to the

several subbands.

For the first one, called fixed-bit-allocation, the number

of bits allocated to a subband is the same at each moment

for each speaker. This method will not perform an acceptable

quality [3,23J.

The second method, called dynamic bit-allocation, isa fully

adaptive bit-allocation algorithm, where the power is measu­

red in each band and the bits are successively allocated to

the subbands [23J. Proper implementation of this method (in

combination with the right coding algorithm) will lead to
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very acceptable results. However, this method requires a lot

of side information and delay and furthermore is far too

complex to fit the DSP device capabilities.

Therefore a compromise solution, called semi-adaptive bit-

allocation, has been chosen for the realization of the sec.
A semi-adaptive bit-allocation scheme is, compared to a

fully adaptive bit-allocation method, relatively simple to

implement, yet gives a significant improvement in performan-

ce over a fixed-bit-allocation scheme. Furthermore the re-

quired side information is reduced greatly and, as we shall

soon see, the semi-adaptive algorithm does not introduce any

additional delay over and above that of the QMF transmitter

filter bank.

The first QMF filter outputs are used to obtain energy

estimates for the bit-allocation algorithm. The spectral

envelope estimate, approximated by the short-term-average

magnitude, is computed during a window, determined by the

average period for wich speech signals are stationary. This

is done for the speech in each of the subbands, 0-2 kHz (L)

and 2-4 kHz (H). At time intervals, dictated by framing

considerations (chapter 6), the ratio between average magni­

tude estimates for the two bands is used to form a three way

decision as to whether the speech is voiced, unvoiced or

intermediate. The following voicing decision scheme, recom­

mended in the literature (2,3,4], is used:

L/H > 20 voiced

1.5 < L/H < 20 intermediate

L/H < 1.5 unvoiced

Hysteresis is included in the decision-making process to

prevent rapid strategy changes due to marginal decisions. If

the voiced strategy is already in use, L/H must be less than

10 to change back to the intermediate strategy, and for the

unvoiced strategy in use, L/H must be greater than 3 to

revert back to the intermediate strategy.

The frequency range 200-3200 Hz is seen as the band of
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interest [6,20] in a speech signal. The 0-200 Hz part con­

tains a lot of power that however is not important for the

intelUg~bi~i_ty of_speech. This part can even better be

omitted by the bandlimiting filter (Fig. 13) before the QMF

splitting takes place, since it has a wrong influence on the

voicing decision and causes a lot of aliasing, both resul­

ting in an inefficient coding of the subband signals. Also

the part above 3200 Hz, containing only very little power

(Fig. 14), is unimportant for speech intelligibility and may

be omitted by the bandlimiting filter (as this part contains

very little energy, the filtering required at this edge is

not as sharp as at the 200 Hz edge). To cover the band of

interest as best as possible, the bit-allocation assignment

for the three possible voicing strategies as shown in Table

3 is used [2,3,4].

_____I~Ql~_~l_~!~=~llQ£~~iQD_~~~ig~p~~~~____________________

band (kHz) 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

to 0.5 1.0 1 .5 2.0 2.5 3.0 3.5 4.0

voiced 4 4 3 2 2 0 0 0

intermediate 4 3 2 2 2 2 0 0

unvoiced 2 3 3 3 2 2 0 0

As can be seen from this table, no bits are allocated to the

3-3.5 kHz subband (i.e. 3000-3200 Hz). Using these bits to

improve the coding of the other subband signals, results in

a better reconstructed speech quality than inclusion

coding of the 3000-3200 Hz part will do. By consequence

of
: ...
J. ..

is not necessary to split (and in the receiver to recon­

struct) the 3-4 kHz band in the QMF filter bank. However,

the 3000-3200 Hz part may not be omitted by the bandlimiting

filter, since it contributes to the voicing characteristic

of the speech signals.

Ultimately the voicing strategy used also has to be trans­

mitted to the receiver. As there are only three possibili­

ties, the side information required is modest.
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Fig. 16: Semi-adaptive bit-allocation in QMF filter

bank.

The filter bank design, extended with the semi-adaptive bit­

allocation to be implemented, is sketched in Fig. 16.

The energy summation and the voicing decision itself are

straight implementations of the design discussed in 4.2.

<using appropriate representation formats for the variables,

all being directly stored in data RAM), and therefore need

no further explanation. What really matters in the implemen­

tation of the bit-allocation algorithm is the synchronizati­

on with the rest of the SSC program.

For reasons to be discussed in chapter 6, a frame length of

128 bits <8 ms) is used in multiple~ing the coded subband

signals. Speech may be considered to be in a stationary

state during a period of 8 ms. Therefore, each time a new

frame starts, the voicing strategy is updated in agreement

with an 8 ms energy measurement. As this energy measurement

takes place in the first QMF stage, we have to take into

account the processing delay time in the second and third
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stage of the QMF filter bank. This delay time is calculated

to be 11.5 ms. As the energy measurement takes 8 ms, after

the voicing decision it will last another 3.5 ms before the

first sam~l~~ i6rre~p6ndi~gwith the voicin~ de~lsi6n enter

the PCM coders. Therefore the voicing decision takes place

3.5 ms before a new frame starts, at which the new strategy

is taken over (buffering is required). As the 3-4 kHz

subband is not transmitted and therefore not further split­

ted in the QMF filter bank, a lot of processing time is

saved by e~ecuting such voicing decision, where otherwise

the 3-4 kHz bandsplitting would occur.

To perform this synchronization a down-counter, called

FRAME, is used in addition to the modulo-8 counter PATH,

introduced in 3.3. PATH determines the subband to be proces­

sed for an 8 kHz cycle. As discussed earlier, for PATH=O to

7 this is the subband sequence 1,8,4,5,2,7,3,6. For one

frame this sequence has to be passed through eight times,

kept up by FRAME. PATH is updated for each 8 kHz input,

FRAME is updated each time just before a subband 1 sample is

coded. At the beginning of a frame, the down-counter FRAME

is loaded with the value 7. Each time when PATH=O, FRAME is

adjusted. When FRAME=O and PATH=O the voicing strategy for

the PCM coding is updated and a new frame is started. When

FRAME=3 and PATH=5, being ca. 3.5 ms before a new frame

start, a new voicing decision is made.

In the receiver the same synchronization principle is used.

Here, no voicing decision has to take place. The voicing

strategy for the PCM decoding is retained from the side

information (available in the frame alignment word, chapter

6). As in the receiver the PCM decoding is done before the

QMF reconstruction, FRAME is updated each time that PATH=?

A new frame is started and the voicing strategy is updated

when FRAME=O and PATH=7.

The whole synchronization is depicted in Fig. 17.
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Fig. 17: (a) Frame synchronization in transmitter

(b) Frame synchronization in receiver.

The semi-adaptive bit-allocation software has been added to

the filter bank programs of appendi~ C and H.

After the DsP programs had been extended with the semi­

adaptive bit-allocation algorithms, some testing has been

done with the same configuration as shown in Fig. 13. Again

an analog speech signal was applied to the transmitter input

and listening to the reconstructed speech signal took place

via the audio output of the receiver. Although the PCM
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coding and decoding had not yet been implemented, the per­

ceived quality of the reconstructed speech was not as good

as in the case discussed in 3.5. This is a consequence of

not transmitting the 3-4 kHz band. However, the quality, for

our purpose particularly the intelligibility, was still

fairly satisfactory. Therefore, during all further work this

quality has been taken to be the maximum quality that can be

achieved with our 16 kbit/s speech coder.

This time, also an analog signal, corresponding with the

voicing strategy used, was retained from the transmitter

system (AlB) and applied to an oscilloscope. In this way the

changing of the voicing strategy for different "types" of

speech has been confirmed. And indeed changes do not occur

within a 8 ms period. Mostly the voicing strategy is con­

stant for more than one 8 ms period, so the choice of 8 ms

as a period during which speech signals may be considered

stationary is adequate.

Furthermore, by setting breakpoints and single stepping

(2.4.) also the synchronization has been checked.

The suitability of the semi-adaptive bit-allocation and the

used bit assignments, shown in Table 3, can (apart from 0

bits allocated to the 3-4 kHz band) only be tested if the

PCM coding and decoding has been implemented, and therefore

will be discussed in 5.4.2.
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Before coding the different subband signals, an incoming

sample or difference between an incoming sample and an

estimation value of it (in case of differential PCM = DPCM)

has to be quantized. Quantization takes place by allocating

one out of 2& quantization levels to the quantizer input,

where 8 is the number of bits assigned for the coding of a

subband. Next, the quantized value is coded into 8 bits.

Design of an efficient encoding scheme requires some know­

ledge of the statistics of the signal to be coded. If we had

an a priori knowledge of the statistics of the samples, a

nearly optimum quantization scheme would consist of:

-A quantizer matched to the probability density function

(PDF) of the samples to be quantized.

-A predictor optimized for the given autocorrelation func­

tion of the signal.

In digital speech-encoding systems, we have only a small

amount of a priori knowledge of the statistics which, in

addition, usually change with time.

-The long-period mean level differs from speaker to speaker.

-At a given mean level, the instaneous level changes because

of variations in speech sounds (c.q. split speech sounds).

-The correlations (as far as present) between successive

samples change because of variations in speech sounds (c.q.

split speech sounds).

To overcome these problems of unknown statistics, adaptive

quantization and (in case of DPCM) adaptive prediction

schemes can be used.

We will now discuss the PCM coder and decoder design that

best suits our purpose. Then the implementation and testing

of it is described.
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Also for the coding of the subband signals several methods

are possible. Many of- thema-re -e)(tensiv-el"y discussed in - [6,

22,23,24,25) .

Concerning the quantization, there are two possibilities,

fixed and adaptive quantizers. For reasons like unknown mean

level and variations of the instantaneous level, a nonadap­

tive quantizer will not provide an acceptable quality in our

situation. Therefore adaptive quantization has been chosen,

in which the 2 B possible quantization levels are not fixed

in time. For the adaption two schemes are possible. With the

first one, forward adaption, the adaption value is calcula­

ted from samples of the input signal. As this has to take

place in each subband, this method is far too complex and

furthermore requires serial buffering (extra delay) and a

lot of side information for transmitting the adaption values

to the receiver. The second scheme, backward adaption, is

more suitable. Here, the adaption value is calculated from

quantized samples. In the receiver the same can be done and

therefore no side information is required. Furthermore no

extra delay above the filtering delay time occurs, since the

buffering required is done in parallel. Hence for our S8C

design a backward adaptive quantization scheme (AQ8) has

been chosen.

For the application of OPCM the following has to be taken

into account. With DPCM the complexity of the coder algo­

rithms, especially when the prediction is made adaptive,

increases. Furthermore, as there is little or no correlation

between the subband outputs [2], the predictor coefficients

will be close to zero [26]. So OPCN will perform little or

no quality improvement, while the complexity increases. For

these reasons it has been decided to use "simple" PCM coding

without prediction.

We will now discuss the backward adaptive PCM method, chosen

for the (de-)coding of the subband signals, in more detail.

See also [6,7,15,26].

A general scheme of a PCMAQ8 coder is depicted in Fig. 18.
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Fig. 18: Block diagram of a PCMAQB coder.

the quantization of the input signal x(n) a quantizer

with a midriser characteristic, as shown in Fig. 19, is

used. As can be seen from this figure, a value of x(n) in

the range [!(n)*~(n);(!(n)+1)*~(n» results in a quantized

value x(n)=(!(n)+O.5)*4(n), where:

!J(n)=stepsize ( i . e . spacing between quantized levels)

at moment n.

!(n)=two's complement value representing one out of 2 B

quantization levels, i.e. the B-bit code word, at

moment n.

The output of the quantizer is the ~(n) representing code

word I ( n) • The stepsize adaption strategy used is based on

the one-word stepsize memory approach proposed by Jayant,

Flanagan and Cummiskey [25]. The robust stepsize adaption is

based on th~ relation:

~ ( n ) = [~( n-1 ) ]V *M ( I I ( n-1 ) I ) (5 )

where 4(n) is the stepsize used for the encoding at the nth

time sample and ~(n-1) is the stepsize that was used for the

(n-1)th time sample. The value of 4(n-1) is raised to a

power r, where t<1 is a coder parameter (to be discussed in

more detail in 5.3.). It is then multiplied by a (positive)

scale factor M(.) which is a function of the previous code

word I(n-1) to give the stepsize estimate A(n). In general,
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Fig. 19: Uniform quantizer with 8 levels (8=3).

if the previous code word 1(n-1) indicates that an upper

(absolute) quantizer level was used in encoding, a value of

MC.»1

~ (n) •

is used to increase the size of the new stepsize

If 1(n-1) indicates that a lower (absolute) amplitude

level was used by the quantizer, a value of M(. )<1 is used

to reduce the estimation of the new stepsize ~(n). Thus the

stepsize adaption algorithm is constantly attempting to

adjust the stepsize ~(n) such that it tracks the rms level

of the signal and scales the quantizer characteristic to

span the amplitude range of the signal. For practical rea­

sons the stepsize must be limited to the range:

Limin ~ ~(n) , ~max {b}

to prevent ~(n) to grow beyond the limits of the number

representation adopted. The ratio ~max/Amin determines the

dynamic range that the coder can handle. In our case a ratio

of 2048, ~66 d8, is taken, being within the range of the

digital arithmetic. The actual values of Amin and 4max must

be different for each subband (each subband signal is coded
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range characteristics of the coders to that of the subband

signals, as shown in Fig. 15.

The proportion of the amplitude range that is spanned by the

quantizer at a particular time (i.e. for a particular step­

size lHn» determines its "loading". If the range of the

quantizer is too small relative to the signal range, the

quantizer will overload and clip the signal. If it is too

large, the quantizer stepsize will be too large, and this

will result in an excessive quantization error or noise

(often referred to as granular noise). Thus the proper

loading of the quantizer is an important factor in maintai­

ning a good reproduction of the signal. The loading is

controlled by the choice of the parameters ~ and M(.).

In the receiver the same stepsize adapt ion algorithm is used

as in the transmitter, since this adaption takes place

according to the coded subband samples. A block diagram of a

PCMAQB decoder is depicted in Fig. 20. 8y consequence of the

midriser characteristic of the dequantizer an input l(n)

results in the dequantized value x(n)=(!(n)+0.5)*A(n).

I(n}

*
x(o)

:J t e,P.s /1f!. ., (n)
.. .,{0.1' I ion

Fig. 20: Block diagram of a PCMAQB decoder.

By taking the logarithm, eq. (5) can be written in the form

d(n)=~*d(n-l)+m(II(n-l)1)

where:

(7 )
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d(n)=logll.Cn)

m(.)=logM(.)

The stepsize adaption is then implemented by the circuit

shown in Fig. 21.

7.(11-1) Ta.ble.

t 00 ~ ~ p

up
d (II) i Cl " L e.+)------'-----,--~

loo,(",</,

Fig. 21: Stepsize adaption circuit.

The first table lookup converts values of !(n-l) to m( II(n­

1)1), and the second table lookup realizes the exponential

conversion from d(n) to ll.(n). However, as for the quantiza-

tion the value 1/~(n) is needed, in the transmitter an

exponential conversion from d(n) to 1/A(n) has been imple­

mented. Thus it is seen that the adaption circuit consists

of two table lookups and a first-order recursive digital

filter which can easily be implemented. The advantage of the

method of using table lookups is, that it can be done rela­

tively fast and it can perform functions difficult to calcu­

late in the DSP.

An extra dc input (1-1)*d, is also applied to the circuit in

Fig. 21, and it is used to control the loading of the quan­

tizer. Thus eq. (7) has been modified to the form:

d ( n ) = ¥*d (n-l ) +m ( I I (n-l ) I ) + ( 1-i') *dc. (8 )

where for de has been chosen the practical value of approxi­

mately

de ~ log ( 1I ma x / 10 ) (9 )
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Now it is the right moment to discuss the parameter 0 The

adap t i on 1eakage f ac tor ~, chosen to be ,/=0.99, forces the

realignment of the stepsizes between transmitter and recei­

ver after channel errors occur. Realignment will also occur

when the stepsize reaches its maximum or minimum value

according to eq. (6), even if r were chosen to be 1. Howe­

ver, a long time may pass before this maximum or minimum is

achieved. Since the cancellation of aliasing in the QMF bank

depends strongly on the exact tracking of the stepsizes in

each subband, it is therefore preferable to use a value of

«1 to dissipate any effects of channel errors more rapidly.

Another effect of the leakage due to y is that the log of

the stepsize, that is den) in Fig. 21, tends to decay to

zero in the absence of the inputs m(II(n-l) I) and (1-1)*~.

By adding the term (l-j)*d, the stepsize toward which den)

decays can be set to any arbitrary level.

We will now discuss the implementation of the table lookups

(stored in program memory) in more detail. In the first

table lookup

to:

l(n-1) is converted to m(lI<n-1)I) according

I (n-l )~I 1 (n-l) I~M( I I (n-l) I )------.m( I I (n-l) I) ( 10)

For each subband the same table is used. An appropriate base

for taking the logarithms has been found to be 1~. Choices

for the values of M(.) for different numbers of bits to

which the input signal has to be quantized are depicted in

Table 4. Experiments have shown that small deviations from

the presented values have very little influence on the

performance of the adaptive coder. The optimal representa­

tion format for the m(.) values is the G18 format.

The exponential table lookup is not the same for each

subband. Each subband has its own dynamic range spanned up

by ~min and Amax. The ratio ~max/Amin is the same (2048) for

each subband.The values chosen for ~max and Amin, which have

been adapted to the dynamic ranges of the subband signals,

are depicted in Table 5. The six different tables have been
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B= 3 2

obtained by taking the logarithm of 4max and 4min and divi­

ding the range between dmin and dmax into 127 uniformly

spaced parts, resulting in 128 entries (convenient for our

purpose). For each entry the exponential conversion to A (in

the transmitter to 1/A) has been stored in the table. The

tables, created in this way, can be implemented very effi-

ciently. If each table is represented in its own optimal

format, only one table with 128 entries is needed to repre­

sent all six tables.

_____I~Ql~_~1_4mlD_~DQ_~m~~_fQ[_Qiff~~~D!_§~QQ~DQ§~ _

representation

subband f(Hz) Amin bmax format for l1

1 0-500 4.882813E-4 1 015

2 500-1000 4.882813E-4 1 015

3 1000-1500 2.441406E-4 0.5 016

4 1500-2000 2.441406E-4 0.5 016

5 2000-2500 3.051758E-5 0.0625 019

6 2500-3000 3.051758E-5 0.0625 019

7 3000-3500

8 3500-4000
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For example, Dmin and ~max for subband 1 are optimally

represented in GIS format, resulting in the integer values

to be implemented of 16 resp. 32767. For subband 5 ~min and

6max are optimally represented in 019 format, which also

results in the integer values of 16 resp. 32767. The same

holds for intermediate values of ~. So for each subband this

table has to be interpreted with its own representation

format and its own input range dmin to dmax. The entries of

this table, d(n), are for each subband optimally represented

in 014 format. So this way of implementing allows us to work

with six exponential table lookups, matched to the dynamic

ranges of the different subband signals, for the price of

only one.

Since the six PCMAOB coders, as mentioned above, have a lot

in common, they have been all brought together in one PCMAQB

coder subroutine, that in some points is passed through

differently for the different subband signals. To accomplish

this, tables in program memory are used for storing con­

stants as (l-l)*d" dmin, dmax and the bit-assignments, and

for updating variables as den) and I(n). These constants and

variables are different for each subband and therefore each

table contains one entry for each subband. To synchronize

with the rest of the SBC program, again the variable PATH is

used to determine the subband to be coded. The same holds

for the PCMAQ8 decoders in the receiver.

The essential points in the coding and decoding subroutines,

see appendix 0 resp. G, are discussed below. For a listing

of the table lookups is referred to the program memory

initializations in appendix 8 and F.

After the QMF routine, in the transmitter, has delivered a

subband sample to the PCMAQB coding routine, the following

takes place. First the subband sample is identified using

PATH (=0 to 7). This means reading in the number of code

bits, dictated by the voicing strategy in use, and reading

in the dynamic range (i.e. dmin and dmax) for den). Then the

stepsize adaption algorithm is executed to determine the new
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value of 1/~(n) to quantize with. TMis is done by reading in

the previous coded result for that ~ubband, I(n-l), followed

by the determination of m( I I (n-l) I), (1-()*d" and ~*d(n-l):

Adding the former three values according to eq. (8) will

lead to the new value of den). This new value of den) is

checked on lying within the dynamic range spanned by dmin

and dmax; if not, saturation to dmin or dmax takes place.

The remaining value of den) is saved in its table in program

memory. Then den) is rounded to one of the entry points of

the exponential table lookup, ultimately leading to l/~(n).

Having this value of l/A(n) the quantization takes place by

multiplying it with the subband sample delivered by the QMF

routine and taking the integer part of the product. Accor­

ding to the midriser characteristic of the quantizer this

results in the two's complement code word len). After check­

ing the range of it, dictated by the number of code bits,

and possible saturation the code word len) is saved in its

table in program memory. Later the multiplexer, to be dis­

cussed in chapter 6, will use this table of code words I(n)

to create a 16 kbit/s data stream.

In the receiver, the demultiplexer will recover the table of

code words I(n) from the 16 kbit/s data stream. This table

will be used by the PCMAQB decoder to reconstruct the

uncoded subband signals. When this decoding routine is cal­

led, first the stepsize ~(n) is determined, in the same way

as described for the transmitter. Then the subband sample to

be decoded, according to PATH, is read in. After adding 0.5

to this value of I(n), multiplication with A(n) takes place,

resulting in a dequantized subband sample according to the

midriser characteristic. After checking the range of this

reconstructed subband sample and possible saturation, it is

delivered to the inverse QMF bank for further processing.

For more details about the coding and decoding algorithm is

referred to the source files, listed in appendix 0 and G.
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For testing the implemented PCMAQ8 coders and decoders,

again the test configuration as shown in Fig. 13 has been

used. Only the DSP programs used in this stage differ from

those used in Fig. 13. The main routine in the transmitter

DSP has been extended with the PCMAQ8 coding module. After

the QMF program has finished, the PCMAQ8 program is passed­

through. Then the wait cycle follows. The same holds for the

main routine in the receiver DSP. However, here the PCMAQ8

decoding is passed-through before the inverse QMF program is

called. The configuration of the DSP programs, also inclu­

ding the extensions for the semi-adaptive bit-allocation, is

sketched in Fig. 22.

irQ.n.sm/I{~r

~(n) QI1F

:1 I

D

o ~" .....

receiver

1:1

Fig. 22: DSP configuration for testing the PCMAQS

coders and decoders.

Again tests with speech signals have been carried out, which

is necessary due to the adaptive schemes in the SSC algo­

rithm. In all tests the analog speech input was applied to

the transmitter system input, and listening to the recon-



-52-

structed speech signal took place via the audio output of

the receiver system. For some kind of objective checking,

the reconstructed speech signal was also visualized on a

memory oscilloscope. Furthermore, the reconstructed speech

quality could easily be compared with the maximum quality

that can be achieved (up to 3 kHz bandlimited speech quali­

ty, see 4.4.) by skipping the PCMAQB coding and decoding (by

means of a hardware switch connected with the DSP's).

To confirm the proper working of the coding and decoding

itself, the influence of the bit-allocation assignments was

eliminated by coding each subband signal with 4 bits. This

was allowed, by the fact that the communication between

transmitter and receiver system still was performed in a

parallel way and not serial. The performance of this 24

kbit/s S8C was rather good. The reconstructed speech differ­

ed only very little when compared with uncoded, up to 3 kHz

bandlimited, speech.

The loading of the (de-)quantizers was subjectively checked

by switching off (in software) the saturation actions in the

coding and decoding, since many saturation actions indicate

an improper loading of the (de-)quantizers. This resulted in

some quality degradation, but not so much as to conclude

that the (de-)quantizers were improperly loaded.

Also, the proper loading of the (de-)quantizers has been

confirmed objectively, as the behaviour of the reconstructed

speech signal showed no excessive clipping on the memory

oscilloscope. Finally, also the correctness of the code

words in the tables of the transmitter and receiver programs

was verified.

After the proper working of the coder and decoder principle

had been confirmed in this way, the coding into 16 kbit/s,

i.e. the influence of a bit-allocation different from 4 bits

per subband sample, could be tested.
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First the semi-adaptive bit-allocation method with the as­

signments as shown in Table 3, (eliminated in the former

testing) was restored. Then the same tests, as described in

5.4.1., have been carried out. The intelligibility of the

reconstructed speech was fairly satisfactory. However, a

quality degradation, compared to uncoded up to 3 kHz bandli­

mited speech, was noticeable. Furthermore, tests with seve­

ral listeners have been carried out to compare the semi­

adaptive bit-allocation with fixed-bit-allocation and also

to tryout other bit assignments. Notwithstanding the fact,

that in some cases differences were difficult to perceive,

the semi-adaptive bit-allocation with the assignments from

Table 3 appeared to provide the best overall performance.

However, the difference with fixed-bit-allocation was less

than expected from the argument given in 4.2.

Finally the loading of the (de-)quantizers has been investi­

gated, which proved to be proper. This is not only a conse­

quence of a convenient stepsize adaption algorithm but also

due to an appropriate representation of the subband signals

(see 3.5.) and the use of "six different" exponential table

lookups (5.3.). In the development work, preceding the ulti­

mate realization of the coding and decoding described above,

also tests have been carried out, where all subband signals

were represented in the same Q15 format and were coded using

the same exponential table lookup for each subband signal.

This resulted in a reconstructed speech signal that e~cessi­

vely suffered from audible clipping and "clicks" due to an

improper loading of the (de-)quantizers. Also a dynamic

range for the exponential table lookups smaller than 66 dB

has been tried out, resulting again in an improper loading

of the (de-)quantizers. By the way, due to this dynamic

range, the different values of Amin are such, that in peri­

ods of silence (I(n)=O and A(n)=~min; reconstructed subband

sample =(O+O.5)*Amin) 1/2 Amin causes no audible output upon

reconstruction.
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The 16 kbit/s coding and decoding of the subband samples,

usi ng 2,3 OT" 4 bit PCMAQB- a-nd -a semi--adap ti ve b i t-a 11 oc a ti on

algorithm, results in adding an amount of quantization noise

to the replica of s(n) (3.6.). However, the perceived quali­

ty of the reconstructed speech signal, especially the intel­

ligibility, is considered acceptable for our applications.

At this stage the actual Subband Coding and Decoding has

been realized. The only thing left to be described is the

realization of the multiple~ing and demultiplexing to per­

form the serial 16 kbit/s communication.
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6. ~~~IIE~~~l~§_B~Q_Q~~~~Ile~~~l~§_QE_I~~_~QQgQ_§~~§B~Q

~B~E'=~§

To create, after quantization and coding, the ultimate seri­

al 16 kbit/s data stream, the subband signals together with

the side information and synchronization bits are multiple­

xed. This multiplexing has to be performed in a controlled

way; by demultiplexing it has to be possible to recover the

coded subband samples, the side information and the synchro­

nization bits. This can be accomplished by multiplexing the

data to be transmitted into a repetitive framed sequence.

Important features, coupled with the mUltiplexing and demul­

tiplexing are:

-Synchronization between transmitter and receiver, i.e.

frame alignment.

i) The time for alignment with 99X probability must not

seriously disrupt the speech communication. It is usually a

compromise between the time taken to confirm the presence

of the framing pattern and the risk of incorrectly aligning

to random imitations of it.

ii) False indications of lost frame alignment for an error..
rate of ca. 1:10 must not occur too frequently.

-Frame organization.

The composition of a frame in the 16 kbit/s serial data

stream has to match the framing,i.e. the subband processing

sequences and the voicing strategy changes (Fig. 17) in the

"actual" (without (de)multiplexing) Subband Coder and Deco­

der algorithms. This to avoid excessive buffering.

The bit synchronization in the demultiplexer is assumed to

be located in a (higher order) part outside the Subband

Decoder algorithm, where the demultiplexing of the Subband

Coder signal (16 kbit/s) and another signal (see 1.> has to

be done. Therefore the bit synchronization will not be

described here.
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In this chapter the design, implementation and testing of

the multiplexer and demultiplexer for our SBC will be dis­

cussed.

Based upon recommendations from literature [3,27J and previ­

ous work (6,8,28J it has been decided to use the following

strategies for the framing and synchronization.

To acquire frame alignment, when the first bits are received

or alignment has been lost, it is for the demultiplexer to

search for and recognize the Frame Alignment Word (FAW),

present in a fixed position in each frame. Then the demulti-

plexer has to lock its timing counters into the correct

phase relationship with the incoming signal, and examine the

FAW in two successive confirmatory frames. Non-recognition

of the FAW in its expected position in either of these two

frames causes a recommencement of the search. This is done

to safeguard against false alignment by imitations of the

FAW within the signal.

The minimum time that is necessary to acquire and confirm

frame alignment is, therefore, between 2 and 3 frame peri-

ods, depending on the point within the frame that a valid

signal is applied and the search commences. However, the

ones and zeros in the information digit time-slots,

there is a probability of these digits imitating the

The probability of an imitation in any position is 2--

incoming signal contains an essentially random occurence of

and

FAW.

for a

random bit stream, m being the number of bits in the FAW.

Such imitations of the FAW will lead to an increase of the

time required to acquire frame alignment, due to the greater

number of false starts; the false alignment being rejected

at the first or second confirmatory frame.

The time, t" to acquire frame alignment with a 99% probabi­

lity of not being exceeded can be estimated using the follo­

wing simplified formula for the alignment strategy described

above:
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where:

milliseconds ( 11)

F is the total number of bits in a frame of the multi­

plexed signal.

m is the number of bits in the FAW.

To avoid false alarms due to bit errors as much as possible,

frame alignment is considered to have been lost when 4

consecutive FAW's are inr.orrectly received in their predic­

ted positions. The probability of random digital errors

causing this condition to be fulfilled is approximately

(mp)'f when p, the bit error rate, is low; better than, say,

1:1d. It follows that the mean time between false losses of

frame alignment for a given error rate is,

t.z. =F / { 16 ( mp )v } milliseconds <12 )

To meet the requirements i) and ii) in 6.1., t, has to be

small (order of ms) and t 1 has to be large (order of hours).

Appropriate values for the frame length F and the FAW length

m have been chosen to be 128 resp. 8 bits. In that case the

frame duration is 8 ms and the information bit rate is 15

bits per ms. These choices have already been used in desig­

ning the bit-allocation and synchronization for the "actual"

Subband Coding and Decoding (chapter 4).

With respect to the organization of a frame, the following

can be said. As mentioned above, for synchronization reasons

the first 8 bits of such an 128 bits frame contain a FAW. As

the side information, required for our sac design, only

concerns the bit-allocation (3 possibilities) used for the

coding of the subband samples during a whole frame period,

this is inserted in the FAW. 50 three FAW's are possible,

each being composed in a special way to reduce the probabi­

lity of imitating it:
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FAW2 = >96

FAW3 = >CC
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voiced

intermediate

unvoiced

The remaining 120 bits are all used for transmission of the

coded subband samples. These 120 bits are filled in, taking

into account the way of subband processing in the "actual"

S8C, see Fig. 17.

6.3. lmQl~m~~!~!lQD_Qf_!b~_£bQ~~~_m~l!i~l~~~~_~nQ_g~m~l~i=

Ql~~~~_~lgQ~l!bm

Before describing the implementation of the multiplexer and

demultiplexer themselves, we will discuss the application of

the 16 kHz clock signal, needed to create a 16 kbitls bit

stream. As discussed ear Ii er , the" ac tua 1" S8C a Igor i thms

are controlled by an 8 kHz interrupt signal, updating the

timing variables PATH and FRAME. Therefore, to complete the

overall S8C system, the DSP programs have been adapted as

follows.

The transmitter DSP is controlled by interrupts, from now on

a 16 kHz clock signal. Each 16 kHz interrupt created by the

AID converter (see chapter 7) causes an execution of the

interrupt service routine. In this interrupt service routine

a sample of s(n) is read in, followed by a call of the

multiplex subroutine to create one bit to be written out.

The main routine is passed-through for every other 16 kHz

interrupt (let say the odd ones), realizing the same B kHz

control as before. In this main routine, thus once interrup­

ted by a 16 kHz interrupt, the GMF filtering and PCMAQB

coding is carried out, followed by a wait cycle for the next

odd interrupt.

The receiver DSP program is controlled by 16 kHz interrupts

from the regained system clock, for which again the trans­

mitter system clock has been used. In the interrupt service

routine the demultiplex subroutine is called to read in one

bit from the 16 kbit/s stream and furthermore a reconstruc­

ted speech sample, ~(n), is written out. In the main routi-
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to be passed-through for every other interrupt, the

PCMAQ8 decoding and the QMF reconstruction takes place,

followed by a wait cycle for the next odd interrupt. Howe-

when the receiver is not in alignment g(n) is set tover,

zero, without calling the PCMAQ8 decoding and QMF recon-

struction routines.

Furthermore, considering the 16 kHz transmitter input, sCn),

only one out of two inputs is used in the main routine. In

the receiver,

fi Iter ing is

the reconstructed output from the inverse QMF

a sample sequence with a rate of 8 kHz. To

reduce the aperture effect [14, pp. 302-304] this sequence

is interpolated to obtain the ultimate output signal, gCn),

with a sampling rate of 16 kHz.

To accomplish the whole synchronization, beside the variab-

les PATH and FRAME a variable called STATE is used. STATE is

a modulo-16 counter, being updated for every 16 kHz inter­

rupt. So, for every odd value of STATE, PATH is updated and

the main routine (in transmitter or receiver) is passed-

through. As discussed in 4.3., FRAME is updated for every

implementations are

sequence of PATH from 0 to 7, which has to be done eight

times for one frame period in the "actual" Subband Coding or

Decoding.

Now the multiplexer and demultiplexer

discussed in more detail.

Apart from timing considerations, the multiplex algorithm is

not very complicated. Each time the multiplex routine is

called, a variable is checked to determine the sort of

information, i . e. from the FAW Or a certain subband, to be

transmitted. A second variable is checked to determine which

bit from that FAW or subband has to be transmitted. The

transmission of each bit is done via a send buffer. Each

time before the first bit of a FAW or coded subband sample

has to be transmitted, the send buffer is loaded with that

FAW or subband sample code word. The FAW is retained from
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the bit-allocation decision network, while the coded subband

samples are retained from the "I(n) table" (see 5.3.) in

program memory. The variable that indicates the bit to be

transmitted is updated for each bit sent. The variable that

indicates the sort of information to be transmitted is

updated after the last bit of the send buffer has been sent.

To match the way of subband processing in the QMF splitting

and PCMAQB coding (Fig. 17) first the bits from subband 1

are sent, followed by sending the bits from resp. subband

4,5,2,3 and 6. This sequence is repeated eight times for one

frame. The sending of these eight sequences is preceded by

sending the FAW of the frame. Furthermore, to ensure that

each subband sample is retained from the "I(n) table" on the

right moment (i.e. after it has been created and before the

next sample of that subband is created) the multiplexer

frame periods are delayed three 16 kHz interrupts (being the

minimum possible) with respect to the frame periods in the

"actual" transmitter SBC. The subband processing in the QMF

splitting and PCMAQB coding for one frame period, and its

corresponding multiplexer frame for the three voicing stra-

tegies resp. voiced, intermediate and unvoiced, are depicted

in Fig. 23. In this figure, the numbers in the upper line

represent the subband processed in the QMF splitting and

PCMAQB coding between two odd 16 kHz interrupt service

routines. The numbers in the next line represent the subband
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Fig. 23: Frame composition in multiplexer with

respect to a subband processing frame.
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from which a bit is sent in a 16 kHz interrupt service

routine for the voiced bit-allocation strategy; a "F" repre­

sents a FAW bit. The same holds for the third and fourth

line, but then for the intermediate resp. unvoiced bit­

allocation strategy.

The source file of the multiplex subroutine is listed in

appendix E.

The demultiplex algorithm is more complex, as it also has to

take care of the frame alignment. Each time the demultiplex

routine is called, it is determined whether the receiver is

in alignment or not.

When the receiver is not in alignment, either a search for a

FAW takes place or, when a FAW already has been detected,

the confirmatory stage is executed. For the FAW search, a

received bit is inserted in the receive buffer (a shift

register>, which is subsequently checked on containing a

FAW. If a FAW is detected, then in the next demultiplex call

jumping to the confirmatory stage takes place, otherwise

again a FAW search is executed. In the confirmatory stage, a

received bit is inserted in the receive buffer and, if it is

the moment to expect a FAW (128 bits after the previous

FAW>, the receive buffer is checked on containing a FAW. In

the demultiplex calls, jumping to this confirmatory stage

repeats until alignment is definitively confirmed or denied.

When denied, the next demultiplex call concerns a FAW

search. When confirmed, the receiver timing is set by loa­

ding the synchronization variables STATE, PATH and FRAME

with the appropriate values, and in the next demultiplex

call demultiplexing takes place according to the "in align­

ment situation".

When the receiver is in alignment, the inverse of the multi­

plex algorithm is executed. Again two variables are used to

determine which bit for which subband or FAW is to be recei­

ved. The received subband samples are stored in the "I(n>

table" (see 5.3.> in program memory. The side information
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retained from a received FAW is delivered to the voicing

strategy buffer. The only action without a corresponding

action in the multiplexer, is the alignment check when a FAW

is-r~c~lved. Wh~n 4-c~risecutiv~ FAW'~ are-ihtorf~ctly recei~

ved in their predicted positions, the "in alignment situati­

on" is left and the next demultiplex call results in a FAW

search.

The demultiplexer frame for the three possible voicing stra­

tegies, matching the subband processing in the PCMAQ8 deco-

ding and QMF reconstruction for a corresponding frame peri-

cd, is depicted in Fig. 24. As the subband samples first
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Fig. 24: Frame composition in demultiplexer with

respect to a subband processing frame.

have to be received before they can be processed, in this

figure the numbers in the upper three lines represent the

subband or FAW (F) for which a bit is received for the resp.

bit-allocation strategies: voiced, intermediate and

unvoiced. The numbers in the last line represent the subband

processed in the PCMAQB decoding and QMF reconstruction

("actual" Subband Decoding). As can be seen from this figu-

re, to process each subband sample (retained from the "1(n)

table") on the right moment, the frame periods in the "actu­

al" Subband Decoding are delayed eleven 16 kHz interrupts

(being the minimum possible) with respect to the demultiple­

xer frame periods.

The source file of the demultiplex subroutine is listed in
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appendix I.

6.4. ~~Q~ri~~~!~l_£QDflr~§~iQD_Qf_~b~_QrQQ~[_~Q[~iDg_Qf_!b~

~~l!iQl~~~r_~DQ_Q~~~l~iQl~~~r

With the configuration from Fig. 13, the 8 kHz AID and D/A

conversions replaced by 16 kHz AID and D/A conversions and

the DSP programs updated to perform the functioning depicted

in Fig. 25, experiments have been carried out. Again analog

speech was applied to the transmitter system input and the

audio output of the receiver system was used to listen to

the reconstructed speech.

2 I

flO!

.. "'~ t./~njmll/~g{
-:

o ''''•....

Fig. 25: Block diagram of the implemented Subband

Coder and Decoder on two DSP's.

After starting up the transmitter and receiver program,

frame alignment in the receiver was acquired very fast

(hardly to perceive). When in alignment, the perceived qua­

lity obtained with this "serial 16 kbit/s SSC" was exactly

the same as that obtained for the "parallel 16 kbit/s SSC"

(5.4.2.>. Furthermore, proper functioning in situations that

cause loss of frame alignment and frame realignment has been
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confirmed by imitating these situations (interrupting the

communications and/or synchronizationl.

Also, for these situations, the necessity of an adaption

leakage factor ~<1 in the PCMAQB (de-lcoding, eq. (8l, has

been proved. Choosing this factor equal to 1 resulted in a

lasting mis-adaption between the PCMAQB coding and decoding

stepsizes, leading to unintelligible reconstructed speech.

50, also the multiplexer and demultiplexer implementations

may be considered to function properly. With that, as these

were the last modules to be added, the description of the

SBC realization concerning the DSP implementations has fi­

nished. Therefore Fig. 25 is the block diagram of the imple­

mented Subband Coder and Decoder.

All the necessary source files are listed in appendix B to E

for the transmitter DSP, and in appendix F to I for the

receiver DSP.
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So far the hardware environment of the DSP's, also necessary

for a proper working SBC realization, has been left undis­

cussed.

In this chapter we will discuss the essentials of the band­

limiting, the AID and DIA conversion and furthermore the

serial transmission from transmitter to receiver DSP.

For detailed information about the AID and DIA converters,

and for a hardware scheme of the AlB (pin connections etc.)

is referred to the AlB book [11J.

The 16 kHz 12-bit linear PCM digital input, sen), to the

transmitter DSP, and the 16 kHz interrupt signal that con­

trols the DSP program (6.3.) are created in the following

way.

The analog speech signal, set>, is bandlimited, for which in

our case a standard telephone-channel filter (appendix A)

has been used. Then the signal is applied to J2 of the AlB,

which is via a sample-and-hold-circuit the AID converter

input. Via the software in the DSP program, this AID conver­

ter is programmed to operate with a sampling rate of 16 kHz,

and to deliver beside the sen) signal also a 16 kHz inter­

rupt signal to the DSP. In short the AID converter works as

follows. Upon receipt of a start-of-conversion signal (pro­

grammed to be a 16 kHz clock signal) the AID conversion

starts, and after the conversion has been completed, an end­

of-conversion signal is created and applied to the interrupt

pin of the transmitter DSP. This causes an interrupt (16

kHz) to read in the AID converted sample and to control the

DSP program. The end-of-conversion signal is also used for

taking a new sample in the sample-and-hold-circuit. Further­

more, the analog speech signal is supposed to match the

dynamic range of the AID converter, which can be achieved by
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means of an amplifier.

The serial 16 kbit/s output stream from the transmitter can

be retained from pin 38 of port Pl (a buffered AlB output
- -

port>. This port Pl is programmed via the DSP program to

operate in the sample delay mode, to ensure periodicity in

the 16 kbit/s output stream. This means that an output bit

from the transmitter DSP is first stored in a primary

buffer. By means of a pulse from the same 16 kHz start-of­

conversion signal as mentioned above, it is transferred to a

secondary buffer, being the interface with the "outside

world". As the primary buffer is filled via the DSP program

far before a start-of-conversion pulse occurs, it always

contains stable data on the moment of transfer.

In the receiver system, the clock signal that controls the

DSP program is not created on the AlB itself as is the case

for the transmitter system. In the receiver system an exter­

nally regained 16 kHz system clock (to be discussed in 7.4.>

controls the synchronization.

The serial 16 kbit/s input stream to the receiver system has

to be delivered to pin 12 of port Pl. Via the DSP program

this AlB input port is programmed to operate in the asyn­

chronous receive mode. By means of a pulse from the regained

system clock a bit from the input stream is clocked into an

input buffer. As the regained system clock is applied to the

interrupt pin of the DSP, this pulse also creates an inter­

rupt to read in the buffered input bit and to control the

DSP program.

The 16 kHz digital output samples, ~(n), from the receiver

DSP are delivered to the D/A converter that is programmed to

operate in the transparent mode. Each sample is directly D/A

converted without double buffering. Next, the D/A converted

signal is bandlimited with a up to 4.7 kHz bandlimiting

filter resident on the AlB. Finally, the analog output is

available via 33, or, when an audio output is desired, via

J4 (AlB outputs).
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As mentioned in 6.1., in the receiver the system clock is

assumed to be regained in a (higher order) part outside the

subband decoder algorithm. Therefore, for our (testing)

purposes this clock signal has been retained from the trans­

mitter system (hard-wired clock). The signal taken, is the

16 kHz end-of-conversion signal. An end-of-conversion pulse

occurs ca. 25 ~s after a start-of-conversion pulse used in

the transmitter system to clock-out a bit of the 16 kbit/s

stream. 50, when this end-of-conversion signal is used as a

regained system clock in the receiver, always stable data

are clocked into the input buffer of the receiver system.

Furthermore in this way the transmitter and receiver D5P

programs are controlled by the same 16 kHz clock.

In the transmitter system, the end-of-conversion signal is

retained from pin 9 of U40 on the AlB, and is via a 50 n
line driver (SN745140N) applied to a ENC connector. In the

receiver system, this end-of-conversion signal is via a BNC

connector applied to pin 13 of port Pl.

If both pin 38 of port PI in the transmitter system and pin

12 of port PI in the receiver system have been connected

with a BNC connector too, the communication between trans­

mitter and receiver system is realized by means of two

coaxial cables. One for the 16 kHz system clock and one for

the 16 kbit/s serial data stream.

With a frequency counter the system clock frequency has been

measured to be 15.974 kHz.

7.5. Q~!liD~_Qf_!b~_Q~~Q~~C~_£QDfigY~~!iQD_!b~!_~~~!i!~§_~

l~_~~iiL§_§YQ~~DQ_~QQ~C_~Dg_~~£QQ~~

In Fig. 26 a simple diagram of the SBC hardware and its

connections is shown. Furthermore, for the AlB's, to perform

the functioning as described in this chapter its jumpers

have to be set according to the settings depicted in Table

6.
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Fig. 26: S8C hardware configuration.
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jumper setting description

El 4-5

transmitter

Connects J2 input jack to AID (bypasses

filter)

E2 don't care

E3 don't care

E4 not connected

E5 2-3

E6 1-2

Leaves Vcc pin on target socket open

Connects AID end-of-conversion signal to

interrupt pin of TMS32010 emulator socket

Connects sample and hold to AID input

receiver

E1 don't care

E2 1-2

3-4

E3 1-2

E4 not connected

E5 2-3

E6 don't care

Connects output filter to J3 output jack

Connects D/A converter to output filter

Connects analog output to audio amplifier

Leaves Vcc pin on target socket open

Connects regained system clock to inter­

rupt pin of TMS32010 emulator socket
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At all stages in the design of the Subband Coder, a prime

consideration was the optimum use of the DSP resources.

Table 7 illustrates the allocation of processing time for a

0.125 ms period (in which one 8 kHz speech sample is proces­

sed) and the utilization of program and data memory. The

brackets () indicate the percentage use of the total avail-

able resource. Concerning the processing time, the worse

case situations are depicted. Table 8 shows the decoder

utilization for the inverse processes to restore the origi­

nal speech signal.

function processing time

instruction cycles/0.125 ms

program memory

RAM locations

Initialization 391

Main program 19 16

Interrupt service 68 34

routine

QMF subroutine 217 668

PCMAQB subroutine 110 110

Multiplex subroutine 80 282

total 494 (79%) 1501 (37%)

Data memory (number of RAM locations)=125 (87%)



-70-

Table 8: Receiver DSP utilization------------------------------------------------------------
function processing time

instruction cycles/0.la5 ms

program memory

RAM locations

Initialization 391

Main program 22 23

Interrupt service 74 40

routine

Inverse GlMF subroutine 230 675

PCMAGlB subroutine 117 118

Demultiplex subroutine 105 396

total 548 (88%) 1643 (40%)

Data memory (number of RAM locations)=129 (90%)

Considering processor speed and data RAM utilization, we may

conclude that the DSP capacities are almost completely ex­

ploited. Using one DSP for the transmitter and one for the

receiver, a more complex sac algorithm can most probably not

be realized.



-71-

9. §~§§~§IIQ~§_EQ8_~EQ§§!~b~1_!~E8Q~~~~~I_QE_I~~_g~~~B~Q

~QQ~8_E~8EQ8~B~~~

So far, the bandlimiting in the transmitter and receiver

occurs via resp. a standard telephone-channel filter and a

lowpass filter resident on the AlB. The performance of the

S8C will improve when bandlimiting filters, matching the

band of interest 200-3200 Hz (4.2.> more properly, are used.

These bandlimiting filters can be realized in an analog or

digital form. During previous work [7, pp. 45-58J such a

digital bandlimiting filter has been developed. However,

adding this algorithm to our SBC program will largely exceed

the DSP capacity for both transmitter and receiver. And

therefore the application of digital bandlimiting filters

will require another two DSP's, one for the transmitter and

one for the receiver.

One of the reasons for not choosing DPCM for the coding of

the subband signals, was the fact that little or no correla­

tion exists between the subband samples. However, according

to [29J some correlation exists in the first two subbands

(0-500 Hz and 500-1000 Hz). In coding, whitening these two

subband signals using DPCM in stead of PCM will probably

improve the S8C performance. It is questionable, however,

whether the DSP's can cope with the resulting increase of

complexity.

Besides the literature referred to so far, also the referen­

ces [30J to (60J have been studied. Here, some alternative

sac algorithms are presented. However, our SBC implementati­

on still remains the best compromise between quality and

complexity for our purposes.
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The Subband ..Cod in_g. te_c:hni que, us i ng QMF f i I ters for the

bandsplitting and reconstruction, PCMAQB for the coding and

decoding of the subband signals and furthermore applying a

semi-adaptive bit-allocation strategy, has proved to be a

very appropriate method for the realization of a 16 kbit/s

speech coder and decoder on one DSP each.

Reviewing the design constraints, the quality performance of

the implemented sec, especially the intelligibility of the

reconstructed speech, is fairly satisfactory. The capacities

of the DSP's are almost completely utilized. So, also the

TMS32010, selected for implementing the sec algorithm, has

showed to be a suitable choice.

For professional applications (i.e. without development

systems) in future, the Subband Coder will consist of the

following main parts:

-a digital or analog bandlimiting filter (200-3200 Hz).

-an amplifier to accomplish the matching of the dynamic

ranges of the input speech signal and the AID converter.

-a 16 kHz sample and hold circuit.

-a 16 kHz 12 bit linear PCM AID converter.

-a TMS32010 DSP; program memory is partly present in on-chip

or off-chip PROM (burnt-in with the Subband Coder program)

and partly in off-chip RAM (for tables and variables, not

fix ed in time).

-a power supply.

The main parts of the SUbband Decoder will be:

-a TMS32010 DSP; program memory is partly present in on-chip

or off-chip PROM (burnt-in with the Subband Decoder pro­

gram) and partly in off-chip RAM (for tables and variables,

not fixed in time).

-a 16 kHz 12 bit linear PCM D/A converter.

-a digital or analog bandlimiting filter (200-3200 Hz).
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-an audio amplifier+loudspeaker.

-a power supply.

Since both Subband Coder and Decoder will be part of a

satellite communication system (see 1.), their 16 kHz system

clocks can be retained from the (64 kHz) master clock avail­

able in the transmitter and receiver of the satellite link.
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APPENDIX A

Frequency response of bandlimiting filter
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APPENDIX B

Main program SBC transmitter part
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nS32 DATA 0
I

t •••• , ••••••••••••••••• ~ ••••••• , •••••••••••••••••••••• •••••••••••••••••••••••••
I THIRD Q"F STAGE VARIABLES
f ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

I

I DELAY VARIABLES OF LOW4 10-500 Hz) FOR"AT=Q14
IIT2 DATA 0 AFTER FILTERING iNPUT STORED IN IIT2, SO
IlT3 DATA 0 XXTI NOT MEEEDED
UH DATA 0
XXTS DATA 0
UT6 DATA 0
I

f DELAY VARIABLES OF HIGH4 (500-1000 Hz) FOR"AT=Q14
IIT8 DATA 0 AFTER FILTERING INPUT STORED IN IIT8, SO
IlT9 DATA 0 XIT7 NOT NEEDED
IXTlO DATA 0
lITI1 DATA 0
IXTl2 DATA 0
I

f DELAY VARIABLES OF LOWS (1500-2000 Hz) FOR"AT=QI4
lXTI4 DATA 0 AFTER FILTERING INPUT STORED IN IXT14, SO
IITI5 DATA 0 IITI3 NOT NEEDED
UTlb DATA 0
UTl7 DATA 0
UTle DATA 0
I

I DELAY VARIABLES OF HIGH5 11000-1500 Hz) FOR"AT=QI4
XIT20 DATA 0 AFTER FILTERING INPUT STORED IN IIT20, SO
IIT21 DATA 0 IITI9 NOT NEEDED
nT22 DATA 0
XXT23 DATA 0
UT24 DATA 0
f

I DELAY VARIABLES OF LOW7 (2000-2500 Hz) FOR"AT=QI7
IIT26 DATA 0 AFTER FILTERING INPUT STORED IN IIT26, SO
IIT27 DATA 0 XIT25 NOT NEEDED
UT28 DATA 0
XXT29 DATA 0
IIT30 DATA 0
I

t DELAY VARIABLES OF HIGH7 (2500-3000 Hz) FOR"AT=QI7
IIT32 DATA 0 AFTER FILTERiNG INPUT STORED IN IIT32, SO
IIT33 DATA 0 lIT31 NOT NEEDED
XXT34 DATA 0
IIT35 DATA 0
UT3b DATA 0
f
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f , ••••••••••••••••••••••••••• "",. I •••••••••• I •••••

f FIRST Q~F STAGE COE~FICIENTS FORIIHT=QI6
f •••••••••••••••••• I' I •••••• "" I •••••• ,. I ••••••••••••

f

CCFO DATA 45
eCFI DATA -92
CCF2 DATA -83
CCF3 DATA 277
CCF4 DATA 93
CCF5 DATA -620
CeF6 DATA -9
ceF7 DATA 1178
CCFS DATA -274
CCF9 DATA -2047
CCFI0 DATA 955
CCFI1 DATA 3470
CCF12 DATA -2579
CCFI3 DATA -6541
CCF14 DATA 8425
CCF1S DATA 30566
f

t ••• II I ••••• ' ••••••••••••••••••••••••• , •••••••••••••••••••••••••••

f SECOND Q~F STAGE COEFFICIENTS FORI'lAT=QI6
, " " .
f
CCSO DATA 69
CCS1 DATA -331
eC52 DATA -170
CC53 DATA IS12
eCS4 DATA -633
cess DATA -5924
CCS6 DATA 6409
CCS7 DATA 31525
f

I •••••••••••••••••••••••••••••••.••••••.•••.••.•••.••••.•••..•••••••.••••••••••

f THIRD Q"F STA6E COEFFICIENTS FORIIAT=QI6
' •••••••••••••••••••• It •••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

CCTO DATA -250
CCTl DATA 1236
CCT2 DATA -178
ccn DATA -5551
CCT4 DATA 5798
eCT5 DATA 31745
f
f •••••••••••••••••••••••••••••••••••••• It •••••••••••••••••••••••••••••••••••••••

f PC"AQB's TABLES
t ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

f 11-6A""AlfDC FOR 6 SUBBANDS
06Dl DATA -10486 SUBBAND 1
DU"1 DATA 0
06D4 DATA -13642 SUBBAND 4
0605 DATA -23112 SUBBAND 5
06D2 DATA -10486 SUBBAND 2
DU"2 DATA 0
06D3 DATA -13642 SUBBAND 3
06D6 DATA -23112 SUBBAND 6
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t

t DIN) FOR 6 SUBBANDS FORIlAT=IW,
DNI DATA -13563 SUBBAND 1
DU"3 _DATA 0
DN4 DATA -14790 SUB8AND 4
DN5 DATA -18495 SUBBAND 5
DN2 DATA -13563 SUBBAND 2
DUI14 DATA 0
DN3 DATA -147911 SUBBAND 3
DN6 DATA -18495 SLlB8AND 6
t

t BIT ALLOCATION FOR VOICED STRATEGY (01 FORIIAT=QO
BAVOII DATA It SUB8AND 1
DUI'I5 DATA 0
BAVDI4 DATA 2 SUBBAND 4
BAVOI5 DATA 2 SUBBAND 5
BAV012 DATA 4 SUBBAND 2
DU"6 DATA 0
BAVOI3 DATA 3 SUB BAND 3
BAVOl6 DATA 0 SUB8AND 6
t

t BIT ALLOCATION FOR INTERIIEDIATE STRATEGY (II FORPlAT=QO
BAINT! DATA It SUB8AND 1
DUll? DATA 0
BAINT4 DATA 2 SUB BAND 4
BAINTS DATA 2 SUB8AND 5
BAINT2 DATA 3 SUB8AND 2
DUI1B DATA 0
BAINT3 DATA 2 SU8BAND 3
BAINT6 DATA 2 SUBBAND 6
f

f BIT ALLOCATION FOR UNVOICED STRATEGY (21 FORPlAT=QO
BAUNYI DATA 2 SUBBAND 1
DUI19 DATA 0
BAUNV4 DATA 3 SUBBAND It
BAUNV5 DATA 2 SUBBAND 5
BAUNY2 DATA 3 SUB BAND 2
DUI110 DATA 0
BAUNV3 DATA 3 SUB BAND 3
BAUNV6 DATA 2 SUBBAND 6
t

t STORAGE OF CODED SUBBAND SAIIPLES FORIIAT=QO
CODI DATA 0 SUBBAND t
DUI111 DATA 0
COD4 DATA 0 SUBBAND 4
COD5 DATA 0 SUBBAND 5
COD2 DATA 0 SUBBAND 2
DUI112 DATA 0
COD3 DATA 0 SUBBAND 3
COD6 DATA 0 SUBBAND 6
f

f SATURATION LEVELS FOR QUANTIZER FORPlAT=QO
SATI DATA 1 2 BITS
SAT2 DATA 3 :3 BITS
SAT3 DATA 7 4 BITS
f
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t QUANTIZE~ CONSTANTS
SSTEP DATA 1~637 I/(DISTANCE BETWEEN INPUTS OF ElPONENT TABLE) (Q?)
66A~~A DATA 32440 GA~~A=O.~~ (QISI

L0620 DATA IB2bB
LOG21 DATA -4626
lOG22 DATA -4626
LOG23 DATA IB26B
DUIl13 DATA 0
DUll14 DATA 0
DUIIIS DATA 0
DUII16 DATA 0
DU"17 DATA 0
DUlU8 DATA 0
DU"I~ DATA 0
DUII20 DATA 0
DU"21 DATA 0
DU~22 DATA 0
f

f LOST ABLE 3 BIT CASE
LOG30 DATA 11540
lOG31 DATA 0
LOG32 DATA 0
LOG33 DATA -4626
LOG34 DATA -4626
LOG3S DATA 0
lOG36 DATA 0
LOG37 DATA 11540
DUII23 DATA 0
DUII24 DATA 0
DUIl2S DATA 0
DUII26 DATA 0
f

f LOGTABLE 4 BIT CASE
LOSitO DATA 24918
LOG41 DATA 19728
L0642 DATA 13377
LOG43 DATA 518~

LOG44 DATA -2999
LOS45 DATA -2999
LOGlt6 DATA -2999
LOG47 DATA -2999
LOSlt8 DATA -2999
LOG49 DATA -2999
LOG410 DATA -2999
LOG411 DATA -2999
L06412 DATA 5189
L06413 DATA 13377
LOG414 DATA 19728
L06415 DATA 24918
f

t

t LOGTA8LE 2 BIT CASE FO~f'lAT=QIB

FORIIAT=QI8

FORIIAT=Q1B



-94-

FORMT=QI4

SUBBAND 4
SUBBAND 4
SUBBAND 5
SUBBAND 5
SUB BAND 2
SUBBAND 2

SUBBAND 3
SUBBAND 3
SUBBAND 6
SUBBAND 6

LOWEST AND HIGHEST POSSIBLE INPUTS OF EXPONENT T~~LE

DATA -13563 SUBBAND 1
DATA (I SUBBANO 1
DATA '0"
DATA 0
DATA -14796
DATA -1233
DATA -1949~

DATA -4932
DATA -13563
DATA 0
DATA 0
DATA 0
DATA -14796
DATA -1233
DATA -18495
DATA -4932

f

lXlO
lXll27
DUI127
DUll28
XX40
XX4127
XX50
lX5127
H20
XX2127
DU"29
DUII30
IX30
XX3127
H60
XX6127
f

f EXPONENT TABLE OF CODER
f FORIIATS ARE: SUBBAND 1 g4
f SUBBAND 2 Q4
f SUBBAND 3 113
f SUBBAND 4 93
f SUBBAND 5 gO
f SUBBAND 6 gO

CEXPO DATA 32767
DATA 30859
DATA 29060
DATA 27367
DATA 25772
DATA 24271
DATA 22856
DATA 21525
DATA 20270
DATA 19089
DATA 17977
DATA 16929
DATA 15943
DATA 15014
DATA 14139
DATA 13315
DATA 12539
DATA 11809
DATA 11121
DATA 10473
DATA 9862
DATA 9288
DATA 8746
DATA 9237
DATA 7757
DATA 7305
DATA b879
DATA 6478
DATA 6101
DATA 5745
DATA 5411
DATA 5095



DATA 4798
DATA 4519
DATA 4250
DATA 4008
DATA 3774
DATA 3554
DATA 3347
DATA 3152
DATA 2968
DATA 2795
DATA 2632
DATA 2479
DATA 2335
DATA 2199
DATA 2070
DATA 1950
DATA 1836
DATA 1729
DATA 1628
DATA 1534
DATA 1444
DATA 1360
DATA 1281
DATA 1206
DATA 1136
DATA 1070
DATA 1007
DATA 949
DATA 893
DATA 841
DATA 792
DATA 746
DATA 703
DATA 662
DATA 623
DATA 587
DATA 553
DATA 520
DATA 490
DATA 462
DATA 435
DATA 409
DATA 385
DATA 363
DATA 342
DATA 322
DATA 303
DATA 286
DATA 269
DATA 253
DATA 238
DATA 225
DATA 211
DATA 199
DATA 188
DATA 177
DATA 166
DATA 157

-95-
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DATA 148
DATA 139
DATA 131
DATA 123
DATA 116
DATA 109
DATA 103
DATA 97
DATA 91
DATA 86
DATA 91
DATA 76
DATA 72
DATA 69
DATA 64
DATA bO
DATA 56
DATA 53
DATA SO
DATA 47
DATA 44
DATA 42
DATA 39
DATA 37
DATA 35
DATA 33
DATA 31
DATA 2C1
DATA 27
DATA 26
DATA 24
DATA 23
DATA 22
DATA 20
DATA 19
DATA 18
DATA 17
DATA 16

f

1------------------------------------------------------------------------------
I "AIM ROUTINE
1------------------------------------------------------------------------------
I

I, " •••••••••••••••••••••

I IMITIALIZATIONS
I •••••••• It ••••••••••••••••••••••••••• , ••••••• II •••••••••••••••••• It • III ••••••••••••

I

START DINT
1

I INITIALIZE STATUS BITS
LARP 0
LDPK 0
SOY"

I
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• INITIALIZE GEKERAl VARIAPlES OF DATA "E"ORY PAGE 1
lDPK I
LAC~. CCLOC~

TBlR CLoer. CLOCK RATE (Ib kHz)
LACK "1l0DE
TBLR 110 DE "ODE FOR ANAl06 INTERFACE BOARD
LDPK 0

1 INITIALIZE GENERAL VARIABLES OF DATA IlE"ORY PAGE 0
LACK "PlSTAT
TBlR "STAT "ASK FOR STATE "OD 16
LACK 5 NO. OF ~AIT CYClI BEFOR "ULTIPLEJER START
SAeL SWITCH COUNTER FOR PlUlTIPLElER ON or Off, NOW OFF
ZAC
SACL FRAIlE STATUS FOR CODER
lACK 1
SACL ONE 'I' FOR lOGICAL "ANIPUlATIONS
SACl STRAT BY DEFAULT lOAD INTER"EDIATE STRATEGY
SACl SSTRAT ALSO INTERIlEDIATE STRATEGY FOP BUFFER
ZAC
SACl STATE INIT TREE POINTER

1

1 INITIALIZE PC"AQB VARIABLES
LACK SSTEP
TBlR STEP I/(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE)
LACK GGAPlI'IA
TBLR 6A""A 6AIlllA VALUE OF FOR"ULA (0.99)

t

t INITIALIZE IlUlTIPlEXER VARIABLES
ZAC
SACl BAND STATUS FOR "ULTIPlEXER
LACK )FF
SACl DEIlO NEW ACCESS "ARK

1

1 lOAD Q"F COEFFICIENTS INTO DATA RAil
LARK I,CT5
LARK 0,29
LACK CCTS

LOAD LARP 1
TBLR 1-,0
SUB ONE
BANZ LOAD

f

t INITIALIZE ANAl06 INTERFACE BOARD (AlB)
LDPK 1
OUT "ODE,O PROGRA" AlB
OUT CLOCK, 1 SET CLOCK RATE OF AlB
LDPK °
OUT RESO,2 CLEAR ADIS (PROTECTION AGAINST RESET INTERRUPTS)
OUT RESO,3 CLEAR AD2S (PROTECTION AGAINST RESET INTERRUPTS)

I
f

1 INITIALIZATION AND VARIABLE LOADING DONE, NOW BEGIN
EINT

f
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1 DISCARD FIRST TWO INTERRUPTS TO GET ADEFINED STARTING PG:~T

W:NO ZALS STATE
&Z ACKNO
LACK I
lOR STAiE
BZ ACKNO
ZAC
SACL STATE INIT TREE POINTER

•
f ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

• AORTA· , , .
•
• ODD CYCLE OF 16 kHz CLOCK "UST JUST HAVE PASSED
WAITEV LAC STATE

AND ONE
BHZ WAIlEV

• EVEN CYCLE OF 16 kHz CLOCK HAS PASSED (BIT 0 OF STATE=OJ
WAIT LAC STATE

AND ONE
BZ WAlT

• ODD CYCLE OF 16 kHz CLOCK HAS JUST PASSED (BIT 0 OF STATE=IJ
•
• INPUT SAI1PLE RATE REDUCED FRO" 16 kHz (21B kHzl TO BkHz BY 0l1ITTIN6
• EVERY EVEN INPUT SAI1PLE
•
t DURING THE PROCESSING OF ASUBBAND SAI1PLE STATE CAN CH~H6E AS A
• RESULT OF AN INTERRUPT, SO DEFINE PATH=STATE/2

LAC STATE,15
SACH PATH

•
• ACTUAL SUBBAND CODING

CALL 1I11F
CALL PCflAQB
B WAIlEV

•
f------------------------------------------------------------------------------
• INTERRUPT SERVICE ROUTINE
f------------------------------------------------------------------------------
f

INTRO DINT
f

f SAVE STATUS OF T"S32010
SST STATU
"py ONE TRESISTER TO P REGISTER
LDPK 1
SAR O,AROO
SAR I,AROI
SACH ACK
SACL ACL
PAC
SACL TRES
LDPK 0

f



f

f

STATE UPDATE
LAC STATE
ADD ONE
AND liST AT
SAeL STATE

-9Q-

STATE liDO III

t SAIIPLE INPUT (Ill kHz = 2fS kHz)
IN INPF,2 ONE OF TWO SAIIPlES IS USED LATE~

f

t CHECK IF IIULTIPLEIER IS ON (SWITCH=Olj IF NOT DECREIIENT SWITCH
f AND RETURN TO PLACE OF INTERRUPT

ZALS SWITCH
BZ ImlER
SUB ONE
SACl SWITCH
B RSSTAT

f

f RUN THROUGH IIULTIPLEIER
IIUIER CALL "UI
f

I RESTORE STATUS OF TIIS32010
RSSTAT LDPK I

LAR O,AROO
LAR I, AROI
ZALH ACH
ADOS ACL
LT TRE6
LST STATU

t

I RETURN TO PLACE OF INTERRUPT AND CONTINUE
EINT
RET

t

1 CODER PR06RAII DONE
1=========2====================================================================
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APPENDIX C

Subroutine QMF
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ttffff'tftt"tffttf"ttt"t'ttt,ttt,tttttttttft'fttt'ttffttt'fttttttf'ttttttttt

t gMF FILTERiNG t

t t

t THIS SUBROUTINE INCORPORATES: t

• -g"F FILTER TREE f

I -ENERGY "EASURE"ENT I

• -VOICING STRATEGY DECISION I

f -TAKE OVER OF NEil VOICING STRA7E6Y I

f FOR THE PC" CODING t

I I

I INPUT: 8 kHz SA"PLES (1 STREA") I

1 OUTPUT: FAil + 1 kHz SMPLES (8 STP.EA"SI 1
1-----------------------------------------------------------------------------1
1 SUBBAND PROCESSING: 1,8,4,5,2,7,3,6 f

1 f

t BIT ALLOCATION : 1

f

I

1

f

_______________1 2 3 4 5 0 7 8 _

VOICED It" 3 2 2 0 0 0
INTER"EDIATE It 3 2 2 2 2 0 0
UNVOICED 2 3 3 3 2 2 0 I)

1

I

I

f

f FAil's : f

f VOICED }76 INTER"EDIATE }90 UNVOICED )CC 1

1-----------------------------------------------------------------------------f
t AUTHOR: ROLAND KLEUTERS I

f DATE: 29-5-1987 •
ttfftftftttftfltttftfttttttttfffftttttttfttttttttfftttfltftf"tftttt'ftttffffff

f

f------------------------------------------------------------------------------
f MCRO'S

t------------------------------------------------------------------------------
f

t "ACRO TO REALIZE FILTERING IN LOll BRANCH OF FIRST gMF STAGE
FLTFLO '"ACRO X

ZAC
LT XFI6
"py eFO
LTD IF1S
"py CF2
LTD IFI4
"py CF4
LTD IF13
"PY CF6
LTD IF12
"py CF8
LTD IFll
"py CFI0
LTD XFI0
"py CF12
LTD XF9
"py Cf14
LTD IF8
KPY eF1S
LTD IF?
KPY CF13
LTD IF6
KPY CFll
LTD XFS
"PY CF9



LTD IF~

IIPY CF?
LTD IF3
IIF-V CFS

. LTD ·IF2
IIPY CF3
LTA INPF
IIPY CFI
APAC
SACH :1.5: ,I
LAC INPF
SACL XF2
tEND
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8 ,Hz INPUT TO FIRST QIIF STAGE

f

f "ACRO TO REALIZE FILTERINS IN HIGH BRANCH OF FIRST 9llF STAGE
FLTFHI ."ACRO I

ZAC
LT IF32
IIPY CF I
LTD IF31
"PY CF3
LTD IF30
IIPY CFS
LTD IF29
"py CF?
LTD IF28
IIPY CF9
LTD IF2?
IIPY CFlI
LTD IF2b
IIPY CFI3
LTD IF2S
IIPY CFIS
LTD IF24
IIPY CFI4
LTD IF23
IIPY CFI2
LTD IF22
IIPY CFIO
LTD XF21
"PY CFa·
LTD XF20
"py CF6
LTD IFI9
IIPY CF4
LTD XFIS
"PY CF2
LTA INPF B kHz INPUT TO FIRST QIIF STAGE
"PY CFO
APAC
SACH : X. S: ,I
LAC INPF
SACL XFIS
SEND

f
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4 "ACRO TO REALIZE FILTE~ING IN LOW BRANCH OF SECO~D g~; STAGE
FLT5LO '"ACRO X

ZAC

•

LT ISS
"PY CSO
LTD IS7
IIPY C52
LTD ISb
IIPY CS4
LTD ISS
IIPY CSb
LTD 154
IIPY CS7
LTD IS3
IIPY C55
LTD IS,
IIPY C53
LTD INPS
IIPY CSI
APAC
SACH :l. S: , I
'END

4 kHz INPUT TO SECOND QIIF STAGE

• IIACRO TO REALIZE FILTERING IN HIGH BRANCH OF SECOND Q~ STAGE
FLTSHI '"ACRO X

ZAC
LT ISS
IIPY CSI
LTD IS7
IIfY CS3
LTD X5b
IIfY CS5
LTD XSS
IIPY CS7
LTD IS~

IIPY CS6
LTD IS3
IIPY (S4
LTD IS,
IIPY CS2
LTD IMPS ~ kHz INPUT TO SECOND QIIF STAGE
IIPY CSO
APAC
SACH :X.S:,1
'END

f

t IIACRO TO REALIZE FILTERING IN LOW BRANCH OF THIRD QIIF STASE
FLTTLO '"ACRO I

ZAC
LT Xl6
IIPY CTO
LTD ITS
IIPY CT2
LTD IT~

IIPY CH
LTD Xl3
IIPY CT5
LTD Xl2
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liP'" cn
LTD INn
IlPY CTI
APAC
SACH :l.S:,1
SEND

f

f IlACRO TO REALIZE FILTERING IN HIGH BRANCH OF THIRD Q"F STAGE
FLTTHI '"ACRO X

lAC
LT XT6
"PY CTl
LTD ITS
"py CT3
LTD Xl4
"PY CTS
LTD Xl3
"py C14
LTD Xl,
"py CT2
LTD INPT 2 kH: INPUT TO THIRD Q/lF STAGE
"PY CTO
APAC
SACH :X. S: ,1
SEND

f

/lACRO TO LOAD DELAY VARIABLES OF SECOND Q/lF STAGE
LOADDS ,/lACRO I

LACK :1.5:
LARK 0,IS2
TBLR t+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f

SEND
t

f "ACRO TO SAVE DELAY VARIABLES OF SECOND Q"F STAGE
SAYEDS '"ACRO I

LACK :I.S:
LARK 0,IS2
TBL" f+

ADD ONE
TBl" t+
ADD ONE
TBl" f+

ADD ONE
TBLII It

ADD ONE
TBLII f+
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ADD ONE
TBlII f+

ADD ONE
TBlII f

SEND
f

f "ACRO TO lOAD DELAY VARIABLES OF THIRD Q"F STAGE
LOADDT S"ACRO X

LACK :X. 5:
LARK O,lT2
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
TBLR f

SEND
f

f "ACRO TO SAVE DELAY VARIABLES OF THIRD Q"F STAGE
SAVEDT S"ACRO X

LACK :X. S:
LARt.: O,XT2
TBLII f+

ADD ONE
TBUI f+

ADD ONE
TBLll f+

ADD ONE
TBLII f+

ADD ONE
TBLIl t

SEND
f

f------------------------------------------------------------------------------
f "ACRO DEFINITION DONE; "AIN PART OF SUBROUTINE BEGINS
t------------------------------------------------------------------------------
t

Q"F 1I0P ENTRY POINT
t

t SELECT LOlli DR HI6Hl FOR FIRST Q"F STAGE
LAC ONE BIT 0=0 or 1
AND PATH
BZ LOlit
B HIGHt

t

t------------------------------------------------------------------------------
t FIRST Q"F STAGE:
f LOlli OkHz-2kHz
t HI6H1 2kHz-4kHz
t------------------------------------------------------------------------------
t

LOllt DItOV At
t

DOUBLE BUFFER



I

I

OUTPUT CALCULATION
LAC CI,14
ApD 81 1 14 _
SACH INPS
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- - - - . - - .

4 kHz INPUT TO SECOND Q"F STAEE

f FILTER 0-2 kHz
FLTFLO AI

f

t ENERGY SUK"ATION, SU" Xln) SQUARED
LT INPS
"PY INPS
PAC ACCU CONTAINS INPSf IMPS IN Q28 FOR"AT
ADD ENLOW,14 ACCU CONTAINS ENLOW IN 928 FORKAT
SACL RESO "ULTIPLY ACCU WITH ~

SACH RESI
ADD RESO
ADDH RESI
ADD RESO
ADDH RESI
ADD RESO
ADDH RESI ACCU CONTAINS ENLOW IN 930 FOR"AT
SACH ENLOW ENLOW IN 914 FOR"AT

f

f SELECT LOW, OR HIGH2 FOR SECOND Q"F STAGE
LAC ONE, I
AND PATH
BZ LOW2
B HIGH2

t

HIGHI NOP NO DOUBLE 8UFFER
t

t OUTPUT CALCULATION
ZALH Cl
SUBH 81
SACH INPS 4 kHz INPUT TO SECOND QKF STAGE

t

t FILTER 2-4 kHz
FLTFHI Cl

t

t ENERGY SUKKATION, SU" lIn) SQUARED
LT INPS
"PY INPS
PAC ACCU CONTAINS INPSfINPS IN 1132 FllRtIAT
ADDH ENHIGH ACCU CONTAINS ENHIGH IN 1132 FORKAT
SACH ENHIGH ENHIGH IN 1116 FOR"AT,

, SELECT LOW3 OR HIGH3 FOR SECOND II"F STAGE
LAC ONE,I
AND PATH
BZ LOW3
B HI6H3,
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t------------------------------------------------------------------------------
t SECOND Q"F STAGE:
t LOll2 OkHz-HHz
t HIGH2 lkH.-2kHz
t LOli3 3kHz-4kHz
t HIGH3 2kHz-3kHz

t------------------------------------------------------------------------------
t

LOW2 D"OV A2 DOUBLE BUFFER
t

t OUTPUT CALCULATION
LAC C2,IS
ADD B2,lS
SACH IMPT 2 kHz INPUT TO THIRD Q"F STAGE

t

t LOAD DELAY VARIABLES OF LOW2
LOADDS US2

t

t FILTER 0-1 kHz
FLTSLO A2

t

t SAVE DELAY VARIABLES OF LOW2
SAVEDS US2

t

t SELECT LOW4 OR HI6H4 FOR THIRD Q"F STAGE
LAC ONE,2
AND PATH
BZ LOWIi
B HI6H4

t

HIGH2 NOP NO DOUBLE BUFFER
f

f OUTPUT CALCULATION
LAC C2,lS
SUB 82, IS
SACH IMPT 2 kHz INPUT TO THIRD Q"F STAGE

f

I LOAD DELAY VARIABLES OF HIGH2
LOADDS USIO

f

I FILTER 1-2 kHz
FLTSHI C2

f

f SAVE DELAY VARIABLES OF HIGH2
SAVEDS USI0

I

f SELECT LOWS OR HIGHS FOR THIRD Q"F STAGE
LAC ONE,2
AND PATK
BZ lOllS
8 HIGHS

f

LOll3 D"OV A3 DOUBLE BUFFER
f

I OUTPUT CALCULATION
ZALH C3
ADDK 83
SACH INPI 2 kHz INPUT TO THIRD Q"F STAGE
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f

f LOAD DELAY VARIABLES OF LOW3
LOADDS US18

f FILTER 3-4 kH.
FLTSLO A3

f

f SAVE DELAY VARIABLES OF LOW3
5AVEDS USIB

f

f THE 3-4 kHz 5UBBAND IS NOT CODED, 50 FURTHER SPLITTING IS NOT NECESSARY
f

f VOICING DECISION?
f FRAIlE HAS TO BE 3 AND PATH HAS TO BE 5j INTERRUPT 75

LACK 3
lOR FRAIlE
BN2 NDVODE FRA"E=3'
LACK 5
lOR PATH FRAIlE=5'
BZ VOl DEC

NOVODE RET NOT INTERRUPT 75j NO VOICING DE~ISIONj QIlF DONE
f

HIGH3 NOP
f

NO DOUBLE BUFFER

t OUTPUT CALCULATION
ZALH C3
SUBH B3
SACH INPT 2 kHz INPUT TO THIRD QIlF STAGE

f

f LOAD DELAY VARIABLES OF HIGH3
LOADDS US26

f

f FILTER 2-3 kHz
FLTSHI C3

f

f SAVE DELAY VARIABLES OF HIGH3
SAVEDS US26

t

f SELECT LOW7 DR HIGH7 FOR THIRD QIlF STAGE
LAC ONE,2
AND PATH
BZ lOll?
B HIGH?

t

f------------------------------------------------------------------------------
f THIRD QIlF STAGE:
f lOll4 0-500 Hz
f HIGH4 500-1000 Hz
f lOllS 1500-2000 Hz
f HIGHS 1000-1500 Hz
f lOll? 2000-2500 Hz
f HIGH? 2500-3000 Hz
f "AKE AYO ICING DECISION
f TAKE OYER NEil VOICING STRATEGY
t------------------------------------------------------------------------------
f

LOll4 DIIOV A4
f

DOUBLE BUFFER
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• OUTPUT CALCULATION
LAC C4, 15
ADD B4, 15
SACH IHPC" I kHz INPUT TO PC" CODER

t

f LOAD DELAY VARIABLES OF LOW4
LOADDT IXlZ

f

f FILTER 0-500 H.
FLTTLO A~

f

f SAVE DELAY VARIABLES OF lOW4
SAVEDT IXlZ

f

I QIIF DONE;
f BEFORE EIIT, UPDATE FRA"E AND TAKE OVER NEW STRATEGY IF END OF FRA"E

LAR O,FRAIIE
BAN2 SFRAilE
LACK 7 END OF FRA"Ej PREPARE NEIT FRA"E
SACL FRA"E
D"OV STRAT TAKE OVER NEW VOICING STRATEGY
RET

SFRA"E SAR O,FRA"E NOT END OF FRA"Ej PREPARE NEXT v~7ABLOCr

RET
•
HISH4 NOP NO DOUBLE BUFFER
t

• OUTPUT CALCULATION
LAC C4, 15
SUB B4, 15
SACH INPC" 1 kHz INPUT TO PC" CODER

I

• LOAD DELAY VARIABLES OF HISH4
LOADDT UT8

I

f FILTER 500-1000 Hz
FLTTHI C~

f

f SAVE DELAY VARIABLES OF HISH4
SAVEDT UT8

I

f QIIF DONE
RET

f

LOllS DIUlV AS DOUBLE BUFFER
f

I OUTPUT CALCULATION
ZALH C5
ADDH 85
SACH IMPC" 1 kHz INPUT TO PC" CODER

f

f LOAD DELAY VARIABLES OF LOllS
LOADDT UT1~

f

f FILTER 1500-2000 Hz
FLTTLO AS

f
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I SAVE DELAY VARIABLES OF lOWS
SAVEDT XXTl4

I

I QIIF DONE
- - - - - -- - -

RET
I

HI6HS NOP NO DOUBLE BUFFER
I

I OUTPUT CALCULATION
ZALH CS
SUBH B5
SACH INPCI! 1 kHz INPUT TO PC" CODER

f

f LOAD DELAY VARIABLES OF HIGHS
LOADDT XXT20

f

f FILTER 1000-1500 Hz
FLTTHI CS

f

f SAVE DELAY VARIABLES OF HIGHS
SAVEDT HTcO

f

f QIIF DONE
RET

f

LOW7 DIIOV A7 DOUBLE BUFFER
f

f OUTPUT CALCULATION
ZALH C7
ADDH 87
SACH INPCIl 1 kHz INPUT TO PCIl CODER

f

f LOAD DELAY VARIABLES OF LOW7
LOADDT IIT26

f

f FILTER 2000-2500 Hz
FLTTLO A7

f

f SAVE DELAY VARIABLES OF LOW7
SAYEDT XXT26

t

t 1I1lF DONE
RET

I

HIGH? NOP NO DOUBLE BUFFER
I

t OUTPUT CALCULATION
ZALH C7
SUBH 87
SACH INPCI! I kHz INPUT TO PC" CODER

I

I LOAD DELAY VARIABLES OF HIGH?
LOADDT IIT32

I

I FILTER 2500-3000 Hz
FLTTHI C7

•
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f SAVE DELAY VARIABLES OF HIGH?
SAVEDT llT32

f

I

I IIAKE AYOICING DECISION
VOIDEr NOP
f

I IF 20ENHIGH-ENLOW LESS THAN OR EQUAL TO ZERO THEN VOICED
LT ENHIGH
IIPYK +20
PAC
SUB EHLOII,2
BLEZ SElYOI

I

I IF 3ENHIGH-2ENLOII GREATER THAN OR EQUAL TO ZERO THEN UNVOICED
LT ENHIGH
IIPYK +3
PAC
SUB EHLOII,2
SUB EHLO\l,2
B6E2 SETUN

I

f IF 10ENHIGH-ENLOII LESS THAN OR EQUAL TO ZERO AND PREVIOUS VOICING
I \lAS VOICED THEN VOICED

LAC STRAT
BHZ PREUNV
LT ENHIGH
"PVK +10
PAC
SUB ENLO\l,2
BLEZ SETVOI

I

I IF 3ENHI6H-ENLOII GREATER THAN OR EQUAL TO ZERO AND PREVIOUS VOICING
I liAS UNVOICED THEN UNVOICED
PREUNV LACK 2

lOR STRAT
8HZ SETINT
LT ENHIGH
"PYK 3
PAC
SUB ENlOW,2
BSEZ SETUN

I

I ELSE NEW STRATEGY IS INTERIIEDIATE STRATEGY
I

I SET IHTERIIEDIATE STRATEGY AND CLEAR VOICING DECISION BUFFERS
SETINT LACK 1

SACl STRAY
ZAC
SACl ENLOW
SACl ENHIGH
RET QIIF DONE

I
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t SET VOICED STRATEGY AND CLEAR VOICING DECISION BUFFERS
SElVOI ZAC

SACL STRAT
-SACL !NLmf

SACL ENHI6H
RET QIIF DONE

t

t SET UNVOICED STRATEGY AND CLEAR VOICING DECISION BUFFERS
SETUN LACK 2

SACL STRAT
ZAC
SACL ENLOW
SACL ENHIGH
RET QIIF DONE

•
t QIIF FILTERING DONE
t=======================================================::=====================
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APPENDIX D

Subroutine PCMAQ8 (coder)



ENTRY POINT
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••• I •••••• I.I ••• I.II•••••••• , ••••••• I.III•• llf ••lflfll1 •••••••••••1••11'•••1.1.

I PCIIAQB COO ING I

• I

• T~IS SU~~OUTINE INCORPORATES : _ _ I

I -BACKWARD STEPSIZE ADAPT ION OF THE QUANTI2ER I

I -QU~NTIZATION OF ASAIIPLE OF T~E SUBBAND I

I BEING PROCESSED I

I -2,3 or 4 BIT PCII CODING OF TH~T QUANTIZED I

I SAIIPLE f

f t

t INPUT: FAW + 1 kHz SAIIPLES (8 STREAIISI f

f OUTPUT: FAil + 1 kHz SAIIPLES (8 STREAIISI I

.-----------------------------------------------------------------------------1
f BIT ALLOCATION ACCORDING TO SSTRAT : I

I I
I 1 2 3 4 5 6 7__8_____ I

I VOICED 4 4 3 2 2 0 0 0 I

I INTERIIEDIATE 4 3 2 2 2 2 0 0 I

I UNVOICED 2 3 3 3 2 2 0 0 I

1-----------------------------------------------------------------------------1

I AUTHOR : ROLAND KLEUTERS I

I DATE: 29-5-1987 I

1111.11111111.1.11111.lllllllllllllfllflllll.I••••••1111•••••••• I ••fflll.I.II ••

I

PCIIAQB NOP
I

f READ IN FROII TABLE THE NUIIBER OF CODE BITS FOR THE SU88AND IN PROCESSION
LACK BAVOII
ADD PATH
ADD SSTRAT,3
TBLR NBIT N8IT CONTAINS NUIIBER OF CODE BITS

I

I READ IN THE LOIIEST AND HIGHEST POSSIBLE INPUT VALUE OF THE EXPONENT TABLE
LACK UIO
ADD PATH,1
TBLR 10 10 CONTAINS LOWEST POSSIBLE INPUT OF EXP. TABLE
ADD ONE
TBLR 1127 1127 CONTAINS HIGHEST POSSIBLE INPUT OF EXP. TABLE

I

I CHECK IF NUIIBER OF CODE BITS (NBITI GREATER THAN ZERO
LAC NBIT
BGZ READIN CODE?

I

I NO CODING HAS TO TAKE PLACE (NBIT=OI
ZAC ZERO 'CODED" RESUlTj I(nl:=O
SACl CALCI
LACK COOl
ADD PATH
TBLW CAlCI I(nl SAVED IN CODED SUBBAND SAIIPlES TABLE
LACK DNI "INIIIALIZE STEPSIZEj d(nl :=lO
ADD PATH
TBLII 10 d(nl SAVED IN TABLE
RET

I
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t--------------------------------------------------------------------.---------
t DETER~INE l/STEPSIZE i.e. l/DELTAfn) BY BAcrWARD STE?SIZE ~DAPTION

f------------------------------------------------------------------------------
f

f ••••• , •• , ••••••••••• I'" I ••••• I •••••••••••••••••••••••••••••••••••••••••••••••

DETERMINE d(n)=LOSIDELTAln})
f ••••••••••••• , •••••• , •••••••••••••• I •••••••• I •••••••••••••• I' •••••••••••••••••

f

f READ IN THE PREVIOUS CODED RESULT lin-I) FROII TABLE
READIN LACK COOl

ADD PATH
TBlR CAlCI CALCI CONTAINS THE PREVIOUS CODEt RESULT [In-I)

f

f DETER"INE Il[[(n-l)])=lOGl"I[[ln-I)])) FROII TABLES
LAC NBIT
SUB ONE, 1
SACL CALC2
LACK LOG22
ADD CAlC2,4
ADD CALCI
TBLR RES! RESI CONTAINS 1([I(n-I)])=L06("[Iln-ll])

f

f DETERMINE (!-GA""A)tDC FRO" TA8LE
LACK OGD!
ADD PATH
TBlR CALC! CALC! CONTAINS (!-6AMMA)tDC

t

t DETERIIINE GAIIIIAtdln-l) FROII TABLE
LACK DN!
ADD PATH

'TBLR RESO RESO CONTAINS dln-!)
LT 6AIIIIA
"py RESO
PAC
SACH CALC2,1 CAlC2 CONTAINS 6AIIIIAtdln-1)

t

t DETERII[NE GAIIIIAtdln-1)+II[Iln-ll])+11-6AIIIIA)fDC
ZALH CALC2
ADD RES!,12
ADD CALCl,S
SACH CALC! CALCI CONTAINS GAII"Atdln-ll+II[IIn-ll])+

I ll-GAII"A)tDC, i.e. dIn)
f

I CONTROL THE LIIIITATION OF dIn) TO ITS RANGE AND SAVE din) [N TABLE
LAC CALCI
SUB 1127
BGZ SATDNH dIn) GREATER THAN "AII"U" POSSIBLE YALUE OF dIn)?
LAC 10
SUB CALCI
8GZ SATDNl din) LESS THAN "INIIIU" POSSIBLE VALUE OF dlnl?
B SAYEDN NO SATURAT[ON NEEDED

SATDNH LAC 1127 SATURATE din) TO "AII"UII POSSIBLE YALUE
SACL CALCI
B SAYEDN

SATDNL LAC 10 SATURATE dIn) TO "[N[IIUII POSSIBLE VALUE
SACL CALCI
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SAVEDN LACK DNI
ADD PATH
TBLI/ CALCI

SAVE d!n) IN TA8LE

I, .••...• ..•.••••••••.•••...••.••••.•...•.•••.•••.•. I ••••••••••••••••••••••••••

DETER"INE 11~~LTA(n)=EJP(-d(n)1

f •••••••••••••• t • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •• • ••••••••••••••••••••

t

f ROUND dIn) TD ONE OF THE ENTRY POINTS OF THE EXPONENT TABLE
ZALH CALCI
SUBH 10
SACH CALCI CALCI CONTAINS dln)-IO
LT CALCI
PlPY STEP
PAC
SACH CALCI CALCI CONTAINS Idln)-IO)fSTEP
LAC CALC I, 11
SACH CALCI CALCI CONTAINS INTEGER[ld(n)-IO)fSTEP]=ENTRY POINT

f

t DETERPIINE THE OUTPUT OF EXPONENT TABLE
LAC"- CEXPO
ADO CALCI
TBLR CALCI CALCI CONT~INS OUTPUT OF EXPONENT TABLE=I/DELTAln)

f

lIn) GREATER THAN "AII"U" POSSIBlE VALUE OF lIn)!

RESO CONTAINS THE PlAIIKUK POSSIBLE VALUE OF lIn)

CALCI CONTAINS INPUT/DELTA (QIB)

RESI CONTAINS THE "INI"U" POSSIBLE VALUE OF lIn)

CALCI CONTAINS INTEGER[INPUTtDELTAl IN
TIIO's COPlPLEPlENT CODE, i.e. THE CODED RESULT I(n)

lIn) LESS THAN "INIPlU" POSSIBLE VALUE OF lIn)!
SAVE lIn) WITHOUT SATURATION

DETERPIINE INPUT/DELTA(n) AND ROUND TO THE GRE~TEST INTEGER BELOW
LT CALCI
PlPY INPCPI
PAC
SACH CALCI
LAC CALC1,14
SACH CALC1

CONTROL THE LIPIITATION OF lIn) TO THE RANGE ACCORDING TO THE NUPIBER OF
CODE BITS AND SAVE lIn) IN TABLE OF CODED SUBBAND SAPIPLES

LACK SATl
ADD NBIT
SUB ONE,I
TBLR RESO
LAC CALCI
SUB RESO
BGZ SATINH
ZAC
SUB RESO
SUB ONE
SACL RESI
SUB CALC1
BSZ SATlML
LACK CODI
ADD PATH
TBLII CALCI
RET

f

f

f

f

f------------------------------------------------------------------------------
f QUANTIZE THE PCPlAQB CODER INPUT AND CODE THE RESULT (DETER~lNE I(n))
t------------------------------------------------------------------------------
f

f



SATlNH LACK COOl
ADD PATH
TBLII RESO
RET

SAllNL LACK COOl
ADD PATH
TBLW RESl
RET
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SATURATE lln) TO MAXl~U" POSSIB~E VALUE AND SAVE

SATURATE lin) TO "INl"U" POS5If~E VALUE AND SAVE

I

I PC"AQB CODING DONE
f==============================================================================
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APPENDIX E

Subroutine MULTIPLEXING
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flffffffff'f'f'ffffftffllffffffffffffffffffffffffffffffffffffffffffffffffffffff

f ~ULTIPLEXING f

f f

f THIS SUBROUTINE INCORPORATES: f

f -~ULTIPLEIING AND f

f -SENDING OF PC" CODED DATA t

f

I INPUT: FAW + 1 kHz SA"PLES (8 STREAIISl
t OUTPUT: 16 KBPS BITSTREA"

f

f

f

1-----------------------------------------------------------------------------f
f SUBBAND PROCESSING: 1,8,4,5,2,7,3,6
f

f

f

f BIT ALLOCATION ; f
f 1 2 3 4 5 6 7 8_____ f

t VOICED 4 4 3 2 2 0 0 0 f

t INTER"EDIATE 4 3 2 2 2 2 0 0 f

t UNVOICED 2 3 3 3 2 2 0 0 t

f FAW's :
f VOICED )76 INTERr.EDIATE >96 UNVOICED }CC

f

•
f-----------------------------------------------------------------------------t

f AUTHOR: ROLAND KLEUTERS f

I DATE: 29-5-1987 f

Ifflffflffffffftft'ffttftfttftf'ttftfttftfftffftlftfflflflffftffttfttftlfflf.tt

I

f------------------------------------------------------------------------------
f "ACRO
f------------------------------------------------------------------------------
f

f

SEND
"ACRO TO SEND ONE BIT

$"ACRO
LAC DATA,!
SACL DATA
LAC ONE,S
AND DATA
SACL SI60UT
OUT SI60UT,3
SEND

SENDBIT PLACED IN FRONT OF BITSELECTOR

SELECT SENDBIT
SENDBIT IS BIT 8 OF SI60UT
SENDBIT SENDED YIA PIN 38 OF EXPANSION PORT

f

f------------------------------------------------------------------------------
f "ACRO DEFIHTION DONE; "AIN PART OF SUBROUTINE BEGINS
f------------------------------------------------------------------------------
f

MOP ENTRY POINT
f

f SELECT FAN Dr ONE OF THE SUBBANDS FRO" WHICH DATA HAS TO BE SENT
FAWSUB LACK ~

SUB BAND
B62 fllSB62
B2 NEXT4 SUBBAND 4 (1500-2000 Hz)
ADD ONE
B2 NEIT5 SUBBAND 5 12000-2500 Hz)
B NEXT6 SUBBAND 6 (2500-3000 Hz)
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SUBBAND 1 (0-500 Hz)
FAW

SUBBAND 3 (1000-1500 Hz)

SUBBAND 2 (500-1000 Hz)

t

t

f------------------------------------------------------------------------------

FWSBGZ SUB ONE
BZ NEXT3

-SUB ONE­
BZ NElT2
SUB ONE
BZ NEXT 1

f SEND FAW BITS
t------------------------------------------------------------------------------
f

NFAW ZALS DE"O
BZ fSIG

NEW ACCESS CHECK

f

f INITIALIZATION FOR ANEW FAW ACCESS
ZAC
SACL DE"O NO NEW ACCESS ANY "ORE
LACK 7
SACL COUNT 8 FAW BITS TO SEND

f

f LOAD FAW INTO SENDBUFFER (=DATAI
ZALS SSTRAT
BZ SVOICE
lOR ONE
BZ SINTER

SUNVOI LACK )CC CODE FOR UNVOICED STRATEGY
SACL DATA PRESET UNVOICED STRATEGY
B FSIG

SVOICE LACK )76 CODE FOR VOICED STRATEGY
SACL DATA . PRESET YO ICED STRATEGY
B FSI6

SINTER LACK )96 CODE FOR INTER"EDIATE STRATEGY
SACL DATA PRESET INTERIlEDIATE STRATE6'

f

f SEND AFAW BIT
FSIG SEND

LAR 0, COUNT
BANl CONT

f

fALL FAW BITS SENT,PREPARE NElT SUBBANO
LACk )FF
SACL OEM NEW ACCESS IIARK
LACK 1
SACL BAND NEIT SUBBANO TO SEND (0-500 Hz)
RET

f

f NOT ALL FAW BITS SEND,PREPARE NEXT BIT
CONT SAR O,COUNT

RET
f

f------------------------------------------------------------------------------
f SEND SUBBAND BITS
f------------------------------------------------------------------------------
t



-121-

• t •••••• I ••••••••••••••••••••••• I •• I •••••••••••••••••••••••••••• t t •••• I ••••••••

f ABIT OF SUBBAND 1 (0-500 H.) HAS TO 8E S:~T

f ••••••••••••••••••• I I •• ' ••••••••••••••••••

f

NEXTI ZAlS DE"O
BZ lOOPI

f

NEW ACCESS CHECK

4 BITS TO SEND
ADJUST DATA ACCORDING TO BITSElECTOR
DATA=OOOO 0000 DDDD 0000

4 INITIALIZATION FOR ANEW SUB BAND 1 ACCESS
ZAC
SACl DE"O NO NEW ACCESS ANY"ORE
LACK COOl
T8LR DATA lOAD SUBBAND 1 DATA INTO SEND BUF~ER

LACK 2
lOR SSTRAT UNVOICED?
8HZ VOINl

I

f FURTHER INITIALIZATION FOR UNVOICED STRATEGY
lACK 1
SACL COUNT 2 BITS TO SEND
LAC DATA,6 ADJUST DATA ACCORDING TO BITSELECTOR
SACl DATA DATA=OOOO 0000 DOOO 0000
8 lOOPI

I

f FURTHER INITIALIZATION FOR VOICED AND INTER~EDIATE STRATEGY
VOINI LACK 3

SACL COUNT
LAC DATA,4
SACl DATA

f

f SEND ASUBBAND 1 BIT
lOOPI SEND

LAR O,COUNT
BAHZ CONTI

f

I ALL SUBBAND 1 BITS SENT,PREPARE NEXT SUBBAND
LACK >FF
SACL DE"O NEW ACCESS "ARK
LACK 4
SACL BAND NEXT SUBBAND TO SEND (1500-2000 Hzl
RET

•
I NOT ALL SUBBAND 1 BITS SENT,PREPARE NEXT BIT
COMTI SAR O,COUHT

RET
I

I ••••••• II ••••••••••••••••••••••• , ••••••••••••••••••••••••••••••••••••••••••••••

4 ABIT OF SUBBAND 2 (500-1000 Hz) HAS TO BE SEXY
t ....•.•.•.....•.•..•.•.....•.•••.....•....•...•••..•••..••.•..•.••••.•..•.••..

f

NEXT2 ZALS DE"O
BZ LOOP2

f

NEW ACCESS CHECK



3 BITS TO SEND
ADJUST DATA ACCORDING TO BITSELECTOR
DATA=OOOO 0000 DODO 0000
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INITIALIZATION FOR ANEW SU8BA~D 2 ACCESS
ZAC
SACl DE"O NO HEW ACCESS ANY~ORE

LACKC002-
TBLR DATA LOAD SUB BAND 2 DATA INTO SE~D BUFFER
LAC SSTRAT VOICED'
BHZ INUN2

t

t FURTHER INITIALIZATION FOR VOICED STRATEGY
LACK 3
SACL COUNT ~ BITS TO SEND
LAC DATA,4 ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=OOOO 0000 DODD 0000
BLOOP,

•
• FURTHER INITIALIZATION FOR INTER"EDIATE AND UNVOICED STRATEGY
INUN2 LACK 2

SACL COUNT
LAC DATA,5
sACL DATA

t

f SEND ASUBBAND 2 BIT
LOOP2 SEND

LAR O,COUNT
BAHZ CON12

t

tALL SUB BAND 2 BITS SENT,PREPARE NEXT sUBBAND
LACt: }FF
SACL DE"O NEW ACCESS "ARK
LACr 3
SACL BAND NEXT SUBBAND TO SEND (1000-1500 Hz)
RET

f

f NOT ALL SUBBAND 2 BITS SENT,PREPARE NEXT BIT
CONT2 SAR O,COUNT

RET
f

t , ••••••

t ABIT OF SUBBAND 3 (1000-15001 HAS TO BE SENT
f ••••••••••••••••,•••••••••••••••••••••••••••••••••••••••• , •••••••••••••••••••••

f

NEXT3 ZALS DE"O
BZ LOOP3

NEW ACCESS CHECK

f

f INITIALIZATION FOR ANEW SUBBAND 3 ACCESS
ZAC
SACL DE"O NO IIEW ACCESS ANY"ORE
LACK COD3
TBLR DATA LOAD SUBBAND 3 DATA INTO SEND BUfFER
LACK 1
lOR SsTRAT INTER"EDIATE?
8NZ VOUN3

I



3 BITS TO SEND
ADJUST DATA ACCORDING TO BITSELECTOR
DATA=OOOO 0000 DODO 0000
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• FURTHER INITIALIZATION FOR INTER~EDIATE STRATEGY
LACK 1
SACL COUNT 2 BITS TO SEND
LAC DATA,6 ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA:OOOO 0000 DDOO 0000
B LOOP3

•
f FURTHER INITIALIZATION FOR VOICED AND UNVOICED STRATEGY
VOUN3 LACK 2

SACL COUNT
LAC DATA,S
SACL DATA

I

I SEND ASUBBAND 3 BIT
LOOP3 SEND

lAR O,COUNT
BAHZ CONT3

I

I ALL SUB8AND 3 BITS SENT AND PERHAPS ALSO END OF IS BIT DATABLOCr
I CHECK FOR END OF FRA~E

LACK >FF
SACL DE"O NEW ACCESS "ARK
LACK 7
lOR FRAI1E
BZ ENDFR~

I

I NOT END OF FRAI1E,PREPARE NEIT SUBBAND
LAC SSTRAT VOICED'
BZ NENDF"
LACK 6
SACl BAND NEXT SUB BAND TO SEND 12500-3000 Hz)
RET

f

f NOT ALL SUBBAND 3 BITS SENT,PREPARE NEIT BIT
CONT3 SAR O,COUHT

RET
I

f ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f A8IT OF SUBBAND ~ (1500-2000 Hz) HAS TO BE SENT
I .

f

NEIT4 ZAlS DE"O
8Z lOOP4

NEW ACCESS CHECK

I

f INITIALIZATION FOR ANEW SUBBAND 4 ACCESS
ZAC
SACL DE"O NO NEW ACCESS ANY"ORE
LACt: COD4
TBLR DATA LOAD SUBBAND 4 DATA INTO SEND BUffER
LACt: 2
lOR SSTRAT UNVOICED?
8HZ YOIN4

f



2 BITS TO SEND
ADJUST DATA ACCORDING TO BITSELECTDR
DATA=OOOO 0000 0000 0000

-m-

t FURTHER INITIALIZATION FOR UNVOICED STRATEG~

LACK 2
SACL COUNT 3 BITS TO SEND
LAC DATA.S· ADJUST DATA ACCOROING To--8IT5ElECTO~

SACL DATA DATA=OOOO 0000 DODO 0000
B LOOP4

t

t FURTHER INITIALIZATION FOR VOICED AND INTER"EDIATE STRATEGY
VOIN4 LACK 1

SACL COUNT
LAC DATA,6
SACl DATA

I

• SEND ASUBBAND 4 BIT
LOOP4 SEND

LAR O,CDUNT
BANZ CON14

t

I ALL SUBB~ND 4 BITS SENT PREPARE NEXT SUBBAND
LACK >FF
SACL DE"O NEW ACCESS "AR~

LACK S
SACL BAND NEXT SUBBAIiD TO SEND (2000-2500 Hz)
RET

t

t NOT ALL SUBBAND 4 BITS SENT,PREPARE NEXT BIT
CONT4 SAR O,COUNT

RET
t

t ...•.•.•.••.•••••••..•....••••.•••..••••.••.•••••••.• , •.......•.••..•..••••••.

• ABIT OF SUBBAND 5 (2000-2500) HAS TO BE SENT
f •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••.••••••••••

t

MEXTS ZALS DE"O
BZ LOOPS

NEW ACCESS CHECK

•
• INITIALIZATION FOR ANEW SUBBAND 5 ACCESS

ZAC
SACL DE"O NO NEW ACCESS ANY "ORE
LACk COOS
TBLR DATA LOAD SUBBAND 5 DATA INTO SEND BUFFER
LACk 1
SACL COUNT 2 BITS TO SEND FOR ALL STRATEGIES
LAC DATA,6 ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=OOOO 0000 DDOO 0000

•
• SEND ASUBBAND S BIT
LOOPS SEND

LAR O,COUNT
BANZ CONTS

I

I ALL SUBBAND 5 BITS SENT,PREPARE NEXT SUBBAND
LACK )FF
SACL DE"O NEW ACCESS "ARK
LACK 2
SACL BAND NEXT SUBBAND TO SEND (SOO-1000 Hz)
RET

I
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f NOT ALL SUBBAKO S BITS SENT,PREPARE NEXT BIT
CONT5 SAR a,COUNT

RET
•
I,ll, ..••..••••••• II I •••••••••••••••• I •••••••••••••••••••••••••••••••••••• II

t

f

ABIT OF SUBBAND 6 (2500-3000 Hz) HAS TO BE SENT
ONLY ACCESSED BY UNVOICED AND INTERMEDIATE STRATEGY

f ••••• I ••••••••••••••••• II •••••••••••••••••••••••• , .

•
NEITb ZALS DE"O

B2 LOOP6
NEW ACCESS CHECK

f

f INITIALIZATION FOR ANEW SUB BAND 6 ACCESS
ZAC
SACL DE"O NO NEW ACCESS ANYftDRE
LACK COD6
TBLR DATA LOAD SUBBAND 6 DATA INTO SEND BUFFER
LACK 1
SACL COUNT 2 BITS TO SEND FOR ALL POSSIBLE STATEGIES
LAC OATA,b ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=OOOO 0000 DDOO 0000

t

f SEND ASUB BAND 6 BIT
LOOP6 SEND

LAR O,COUNT
BANZ CONT6

•
fALL SUB BAND b BITS SENT AND ALSO END OF 15 81T DATABLOCK
f CHECK FOR END OF FRA"E

LACK >FF
SACL DE"O NEW ACCESS "ARK
LACK 7
lOR FRA"E
8NZ NENDF"

I

f END OF FRAftE,PREPARE NEIT FRA"E
ENDFR" ZAC

SACL BAND HEIT TO SEND=FAW
RET

I

I NOT END Of FRAKE,PREPARE NEXT DATABLOCK
NENDF" LACK 1

SACL BAND NEXT SUBBAND TO SEND (0-500 Hz)
RET

I

t NOT AlL SUBBAND 6 BITS SENT,PREPARE NEIT BIT
CONT6 SAR O,COUNT

RET
t

I "ULTIPLEXINS DONE
t==============================================================================
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APPENDIX F

Main program sac receiver part
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...............................................................,., .
•
•

DECODER PROGRA~ •
•

• THIS "AIM PROGRA~ USES THE SUBROUTINES: •
• -DE~UlTIPlEXIN6'

• -PC"AGB DECODING •
• -INVQ"F FilTERING •
• TO REALIZE A16 kBIT PER SECOND SUBBAND DECODER. •
• SYSTE" CLOCK RATE: lb kHz 1

1-----------------------------------------------------------------------------.
• REPORTS FOR DETAILS: •
1 PT REPORT BY P.CHITA"U 1

1 FINAL REPORT BY l.BOlT. 1

1 FINAL REPORT BY R.KLEUTERS •.-----------------------------------------------------------------------------.
1 AUTHOR: ROLAND KLEUTERS •
• DATE: 29-5-1987 1

.f•••••••••••f ••• f •••f.f ••••••••••••••••••••••••••ff •••••••••••••f ••••••• f •••••

•
.------------------------------------------------------------------------------
• DATA "E"ORY INITIALIZATION
• default page=O
.------------------------------------------------------------------------------
•
t •••••••••••••••••••••••••••••••• , ••••••••••••••••••••••••••••••••••••• , • , •••••

• GENERAL VARIABLES DATA "E~ORY PAGE 1
f ••••••••••• , •••••••••••••••••••••••••••• , •••••••••••••••••••••••••••••••••••••

•
CLOCK EQU 0 CLOCK RATE (16 kHz)
"ODE EOU 1 "ODE FOR ANALOG INTERFACE BOARD
AROO EQU 2 STORAGE PLACE FOR AUXILIARY REGISTER 0
AR01 EQU 3 STORAGE PLACE FOR AUXILIARY REGISTER 1
ACH EgU 4 STORAGE PLACE FOR HIGH PART OF ACCU"ULATOR
ACL EgU 5 STORAGE PLACE FOR LOW PART OF ACCU"ULATOR
TREG EgU 6 STORAGE PLACE FOR T REGISTER
STATU EOU 7 STORAGE PLACE FOR STATUS WORD OF T"532010
t fro. nOM on default page
I ••.••.••••••••••••••••••••• , •••••••••.••••••••••••••••••.•••••.•••••••••••.•••

1 GENERAL VARIABLES
f ................................................................................

•
"STAT EgU 0 "ASK FOR STATE "OD 16
SWITCH E9U 1 )FF=SEARCH "ODE,ELSE=RECEIYE "ODE; O=DECODER OMIOOI
FRA"E EgU 2 COUNTER FOR FRA"ELEN6TH 190I
ONE EgU 3 CHECK BIT (901
STRAT E9U 4 CONTAINS 0, 1, or 2: VOICED, INTERft. or UMVO. IgOI
SSTRAT EgU 5 BUFFERING IgOl
STATE E9U 6 TREE POINTER IgO)
RESO EgU 7 INTER"EDIATE CALCULATION RESULTS FOR "AIN ROUTINE
RESI EOU B INTER"EDIATE CALCULATION RESULTS FOR "AIN ROUTINE
PATH EIU 9 CONTAINS STATE/2=CHANNEL TO PROCESS 1901
OUTP E9U 10 8 kHz OUTPUT SAKPLE OF T"532010 (U151
SOUTPI E9U 11 BUFFERED 8 kHz OUTPUT SAKPlE OF T~320l0 11151
BOUTP2 EgU 12 16 kHz INTERPOLATION OF T"532010 OUTPUT (0151
t
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f •••••••••••••• 41 ••• t II I ••••••• " ••

f FIRST INVQ"F STAGE VARIABLES
f ••• , ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

. -- -, -BUFFER VARIABLES OF LOWI (0-2 kH:) AND- HIGHI (2-4 lHz) FOR,=;:4RESP. 916
Al EQU 13
BI EQU 14
CI EQU 1~

f

f INPUT TO (FILTER PART OF) FIRST INVD"F STAGE FORKAT=QlS
INPF EQU 16
f

f DELAY VARIABLES OF LOWI (0-2 kHz) FORKAT=QIS
IF2 EQU 17 AFTER FILTERING INPUT STORED IN IF2, SO
IF3 EQU 18 XFl NOT NEEDED
IF4 EQU 19
IF5 EQU 20
IF6 EQU 21
IF7 EQU 22
IFB EQU 23
IF9 EQU 24
IFIO EQU 2S
IFll EQU 26
XF12 EQU 27
IFI3 EQU 28
IF 14 EQU 29
IF1S EQU 30
IF16 EQU 31
f

f DELAY VARIABLES OF HIGHI (2-4 kHz) FOR"AT=QI5
IFIS EQU 32 AFTER FILTERING INPUT STORED IN IFIS, SO
IF19 EQU 33 XF17 NOT NEEDED
XF20 EQU 34
IF21 EQU 35
XF22 EQU 36
XF23 EQU 37
XF24 EQU 38
IF2S EQU 39
XF26 EQU ~o

XF27 EQU ~I

XF28 EQU ~2

IF29 EQU 43
XF30 EQU ~4

IF31 EQU 45
XF32 EQU 46
f

f •• tt •••••••••••••••••••••••••••••••••••••••••••••••••••••• , •••••••••••••••••••

f SECOND INVQKF STAGE VARIABLES
I •• I ••••••••••••• II ••••••••••••••••••••••••••• II II ••••••

f

I BUFFER VARIABLES OF LOW2 (0-1 kHz) AND HI6H2 (1-2 kHz)
A2 EQU ~7

B2 EQU 48
C2 EQU ~9

f
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• BUFFER VARIABLES OF LOW3 (3-4 kHz) AND HIGH3 (2-3 kHz)
113 EllU 50
B3 EQU 51
C3 EQU 52
•
f INPUT TO (FILTER PART OF) SECOND INVQ~F STAGE
INPS E9U 53
f

f DELAY VARIABLES OF LOW2,HI6H2,LOW3 AND HI6H3 ITI"E SHARIN6)
IS2 E9U 54
IS3 E9U 55
154 E9U 5b
IS5 EQU 57
156 EOU 58
IS7 EOU S9
ISB EOU bO
f

FOR"AT=QI7

f ••••••••••••••••••••••••••••••••••••••••••••••••••••••• , ••••••••••••••••••••••

f THIRD INVg"F STAGE VARIABLES
I ••••..••...•••..••.••• , •••••••.••••••••• , •••• I ••••••••• , •••••••••••••• t •••••••

•
f BUFFER VARIABLES OF LOW4 (0-500 Hz) AND HIGH4 1500-1000 Hzl FOR"IIT=914
A4 E~U bl
B4 EgU 62
C4 EgU 63
f

I 8UFFER VARIABLES OF LOWS 11500-2000 Hz) AND HI6H5 11000-1500 Hz) FDR.=gIS
AS EQU 114
85 EgU 65
C5 EQU 66
f

f BUFFER VARIABLES OF LOW7 (2000-2500 Hz) AND HIGH7 (2500-3000 Hz) FOR.=gI8
A7 E9U 67
B7 EgU 6B
C7 EOU 69
•
f INPUT TO (FILTER PART OF) THIRD INVQ"F STAGE
INPT EOU 70
f

f DELAY VARIABLES OF LOW4,HISH4,LOWS,HIGHS,LOW7 AND HIGH7 (TI"E SHARING)
IT2 EQU 71
IT3 E9U 72
114 EOU 73
ITS EQU 74
IT6 EOU 75
f

f ••••••• I ••••••••••••••••••••••••••••••••••••••• It ••••••••••••••••••••••••••••••

f FIRST INVQ~ STAGE COEFFICIENTS
I •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• , ••••••••••••••••.

f

CFO EgU 76
CFl EOU 77
CF2 EQU 78
CF3 EgU 79
CF4 EQU 80
CF5 EOU 81
CF6 EOU 82
CF7 EgU 83
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eFe EQU B4
CF9 EQU 85
CFIO EQU Bo
CFn - "EQU B7 -
CF12 EQU BB
CFI3 EQU 89
CFI4 EQU ~o

CFI5 EQU 91
f

I, .••••••.••.•••••.••••.••.•••••.•..••.•••••.•••••.••••••.•.•..••••.••••..•••.•

f SECOND INYQ"F STAGE COEFFICIENTS
', .
t

CSO EQU 92
CSI EQU 93
CS2 EQU 94
CS3 EQU 95
CS4 EQU 96
CS5 EQU 97
CS6 EQU 9B
CS7 EQU 99
f

f •••••••••••••••• , ••••••••••••••••••••••••••• , •••••••••• t •••••••• ,., •••••••••••

f THIRD INYQ"F STAGE COEFFICIENTS
f ••••••••••••••••••••••••••••••••••••••••••••••• I ••••••••••••••••••••••••••••••

f

CTO EQU 100
CTl EQU 101
CT2 EQU 102
CT3 EQU 103
CT4 EQU 104
CT5 EQU 105
f

f ••••••••••••••••••••••• r I •••••••••••••••••••••••••••••• II •••••••••••••••••••••

f PC"AQB YARIABLES
I, ...•••..•....•......• II ••••••••••••••••••••••••••• "" II II •••••••••••••••••••

f

OUTPC" EQU lOb OUTPUT OF PC"AQB DECODER
CALCI EQU 107 GENERAL YARIABLE TO CALCULATE WITH
CALC2 EQU 108 GENERAL YARIABLE TO CALCULATE WITH
NBIT EQU 109 CONTAINS NR. OF BITS TO QUANTIZE TO 100)
XO EQU 110 LOWEST POSSIBLE INPUT YALUE OF EIPONENT TABLE IQI4)
1127 EQU 111 HIGHEST POSSIBLE INPUT YALUE OF EXPONENT TABLE(Ql~)

STEP EQU 112 l/lDISTANCE BETWEEN INPUTS OF EXPONENT TABLE) (Q71
GA""A EQU 113 GA""A VALUE OF FOR"ULA 10.991 IQI5)
Y3FFF EQU 11~ )3FFFj HELPCONSTANT
f

I ••.•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f DE"ULTIPLEXER YARIABLES
f ••••• I ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

POINT EQU 115 FLAG: }FF=SEARCH FAW. O=SKIP 128 BITS
ERROR EQU 116 CONTAINS NU"BER OF ERROR ALLOWANCES (gO)
COUNT EQU 117 "ULTIPURPOSE COUNTER (QOI
BAND EQU 118 FLAG, CURRENT SUBBAND PROCESSING 190)
DATA E9U 119 STORES INPUT BITS VIA SI6IN
SIGIN E9U 120 YARIABLE TO READ IN SERIAL DATA FRO" OUTSIDE
DE"O EQU 121 NEW (FAW or SUBBANDI ACCESS "ARK
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t

f------------------------------------------------------------------------------
f PROGRA~ "EIIORY INITIALIZATION
t------------------------------------------------------------------------------
t

f

AORG 0
B START
B INTRD
AOR6 8

BRANCH TO IIAIN ROUTINE
BRANCH TO INTERRUPT SERVICE ROUTINE
OTHERWISE ERRORS WITH TBLW'S

I •••.••••••.•.••••••.•••••••••••••.•••••••••••••..•••••••••.••••••••••••••••••.

f GENERAL CONSTANTS
t •••••••••••••••.••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

CCLOCK DATA 312
""0DE DATA 7
""STAT DATA )OOOF
•

CLOCr. RATE (16 kHzl
1I0DE FOR ANALOG INTERFACE BOARD
"ASK FOR STATE 1I0D 16

f ••••••• <II ••••••••••••••••••••••••••••••••••••• I ••••••••••••••••••••••••••••• I ••

• SECOND INVQIIF STAGE VARIABLES
f •••••••••••• , t •••••••••••••••••• , •••••••••••••••• , ••• t •• I .. , •••• I' •••••••••••••

•
f DELAY VARIABLES OF LOW2 (0-1 kHz) FORIIAT=Q14
XXS2 DATA 0 AFTER FILTERING INPUT STORED IN IIS2, SO
X)53 DATA 0 XXSI NOT NEEDED
US4 DATA 0
xm DATA 0
USb DATA 0
US? DATA 0
usa DATA 0

•
f DELAY VARIABLES OF HIGH2 (1-2 kHz) FORIIAT=QI4
XXSIO DATA 0 AFTER FILTERING INPUT STORED IN 11510, SO
XXSll DATA 0 IXS9 NOT NEEDED
lXS12 DATA 0
lXS13 DATA 0
lIS14 DATA 0
XXS15 DATA 0
lXS16 DATA 0
f

f DELAY VARIABLES OF LOW3 (3-4 kHz) FOR"AT=Q16
IXS18 DATA 0 AFTER FILTERING INPUT STORED IN 11518, so
IX519 DATA 0 11517 NOT NEEDED
11520 DATA 0
n521 DATA 0
nS22 DATA 0
nS23 DATA 0
US24 DATA 0
f

f DELAY VARIABLES OF HI6H3 (2-3 kHz) fOR"AT=Q16
XXS26 DATA 0 AFTER FILTERING INPUT STORED IN IIS2b, SO
XXS27 DATA 0 11525 NOT NEEDED
XXS2B DATA 0
lXS29 DATA 0
U530 DATA 0
US31 DATA 0
XXS32 DATA 0
t
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" • , • I It •••••• It •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

t THIRD INVQIIF STAGE VARIABLES
f ••••••••••••••••• , ••••••••••••••••••••••••••••••• , ••• 1 • , • I ••••••••••••••••••••

t

t DELAY VARIABLES OF LOW4 (O-SOO Hz) FDRIIAT=QI4
IIT2 DATA 0 AFTER FILTERING INPUT STORED IN IIT2, SO
IlT3 DATA Q IlTl NOT NEEDED
UT4 DATA 0
IllS DATA 0
UTo DATA 0
t

• DELAY VARIABLES OF HIGH4 (500-1000 Hz) FOR"AT=QI4
IIT8 DATA 0 AFTER FILTERING INPUT STORED IN IlT8, SO
Ill9 DATA 0 XXT? NOT NEEDED
UTlO DATA 0
UTlI DATA 0
IXTl2 DATA 0
•
• DELAY VARIABLES OF LOWS (1500-2000 Hz) FORKAT=QI4
IIT14 DATA 0 AFTER FILTERING INPUT STORED IN IIT14, SO
IXTl5 DATA 0 lXT13 NOT NEEDED
UTlb DATA 0
lilt? DATA 0
lITlB DATA 0
•
t DELAY VARIABLES OF HIGHS (1000-1500 Hz) FORIIAT=QI4
IIT20 DATA 0 AFTER FILTERING INPUT STORED IN IIT20, SO
BT2l DATA 0 lXTl9 NOT NEEDED
IlT22 DATA 0
IXT23 DATA 0
XXT24 DATA 0
•
• DELAY VARIABLES OF LOW? (2000-2500 Hz) FORIIAT=QI7
IIT2b DATA 0 AFTER FILTERING INPUT STORED IN IIT2o, SO
UT27 DATA 0 XXT2S NOT NEEDED
IlT28 DATA 0
IIT29 DATA 0
lIT30 DATA 0
f

f DELAY VARIABLES OF HIGH7 (2500-3000 Hz) FOR"AT=QI7
IIT32 DATA 0 AFTER FILTERING INPUT STORED IN IIT32, SO
IlT33 DATA 0 IIT31 NOT NEEDED
UT34 DATA 0
IXT35 DATA 0
IlT36 DATA 0
f

I •••••••••••••••••••••••••••••••••••••••.•••••••••••••.•••••••••••••••••••••.••

FIRST INVQKF STAGE COEFFICIENTS FORIIAT=QI6
I ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••.•••

f

CCFO DATA 4S
CCF1 DATA -92
CCF2 DATA -83
CCF3 DATA 277
CCF4 DATA 93
CCFS DATA -620
CCF6 DATA -9
CCF7 DATA 1178
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CCFe DATA -274
CCF9 DATA -2047
CCFIO DATA 955
CCFII DATA 3470
CCF12 DATA -2579
CCFt3 DATA -6541
CCF14 DATA 8425
CCFtS DATA 30566
f

•............. , .
f SECOND INVQ"F STASE COEFFICIENTS FOR"AT=QI6
f •••••••••••• I •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

t

CCSO DATA 69
CCSI DATA -331
(CS2 DATA -170
CCS3 DATA 1812
CCS4 DATA -633
CCSS DATA -5924
CC56 DATA 6409
CCS7 DATA 31525
t

I, ••••.• I I ••••••• , •• , •••••••••••••••••• , •••••••••••••••••••• I ••••••••••••••••••

f THIRD IHVQ"F STAGE COEFFICIENTS FORIlAT=QI6
I, ..•....•••..•.•••..•...••.••. , ..•....•• , .....•••...................... , . I ••••

•
CCTO DATA -250
CCTI DATA 1236
CCT2 DATA -17B
eCT3 DATA -5551
CCI4 DATA 5798
eCTS DATA 31745
t

t , •

t PCftAQB's TABLES
I •••••••••••••••••••••••••.•••••••••••••••••••••••••••••••.••••••••••.••••.••••

t

f 11-SA""A)'DC FOR 7 SUBBANDS FOR"AT=Q22
06D1 DATA -10486 SUBBAND 1
DU"1 DATA 0
06D4 DATA -13642 SUBBAND 4
06D5 DATA -23112 SUBBAND 5
0602 DATA -10486 SUBBAND 2
DlJfl2 DATA 0
OSD3 DATA -13642 SUBBAND 3
06D6 DATA -23112 SUBBAND 6
t

t D(N) FOR 7 SUBBANDS FORI'IAT=QI4
DNI DATA -13563 SUBBAND 1
DU"3 DATA 0
DN4 DATA -14796 SUBBAND 4
DN5 DATA -18495 SUBBAND 5
DN2 DATA -13563 sUBBAND 2
Dlm4 DATA 0
DN3 DATA -14796 SUBBAND 3
DN6 DATA -18495 SUBBAND 6
t
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f ~IT ALLOCATION FOR VOICED STRATEGY (01 FORrlAT=QO
BAVOII DATA '+ SUBBAND I
DUI15 DATA 0
BAVOJ4 DATA-2 SUBBAItD-4
BAVOIS DATA 2 SUBBAlj~ 5
BAVOl2 DATA It SUBBAND 2
OUI16 DATA 0
BAVOl3 DATA 3 SUBBAND 3
BAVOl6 DATA 0 SUBBANO 6
f

f 8IT ALLOCATION FOR INTERI1EDIATE STRATEGY (1) FORI1AT=QO
BAINTl DATA It SUBBAND 1
DUI17 DATA 0
BAINT4 DATA 2 SUBBAND 4
BAINT5 DATA 2 SUBBAND 5
BAINT2 DATA 3 SUB BAND 2
DUI1B DATA 0
8AINT3 DATA 2 SUBBAND 3
BAINT6 DATA 2 SUBBAltD 6
f

f BIT ALLOCATION FOR UNVOICED STRATEGY (2) FORI1AT=QO
BAUNVI DATA 2 SUB BAND 1
DUI19 DATA 0
BAUNV4 DATA 3 SUB BAND '+

BAUNVS DATA 2 SUB BAND 5
DAUN\!2 DATA 3 sUBBAN~ 2
DUI110 DATA 0
BAUNV3 DATA 3 SUBBAND 3
BAUNVb DATA 2 SUBBAND 6
f

f STORAGE OF CODED SU~BAND SAI1PLES (INPUT PCI1AQB DECODER) FORI1AT=QO
CODI DATA 0 sUBBAND 1
DUI111 DATA 0
COD4 DATA 0 SUBBAND 4
eOD5 DATA 0 SUBBAND 5
COD2 DATA 0 SUB BAND 2
DUI112 DATA 0
eOD3 DATA 0 SUBBAND 3
eOD6 DATA 0 SUBBAND 6
f

f STORAGE OF PREVIOUS CODED SUBBAND SAI1PLES (STEPSIZE ADAPTION) FORI1AT=QO
peODI DATA 0 SUBBAND 1
DUI113 DATA 0
PCODit DATA 0 SUBBAND It
PCODS DATA 0 SUBBAND 5
PCOD2 DATA 0 SUB8AND 2
DUI114 DATA 0
PCOD3 DATA 0 SUBBAIID 3
PCODil DATA 0 SUBBAND 6
f

f QUANTIZER CONSTANTS
SSTEP DATA 19637
GGAI1I1A DATA 32440
YV3FFF DATA >3FFF
f

l/(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE) (Q7)
6AI1"A=O.99 (QI5)
>3FFF; HELPCONSTANT
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FORPlAT=Q18

FORIIAT=QI4

FORIlAT=Q18

SUBBAND 4
SUBBAND 4
SUBBAND 5
SUBBAND 5
SUB BAND 2

LOWEST AND HIGHEST POSSIBLE INPUTS OF EXPONENT TABLE
DATA -13563 SUBBAND 1
DATA 0 SUBBAND 1
DATA 0
DATA 0
DATA -H796
DATA -1233
DATA -18495
DATA -4932
DATA -13563

UI0
n1127
DUPl29
OUII30
U40
U4127
n50
U5127
n20

t L06TABLE 2 BIT CASE
LOS20 DATA 18268
LOG21 DATA -4626
LOG22 DATA -4626
LOG23 DATA 18266
DUtl15 DATA 0
D\llH 6 DATA 0
DUPl17 DATA 0
DUIH8 DATA 0
DUPl19 DATA 0
DUPl20 DATA 0
DUPl21 DATA 0
DU"22 DATA 0
DUPl23 DATA 0
DUPl2~ DATA 0
f

f LOGTABLE 3 BIT CASE
L0630 DATA 115~O

LOG31 DATA 0
l0632 DATA 0
L0633 DATA -4626
LD634 DATA -4626
L0635 DATA 0
LOG36 DAT~ 0
LOG37 DATA 11540
DUPl25 DATA 0
DUPI,6 DATA 0
DU"27 DATA 0
DUPl28 DATA 0
f

f lOGTABlE 4 BIT CASE
. lOG40 DATA 24918

LOG41 DATA 19728
lOG42 DATA 13377
l0643 DATA 5189
l064~ DATA -2999
L0645 DATA -2999
LOG46 DATA -2999
lOG47 DATA -2999
l0648 DATA -2999
L0649 DATA -2999
L06410 DATA -2999
LOG411 DATA -2999
LOG412 DATA 5189
LOG413 DATA 13377
LOG414 DATA 19728
LOG415 DATA 24918
f

f



XX2127 DATA 0
DUI131 DATA 0
DUI132 DATA 0

. U3il _ DATA -J47%
IJ3127 DATA -1233
XXbO DATA -18495
116127 DATA -4932
t
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SU8BAND 2

SUF9~_ND3 .
SUBBAND 3
SlJBBAND b
SU9BAN[1 b

f EXPONENT TABLE OF DECODER
f FOR"ATS ARE : SUBBAND 1 915
f SUBBAND 2 015
f SUBBAND 3 916
f SUBBAND 4 916
f SUBBAND 5 919
f SUBBAND 6 01 Ii
f

CEXPO DATA 16
DATA 17
DATA 18
DATA 19
DATA 20
DATA 22
DATA 23
DATA 24
DATA 26
DATA 27
DATA 29
DATA 31
DATA 33
DATA 35
DATA 37
DATA 39
DATA 42
DATA 44
DATA 47
DATA 50
DATA 53
DATA 56
DATA 60
DATA 64
DATA 6B
DATA 72
DATA 76
DATA 81
DATA 86
DATA 91
DATA 97
DATA 103
DATA 109
DATA 116
DATA 123
DATA 131
DATA 139
DATA 148
DATA 157
DATA 166
DATA 177
DATA 18B



DATA 199
DATA 211
DATA 225
DATA 238
DATA 253
D~TA 269
DATA 286
DATA 303
DATA 322
DATA 342
DATA 363
DATA 385
DATA 409
DATA 435
DATA 462
DATA 490
DATA 520
DATA 553
DATA 587
DATA 623
DATA 662
DATA 703
DATA 746
DATA 792
DATA 841
DATA 893
DATA 949
DATA 1007
DATA 1070
DATA 1136
DATA 1206
DATA 1281
DA7A 1360
DATA 1444
DATA 1534
DATA 1628
DATA 1729
DATA 1836
DATA 1950
DATA 2070
DATA 2199
DATA 2335
DATA 2479
DATA 2632
DATA 2795
DATA 2968
DATA 3152
DATA 3347
DATA 3554
DATA 3774
DATA 4008
DATA 4256
DATA 4519
DATA 4798
DATA 5095
DATA 5411
DATA 5745
DATA 6101
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DATA b47B
DATA 6879
DATA 7305
DATA 7757
DATA 8237
DATA 8746
DATA 9288
DATA 9862
DATA 10473
DATA 11121
DATA 11809
DATA 12539
DATA 13315
DATA 14139
DATA 15014
DATA 15943
DATA 16929
DATA 17977
DATA 19089
DATA 20270
DATA 21525
DATA 22856
DATA 24271
DATA 25772
DATA 27367
DATA 29060
DATA 30859
DATA 32767

f

f------------------------------------------------------------------------------
f !'lAIN ROUTINE
f------------------------------------------------------------------------------
f

f ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f INITIALIZATIONS
I •••. III ••••••••••••••••••••••••••• III •••••••••••••••••••••••••••••••••••••••••••••

f

START DINT
t

t INITIALIZE STATUS BITS
LARP 0
LDPK 0
SOV"

t

t INITIALIZE GENERAL VARIABLES OF DATA "E"ORY PAGE I
LDPK 1
LACK CCLOCK
TBLR CLOCK CLOCK RATE (16 kHz)
LACK ""ODE
TBLR "ODE "ODE FOR ANALOG INTERFACE BOARD
LDPK 0

I

f INITIALIZE GENERAL VARIABLES OF DATA !'IE"ORY PAGE 0
LACk ""STAT
TBLR "STAT "ASK FOR STATE "OD 16
LACK }Fr
SACL SWITCH DE"ULTIPLEXER IN SEARCH !'lODE; DECODER OFF
ZAC



SACL FRAIlE
LACK 1
SACL ONE
SACL STRAT
5ACL SSTRAT
ZAC
SACL STATE
SACL OUTP
SACL BOUTPI
SACL BOUTP2
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STATUS FOR DECODER

'1' FOR LOGICAL IlANIPULATIONS
BY DEFAULT LOAD INTER"EDIATE ST~~TE6Y

ALSO INTERIlEDIATE STRATEGV FOR P~~FER

INIT TREE POINTER
ZERO B kHz OUTPUT SA~PLE OF TIlS~2010

ZERO BUFFERED 8 kHz OUTPUT SAIlPLE OF T"S32010
ZERO 16 kHz INTERPOLATED OUTPUT OF TIlS32010

f

f INITIALIZE PCIlAQa VARIABLES
LACK SSTEP
TBLR STEP 1/(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE}
LACt: GGAIIIlA
TBLR 6AIlllA 6AIIIlA VALUE OF FORIlULA (0.99)
LACK VV3FFF
TBLR V3FFF )3FFFj HELPCONSTANT

t

f INITIALIZE DEIlULTIPLEXER VARIABLES
LACK >FF
SACL POINT SEARCH FIRST FAW

t

t LOAD INVQIlF COEFFICIENTS INTO DATA RAil
LARK I,CTS
LARK 0,29
LACK CCTS

LOAD LARP 1
TBLR 1-,0
SUB ONE
DAHZ LOAD

t

f INITIALIZE ANAL06 INTERFACE BOARD (AlB)
LDPK 1
OUT "ODE,O PROGRA" AlB
OUT CLOCK, 1 SET CLOCK RATE OF AlB
LDPK 0
OUT OUTP,2 CLEAR ADIS (PROTECTION AGAINST RESET INTERRUPTS)
OUT OUTP,3 CLEAR AD2S (PROTECTION AGAINST RESET INTERRUPTS)

t

f INITIAlIZATION AND VARIABLE LOADING DONE, NOW BEGIN
EINT

t

f ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

t AORTA
I .•••••••••••••••••••• , ••••••••••••••••••••••••••••.•••.••••••••••••••• ', ••••.•

I

t ODD CYCLE OF 16 kHz CLOCr. "UST JUST HAVE PASSED
WAITEV LAC STATE

AND ONE
BNZ WAITEV

f EYEN CYCLE OF 16 kHz CLOCK HAS PASSED (BIT 0 OF STATE=O)
WAIT LAC STATE

AND ONE
BZ WAIT

f ODD CYCLE OF 16 kHz CLOCK HAS JUST PASSED (BIT 0 OF STATE=I)
f
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f DURING THE PROCESSING OF ASUB BAND SA"PLE STATE CAN CH~N6E AS A
f RESULT OF AN INTERRUPT, 50 DEFINE PATH=STATEi2

LAC STATE,15
- SACW PATH - --- --- - -

f

f CHEC~ IF DECODER IS ON (i.e. IN SYNCHRONIZATION)
ZALS SWITCH
BZ ACT SUB 5WITCH=07

f

t DECODER IS NOT ON; OUTPUT AZERO AND WAIT FOR NEIT CYCLE
ZAC
SACL OUTP
B WAITEV

t

I DECODER IS ON; ACTUAL SUBBAND DECODING
ACTSUB CALL PCKAQB

CALL INVQ"F
B WAIlEV

f

f------------------------------------------------------------------------------
f INTERRUPT SERVICE ROUTINE
f------------------------------------------------------------------------------
f

INTRO DINT
f

t SAVE STATUS OF T"S32010
SST STATU
"PY ONE TRESISTER TO P REGISTER
LDPK 1
SAR O,AROO
SAR I,AROI
SACH ACH
SACL ACL
PAC
SACL TRES
LDPK 0

f

t STATE UPDATE
LAC STATE
ADD ONE
AND "STAT
SACL STATE

STATE "00 16

t

t RUN THROUGH DE"ULTIPLEXER
CALL DE"UX

I

I CREATE A16 kHz OUTPUT SA"PLE OF THE T"S32010
I OUTPUT IS 8 kHz INVQ"F TREE OUTPUT IF CYCLE IS DOD
I OUTPUT IS INTERPOLATION OF 8 kHz INVQ"F TREE OUTPUT IF CYCLE IS EYEN

LAC STATE
AND ONE
BZ INTPOl
LAC OUTP CYCLE IS DOD; OUTPUT IS INVQKF OUTPUT
SACl BOUTP1
OUT BOUTP2,2
B RSSTAT



IHTPOL LAC BOUTPI,IS
ADD BOUTP2,IS
SACH BOUTP2
OUT BOUTP2,2
D"OV BOUTPI

-141-

CYCLE IS EVEN; OUTPUT IS INTERPOLATION

f

t RESTORE STATUS OF T~S32010

RSST AT LOP.: 1
LAR O,AROO
LAR 1,AROl
ZALH ACH
ADDS ACl
LT TRE6
LST STATU

t

t RETURN TO PLACE OF INTERRUPT AND CONTINUE
EINT
RET

t

f DECODER PR06RA" DONE
f==============================================================================
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APPENDIX G

Subroutine PCMAQB (decoder)
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"II"'I"""'tttff"t'ftttt'f"tttt'tt'ftt"tf'tf"fff"f'I""'ltfttt"',t"
I PC~hQB DECODING t

ENTRY POINT

, ,
, THIS SUBROUTINE INCORPORATES: ,
, -BACKW~RD STEPSIZE ADAPTIOH OF THE QUANTIZER ,
, -2,3 0; 4 BIT PCIl DECODING OF ACODED SAIlPLE ,
t INTO AQUANTIZED SA~PLE OF THE SUBBAND BEING ,
, PROCESSED ,
f •

• INPUT: FAW + I kHz SA"PLES 18 STREA"SI I

• OUTPUT: 1 kHz SAIlPLES 18 STREAIlSI •.-----------------------------------------------------------------------------.
• BIT ALLOCATION ACCORDING TO SSTRAT : I, ,
I I 2 3 ~ S 6 7 8____.
f VOICED ~ ~ 3 2 2 0 0 0 ,
• INTERIlEDIATE " 3 2 2 2 2 0 0 ,
, UNVOICED 2 3 3 3 2 2 0 0 I

f-----------------------------------------------------------------------------,
, AUTHOR : ROLAND KLEUTERS •
, DATE : 29-5-1987 ,
"IIIII"'tl'tl"'t'II"t'tt"t'tl"'It't't'tt"f""f'I""'I'I'ff""'tt"'t',
PCIlAQB NOP,
, READ IN FROIl TABLE THE NU~BER OF CODE BITS FOR THE SUBBAND IN PROCESSION

LACK BAVOll
ADD PATH
ADD SSTRAT,3
TBLR NBIT NBIT CONTAINS NUIlBER OF CODE BITS

f

, READ IN THE LOWEST AND HIGHEST POSSIBLE INPUT VALUE OF THE EXPONENT TABLE
LACK lXlO
ADD PATH,I
TBLR 10 XO CONTAINS LOWEST POSSIBLE INPUT OF EXP. TABLE
ADD ONE
TBLR 1127 1127 CONTAINS HIGHEST POSSIBLE INPUT OF EIP. TABLE

•
• CHECK IF NUIlBER OF CODE BITS INBIT) GREATER THAN ZERO

LAC NBIT
BGZ READIN DECODE?

f

• NO DECODING HAS TO TAKE PLACE INBIT=O)
ZAC ZERO 'CODED" RESULT j J( n): =0
SACL CALC!
LACK PCODI
ADD PATH
TBlW CALCI lin) SAVED IN PREVIOUS CODED SUBBAND SAIlPlES TABLE
lACK DNI IlINIIlAliZE STEPSIZEj dln):=IO
ADD PATH
TBlW 10 din) SAVED IN TABLE
ZAC ZERO "DECODED" RESULT; QUANTIZED SUBBAND SA"PLE:=O
SACL OUTPCIl QUANTIZED SUBBAND SAIlPLE SAVED IN OUTPC"
RET

f
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t------------------------------------------------------------------------------
t DE1ER"INE STEPSIZE i.e. DElTA1Nl BY 8ACKWARD STEPSIZE ADAFTION
t------------------------------------------------------------------------------
t

. f •• -•• ~•••••••••• -. •••••••• '••••••••••• , ," ••• I"' •••••••• ". t' a-, •• t .• 1.1 .. I_I • t.' ••

t DETER"INE d(n)=106<DELTA<n))
I I ••• I ••••••••••••• I ••••••••••••••

f

f READ IN THE PREVIOUS CODED RESULT RESULT lIn-I) FRO" iABLE
READIN LACK PCOD!

ADD PATH
TBlR CALCI CAlCl CONTAINS THE PREVIOUS CODED RESULT lin-I)

t

f DETER"INE II[Iln-l)])=1061"IIIln-!)))) FRO" TABLES
LAC HBlT
SUB ONE,l
SACl CAlC2
LACK l0622
ADD CAlC2,4
ADD CALC!
TBlR RESI RES! CONTAINS II[lln-ll])=LOSI"I(!ln-!)]I)

f

t DETER"INE <!-6A""AlfDC FRO" TABLE
LACK 0601
ADD PATH
TBLR CALC! CALCI CONTAINS II-GA""AlfDC

f

t DETER"INE 6A""Afdln-l1 FRO" TABLE
LACK ON!
ADD PATH
TBLR RESO RESO CONTAINS dln-!)
LT GA"MA
"PY RESO
PAC
SACH CALC2,1 CAlC2 CONTAINS GA""Atdln-ll

f

f DETER"IHE GA""Atdln-1)+ll[1In-ll])+11-6A""AlfDC
ZAlH CAlC2
ADD RESl,12
ADD CALCl,8
SACH CALC1 CAlCl CONTAINS SA""Afdln-l)tl([I(n-!)])+

t 11-6A""A)fDC, i.e din)
f

f CONTROL THE LJ"ITATION OF din) TO ITS RANGE AND SAVE din) IN TABLE
LAC CAlC1
SUB 1127
B6Z SATDNH din) GREATER THAN "AIIKU" POSSIBlE VALUE OF dIn)?
LAC 10
SUB CALC!
BGZ SATDNL din) lESS THAN "INI"U" POSSIBLE VALUE OF din)?
B SAVEDN NO SATURATION NEEDED

SATDNH LAC 1127 SATURATE dIn) TO "AII"U" POSSIBlE VALUE
SACl CAlC1
B SAYEDN

SATDNL LAC 10 SATURATE din) TO "INI"U" POSSIBlE VALUE
SACL CAlC1



SAVEDN LACK ON!
ADD PATH
TBLW CALCI

f
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SAVE dIn) IN TABLE

t •••••••• I •••••••••••••••••••••• , I , • I " ••••••••••••••••••

f DETER"INE DELTAln}=EXPldln)}
t , " "" ,., .
f

f ROUND dIn} TO ONE OF THE ENTRY POINTS OF THE EXPONENT iABLE
2ALH CALCI
SUBH 10
SACH CALC1 CALC! CONTAINS dln}-XQ
LT CALC!
"PY STEP
PAC
SACH CALC1 CALCI CONTAINS Idln}-XOlfSTEP
LAC CALCl,!1
SACH CALCI CALCI CONTAINS INTE6ER[ld(nl-IOlfSTEP]=ENTRY POINT

f

f DETER"INE THE OUTPUT OF THE EXPONENT TABLE
LACK CEXPO
ADD CALCI
TBLR CALC! CALC! CONTAINS OUTPUT OF EXPONENT TABLE=DELTA(n}

f

f------------------------------------------------------------------------------
f DECODE PC"AQB DECODER INPUT (I(n;) INTO AQUANTIZED SUBBAND SA"PLE
1--------------------------------------------------------~---------------------
f

1 READ IN I(n} FRO" TABLE OF CODED SUBBAND SAMPLES AND
t SAVE I{n} IN TABLE OF PREVIOUS CODED SUBBAND SA"PLES

LACK COOl
ADD PATH
TBLR CALC2 CALC2 CONTAINS CODED RESULT lIn}
LACK PCODI
ADD PATH
TBtW CALC2 lIn} SAVED IN TABLE

f

f DETER"INE IIln}+O.5IfDELTAlnl
LAC CALC2,1
ADD ONE
SACL CALC2 CALC2 CONTAINS Ilnl+0.5 IFORKAT=Q11
LT CALC2
"py CALCI
PAC ACCU CONTAINS Illnl+0.51 I DELTAlnJ, i.e. THE

I QUANTIZED SUBBAND SA"PLE IFOR"AT=Q16,Q17 or Q201
f

f CONTROL THE LI"ITATION OF THE QUANTIZED SUBBAND SAKPlE TO ITS RANGE AND
I SAVE THE QUANTIZED SUBBAND SAKPLE lIN Q14,015 or Q19 FDR"ATI IN OUTPCK

SACL RESO RESO=DDDD DODD DODD DD-- ; D=DATA BIT -=DON'T CARE
SACH RESI RESl=SSSS SSSS SSSS SSSD ; S=Sl6NBIT
LAC RESI
~B O~

BGZ SATOPH QUANTIZED SUBBAND SA"PLE GREATER THAN "AX. VAlUE1
lAC
SUB ONE,l
SUB RESI
BGZ SATOPL QUANTIZED SUBBAND SA"PlE LESS THAN "IN. VALUE?
LAC RES1,14 SAVE QUANTIZED SUB BAND SA"PLE WITHOUT SATURATION



SACL RESI
LAC RESO,I4
SACH RESO
LAC ·RES(I·
AND V3FFF
ADD RESI
SACL OUTPC~

RET
SATOPH LAC V3FFF

ADD ONE, 14
SACL OUTPC"
RET

SATOPL LAC ONE,15
SACL OUTPC"
RET
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RESI=SDOO 0000 0000 0000

RESO=--DD DODD DODD DODD

ACCU LOW=OODD DODD DODD DODD
ACCU LOW=SDDD DODD DODD DODD ":-,015,QIB FOR~AT)

SATURATE QUANTIZED SUBBAND SA"PLE TO "AX. AND SAVE

SATURATE QUANTIZED SUB&AND SAKPlE TO "IN. AND SAVE

1

1 PC"AOB DECODING DONE
1=======================================================:======================
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APPENDIX H

Subroutine INVQMF
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1IIIIIIIfllfllllllllllltllfttllt.I•• I •••lltll.fl"'11111•••II.I •• llt•• tt •• I ••••

I INVQ~F FILTERING •

• I• THIS SUBROUTINE INCORPORATES: I- - - . -
• -INVERSE QIlF FILTER TREE •
I -8 kHz SPEECH SIGNAL RECONSTPU(TION •
I -TAKE OYER OF NEW VOICING STRATEGY FOR I

• PC" DECODING •

• I• INPUT: 1 kHz SAIlPLES (8 STREAIlSI t

• OUTPUT: 8 kHz SA"PLES (1 STREA"1 •
•-----------------------------------------------------------------------------1
• SUBBAND PROCESSING: 1,8,4,5,2,7,3,6 I

f I

I eIT ALLOCATION : I
• 1 2 3 4 5 6 7 8____ •
I VOICED 4 4 3 2 2 0 0 0 t

t INTERPIEDIATE 4 3 2 2 2 2 0 0 I

I UNVOICED 2 3 3 3 2 2 0 0 f

• FAil' 5 : f

I VOICED )16 INTER!lEDIATE>96 UNYOICED>CC I

1-----------------------------------------------------------------------------f

t AUTHOR: ROLAND KLEUTERS f

I DATE: 29-5-1987 t

Iltllllltlllllltlltll'I'IIIIIIII'II'II'II"II'I""II''11'11'111.'ttllllltllllt

I

t------------------------------------------------------------------------------
t "ACRO'S
1------------------------------------------------------------------------------
•
f "ACRO TO REALIZE FILTERING IN LOll BRANCH OF FIRST INVQIlF STAGE
FLTFLO '!!ACRO

ZAC
LT XF16
IlPY CFl
LTD IF15
"PY CF3
LTD XF14
ftPY CF5
LTD IF13
ftPY CF7
LTD IF12
ftPY CF9
LTD IFll
ftPY CFll
LTD IFI0
ftPY CF13
LTD IF9
ftPY CFIS
LTD IFB
"py CF14
LTD IF7
"PY CF12
LTD IF6
"PY CFI0
LTD IFS
ftPY CF8
LTD XF4



f

PlPy CF6
LTD XF3
IIPY CF4
LTD XF2
PlPy CF2
LTA INf'F
IIPY CFO
APAC
SACL RESO
SACH RESI
ADD RESO
ADDH RESl
SACH QUTP
LAC INPF
SACL IF2
tEND
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FILTER RESULT HAS TO BE AIIPLIFIED WITH 2

a kHz OUTPUT OF TPlS32010

f "ACRO TO REALIZE FILTERING IN HIGH BRANCH OF fIRST INYQIIF STAGE
FLTFHI ."ACRO

ZAC
LT XF32
Plf'Y CFO
LTD IF31
IIFY CF2
LTD IF30
IIPY CF4
LTD IF29
PlPY CF6
LTD IF2S
PlPY CFa
LTD IF2?
PlPY CFlO
LTD XF26
"PY eFl2
LTD XF25
"py CFl4
LTD XF24
"py CF1S
LTD XF23
IIPY CF13
LTD XF22
IIPY CF11
LTD XF21
IIPY CF9
LTD XF20
IIPV CF7
LTD IF19
PlPy Cf5
LTD IF1S
"PY CF3
LTA INPF
PlPy CFt
APAC FILTER RESULT HAS TO BE AIIPlIFIED WITH 2
SACl RESO
SACH RESI
ADD RESO
ADDH RESI
SACH OUTP 8 kHz OUTPUT OF T"S32010
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LAC INPF
SACl XFI8
ifND

f

t "ACRO TO REALIZE FILTERING IN lOW BRANCH OF SECOND INV~~F STAGE
FLTSLO '"ACRO

ZAC
LT ISS
IIPY CSI
LTD IS7
"PY CS3
LTD ISb
IIPY CS5
LTD IS5
"PY CS7
LTD IS4
IIPY CSb
LTD IS3
IIPY CS4
LTD IS2
"PY CS2
LTD INPS
ftPY CSO
APAC FILTER RESULT HAS TO BE A"PLIFIED WITH 2
SACL RESO
SACH RESI
ADD RESO
ADDH RESI
SACH RESO 4 kHz INPUT TO FIRST INYQ"F STAGE
'END

f

f "ACRO TO REALIZE FILTERING IN HIGH BRANCH OF SECOND INVQIIF STAGE
FLTSHI '"ACRO

ZAC
LT ISS
"PY CSO
LTD IS7
ftPY C52
LTD IS6
ftPY CS~

LTD IS5
IIPY CS6
LTD IS4
IIPY CS7
LTD IS3
"PY CS5
LTD IS2
IIPY C53
LTD IMPS
IIPY CSI
APAC FIlTER RESULT HAS TO BE A"PlIFIED WITH 2
SACl RESO
SACH RESI
ADD RESO
ADDH RESI
SACH RESO 4 kHz INPUT TO FIRST INYQ"F STAGE
SEND

f
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t ~ACRQ TO REALIZE FILTERING IN LOW BRANCH OF THIRD INVQ~~ STAGE
FLTlLO 'MCRO

ZAC
LT nb
IIPY eTl
LTD XT5
IIT-Y CT3
LTD Xl"
IIPY CTS
LTD XT3
IIPY CT4
LTD lT2
IIPY CT2
LTD INPT
IIPY CTO
APAC FILTER RESULT HAS TO BE AIIPLIF lED WITH 2
SACL RESO
SACH RESI
ADD RESO
ADDH RESI
SACH RESO 2 kHz INPUT TO SECOND INVQIIF STAGE
'END

t

t IIACRO TO REALIZE FILTERING IN HIGH BRANCH OF THIRD INVQIIF STAGE
FLTTHI $IIAeRO

2AC
LT Xlb
IIPY CTO
LTD XiS
IIT-Y CT2
LTD Xl4
IIPY CT4
LTD Xl3
IIPY CT5
LTD XT2
IIPY CT3
LTD INPT
IIPY CTl
APAC FILTER RESULT HAS TO BE AIIPllFIED WITH 2
SACL RESO
SACH RES!
ADD RESO
ADDH RES!
SACH RESO 2 kHz INPUT TO SECOND INYQIIF STAGE
SEND

f

f "ACRO TO LOAD DELAY YARIABLES OF SECOND INYQIIF STAGE
LOADDS '"ACRO I

LACK :1.5:
LARK 0,152
TBLR f+

ADD ONE
TBLR 1+

ADD ONE
TBLR f+

ADD ONE
TBLR f+

ADD ONE
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TBlR f+

ADD ONE
TBlR f+

ADD ONE
TBlR t

'END
t

t "ACRO TO SAVE DELAY VARIABLES OF SECOND INVQ"F STAGE
SAVEDS '"ACRO X

lACK :1.5:
lARK 0,152
TDlY t+

ADD ONE
TBlY f+

ADD ONE
TBlY t+

ADD ONE
TBlY t+

ADD ONE
TBlY t+

ADD ONE
TDlY t+

ADD ONE
TBlY ,
'END,

t "ACRO TO lOAD DELAY VARIABLES OF THIRD INVQ"F STAGE
lOA DDT '"ACRO I

lACK :1.5:
lARK 0,112
TDlR t+

ADD ONE
TBlR 1+

ADD ONE
TBLR t+

ADD ONE
TBlR t+

ADD ONE
TBlR ,
SEND

f

f "ACRO TO SAVE DELAY YARIABlES OF THIRD INVQ"F STAGE
SAVEDT S"ACRO I

LACK :1.5:
lARK O,XT2
TBlY f+

ADD ONE
TBlY f+

ADD ONE
TBlY f+

ADD ONE
TBlY f+

ADD ONE
TBlY f

SEND
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t------------------------------------------------------------------------------
t "ACRO DEFINITION DONE; "AIN PART OF SUBROUTINE BEGINS
t------------------------------------------------------------------------------
t

INVQ"F NOP ENTR~ POINT
t

t SELECT PATH
LAC.: II
SUB PATH
BSZ PATHGZ
BZ HIGH4 SUBBAND 2
ADD ONE
BZ HIGH6 SUBBAND 7
ADD ONE
BZ HIGHS SUB BAND 3
B HIGH? SUBBAND 6

PATHGZ SUB ONE
BZ LOll? SUBBAND 5
SUB ONE
BZ LOWS SU8BAND 4
SUB ONE
BZ LOW6 SUB BAND 8

t SUBBAND 1
t

t------------------------------------------------------------------------------
f THIRD INVQ"F STAo::

LOW4 0-500 Hz
f HI6H4 500-1000 n:
t LOW5 1500-2000 Hz
t HI6HS 1000-1500 Hz
t LOW6 3500-4000 Hz; NOT CODED
t HI6H6 3000-3500 Hz; NOT CODED
t LOll? 2000-2500 Hz
I HIGH? 2500-3000 Hz
I TAKE OVER NEil VOICING STRATEGY
1------------------------------------------------------------------------------
I

LOW4 D"OV A4
I

I INPUT CALCuLATION
ZALH B4
SUBH C4
SACH INPT
LAC OUTPC"
SACL A4

DOUBLE BUFFER

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD IMYQ"F STAGE
I

I LOAD DELAY VARIABLES OF LOll4
LOADDT XXT2

•
I FILTER 0-500 Hz

FLTTLO
I

• SAVE DELAY VARIABLES OF LOll4
SAVEDT IIT2

t

t BRANCH TO SECOND INYQ"F STASE
B LOll2

I



HIGH~ NOP
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NO DOUBLE 8UFFER
t

t INPUT CALCULATION
ZALH C~

ADDH B4
SACH INPT
LAC OUTPC"
SACL C4

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD INvQ"F STAGE
t

t LOAD DELAY VARIABLES OF HIGH~

LOADDT UTa
f

f FILTER 500-1000 Hz
FLTTHI

f

t SAVE DELAY VARIABLES OF HIGH4
SAVEDT UTa

f

f BRANCH TO SECOND INVQ"F STAGE
B LOll2

f

LOWS D"OV AS
f

• INPUT CALCULATION
LAC BS, IS
SUB C5, 15
SACH IMPT
LAC OUTPC"
SACL AS

t

DOUBLE BUFFER

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD INyQ"F STAGE

t LOAD DELAY VARIABLES OF LOWS
LOADDT XlTl4

f

f FILTER 1500-2000 Hz
FLTTLO

f

f SAVE DELAY VARIABLES OF LOllS
SAVEDT HTl4

f

f BRANCH TO SECOND INVQ"F STAGE
• B HIGH2
•
HIGHS NOP NO DOUBLE BUFFER
t

f INPUT CALCULATION
LAC C5,lS
ADD BS,15
SACH IMPT
LAC OUTPC"
SACL C5

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD IN~F STAGE
f

f LOAD DELAY VARIABLES OF HIGHS
LOADDT UT20

f

f FILTER 1000-1500 Hz
FlTTHI

f
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t SAVE DELAY VARIABLES OF HIGHS
SAVEDT XlT20

t

• BRANCH TO SECOND lNVQ"F STAGE
B HISH2

t

LOW6 HOP
f

f THE 3500-4000 Hz BAND IS NOT CODED
f

f ZERO 2 kHz INPUT TO SECOND INYQ"F STAGE
ZAC
SACL RESO 2 kHz INPUT TO SECOND INVQ"F STAGE

f

f BRANCH TO SECOND INygKF STAGE
B L01l3

f

HIGH6 NOP
t

f THE 3000-3500 Hz BAND IS NOT CODED
f

f ZERO 2 kHZ INPUT TO SECOND INVQIlF STAGE
ZAC
SACL RESO

f

f BRANCH TO SECOND INVQIlF STAGE
B LOW3

f

lOW7 DilDY A7
f

f INPUT CALCULATION
LAC B7,15
SUB C7,15
SACH INPT
LAC OUTPC"
SACL A7

DOUBLE BUFFER

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD I~Vg"F STAGE
f

f LOAD DELAY VARIABLES OF L01l7
LOADDT UT26

f

f FILTER 2000-2500 Hz
FLTTLO

f

f SAVE DELAY VARIABLES OF LOW7
SAVEDT IIT26

f

f BRANCH TO SECOND INVgllF STAGE
B HIGH3

f

HIGH7 NDP
f

f INPUT CALCULATION
LAC C7,15
ADD B7,15
SACH INPT
LAC OUTPC"
SACL C7

f

NO DOUBLE BUFFER

1 kHz INPUT TO FILTER

BUFFERED 1 kHz INPUT TO THIRD INYQKF STAGE



-156-

f LOAD DELAY YA~lABLES OF HIGH?
LOADDi UT3e

f

f - FllTER 2500-3000 ~z

FLTTHI
f

f SAVE DELAY YARIABLES OF HIGHi
SAYEDT XXT32

f

f UPDATE FRA"E AND TAKE OYER NEW VOICING STRATEGY IF END OF FRA"E
LAR O,FRAIlE
BANZ SFRAIlE
LACK? END OF FRAIlEj PREPARE NEXT FR~E

SACL FRAIlE
DIIOV STRAT TAKE DYER NEW YOICING STRATEGY
B BRSEC

SFRAIlE SAR O,FRAIlE MOT END OF FRA"E; PREPARE NEXT DATABLOCK
t

t BRANCH TO SECOND INYOIlF STAGE
BRSEC B HI6H3
t

t------------------------------------------------------------------------------
t SECOND INYQIlF STAGE:
f LOll2 OkHz-lkHz
f HI6HZ 1kHz-2kHz
t LOll3 3kHz-4kHz
t HIGH3 2kHz-3kHz
t------------------------------------------------------------------------------
t

DOUBLE BUFFER
f

f INPUT CALCULATION
ZALH 82
SUBH C2
SACH IMPS
LAC RESO
SACL A2

2 kHz INPUT TO FILTER

BUFFERED 2 kHz INPUT TO SECOND IMVQIlF STAGE
f

f LOAD DELAY YARIABLES OF LOW2
LOADDS US2

f

f FILTER 0-1 kHz
FLTSLO

t

f SAVE DELAY VARIABLES OF LDW2
SAYEDS US2

f

f BRANCH TO FIRST INYQIlF STAGE
B LOlli

f

HI6H2 NOP NO DOUBLE BUFFER
f

f INPUT CALCULATION
ZALH C2
ADDH B2
SACH IMPS
LAC RESO
SACL C2

2 kHz INPUT TO FILTER

BUFFERED 2 kHz INPUT TO SECOND INYQIlF STAGE
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f

f LOAD DELAY VARIABLES OF HI6H2
LOADDS XXSIO

f

f FILTER 1-2 kHz
FLTSHI

f

f SAVE DELAY VARIABLES OF HI6H2
SAVEDS nSl0

t

f BRANCH TO FIRST INVQ"F STA6E
B LOWI

t

LOW3 DlmV A3
t

I INPUT CALCULATION
LAC 83,15
SUB C3,IS
SACH INPS
LAC RESO
SACL A3

DOUBLE BUFFER

2 kHz INPUT TO FILTER

BUFFERED 2 kHz INPUT TO SECOND INVQ"F STAGE
I

f LOAD DELAY VARIABLES OF LOW3
LOADDS US18

I

f FILTER 3-4 kHz
FLTSLO

f

f SAVE DELAY VARIABLES OF LOW3
SA'~EDS USia

f

t BRANCH TO FIRST INVQ"F STAGE
B HIGHI

f

HI6H3 NOP NO DOUBLE BUFFER
f

i INPUT CALCULATION
LAC C3,15
ADD B3,15
SACH IIiPS
LAC RESO
SACL C3

2 kHz INPUT TO FILTER

BUFFERED 2 kHz INPUT TO SECOND INY~F STA6E
f

t LOAD DELAY VARIABLES OF HI6H3
LOADDS XXS26

t

f FILTER 2-3 kHz
FLTSHI

t
t SAVE DELAY VARIABLES OF HI6H3

SAVEDS XXS26
f

f BRANCH TO FIRST INV~F STAGE
B HI6HI

f
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f------------------------------------------------------------------------------
f FIRST IHVQ~F STAGE:
f LOWI OlHz-2kH.

- f1HSHI-2kH.-4kH.
f------------------------------------------------------------------------------
t

LOllI D"OV Al
f

t INPUT CALCULATION
ZALH Bl
SUB Cl,14
SACH INPF,1
LAC RESO
SACL AI

t

f FILTER 0-2 kHz
FLTFLO

f

f INVQ"F DONE
RET

f

HIGHI NOP
f

f INPUT CALCULATION
LAC Cl,14
ADDH BI
SACH INPF,I
LAC RESO
SACL CI

f

f FILTER 2-4 kHz
FLTFHI

f

f INygltF DONE
RET

f

f

DOUBLE BUFFER

4 kHz INPUT TO FILTER

BUFFERED 4 kHz INPUT TO fIRST INVQ"F STAGE

NO DOUBLE BUFFER

4 kHz INPUT TO FILTER

BUFfERED 4 kHz INPUT TO FIRST INVQ"F STAGE

INVQ"F FILTERING DONE
t================::======::===::===============::=====:::=::=:====:==::==:==a==
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APPENDIX I

Subroutine DEMULTIPLEXING
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fffffllfffftttttfffl'ftttt"'I'ttlflllflflltltft •• 'tlfItl"It'fltf'fflfffl"II'

I DEPIULT IPLEX ING
•
I TltlS-SUBROlHl NE- INCORPORATES:-
I -RECEIVING OF PCPI CODED DATA AND
t -DEPIULTIPLEXIN6
•

f

I

I

I

DATA=}OOOO or }FFFF

SIGNBIT RECEIVED VIA PIN 12 OF EXPANSION PORT

SELECT SI6NBIT; SI6NBIT IS LSB OF ACCU
DATA=>OOOO or }OOOI
EXTEND sI6N IN RECEIVE BUFFER

RECEIVE BIT INSERTED INTO LSD OF DATA

SELECT RECEIVE BIT; RECEIVE BIT IS LSB OF ACCU

PLACE RESERVED FOR NEW RECEIVE BIT
RECEIVE BIT RECEIVED VIA PIN 12 OF EI~ANsrON Pu~T

I INPUT: 16 KBPS BITSTREA~ I

I OUTPUT: FAW + 1 kHz SAPIPLES (8 STREAPlSI I

1-----------------------------------------------------------------------------1
I SUBBAND PROCESSING: 1,8,4,5,2,7,3,6 I

, I

, BITALlOCATION : I
f 1 2 3 4 5 6__) 8____ '
, VOICED 4 4 3 2 2 0 0 0 ,
, INTERPIEDIATE 4 3 2 2 2 2 0 0 ,
, UNVOICED 2 3 3 3 2 2 0 0 I

I FAil I 5 : I

, VOICED >76 INTERPlED lATE >96 UNVOICED )CC I

t-----------------------------------------------------------------------------1
I AUTHOR: ROLAND KlEUTERS I

I DATA: 29-5-1987 I

1IIIIIttllltl'III'I'lt.tl""lttlttllttll'I"I"I"'I'Ilf.II•••• ffllllf •••••I.f

I

f------------------------------------------------------------------------------
t "ACRO'S
1------------------------------------------------------------------------------
t

I "ACRO TO RECEIVE SI6NBIT AND EXTEND SIGN IN RECEIVE BUFFER
RECSB S"ACRO

IN S161N,3
LAC ONE
AND SI61N
SACl DATA
ZAC
SUB DATA
SACL DATA
SEND

t

t "ACRO TO RECEIVE ONE BIT
RCEIVE S"ACRO

LAC DATA, I
SACL DATA
IN SIGIN,3
LAC ONE
AND sI61N
XOR DATA
SACL DATA
SEND

t

t------------------------------------------------------------------------------
f "ACRO DEFINITION DONEj "AIM PART OF SUBROUTINE BEGINS
f------------------------------------------------------------------------------
t

DEKUX NOP
f

ENTRY POINT
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t CHEcr IF DE~ULTIPLElER IS IN ALLIGN"ENT (SWITCH NEQ IFF,
LACK }FF
lOR SWITCH
BNZ RCIIODE

f

f·············································· , , ..................... , .
t

t············································· , .• • • • • • • • • • • • • • , •••••••••••••••••••••••••••• .I •••••••••••••••••••••••• I •••••••••

I

I FAW SEARCH OR 128 BIT (=FRAIIEl SKIP?
LAC POINT
8Z SKPBIT

I

I FAW SEARCH; INSERT ONE BIT IN SEARCH FOR AFAW
RCEIVE
LACK }FF
AND DATA SELECT B LSB's OF DATA
SACL DATA DATA CONTAINS 0000 0000 XXXX XXII

t

f CHECK FAW
LACK }76
lOR DATA
BZ VOIFND
LACK }96
lOR DATA
BZ INTFND
LACK }CC
lOR DATA
BZ UNVFND
RET

VOICED'

INTER~EDIATE'

UNVOICED'

AT NEIT ENiRY AGAIN FAW SEARCH
f

I FAW FOUND, SET STRATEGY
YOIFND ZAC STRATE6Y=O (VOICEDl

SACL STRAT
B INSBIT

INTFND LACK 1 STRATEGY=I (INTERIIEDIATE)
SACL STRAT
B INSBIT

UNYFND LACK 2 STRATEGY=2 (UNVOICED)
SACL STRAT

I

I INITIALIZATION FOR 128 BIT <=FRAIIEI SKIP
INSBIT LACK 127

SACL COUNT COUNT 128 BITS
ZAC
SACl POINT NEXT ENTRY AT Sr,PBIT
RET

I

f SKIP 128 BITS BEFORE SECOND FAW CHECK
SKPBIT RCElVE

LAR O,COUNT
BANZ CONTSK

I
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f 128 BITS SKIPPED
2AC
SACl ERROR

- LACK )FF-
AND DATA
SACL DATA
B FAWCHK

NO ERROR AlLOW~NCES

SELECT 8 LSB's OF DATA
DATA CONTAINS 0000 0000 XXX X XXXJ

f

f 128 BITS NOT YET SKIPPED
CONTSK SAR O,COUNT

RET NEXT ENTRY AGAIN AT SKPBIT
f

YOICED'

UNVOICED?

INTERPlED lATE?

rAW NOT CONFIRPlED; ERROR ALLOWE['
ERROR ALLOWED'

f-------------------------------------------------------.----------------------
f Fral! Allignlent Word CONFIR"ATION
f------------------------------------------------------------------------------
f

FAWCHK NOP
LACK }7b
XOR DATA
BZ CONFO
LACK }96
XCR DATA
BZ CONF1
LACK )CC
lOR DATA
BZ CONF2
LAR O,ERROR
BANZ ERR

f

f ERROR NOT ALLOWED; SO SWITCH TO PlISALLIGNPlENT
LACK )FF _
SACL SWITCH TURN OFF DECODER
SACL POINT
RET NEXT ENTRY AT FRAIIE SEARCH

f

f ERROR ALLOWED; DECREIIENT NO. OF ERROR ALLOWANCES; STRATEGY UNCHANGED
ERR SAR O,ERROR

B INISYN
f

f FAW CONFIRIIED; SET STRATEGY AND NO. OF ERROR ALLOWANCES
CONFO ZAC

SACL STRAT SET YOICED STRATEGY (=0)
LACK 4
SACL ERROR 4 FRAIIES IN ERROR ALLOWANCE
B INISYN

CONF1 LACK 1
SACL STRAT SET INTERIIEDIATE STRATEGY (=11
LACk 4
SACL ERROR 4 FRAKES IN ERROR ALLOWANCE
B INISYN

CONF2 LACK 2
SACL STRAT SET UNYOICED STRATEGY (=21
LACK 4
SACL ERROR 4 FRAIIES IN ERROR ALLOWANCE

f
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t INITIALIZE FOR ANEW FRk~E

INISYN LACK >FF
SACL DE"O NEW ACCESS "ARr
LACK 1
SACL BAND NEIT SUBBAND TO RECEIVE IO-5j0 H.I

t

t SYNCHRONIZE DECODER IF NEEDED
LAC SWITCH
82 INIOUT DECODER ALREADY ON, i.e. SYNCHRONIZATION NEEDED?
LACK 4
SACL SWITCH DELAY FOR DECODER TO SWITCH ON
LACK 13
SACL STATE SET STATE TO 13 ISTATE=O to IS}
LACK 7
SACL FRA"E INITIALIZE DECODER STATUS

INIOUT RET NEIT ENTRY AT RECEIVE "ODE
f
f •••••••• t •••••••••• " ...............................................................................
t DE"ULTIPLEIER IS IN ALLIGN"ENTj RECEIVE "ODE
f •••••••••••••••••••••••••••••••••••••••••••••••••••• •••••• , •••••••••••••••••••

• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • , • t •••••••••••••••••••

f

f

t CHECK IF DECODER IS ON (SWITCH=Olj IF NOT DECRE"ENT SWITCH
ZALS SWITCH
BZ FAWSUB
SUB ONE
SACL SWITCH

t

t SELECT FAW or ONE OF THE SUBBANDS FRO~ WHICH DATA HAS TO BE SENT
FAWSUB LACK 4

SUF BAND
B6Z FWSB6Z
BZ MEIT4 SUBBAND 4 11500-2000 Hz)
ADD ONE
BZ NEIT5 SUBBAMD 5 12000-2500 Hz)
B NEIT6 SUBBAND 6 12500-3000 Hzl

FWSBSZ SUB ONE
82 NEIT3 SUBBAND 3 11000-1500 Hz)
SUB ONE
82 NEIT2 SUBBAND 2 1500-1000 Hz)
SUB ONE
BZ NEITI SUBBANO 1 (0-500 Hz)

f FAW
f

t------------------------------------------------------------------------------
f RECEIVE FAW BITS
f------------------------------------------------------------------------------
I

NFAW ZALS DEKD
BZ FSI6

•

NEW ACCESS CHECK

f INITIALIZATION FOR ANEW FAW ACCESS
ZAC
SACl DE"O NO MEV ACCESS A~ORE

SACL DATA CLEAR RECEIVE BUFFER
LACK 7
SACL COUNT 8 FAW BITS TO RECEIVE
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t

t RECEIVE AFAW BIT AND INSERT IT INTO LSB OF DATA
FSI6. RCEI V[ __

LAR O,COUNT
BAN, CONT

t

tALL FAW BITS RECEIVED; CHECK FAW
B FAWCHK

t

t NOT ALL FAW BITS RECEIVED,PREPARE NEXT BIT
CONT SAR O,COUNT

RET
t

t------------------------------------------------------------------------------
f RECEIVE SUBBAND BITS
t------------------------------------------------------------------------------
t

t •••.•••••.••.••••.••••.•••.•..••••••••.••.•••••••••..•...•.•...•••.•••••••••••

t ABIT OF SUBBAND I (0-500 Hz) HAS TO BE RECEIVED
I ••••••••.••••.••••••.•••.• , ••••••••••.•..••.•••..•••••••••••••.••••.•••....•••

f

NEXTI ZALS DEMO
BZ LOOPI

NEW ACCESS CHECK

f

f INITIALIZATION FOR ANEW SUBBAND I ACCESS
ZAC
SACL DE"O NO NEW ACCESS ANY"ORE
LACK 2
XOR STRAT UNVOICED?
BNZ VOINI

f

f FURTHER INITIALIZATION FOR UNVOICED STRATEGY
ZAC
SACL COUNT I DATABIT TO RECEIVE
B SIGNI

t

f FURTHER INITIALIZATION FOR VOICED AND INTERMEDIATE STRATEGY
VOINI LACt:: 2

SACL COUNT 3 DATABITS TO RECEIVE
f

f RECEIVE THE SIGNBIT OF SUBBAND I AND EXTEND THE SISN IN RECEIVE BUFFER
SI6NI RECSB

RET
t

f RECEIYE ASUBBAND I DAlABIT AND INSERT IT INTO LSB DF DATA
LOOP1 RCEIVE

LAR O,CDUNT
BANZ CONTt

f

tALL SUBBAND 1 BITS RECEIVED; UPDATE CODI AND PREPARE NEIT SUBBAND
LACK COOl
TBLII DATA
LACK )FF
SACL DEMO NEll ACCESS KARK
LACK.
SACL BAND NEXT SUBBAND TO RECEIVE 11500-2000 Hz)
RET

f
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NOT ALL SUBBAND I BITS RECEIVED,PREPARE NEXT BIi
CO~Tl SAR O,CGUNT

RET
I

I .••••.•.••.•.••.••••••.•••...•••..•.•••................•...••..•••.•••.•.••.••

• ABIT OF SUBBAND 2 1500-1000 H~) HAS TO BE ~ECEIVED

f ••••••••••••••••••••••••••••••••••••••••••• , ••••••••••••••••••• , ••••••••••••••

•
NEXT2 2ALS DE"O

BZ LOOP,
NEW ACCESS CHECK

I

I INITIALIZATION FOR AMEW SUBBAND 2 ACCESS
ZAC
SACL DE"O NO NEW ACCESS AHY"ORE
LAC STRAT YOICED1
BM2 INUN2

t

I FURTHER INITIALIZATION FOR VOICED STRATEGY
LACK 2
SACL COUNT 3 DATABITS TO RECEIVE
B SI6N2

t

I FURTHER INITIALIZATION FOR IHTER"EDIATE AND U~VOICED STRATEGY
INUN2 lACt: 1

SACl COUNi 2 DATARITS TO RECEIVE
•
I RECEIVE THE S16NB1T OF SUBBAND 2 AND EXTEND THE SIGN IN RECEIVE BUFFER
S16N2 RECSB

RET
•
t RECEIVE ASUBBAND 2 DATASIT AND INSERT IT INTO LSB OF DATA
LOOP2 RCEIVE

LAR O,COUNT
BAHZ CONT2

I

• ALL SUBBAND 2 BITS RECEIVED; UPDATE C002 AND PREPARE NEXT SURBAHD
LACK COD2
TBllI DATA
LACK )FF
SACL DE"O NEW ACCESS "ARK
LACK 3
SACl BAND NEXT SUBBAND TO RECEIVE (1000-1500 Hz)
RET

I

f NOT ALL SUBBAND 2 BITS RECEIYED,PREPARE NEIT BIT
COMT2 SAR °,COUNT

RET
t

I ...•...•••.••. I •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••

f ABIT OF SUBBAND 3 (1000-1500 Hz) HAS TO BE RECEIVED
f •••••••••••••• , ••••••• , •••••••••••••••••••••••••••••••••••••••••••••••••••••••

f

NEIT3 2ALS DE"O
BZ LOOP3

I

NEW ACCESS CHECK
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t INITIALIZATION FOR ANEW SUB BAND 3 ACCESS
ZAC
SACL DEIID NO NEW ACCESS ANf"ORE
LAO: 1
lOR STRAT INTERKEDIATE'
BNZ VOUN3

f

f FURTHER INITIALIZATION FOR INTERKEDIATE STRATEGY
ZAC
SACL COUNT 1 DATABIT TO RECEIVE
B SIGM3

f

f FURTHER INITIALIZATION FOR VOICED AND UNVOICED STRATEGY
VOUN3 LACK 1

SACL COUNT 2 DATABITS TO RECEIYE
f

f RECEIVE THE SI6NBIT OF SUBBAND 3 AND EXTEND THE SI6N IN RECEIVE BUFFER
SI6N3 RECSB

RET
f

f RECEIVE ASUBBAND 3 DATABIT AND INSERT IT INTO LSB OF uATA
LOOP3 RCEIVE

LAR O,COUNT
DANZ CCNT3,

fALL SUBBAND 3 BITS RECEIVED AND PERHAPS ALSO END OF 15 BIT DATABLOCK
t UPDATE COD3 AND PREPARE NEIT THINS TO RECEIVE

LACK COD3
TBLW DATA
LACK }FF
SACL DE"D NEW ACCESS "ARK
LAC STRAT YOICED?
BZ NEXTbF END OF 15 BIT DATABLDCK
LACK b
SACL BAND NEXT SUBBAND TO RECEIVE 12500-3000 Hz)
RET

f

f NOT ALL SUB8AHD 3 8ITS RECEIYED,PREPARE NEXT BIT
CoNT3 SAR O,CoUNT

RET
f

f •••••••••••••••••••••••••••••• II ••••••••••••••••• , •••••••••••••••••••••••••••••

t ABIT OF SUBBAND 4 (1500-2000 Hz) HAS TO DE RECEIVED
I .•••••••.•••••••••••••••••••••••••••••••••••••••.•••••••••.•••••••••••••••••••

f

NEXT4 ZALS DEliO
BZ LOoP4

NEW ACCESS CHECK

f

, INITIALIZATION FOR ANEW SUBBAND 4 ACCESS
ZAC
SACL DEliO NO NEW ACCESS ANYKoRE
LACK 2
lOR STRAT UNVOICED?
8MZ YOIN4

f
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t FURTHER INITIALIZATION FOR UNVOICED STRATEGY
LACK 1
SACL COUNT 2 DATABI1S TO RECEIVE
8 SIGN4

t

t FURTHER INITIALIZATION FOR VOICED AND INTER~EDIATE STP~TE6Y

VOIN4 ZAC
SACL COUNT 1 DATABIT TO RECEIVE

t

t RECE~YE THE SI6NBIT OF SUBBAND q AND EXTEND THE SI6N IN RECEIVE BUFFER
SISN4 RECSB

RET
t

t RECEIVE ASUB8AND q DATABIT AND INSERT IT INTO LSB OF DATA
LOOP4 RCEIVE

LAR O,COUNT
BAHZ cDlm

f

tALL SU8BAND 4 BITS RECEIVED; UPDATE COD4 AND PREPARE NEXT SUBBAND
LACK COD4
TBllI DATA
LACK >FF
SACL DE"O NEW ACCESS "ARK
LACK 5
SACL BAND NEXT SUB BAND TO RECEIVE (2000-2500 Hz)
RET

f

f NOT ALL SUBBAND 4 BITS RECEIVED,PREPARE NEXT BIT
CONT4 SAR O,[OUNT

RET
f

' •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 11 ••• 11 •••

f ABIT OF SUBBAND 5 (2000-2500 Hz) HAS TO BE RECEIVED
t •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• I ..

t

NEXTS ZALS DE"O
BZ LOOPS

NEil ACCESS CHECK

f

f INITIALIZATION FOR ANEW SUBBAND 5 ACCESS
ZAC
SACl DE"O NO NEW ACCESS ANY"ORE

f 1 DAlABIT TO RECEIVE FOR ALL STRATE6IES
f

f RECEIYE THE SI6NBI1 OF SUBBAND 5 AND EXTEND THE SIGN IN RECEIYE BUFFER
SIGNS RECSB

RET
f

f RECEIVE THE SU8BAND 5 DATABIT AND INSERT IT INTO LSB OF DATA
lOOPS RCElYE
f

fALL SUBBAND S BITS RECEIVED; UPDATE COOS AND PREPARE NEIT SUBBAND
lACK CODS
TBLW DATA
LACK }FF
SACL DE"O NEW ACCESS "ARK
LACK 2
SACL BAND MElT SUBBAND TO RECEIVE 1500-1000 Hz)
RET
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f

t •••••• , •••••••••••.••••••••••••••••••••••••••••••••• I ••• , ••••••••••••••••••• I ,

f A8:t DC SU~BA~D 6 (2500-3000 Hz) HAS TO BE KECEIVED
f ON~Y ACCESSED fy U~VCICED AND INTEK~EDIATE 5t~ATE6Y

t •••••••••••• t ••••••• t, ••••••• , •••••••• , ••.•••• I •••••••• , t ••••••• t •••••••••••••

f

NEIT6 ZALS DE~O

BZ LOOP6
NEW ACCESS CHECK

1

f INITIALIZATION FOR ANEW SUBBAND b ACCESS
lAC
SACL DE"O NO NEW ACCESS ANY"ORE

1 1 DATABIT TO RECEIVE FOR ALL POSSIBLE STRATEGIES
f

t RECEIVE THE SIGNBIT OF SUBBAND 6 AND EITEND THE SIGN IN RECEIVE BUFFER
SI6N6 RECSB

RET
I

t RECEIVE THE SUBBAND 6 DATABIT AND INSERT IT INTO LSB OF DATA
LOOF'6 RCEIVE
f

fALL SUBBAND b BITS RECEIVED AND ALSO END OF 15 BIT DATABLOCK
f UPDATE COD6 AND CHECK FOR END OF FRA"E

LACK CODb
TBLII DATA
LACK )FF
SACL DE"O NEil ACCESS "ARK

NEIToF LAC FRA"E
8NZ NENDF"

I

f END OF FRA~E,PREPARE NEIT FRA"E
ZAC
SACL BAND NEXT TO RECEIVE=FAW
RET

1

1 MOT END OF FRA"E,PREPARE NEXT DATABLOCK
NENDF" LACK 1

SACL BAND NEXT SUBBAND TO RECEIVE 10-500 Hzl
RET

1

f DE"ULTIPlEIIN6 DONE
1==============================================================================
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