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SUMMARY

This report describes the design, implementation and testing
of a real-time 16 kbit/s speech coder and decoder. The
algorithm used is simple enough for the coder and decoder to
be implemented each on a single digital signal processor
chip (TMS832010).

In the transmitter the up to 4 kHz2 bandlimited‘speech signal
is first split into eight mutually exclusive subband sig-
nals, each having a spectral bandwidth of 500 Hz. The samp-
ling rates of the subband signals are reduced from B8 kHz to
1 kHz (being the Nyquist rate). For this subband splitting
and sampling rate reduction, a very efficient technique
called Quadrature Mirror Filtering 1is wused. Next, each
subband signrnal is independently coded according to its per-
ceptual contribution to the overall subjective quality. For
coding the subband signals, Pulse Code Modulation, with
backward adaption of the gquantization stepsize, is emplovyed.
Furthermore for each subband signal, the number of code bits
is determined by a semi-adaptive bit-allocation algorithm.
Finally, the coded subband samples together with the neces-
sary side information and synchronization bits are multi-
plexed into a 16 kbit/s serial data stream.

In the receiver, the inverse operations (demultiplexing,
decoding and speech signal reconstruction) take place.

The quality performance of the implemented Subband Coder, in
particular the intelligibility of the reconstructed speech,
is acceptabie for our purposes. There is only little diffe-
rence with wunprocessed up to 3 kHz bandlimited speech.
Furthermore, the capacities of each digital signal processor
are nearly completely utilized by the implemented Subband
Coder and Decoder algorithm, which means that an appropriate

type of digital signal processor has been chosen.
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Analog Interface Board; part of Texas Instruments
development system.
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Adaptive Quantization Backward.

Cathode Ray Tube.

Digital to Analog (conversion).

Stepsize adaption control factor.

Log 4A(n).

Stepsize for (de-)quantization of a subband samp-
le.

Differential PCM.

Digital Signal Processor.

Evaluation Module; part of Texas Instruments de-
velopment system.

Number of bits in a frame of the multiplexed sig-
nal.
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Finite Impulse Response (filter).

Sampling rate.

Stepsize adaption 1eakége factor.

Two's complement B-bit code word; coded subband
sample.
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Bit error rate.

Personal Computer.

Pulse Code Modulation.

Probability Density Function.

Programmable Read Only Memory.

Quadrature Mirror Filter.

Fixed—-point format in which a number is repre-
sented in the TMS32010. A number is represented
with & sign bit, 15-x integer bits and x fractio-

nal bits.



RAM Random Access Memory.

rms Root mean square.

SBC ~~  Subband Coder. o ‘ o

s(n) 8 kHz digital speech input to transmitter.
g(n) 8 kHz reconstructed digital speech output from

receiver.

s(t) Analog speech input to transmitter.

8(t) Reconstructed analog speech output from receiver.
t, Mean time to acquire frame alignment.

\ 7 Mean time between false indications of lost

frame alignment.
x(n) Quantizer input; uncoded subband sample.

*%(n) Quantized subband sample.



1. INTRODUCTION

In the Telecommunications Division of the Eindhoven Univer-
sity of Technology work is done on a cooperative project
with the University of Dar-es-salaam. This project concerns
the distribution of audio-visual information via satellite
channels to be used for tele-education, information disse-
mination and news distribution to the rural population and
to isolated institutions in Africa. To reduce costs, servi-
ces suitable for standard narrowband (64 kbit/s) distributi-
on channels are necessary. Examples are transmission of
still pictures plus speech, teletext plus speech, silent-
teletext and scribophone. For more information on the deve-
lophent project, see [11].

This report deals with the realization of a part of the
above mentioned sevices, namely a real-time speech coder and
decoder. In this project 16 kbit/s of a 64 kbit/s channel is
reserved for the transmission of speech. Another design
requirement jis to keep the costs as low as possible. Consi-
dering the enormous advances in digital technology, coupled
with the increasing economics of digital hardware, it was
deéided to implement the coder and decoder in software on
one digital signal processor (DSP) chip each. A technique
that can allow this and that can realize a fairly good
quality of the reconstructed speech at the receive side is
known as Subband Coding (2,3,4,51.

As the first work on the Subband Coder (SBC) project a study
has been hade about the kind of Subband Coding which best
meets the requirements [6]). From this work a proposal resul-
ted for the type of Subband Coding to be wused. During
further work [7,8]1 implementations of functional blocks of
this propaosal were designed and tested.

TJo realize a properly working Subband Coder and Decoder
these implementation designs had to be adjusted and exten-
ded. To meet the DSP capacities the software also had to be
optimalized. Besides these alterations of the implementation
designs and the software, the bhardware communication between

the transmitter and the receiver system had to be realized.



In this report the ultimate implementation design and bard-
ware environment of a properly working real-time Subband
Coder and Decoder realization are described.

First some general design considerations are discussed
{chapter 2). This is followed by a description of the
functional blocks of the Subband Coder and Decoder and the
work that is done on the implementation design of them
(chapter 3 to 6). After that the employed hardware will be
considered (chapter 7). Finally the utilization of the
transmitter and receiver DSP is discussed (chapter B), fol-
iowed by some suggestions for possible performance improve-

ment (chapter @) and the conclusions (chapter 10).



In this chapter some general aspects concerning the design
of a Subband Coder are considered. First we will discuss the
principle of Subband Coding. Then some features of the used
digital sigral processor are showed. This is followed by a
description of the development equipment, and finally the

design strategy is outlined.

A general block diagram of a Subband Coder and Decoder is

shown in Fig. 1.
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Fig. 1: General block diagram of a Subband Coder and

Decoder.

The digital imput to the transmitter, s(n), is obtained by
sampling a bandlimited (up to 4 kHz) analog speech signal at
a rate of 8 kHz, followed by 12 bit 1linear PCM analog-
digital conversion. This signal is filtered into a number of
N subband signals, each with a different spectrum that Iis
part of the baseband frequency range 0-4 kHz. After the
bandsplitting the sampling rates, fy, of these subband sig-

nals can be reduced (decimation). This is possible because
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the spectrum of each subband signal is narrower than the
spectrum of the input signal. The minimum sampling frequency
is twice the bandwidth of a subband signal. Decimation by an
integer factor M can be achieved by retaining only one out
of every M filter output samples. Then the subband signals
are independently quantized and PCM coded into a number of
bits that is determined by the bit-allocation used. In any
case the bit-allocation is so as to allow an ultimate bit
rate of 16 kbit/s. Finally the different subband signals
together with the necessary side and synchronization infor-
mation will be multiplexed into a serial 16 kbit/s data
stream, representing the output signal of the transmitter.

In the receiver the inverse actions will take place. First
the 1incoming data stream is demultiplexed to recover the
coded subband signals plus the side and synchronization
information. Next the subband signals are decoded in the PCM
decoders. The decoding takes place according to the bit-
allocation used, which in an adaptive case can be extracted
from the received side information. By inserting zero-valued
samples between the subband samples, followed by a filtering
identical to that in the transmitter, the sampling rate in
the subband signals will be restored to the original samp-
ling rate of 8 kHz. During the filtering interpolation takes
place, which gives the inserted zero's an appropriate value.
Increasing the sampling rate with an integer factor M is
accomplished by filling in M-1 zero-valued samples between
each pair of filter input samples. By combining these final
obtained subband signals the origimrnal digital speech signal,

&€(n), can be reconstructed.

The main advantages of Subband Coding relative to other

coding techniques are:

-A low bit rate.

-The quantization noise generated within each subband re-
mains confined to that channel and is independent of noise
produced in other bands. In this way high level, 1low fre-

guency gquantization noise does not mask low 1level, high
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frequency sounds, and vice versa.

-Each subband signal may be coded independently according to
the perceptual contribution that each band makes to the
overall subjective quality. This together with the sampling
rate reduction in the subbands is the explanation for the
low bit rate that can be achieved.

-By proper design a real-time implementation of the whole
SBC principle is possible on two DSP's; one for the trans-

mitter and one for the receiver.

These are enough reasons for using the Subband Coding tech-
nique for the realization of a 16 kbit/s speech coder and
decoder that together deliver fairly good quality speech at

a fairly low complexity (c.q. costs).

2.3. Capacities_of_ the used DSP

The DSP used for the implementation of the SBC algorithm, is
the TMS32010 from Texas Instruments. This TMS532010 is very
suitable for speech processing applications. For an exten-
sive documentation of the TMS32010, see [(?]). As both the
coder and decoder had to be implemented on one DSP chip
each, it is not strange that the features and capacities of
the TMS32010 have had a great influence on the design work.

The most important ones will be discussed below.

2.3.1. Processor speed

The duration of one instruction cycle is 200 ns. Subband
Coding is a real-time speech coding technique that in our
case every 0.125 ms uses one input sample in the transmitter
and creates one output sample in the receiver. So in the
transmitter as well as in the receiver the whole coder resp.
decoder program has to be passed through in 0.125 ms. So the
longest cycle in either program may not count more than 625

instruction cycles.
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Program memory consists of up to 4K words of 1&~-bit width.
In our case this concerns off-chip RAM.- The available pro-
gram memory is large enough and has been no constraint on
the design work.

On the other hand data memory consists of 144 words of 16-
bit width of RAM present on-chip. So data RAM is far too
small to contain all variables for the coder or decoder.
This problem can be solved by storing some data operands in
off-chip program memory and then read them into on-chip data
memory when needed. When they are not needed anymore they
can be written back to program RAM if necessary. However
this solution will slow down execution as reading from and
writing to program memory each take 600 ns, whilst most
instructions only need 200 ns. So it is necessary to care-
fully determine which variables are directly stored in data
memory and which are stored in program memory. Variables
that are not often used and tables for example can best be
stored in program memory. For more information, see (7, pp.
39-401. The available data memory has appeared to be a great

constraint in the design of the SBC algorithm.

Addition and subtraction are standard tools for the TM532010
and will cost only one instruction cycle. Also multiplica-
tion can take place in 200 ns due to the presence of a
16#16-bit parallel multiplier.

However, the TMS32010 does not have an explicit divide
instruction. A division therefore will have to be broken
down into a series of subtracts and shifts with the conse-
quence of a long execution time. So divisions have to be

avoided as far as possible.
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2.3.4. Eixed-point arithmetic

Computation on the TMS32010 is based on a fixed-point two's
complement representation of numbers. Each 16-bit number is
evaluated with a sign bit, i integer bits, and 15 minus i

fractional bits. Thus the number :
0000 0010 1010 0000
decimal point

has a value of 2.625. This particular number is said to be
represented in a Q8 format (8 fractional bits). Its range is
between -128 (1000 0000 0000 0O000) and +127.996 (0111 1111
1111 1111). The fractional accuracy of a Q8 number is about
0.004 (one part in 2*#%8 or 256).

TJo reduce quantization noise on the one side and to avaoid
overflows on the other side, it is very important to select
an appropriate representation (i.e. R-format) for each vari-
able and constant.

On the design work we have started from the principle that
the transmitter DSP input and fhe receiver DSP output have
been normalized to the range between -1 and +1 Volt, and
therefore a Q15 format has been taken for the representa%ion

of these two signals.

2.4. Equipment_for_testing_and _realizing _the_software

Two development systems as shown in Fig., 2 are available,
one for the transmitter DSP and one for the receiver DSP,
Such development system consists of two printed circuit
boards, called "Evaluation Module" (EVM) and "Analog Inter-
face Board" (AIB), and a host computer, in our case a Perso-
nal Computer from 1BM.

The basic purpose of the Evaluation Module and the Analog
Interface Board used is to enable the user to develop pro-

grams for the TMS§832010 digital signal processor and to run
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Fig. 2: Development system for the TMS32010.

these programs real—-time. The programs can communicate with
the analog "outside world" by means of A/D and D/A conver-
ters and bandlimiting/interpolation filters resident on the
AIB. The program storage, the program design tools and the
DSP itself are resident on the EVM board.

The two printed circuit boards of Texas Instruments are
controlled by the host computer (IBM PC). This PC can commu-
nicate with the EVM via a serial interface. At the IBM PC
the serial interface is controlled under BASIC. The EWM
board 1is equipped with two serial interfaces of which only
one, called "port 1", will be used. All serial interfaces
are bi-directional. The EVM board together with the IBM PC
form a program development system with which the user may
enter assembler source files, assemble files, run them,
execute them with breakpoints and single step programs.

The EVM and the AIB together can form a stand-alone system
once these are programmed and started.

The EVM and AIB are well documented in [10] resp. 113, 1In
L7, pp. @24-32]1 the possibilities of the development system
and the implications of this for a communications program
resident in the IBM PC are discussed in more detail.

Later on in the project the development equipment has been
extended with a so-called cross—assembler, which allows us
to assemble source files on the IBM PC. This cross—assembler

is described in [12] and [131].
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2.5. Design_strategy
When we look back at the general SBC principle described in

2.2., we can discern the following functional blocks:

—-filtering
-bit-allocation
-coding and decoding

-multiplexing and demultiplexing

As a logical consequence the design work, implementation and
testing has been done in a modular way.

Firest the filtering has been realized and tested on proper
working. After that the bit-allocation has been added. This
was followed by adding the coding and decoding. Finally
everything bhas been supplemented with the multiplexing and

demultiplexing.
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An important and critical aspect of the SBC design is the
filter bank and its interaction with the sampling rate
reduction (decimation) in the transmitter and the sampling
rate increase (interpolation) in the receiver. A good recon-
struction of the speech signal, 8(n), requires a subband
splitting in the transmitter and subsequent subband c&ﬁbi-
ning in the receiver with an overall frequency response that
in magnitude equals 1| as best as possible.

If we leave out of consideration effects such as quantizati-
on noise, which are no direct consequence for filtering,
there are two effects that can cause the magnitude of the
overall frequency response to be not exactly equal to 1
everywhere. Both effects concern the fact that the filters
we deal with in practice are not ideal in their frequency
response, but contain beside the passband also a transition

band and a stop band.

-The reduction of the subband sampling rates is necessary in
order to maintain a low (16 kbit/s) bit rate in encoding
these signals. This sampling rate reduction introduces ali-
asing terms [14, pp. 304-3035]) in each of the subband sig-

nals.

—In the reconstruction process the subband signals are com-
bined together.As interpolation in the receiver takes place
with a filtering identical to the one in the +¢ransmitter;
after reconstruction the original signal has twice passed
the filter bank represented by the frequency respohses
Hy(f)y, Hy(f), ...,H,(f). So exact reconstruction requires:
IHy €)1 +1H, (F) 1 +. . +1H ()P =1, In places were this re-
quirement 1is not met, a ripple occurs in the response,
called reconstruction ripple. Reconstruction ripple mainly

occurs in the transition regions of the filter responses.



Thus concerning the filter bank development, aliasing and
reconstruction ripple have to be suppressed or avoided as
much as possible to accomplish a good speech signal recon-
struction.

In the following the design, implementation and testing of
the subband splitting and reconstruction method that has

been chosen for our SBC realization is discussed.

3.2. Design_considerations

Several methods exist for the splitting of the SBC input
signal into a number of mutually exclusive subbands [&1].
Some methods (15,16,17] are based on using a parallel bank

of bandpass filters, as shown in Fig. 3.
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Fig. 3: Parallel bank of bandpass filters for subband
splitting.

These filters may be conveniently realized by 1linear-phase
Finite Impulse Response (FIR) networks. However, to meet the
design requirements as mentioned in 3.1., very sharp transi-
tion band filters, i.e. very high order networks (ca. 200-
tap) with a strong stop band attenuation (ca. 45 dB) are
needed. Such filters would have a complexity that is far too
high, excessive delay and possible performance limitations

due to finite precision wordlengths if realized directly.
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A more convenient alternative [(18,19,20,211 is the use of a
tree-structured filter bank. Such a tree configuration works
by -successively ..splitting the signal into two subbands at.
each branching point, wusing a high-pass/low-pass filter
combination. The output from each intermediate filter is
downsampled to the appropriate Nyguist rate for the signal
and then applied to the next branching level for further

spectral division, see Fig. 4.
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Fig. 4: Tree-structured filter bank for uniformly

spaced subbands.

Besides this wuniform subband splitting also octave-spaced
subbands are possible when using the approach as shown in
Fig. S.
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Fig. S5: Tree—-structured filter bank for octave-spaced

subbands.
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If we would realize the tree-structured filter bank with the
usual FIR filters, without taking any special measures,
again very high order networks are needed.

However for the bandsplitting a technique called "Quadrature
Mirror Filtering" can also be used. Quadrature Mirror Fil-
ters (QMF's) have special phase and magnitude character-
istics which allow the splitting of a band into two equal
width subbands and, upon reconstruction, provide for the
cancellation of aliasing effects that occur during downsamp-
ling. Furthermore, as each band is splitted into two symme-
trical parts, it 1is not very difficult to see to it that
reconstruction ripple is strongly suppressed. Because of
these properties, lower order filters (32 to 12 tap), which
have fairly wide transition widths, can be used to cover the
entire speech band of interest without any spectral gaps in
the total response. Therefore, and also for some other
reasons to be discussed later, a tree-structured GMF bank

has been chosen for the realization of our SBC.

Fig. 6 reviews the basic configuration for a two-band SBC
design that will be used for the explanation of the QMF
bandsplitting and derivation of its design requirements.

The transmitter input signal s(n) is divided into two equal-
ly spaced frequency bands by low—-pass and high-pass filters,
hl(n) and h,(n), respectively. Each subband signal is redu-
ced in sampling rate by a factor of two, i.e. if f, is the
sampling rate of the input signal, f, /2 is the sampling rate
of the subband signals. In practice the subband signals are
then encoded and multiplexed for transmission, which in this
{modular) design stage will be left out of consideration.

In the receiver the subband signals are interpolated back to
their original sampling rates with the aid of similar low-
pass and high-pass filters. The sum of the two interbolated
subband signals, &(n), is the reconstructed version of the

input signal, s(n).
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General block diagram of a two-band SBC

(coding and multiplexing left out of conside-

ration)

(b)

Spectral description of the subbands.

To obtain the aliasing cancellation property, the filters

h,(n) and h, (n)

numbers of taps,

must be symmetrical FIR designs with even

i.e.,

hl(n)=hu(n)=0 for n<O and n>N-1 (1

where N (even) is the number of taps. The symmetry property

implies that

hz(n)=h1(N—1-n), n=0,1,2, ..., N/2-1, and (2a)

h, (n)=-h, (N-1-n), n=0,1,2, ..., N/2-1 (2b)
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Furthermore it i1s required that
hy (tm=(=1)" hy (n) n=0,1,2, ..., N-1 (3)

which is the mirror image relationship of the filters.

With the above constraints, the aliasing cancellation pro-
perty of the QMF bank can be verified easily. A derivation
is given in the appendix of [(20].

To suppress reconstruction ripple as much as possible, the
filters h, (n) and h,(n) jdeally must satisfy also the condi-

tion
1 2 -
IH[(f)I +IH, () I =1 (4)

where H,(f) and H, (f) are the Fourier transforms of h,(n)
and h,(n) respectively. This also can be seen from the
derivation in the appendix of (201.

The above filter requirement of eq. (4) cannot be met exact-
ly except when N=2 and when N approaches infinity. However,
it can be very closely approximated for modest wvalues of N,
Filter designs which satisfy eg. (2a) and appraoximate the
condition of eq. (4) and the lowpass characteristic can be
obtained with the aid of an optimization program. In prac-
tice '"Hanning window" designs, optimized by the "Hooke and
Jeeves algorithm" [6,21]1 will give satisfactory results,
Fig. 7 shows the frequency response characteristics for an
N=32-tap filter design, acquired with the above mentioned
technique. As can be seen from Fig. 7b, the requirement of
eq. (4) is satisfied to within 20.025 dB, which is more

than satisfactory for good SBC performance.

The GMF technique discussed for the two-band SBC from Fig.
ba can be applied in the same way at each branching point in
a GSBC that employs a tree—structured filtering into more

than two subbands.
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Fig. 7: Frequency response for a 32-tap QMF design [201
(a) Magnitude responses of the individual filters

(b) Magnitude response of the composite system.

Finally we have to sketch the form of tree-structured OQMF
bank that has been chosen. As we will see in chapter 4, some
adaption in the bit-allocation is necessary to achieve sa-
tisfactory reconstruction speech quality. However, if the
subbands are unequally spaced, this requires techniques of a
very high complexity. Therefore we have chosen uniformly
spaced subbands [6,18]1. Furthermore, the perceptual quality
of the recovered speech will increase as the number of
subbands increases. The number of subbands toc be used in
practice is a trade—off between recovered speech quality,
processing camplexity and delay in the filter bank. For our
purposes an eight—-band SBC has been found to represent a
good compromise [6]. |

A sketch of the ultimate filterbank design to be implemented

in the transmitter and receiver is shown in Fig. 8.
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Fig. 8: Eight-Band subband splitting an reconstruction

using a tree~structured QMF bank.

3.3. Implementation of_ the _chosen filter bank_algorithm

Here again, the basic principle of the implementation of the
eight-band tree-structured QGMF bank is discussed for the
case of a two-band SBC, see Fig. &éa. From the mirror image
property of the GMF bank described by eq. (3), we note that
the coefficients used for the upper and lower subband fil-
ters are identical, except for the signs of the odd numbered
coefficients. This property can be used to save a factor of

two in computation by sharing the computation between the

| + |
A 4o A4l) A hlso)
5(a) . 3 cenea >
7 [ 2’ T T

b 4(1)

L
L
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Fig. 9: @QMF bank structure that shares computation

between upper and lower filters.



filters in the manner described in Fig. 9, where hl(n)=h(n)
"

and h,(n)=(-1) hi(n). The partial sums of products are ac-
cumulated separately for the even- and odd-filter coeffi-
. cient _values. .. The.sum . of these two partial sums then gives
the lower subband signal, and their difference produces the
upper subband signal. Since the subband sampling rates are
one-half of the input sampling rate, an additional factor of
two is gained by computing the sums of products indicated in
Fig. 9 once for every other input sample. Thus, each sample
is shifted two delays in the shift register of Fig. 9 before
being used.

Because of this sampling rate reduction, the filter
structure of Fig. 9 can be divided into two parts as shown

in Fig. 10.

doulle ‘u//cr

on cycle o

cycle 2 7N

.
)
'
'
]

- 3
>

4

eI 98

o §
T
A 4bo) A4l Y A4l Vo ;
cycle 4 i ! E
Sin) =1 %‘ Prooc i .: :.
: g . P
» > oo — oot I
cycle o . : i
7 Vi) y 4ls) (A
.: ; 2 E
| + ] i
cycle o

Fig. 10: Polyphase GMF bank structure of a SBC trans-

mitter.

This structure is a two-band version of a more general class
of multirate structures sometimes referred to as polyphase
structures. As Fig. 10 shows, the inmput signal is separated
into two sets by a commutator. Assuming that the commutator
is in the lower position at time n=-1, the lower branch
receives odd values of s(n), i.e s(-1), s(1), s(3), ..., and
the upper branch receives even values of s(n), i.e. s(0),

s(2), s(4), «.» » Both branches now operate at one-half of
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the original sampling rate. 0dd values of s(n) are filtered
at odd sample times in the lower branch with an N/2 tap
filter of odd valued filter coefficients (cycle 0O0). Similar-
ly, even valued samples of s(n) are filtered in the upper
branch with a N/2 tap filter of even filter coefficients.
Furthermore double buffering is required when data computed
in one cycle are needed in another cycle. The outputs of the
even and odd filters are computed and stored in the left
buffer for cycles O and 1. For taking the sum and difference
the available data from the right buffer, which have been
computed in the previous 0 and 1 cycles, are used. At the
beginning of cycle O the data are transferred from the left
buffer to the right buffer. The sum in the lower branch of
Fig. 10 is computed in cycle 0, while the difference is
computed in cycle 1.

A similar efficient polyphase structure can be generated for
the QMF synthesis bank in the receiver. The resulting

structure is shown in Fig. 11, that speaks for itself.
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Fig. 11: Polyphase GMF bank structure of a SBC re-

ceiver.

So, in this GMF analysis and synthesis implementation, that
makes efficient use of the available DSP resources, the
computation load is evenly distributed between even and odd

time cycles of the input sampling rate. This also has been



one of the reasons for choosing the GMF technique.

Table 1 reviews the two-cycle control structure that is used

in the implementation of a two-band GMF splitting and recon-

-struction.

Table 1:

Control structure for two-band GQMF analysis

—— S D R e e e v - - —— —— —— —— = — — A —— a— —— ——

A. Transmitter

1.
2.
3.
4.

Double buffer
Create lower band output by summation
Input one sample of s(n)

FIR filter (lower branch)

Receiver

1.
2.

Double buffer

Create lower branch filter input by
subtraction

Input one subband sample and store
in left buffer

FIR filter (lower branch)

OQutput one sample of &(n)

Transmitter

1.

2.
3.

Create upper band output by sub-
traction
Input one sample of s(n)

FIR filter (upper branch)

Receiver

1.

Create upper branch filter input by
summation

Input one subband sample and store
in left buffer

FIR filter (upper branch)

Output one sample of &(n)



For the implementation of the eight-band SBC, this techniqgue
is repeated at each branching point of the filter tree. As
the eight-band SBC is a multirate system with an ultimate
sampling rate ratio of eight, it requires an eight-cycle
control structure. For each cycle only one out of the eight
possible paths in the GMF tree has to be passed through. A
modulo-8 counter, called PATH, is used to assign the path in
the QMF tree to be processed.

A sketch of the implemented OMF filter bank for the eight-
band GBC (transmitter), including the subband processing
sequence according to PATH, 1is shown in Fig. 12. For exam-
ple, during cycle 3 (PATH=3) a sample of subband 5 (2000-
2500 H2) is created by respectively passing through HIGH] in
the first GMF stage, HIGH3 in the second stage and LOW7 in

sin)

Ce e meracciac s e mrat s r e e e e mcmm—— == e

Frest :!a]e Second .x/aje

Taird s£q3 P

Fig. 12: GMF filter bank implementation for the eight-
band SBC (transmitter)
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the third stage. Also it has to be taken into account that
after high-pass filtering the input sigrnal into the 2-4 kHz
~part pnd_sgmpling_réte_rgquctiqn, the 2-3 kHz part is ob-
tained by high-pass filtering in stead of low-pass filter-
ing. This can be verified easily by an examination of the
spectra. Similar circumstances occur at some other parts in
the GQMF tree. As can be seen from Fig. 12, for PATH=0 to 7
the subband processing sequence is : 0-500 Hz, 3500-4000 Hz,
1500-2000 Hz, 2000-2500 Hz, S00-1000 Hz, 3000-3500 Hz, 1000-
1500 Hz, 2500-3000 Hz, being respectively subband 1,8,4,5,2,
74,3,6.

For the first GMF stage 32-tap FIR filtering is wused (16
taps for the upper branch and 16 taps for the lower branch).
For the second and third stage 16- resp. 12-tap FIR filter-
ing is used. The coefficients, as obtained by the Hooke and

Jeeves optimization method [21] are depicted in Table 2.

Table 2: Filter coefficients for 12- ,16- and 32-tap

1g-tap
h(0) =h(11)=-0.3B09699E-2 h(3) =h(B) =-0.84695F4E~1
h(1l) =h(10)= 0,1885659E-1 hi(4q) =h(7) = 0.8846992E-1
h(2) =h(9) =-0.2710326E-2 h(S) =h(6) = 0.4843894E+0
lé6-tap
h(0) =h(15)= 0.1050167E-2 h(4) =h(11)=-0.9666376E-2
h(1) =h(14)=-0.5054526E-2 h(S) =h(10)=~0.,9039223E-1
h(2) =h(13)=-0.2589756E-2 h(&) =h(9) = 0.9779817E-1
h(3) =h(12)= 0.2764140E-1 h(7) =h(8) = 0.4B10284E+0
32-tap
h(0) =h(31)= 0.6910579E-3 h(B) =h(23)=-0.4187483E-2
h(1) =h(30)=-0.1403793E-2 h(9) =h(22)=-0.3123862E-1
h(2) =h(29)=-0.126B303E-2 h(10)=h(21)= 0.1456844E-1
h(3) =h(28)= 0.4234195E-2 h(11)=h(20)= 0.529474SE-1
h(4) =h(27)= 0.1414246E-2 h(12)=h(19)=-0.3934878E-1
h(5) =h(26)=-0.9458318E-2 h(13)=h(18)=-0.9980243E-1
h(6) =h(25)=-0.1303859E-3 h{14)=h(17)= 0.1285579E+0

h(7) =h(24)= 0.1798145E-1 h(15)=h(16)= 0.4664053E+0




These coefficients are best represented in Q16 format (see
2.3.4.). In the beginning all time varying signals in the
GMF filter bank were decided to be represented in the same
format as the input signal s(n), i.e. in @15 format. Later,
as will be discussed in 3.5., these representations have
been adapted according to the properties of speech spectra.
For reasons mentioned in 2.3.2., all filter coefficients
(only 30, thanks to the symmetry property, eq. (2), of the
GMF's) are permanently available in data memory. The same
holds for the delay variables of the first QMF stage and
furthermore for all buffer variables. However, the delay
variables of the second and third QMF stage are stored 1in
program memory. See also [7, pp. 39-401].

Appendix € contains a listing of the source file of the
transmitter QOMF bank, appendix H that of the receiver QMF
bank.

3.4. Evaluation_ of the filter bank_performance

Proper working of the analysis and synthesis filter bank
implementation has been tested with the configuration as
shown in Fig. 13.

The analog input, s(t), is bandlimited and subsequently
converted to s(n) by B kHz sampling followed by A/D conver-
sion. Next the transmitter DSP, loaded with the QMF analysis

rveva PIY
Limibingane .)

oulpli

S]] band f 4/ s(a): QN?
analoglimibing ' b . 1
hp,u(' H .

bransm/iler receiver

Fig. 13: Test configuration for the analysis and

synthesis filter bank.
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program, creates for each 8 kHz s(n) sample a 1 kHz subband
sample. Each subband sample is transported in a parallel way
from the transmitter DSP to the receiver DSP. In the recei-
ver  DSP, loaded with the QMF synthesis program, for each"
incoming subband sample a 8 kHz output sample, &(n), is
produced. By D/A conversion followed by bandlimiting, 8(n)
is converted to the analog output &(t),

How the bandlimiting and the A/D and D/A conversion are
performed, will be discussed in chapter 7. The hardware
realization and synchronization of the parallel communica-
tion between transmitter and receiver system will not be
discussed, as it is not functional for the wultimate SBC
realization.

The transmitter DSP program is controlled by interrupts.
After each 8 kHz interrupt, created by the A/D converter, an
interrupt service routine is executed. In this interrupt
service routine a sample s(n) is read in and a created
subband sample is written out. When the interrupt service
routine has finished, the QMF program (for onre out of eight
paths) 1is carried out followed by a wait cycle for the next
interrupt. GMF program plus wait cycle together form the
main routine. |

The receiver DSP program is also controlled by 8 kHz inter-
rupts from the regained system clock, which in our circum-
stances is retained from the transmitter system (see also
chapter 7). In the interrupt service routine a subband
sample 1is read in and a reconstructed speech sample, &(n),
is written out. In the subsequent main routine, the inverse
GQMF program (for one out of eight paths) 1is carried out

followed by a wait cycle for the next interrupt.

So far the same GQMF principle also had been realized during
previous work [7,B8]1. Therefore objective measurements of the
filter bank performance give the same satisfactory results
(for the reconstruction a "flat" curve in the band of inte-
rest) as are extensively discussed and illdstrated in 73]
and (81].

A subjective test has been carried out by applying an analog
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speech signal from a tape recorder to the transmitter input,
and listening to the reconstructed speech signal via the
audio output of the receiver system. By short-circuit of
s(n) and &(n), processed speech could be easily compared
with unprocessed speech. The intelligibility of processed
and unprocessed speech was quite the same. However, proces-
sed speech appeared to suffer more from quantization noise,

due to the 16-bit representation used in the DSP's.

3.5. Improvement_of_ the subjectively perceived gquality

Till now, each time varying signal in the QMF tree has been
represented in Q15 format. Watching a long-term speech
spectrum as shown in Fig. 14, it 1is not difficult to see
that in general the amplitude range will not be the same for
each time varying signal in the QMF tree. So, as mentioned
in 2.3.4., the quantization noise can be reduced by choosing

an appropriate representation format for each signal in the

GMF tree.
Extensive testing, being a very time consuming affair, re-
sulted in the signal representation as depicted in Figq. 15.

The signals in the receiver have to be represented in cor-

| — . — you:] mele voices

male voices
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frequency n He
Fig. 14: Long—-term spectrum of speech based on mea-

surements by Beranek, Dunn and White [13].
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responding formats. This representation has been imple-
mented, performing a reconstructed speech guality that dif-
fers not or only marginally from unprocessed speech.

Thi§ -gajusfme%t of thé subbénd éiéﬁal _Fébrééentatibh- will
also turn out to be advantageous for the encoding of the
subband signals (chapter 5), as the dynamic ranges to be

covered are better specified.
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—
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v ermeece-adey
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Fig. 1S5: Signal representation in (transmitter) QMF
filter bank.
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3.6. Conclusign

The QMF technique has proved to be very suitable for the
implementation of the eight-band filter bank. We do not
exaggerate unduly if we call 8(n) a delayed replica of s(n).
However, the encoding of the subband signals into a 16
kbit/s bit stream, left out of consideration till now, will
cause a performance degradation by adding an amount of

quantization noise to the replica of s(n).



4. BIT-ALLOCATION

4.1. Introduction

As discussed in 2.2., after the subband splitting each
subband signal is coded independently into a number of bits.
The ultimate bit rate has to be 16 kbit/s. So, if we reserve
1 kbit/s for side and synchronization information (see also
chapter 6), 15 bits per ms are left to divide over the eight
1 kH2 subband signals. This division of 15 bits over the
eight subbands is determined by the bit-allocation. For
realizing a proper quality it is desirable (6] that the
number of bits, allocated to a subband, agrees with its
perceptual contribution to the overall subjective quality.
As can be seen from Fig. 14, this contribution will not be
the same for each speaker. The same holds for one speaker at
various moments. In other words, the bit-allocation, which
is optimal at one certain moment and for one certain spea-
ker, is not necessary the best at another moment and/or for
another speaker.

In this chapter the design and implementation of the bit-
éllocation algorithm that has been chosen for our purpose is
discussed. Also described 1is an experiment to test the

functioning of the implemented algorithm.

Three methods exist [46] for allocating the bits to the
several subbands. .

For the first one, called fixed-bit-allocation, the number
of bits allocated to a subband is the same at each moment
for each speaker. This method will not perform an acceptable
quality (3,231].

The second method, called dynamic bit-allocation, is a fully
adaptive bit-allocation algorithm, where the power is measu-
red in each band and the bits are successively allocated to
the subbands [23). Proper implementatiaon of this method (in

combination with the right coding algorithm) will lead to
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very acceptable results. However, this method requires a lot
of side information and delay and furthermore is far too
complex to fit the DSP device capabilities.

Therefore a compromise solution, called semi-adaptive bit-
allocation, has been chosen for the realization of the SBC.
A semi-adaptive bit—allocation scheme is, compared to a
fully adaptive bit-allocation method, relatively simple to
implement, yet gives a significant improvement in performan-
ce over a fixed-bit-allocation scheme. Furthermore the re-
quired side information is reduced greatly and, as we shall
soon see, the semi—-adaptive algorithm does not introduce any
additional delay over and above that of the GMF transmitter

filter bank.

The first OQMF filter outputs are used to obtain energy
estimates for the bit-allocation algorithm. The spectral
envelope estimate, approximated by the short-term-average
magnitude, 1is computed during a window, determined by the
average period for wich speech signals are stationary. This
is done for the speech in each of the subbands, 0-2 kHz (L)
and 2-4 kHz (H). At time intervals, dictated by framing
considerations (chapter 6), the ratio between average magni-
tude estimates for the two bands is used to form a three way
decision as to whether the speech is voiced, unvoiced or
intermediate. The following voicing decision scheme, recom-

mended in the literature (2,3,4]1, is used:

L/H > 20 voiced
1.5 < L/H < 20 intermediate
L/H < 1.9 unvoiced

Hysteresis is included in the decision—-making process to
prevent rapid strategy changes due to marginal decisions. If
the voiced strategy is already in use, L/H must be less than
10 to change back to the intermediate strategy, and for the
unvoiced strategy in use, L/H must be greater than 3 to
revert back to the intermediate strategy.

The frequency range 200-3200 Hz is seen as the band of
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interest [6,20] in a speech signal. The 0-200 Hz part con-
tains a lot of power that however is not important for the
intelligibility of speech. This part can even better be
omitted by the bandlimiting filter (Fig. 13) before the QMF
splitting takes place, since it has a wrong influence on the
voicing decision and causes a lot of aliasing, both resul-
ting in an inefficient coding of the subband signals. Also
the part above 3200 Hz, containing only very little power
(Fig. 14), is unimportant for speech intelligibility and may
be omitted by the bandlimiting filter (as this part contains
very little energy, the filtering required at this edge is
not as sharp as at the 200 Hz edge). To cover the band of
interest as best as possible, the bit-allocation assignment
for the three possible voicing strategies as shown in Table

3 is used [2,3,43.

band (kHz) 0.0 0.5 1.0 1.9 2.0 2.5 3.0 3.5

to 0.5 1.0 1.5 .0 2.5 3.0 3.5 4.0
voiced 4 &4 3 e c 0 o] (0]
intermediate & 3 =4 e 2 2 (0] 0
unvoiced 2 3 3 3 e 2 0] 0

As can be seen from this table, no bits are allocated to the
3-3.5 kHz subband (i.e. 3000-3200 Hz). Using these bits to
improve the coding of the other subband signals, results in

a better reconstructed speech quality than inclusion of

A
[

(W

coding of the 3000-3200 Hz part will do. By conseguence
is not necessary to split (and in the receiver to recon-
struct) the 3-4 kHz band in the GMF filter bank. However,
the 3000-3200 Hz part may not be omitted by the bandlimiting
filter, since it contributes to the voicing characteristic
of the speech signals.

Ultimately the voicing strateqy used also has to be trans-
mitted to the receiver. As there are only three possibili-

ties, the side information required is modest.
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The filter bank design, extended with the semi-adaptive bit-

allocation to be implemented, is sketched in Fig. 16.

The energy summation and the voicing decision itself are

straight implementations of the design discussed in 4.2.
(using appropriate representation formats for the variables,
need

all being directly stored in data RAM), and therefore

no further explanation. What really matters in the implemen-
tation of the bit-allocation algorithm is the synchronizati-
on with the rest of the SBC program.

For reasons to be discussed in chapter 6,

128 bits (8 ms)

a frame length of

is used in multiplexing the coded subband

signals. Speech may be considered to be in a stationary

state during a period of 8 ms. Therefore, each time a new

frame starts, the voicing strategy is updated in agreement

with an 8 ms energy measurement.

the first GMF stage,

As this energy measurement
we have to take into

third

takes place in

account the processing delay time in the second and
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stage of the GMF filter bank. This delay time is calculated
to be 11.5 ms. As the energy measurement takes B8 ms, after
the voicing decision it will last another 3.5 ms before the
first samples corresponding with the voicing decision enter
the PCM coders. Therefore the voicing decision takes place
3.5 ms before a new frame starts, at which the new strategy
is taken over (buffering is required). As the 3-4 kHz
subband is not transmitted and therefore not further split-
ted in the OMF filter bank, a lot of processing time is
saved by executing such voicing decision, where otherwise
the 3-4 kHz bandsplitting would occur.

To perform this synchronization a down-counter, called
FRAME, is wused in addition to the modulo-8 counter PATH,
introduced in 3.3. PATH determines the subband to be proces-
sed for an 8 kHz cycle. As discussed earlier, for PATH=0 to
7 this 1is the subband sequence 1,8,4,5,2,7,3,6. For one
frame this sequence has to be passed through eight times,
kept wup by FRAME. PATH is updated for each 8 kHz input,
FRAME is updated each time just before a subband 1 sample is
coded. At the beginning of a frame, the down-counter FRAME
is loaded with the value 7. Each time when PATH=0, FRAME is
adjusted. When FRAME=0 and PATH=0 the voicing strategy for
the PCM coding is updated and a new frame is started. When
FRAME=3 and PATH=5, being ca. 3.5 ms before a new frame
start, a new voicing decision is made.

In the receiver the same synchronization principle is used.
Here, no voicing decision has to take place. The voicing
strategy for the PCM decoding is retained from the side
information (available in the frame alignment word, chapter
). As in the receiver the PCM decoding is done before the
QMF reconstruction, FRAME is updated each time that PATH=7.
A new frame is started and the voicing strategy is wupdated
when FRAME=0 and PATH=7.

The whole synchronization is depicted in Fig. 17.
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FRAME 7 ?
PATH 01234567012345670123456701234567
SUBBAND 18452736184527361845273618452736

update voicing strategy

FRAME ? ? 1 0o
PATH 0183&56701234567&183#5673123#567
SUBBAND 18452736184527361845273618452736

voicing decision

(a)

FRAME 7 6

PATH O18345645183456%%123“56701834567
SUBBAND 184527361843527361845273618452736
FRAME 3 = 1

PATH 0183#56%%1234564%183Q56431834567
SUBBAND 18452736184527361845273618452736

update voicing
strategy
(b)

Fig. 17: (a) Frame synchronization in transmitter

(b) Frame synchronization in receiver.

The semi—adaptive bit-allocation software has been added to

the filter bank programs of appendix C and H.

4.4. Experimental check

After the DSP programs had been extended with the semi-
adaptive bit-allocation algorithms, some testing has been
done with the same configquration as shown in Fig. 13. Again
an analog speech signal was applied to the transmitter input
and listening to the reconstructed speech signal took place

via the audio ocutput of the receiver. Although the PCM
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coding and decoding had not yet been implemented, the per-
ceived quality of the reconstructed speech was not as good
as in the case discussed in 3.5. This is a consequence of
not tramsmitting the 3-4 kHz band. However, the quality, for
our purpose particularly the intelligibility, was still
fairly satisfactory. Therefore, during all further work this
quality has been taken to be the maximum qQquality that can be
achieved with our 16 kbit/s speech caoder.

This time, also an analog signal, corresponding with the
voicing strategy used, was retained from the transmitter
system (AIB) and applied to an oscilloscope. In this way the
changing of the veoicing strategy for different "types" of
speech has been confirmed. And indeed changes do not occur
within a 8 ms period. Mostly the voicing strategy is con-
stant for more than one 8 ms period, so the choice of 8 ms
as a period during which speech signals may be considered
stationary is adequate.

Furthermore, by setting breakpoints and single stepping
(2.4.) also the synchronization has been checked.

The suitability of the semi-adaptive bit-allocation and the
used bit assignments, shown in Table 3, can (apart from O
bits allocated to the 3-4 kHé band) only be tested if the
PCM coding and decoding has been implemented, and therefore

will be discussed in S5.4.2.
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S.1. Introduction

Before coding the different subband signals, an incoming
sample or difference between an incoming sample and an
estimation value of it (in case of differential PCM = DPCM)
has to be quantized. QGuantization takes place by allocating
one out of Eb quantization levels to the quantizer input,
where B is the number of bits assigned for the coding of a
subband. Next, the quantized value is coded into B bits.
Design of an efficient encoding scheme requires some know-
ledge of the statistics of the signal to be coded. If we had
an a priori knowledge of the statistics of the samples, a

nearly optimum quantization scheme would consist of:

-A quantizer matched to the probability density function
(PDF) of the samples to be quantized.
-A predictor optimized for the given autocorrelation func-

tion of the signal.

In digital sﬁeech—encoding systems, we have only a small
amount of a priori knowledge of the statistics which, in

addition, usually change with time.

-The long-period mean level differs from speaker to speaker.
-At a given mean level, the instaneous level changes because
of variatidns in speech sounds (c.q. split speech sounds).
-The correlations (as far as present) between successive
samples change because of variations in speech sounds (c.q.

split speech sounds).

To overcome these problems of unknown statistics, adaptive
quantization and (in case of DPCM) adaptive prediction
schemes can be used.

We will now discuss the PCM coder and decoder design that
best suits ocur purpose. Then the implementation and testing

of it is described.
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5.2. Design_considerations

Also for the coding of the subband signals several methods
are possible. Many of them are extensively discussed in [&,
e2,23,24,25].

Concerning the quantization, there are two possibilities,
fixed and adaptive quantizers. For reasons like unknown mean
level and variations of the instantaneous level, a nonadap-
tive quantizer will not provide an acceptable quality in our
situation. Therefore adaptive quantization has been chosen,
in which the EB possible quantization levels are not fixed
in time. For the adaption two schemes are possible. With the
first one, forward adaption, the adaption value is calcula-
ted from samples of the input signal. As this has to take
place in each subband, this method is far too complex and
furthermore requires serial buffering (extra delay) and a
lot of side information for transmitting the adaption values
to the receiver. The second scheme, backward adaption, is
more suitable. Here, the adaption value is calculated from
quantized samples. In the receiver the same can be done and
therefore no side information is required. Furthermore no
extra delay above the filtering delay time occurs, since the
buffering required is done in parallel. Hence for our SBC
design a backward adaptive quantization scheme (AGB) has
been chosen.

For the application of DPCM the following has to be taken
into account. With DPCM the complexity of the coder algo-
rithms, especially when the prediction is made adaptive,
increases. Furthermore, as there is little or no correlation
between the subband outputs (2], the predictor coefficients
will be close to zero [26]. So DPCM will perform little or
no quality improvement, while the complexity increases. For
these reasons it has been decided to use "simple"” PCM coding
without prediction,

We will now discuss the backward adaptive PCM method, chosen
for the (de-~)coding of the subband signals, in more detail.
See also [6,7,153,26].

A general scheme of a3 PCMAGBB coder is depicted in Fig. 18.
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Fig. 18: Block diagram of a PCMAQB coder.

For the quantization of the input signal x(n) a quantizer
with a midriser characteristic, as shown in Fig. 19, is
used. As can be seen from this figure, a value of x(n) in
the range [I(nM)#A(nM)3(I(n)+1)*#A(N)> results in @ quantized

value K(n)=(I(n)+0.5)*%4(n), where:

Atn)=stepsize (i.e. spacing between quantized levels)
at moment n,

I(n)=two's complement value representing one out of @2
qQuantization levels, i.e. the B-bit code word, at

moment n.

The output of the quantizer is the R(n) representing code
word I(n). The stepsize adaption strateqy used is based on
the one-word stepsize memory approach proposed by Jayant,
Flanagan and Cummiskey [23]. The robust stepsize adaption is

based on the relation:
Alr)=CA(n-1)3Y *M1T(n-1)1) (s)

where A4(n) is the stepsize used for the encoding at the nth
time sample and 4(n-1) is the stepsize that was used for the
(n-1)th time sample. The value of A(n-1) is raisedv to a
power y, where X(l is a coder parameter (to be discussed in
more detail in S5.3.). It is then multiplied by a (positive)
écale factor M(.) which is a function of the previous code

word I(n-1) to give the stepsize estimate 4(n). 1In general,
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Fig. 19: Uniform quantizer with 8 levels (B=3).

if the previous code word I(n-1) indicates that an upper

(absolute) quantizer level was used in encoding, a value of

M(.)>1 is wused to increase the size of the new stepsize
Aln)., If I(n-1) indicates that a lower (absolute) amplitude
level was used by the quantizer, a value of M(,)<1 is used

to reduce the estimation of the new stepsize A(n). Thus the
stepsize adaption algorithm is constantly attempting to
adjust the stepsize 4(n) such that it tracks the rms 1level
of the signal and scales the quantizer characteristic to
span the amplitude range of the signal. For practical rea-

sons the stepsize must be limited to the range:

-~
1]
~

Amin ¢ A(n) € Amax

to prevent A4(n) to grow beyond the limits of the number
representation adopted. The ratio Amax/a4min determines the
dynamic range that the coder can handle. In our case a ratio
of 2048, 66 dB, 1is taken, being within the range of the
digital arithmetic. The actual values of Amin and 4amax must

be different for each subband (each subband signal is coded



with its own PCMAQ@B coder), to match properly the dynamic
range characteristics of the coders to that of the subband
signals, as shown in Fig. 15.

The proportion of the amplitude range that is spanned by the
Quantizer at a particular time (i.e. for a particular step-
size A(n)) determines its "loading". If the range of the
quantizer is too small relative to the signal range, the
guantizer will overload and clip the signal. If it is too
large, the quantizer stepsize will be too large, and this
will result in an excessive quantization error or noise
(often referred to as granular noise). Thus the proper
loading of the quantizer is an important factor in maintai-
ning a good reproduction of the signal. The loading is
controlled by the choice of the parameters y and M(.).

In the receiver the same stepsize adaption algorithm is used
as in the transmitter, since this adaption takes place
according to the coded subband samples. A block diagram of a
PCMAGB decoder is depicted in Fig. 20. By consequence of the
midriser characteristic of the dequantizer an input I(n)

results in the dequantized value R(M)=(I1(nN)+0.3)%A(n).
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Fig. 20: Block diagram of a PCMAQB decoder.
S5.3. 1Implementation _of the_chosen_(delcoder_algorithm
By taking the logarithm, eq. (5) can be written in the form

din)=)y*d(n-1)+m(II(n=-1)1) 7)

where:
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din)=logd(n)
m(.)=1logM(.)
The stepsize adaption is then implemented by the circuit

shown in Fig. 21.
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Fig. 21: Stepsize adaption circuit.

The first table lookup converts values of I(n-1) to m(I1I(n-
1)1), and the second table loockup realizes the exponential
conversion from d(n) to A(n). However, as for the quantiza-
tion the wvalue 1/4(n) is needed, in the transmitter an
exponential conversion from d(n) to 1/A(n) has been imple-
mented. Thus it is seen that the adaption circuit consists
of two table lookups and a first-order recursive digital
filter which can easily be implemented. The advantage of the
method of using table lookups is, that it can be done rela-
tively fast and it can perform functions difficult to calcu-
late in the DSP.

An extra dc input (1-y)*d, is also applied to the circuit in
Fig. 21, and it is used to control the loading of the quan-

tizer. Thus eq. (7) has been modified to the form:
dim)=yxd(n-1)+m(1I(n=-1) 1)+ (1-)y)*d, (8)

where for d. has been chosen the practical value of approxi-

mately

, *log(amax/10) (?)
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Naw it is the right moment to discuss the parameter X . The
adaption leakage factor x, chosen to be y=0.99, forces the
realignment of the stepsizes between transmitter and recei-
ver after channel errors occur. Realignment will also occur
when the stepsize reaches its maximum or minimum value
according to eq. (6), even if Yy were chosen to be 1. Howe-
ver, a long time may pass before this maximum or minimum is
achieved. Since the cancellation of aliasing in the GMF bank
depends strongly on the exact tracking of the stepsizes 1in
each subband, it is therefore preferable to use a value of
X(l to dissipate any effects of channel errors more rapidly.
Another effect of the leakage due to Y is that the log of
the stepsize, that is d(n) in Fig. @21, tends to decay to
zero in the absence of the inputs m(I1I(n-1)1) and (1-))*d. .
By adding the term (1-y)*d, the stepsize toward which d(n)

decays can be set to any arbitrary level.

We will now discuss the implementation of the table lookups
(stored in program memory) in more detail. In the first
table lookup 1I(n-1) is converted to m(iI(n-1)1) according

to:
I(p=-1)—II(n-1)1—MUIT(n=-1) I )—m(iTI(n=-1)1) (10)

For each subband the same table is used. An appropriate base
for taking the logarithms has been found to be 10' . Choices
for the values of M(.) for different numbers of bits to
which the input signal has to be quantized are depicted in
Table 4. Experiments have shown that small deviations from
the presented values have very little influence on the
performance of the adaptive coder. The optimal representa-
tion format for the m(.) values is the @18 format.

The exponential table 1lookup is not the same for each
subband. Each subband has its own dynamic range spanned up
by 4min and Amax. The ratio Amax/4min is the same (2048) for
each subband.The values chosen for Amax and Amin, which have
been adapted to the dynamic ranges of the subband signals,

are depicted in Table 5. The six different tables have been
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1.5

obtained by taking the logarithm of 4max and &amin and divi-

ding the range between dmin and dmax into 127 uniformly

spaced parts, resulting in 128 entries (convenient for our
purpose)., For each entry the exponential conversion to 4 (in
the transmitter to 1/4) has been stored in the table. The

tables, created in this way, can be implemented very effi-
ciently. If each table is represented in its own optimal
format, only one table with 128 entries is needed to repre-

sent all six tables.

representation

subband f(H2) amin Amax format for A4

1 0-500 4.882813E-4 1 @15
2 500-1000 4,882813E~4 1 @15
3 1000-1500 e.441406E-4 0.5 Qlé
4 1500-2000 2.441406E-4 0.5 Q16
S 2000-2500 3.051738E-3 0.0625 Q19
6 2500-3000 3.051738BE-5 0.062S5 Q19
7 3000-3500 - - -

8 3500-4000 - - -

—— . — — ———————— . —————— . — —— _——— ——— s S —— ——— —— — A — —— 0 — " - S e — —— ————
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For example, 48min and Amax for subband 1 are optimally
represented in Q15 format, resulting in the integer values
to be implemented of 16 resp. 32767. For subband S 4amin and
Amax are optimally represented in Q19 format, which also
results in the integer values of 16 resp. 32767. The same
holds for intermediate values of 4. So for each subband this
table has to be interpreted with its own representation
format and its own input range dmin to dmax. The entries of
this table, d(n), are for each subband optimally represented
in Q14 format. So this way of implementing allows us to work
with six exponential table lookups, matched to the dynamic
ranges of the different subband signals, for the price of

only one.

Since the six PCMAQGB coders, as mentioned above, have a lot
in common, they have been all brought together in one PCMAQGB
coder subroutine, that in some points is passed through
differently for the different subband signals. To accomplish
this, tables in program memory are used for storing con-
stants as (1-Yy)#d., dmin, dmax and the bit-assignments, and
for updating variables as d(n) and I(n). These constants and
variables are different for each subband and therefore each
table contains one entry for each subband. To synchronize
with the rest of the SBC program, again the variable PATH is
used to determine the subband to be coded. The same holds
for the PCMAQB decoders in the receiver.

The essential points in the coding and decoding subroutines,
see appendix D resp. G, are discussed below. For a listing
of the table 1lookups is referred to the program memory

initializations in appendix B and F.

After the GMF routine, in the transmitter, has delivered a
subband sample to the PCMAG@B coding routine, the following
takes place. First the subband sample is identified using
PATH (=0 to 7). This means reading in the number of code
bits, dictated by the voicing strategy in use, and reading
in the dynamic range (i.e. dmin and dmax) for d(n). Then the

stepsize adaption algorithm is executed to determine the new
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value of 1/74(n) to quantize with. This is done by reading in
the previous coded result for that subband, I(n-1), followed

by the determination of m(II(n-1)1), (1-Y)#d, and yrdin-1).

Adding the former three values acco;ding to eq. (8) will
lead to the new value of d(n). This new value of d(n) is
checked on lying within the dynamic range spanned by dmin
and dmax; if not, saturation to dmin or dmax takes place.
The remaining value of d(n) is saved in its table in program
memory. Then d(n) is rounded to one of the entry points of
the exponential table lookup, ultimately leading to 1/4(n).
Having this value of 1/4(n) the quantization takes place by
multiplying it with the subband sample delivered by the QMF
routine and taking the integer part of the product. Accor-
ding to the midriser characteristic of the quantizer this
results in the two's complement code word I(n). After check-
ing the range of it, dictated by the number of code bits,
and possible saturation the code word I(n) is saved in its
table in program memory. Later the multiplexer, to be dis-
cussed in chapter 6, will use this table of code words I(n)
to create a 16 kbit/s data stream.

In the receiver, the demultiplexer will recover the table of
code words I(n) from the 16 kbit/s data stream. This table
will be wused by the PCMAQGB decoder to reconstruct the
uncoded subband signals. When this decoding routine is cal-
led, first the stepsize 4(n) is determined, in the same way
as described for the transmitter. Then the subband sample to
be decoded, according to PATH, is read in. After adding 0.5
to this value of 1(n), multiplication with 4(n) takes place,
resulting in a dequantized subband sample according to the

midriser characteristic. After checking the range of thi

n

reconstructed subband sample and possible saturation, it is
delivered to the inverse GMF bank for further processing.
For more details about the coding and decoding algorithm is

referred to the source files, listed in appendix D and G.
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S.4. Tests_and _results

For testing the implemented PCMAR@B coders and decoders,
again the test configuration as shown in Fig. 13 has been
used. Only the DSP programs used in this stage differ from
those used in Fig. 13. The main routine in the transmitter
DSP has been extended with the PCMAGB coding module. After
the GMF program has finished, the PCMAQRB program is passed-
through. Then the wait cycle follows. The same holds for the
main routine in the receiver DSP. However, here the PCMARGB
decoding is passed-through before the inverse GMF program is
called. The configuration of the DSP programs, also inclu-
ding the extensions for the semi-adaptive bit-allocation, is
sketched in Fig. 22.
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coders and decoders.

Again tests with speech signals have been carried out, which
is necessary due to the adaptive schemes in the SBC algo-
rithm. In all tests the analog speech input was applied to

the transmitter system input, and listening to the recon-
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structed speech signal took place via the audio output of
the receiver system. For some kind of objective checking,
the recons@ru;@ed”_§pge;h_sign§§ was also visualized on a
memory oscilloscope. Furthermore, the reéonstructed speech
quality could easily be compared with the maximum quality
that can be achieved (up to 3 kHz bandlimited speech quali-
ty, see 4.4.) by skipping the PCMARB coding and decoding (by

means of a hardware switch connected with the DSP's).

S.4.1. Performance of the coders and decoders

To confirm the proper working of the coding and decoding
itself, the influence of the bit-allocation assignments was
eliminated by coding each subband signal with 4 bits. This
was allowed, by the fact that the communication between
transmitter and receiver system still was performed in a
parallel way and not serial. The performance of this 24
kbit/s SBC was rather good. The reconstructed speech differ-
ed only very little when compared with uncoded, up to 3 kHz
bandlimited, speech.

The loading of the (de-)quantizers was subjectively checked
by switching off (in software) the saturation actions in the
coding and decoding, since many saturation actions indicate
an improper loading of the (de-)guantizers. This resulted in
some Qquality degradation, but not so much as to conclude
that the (de-)quantizers were improperly loaded.

Also, the proper loading of the (de-)quantizers has been
confirmed objectively, as the behaviour of the reconstructed
speech signal showed no excessive clipping on the memory

oscilloscope. Finally, also the correctness of the cod

m

words in the tables of the transmitter and receiver programs

was verified.

After the proper working of the coder and decoder principle
had been confirmed in this way, the coding into 16 kbit/s,
i.e. the influence of a bit-allocation different from 4 bits

per subband sample, could be tested.
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5.4.2. Performance of the chosen bit-allocation method

First the semi—adaptive bit—-allocation method with the as-
signments as shown in Table 3, (eliminated in the former
testing) was restored. Then the same tests, as described in
S5.4.1., have been carried out. The intelligibility of the
reconstructed speech was fairly satisfactory. However, a
quality degradation, compared to uncoded up to 3 kHz bandli-
mited speech, was noticeable. Furthermore, tests with seve-
ral listeners have been carried out to compare the semi-
adaptive bit-allocation with fixed-bit-allocation and also
to try out other bit assignments. Notwithstanding the fact,
that in some cases differences were difficult to perceive,
the semi-adaptive bit-allocation with the assignments from
Table 3 appeared to provide the best overall performance.
However, the difference with fixed-bit-allocation was less
than expected from the argument given in 4.2.

Finally the loading of the (de-)gquantizers has been investi-
gated, which proved to be proper. This is not only a conse-
quence of a convenient stepsize adaption algorithm but also
due to an appropriate representation of the subband signals
(see 3.S5.) and the use of "six different" exponential table
lookups (5.3.). In the development work, preceding the ulti-
mate realization of the coding and decoding described above,
also tests have been carried out, where all subband signals
were represented in the same Q15 format and were coded using
the same exponential table lookup for each subband signal.
This resulted in a reconstructed speech signal that excessi-
vely suffered from audible clipping and "clicks"”" due to an
improper loading of the (de~)quantizers. Also a dynamic
range for the exponential table lookups smaller than 66 dB
has been tried out, resulting again in an improper loading
of the (de-)quantizers. By the way, due to this dynamic
range, the different values of Amin are such, that ih peri-
ods of silence (I(n)=0 and A4{(n)=Amin; reconstructed subband
sample =(0+0.5)%*amin) 1/2 Amin causes no audible output upon

reconstruction.



5.5. Canclusion

The 16 kbit/s coding and decoding of the subband samples,
-using 2,3 or 4 bit PCMAQB-and-a semi-adaptive bit-allocation
algorithm, results in adding an amount of gQuantization noise
to the replica of s(n) (3.6.). However, the perceived quali-
ty of the reconstructed speech signal, especially the intel-
ligibility, is considered acceptable for our applications.
At this stage the actual Subband Coding and Decoding has
been realized. The only thing left to be described is the
realization of the multiplexing and demultiplexing to per-

form the serial 16 kbit/s communication.
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6. MULTIPLEXING_AND_DEMULTIPLEXING _OF _THE _CODED_SUBBAND

6.1. Introduction

To create, after quantization and coding, the ultimate seri-
al 16 kbit/s data stream, the subband signals together with
the side information and synchronization bits are multiple-
xed. This multiplexing has to be performed in a controlled
way; by demultiplexing it has to be possible to recover the
coded subband samples, the side information and the synchro-
nization bits. This can be accomplished by multiplexing the
data to be transmitted into a repetitive framed sequence.

Important features, coupled with the multiplexing and demul-

tiplexing are:

~Synchronization between transmitter and receiver, i.e.
frame alignment.

i) The time for alignment with 99% probability must not
seriously disrupt the speech communication. It is usually a
compromise between the time taken to confirm the presence
of the framing pattern and the risk of incorrectly aligning
to random imitations of it.

ii) False indications of lost frame alignment for an error
rate of ca. 1:10’ must not occur too frequently.

-Frame organization.

The composition of a frame in the 16 kbit/s serial data
stream has to match the framing,i.e. the subband processing
sequences and the voicing strategy changes (Fig. 17) in the
"actual" (without (de)multiplexing) Subband Coder and Deco-

der algorithms. This to avoid excessive buffering.

The bit synchronization in the demultiplexer is assumed to
be 1located in a (higher order) part outside the Subband
Decoder algorithm, where the demultiplexing of the Subband
Coder signal (16 kbit/s) and another signal (see 1.) has to
be done. Therefore the bit synchronization will not be

described here.
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In this chapter the design, implementation and testing of
the multiplexer and demultiplexer for our SBC will be dis-

cussed.

6.2. Design_considerations

Based upon recommendations from literature [(3,27) and previ-
ous work [6,8,28] it has been decided to use the following
strategies for the framing and synchronization.

To acquire frame alignment, when the first bits are received
or alignment has been lost, it is for the demultiplexer to
search for and recognize the Frame Alignment Word (FAW),
present in a fixed position in each frame. Then the demulti-~
plexer has to lock its timing counters into the correct
phase relationship with the incoming signal, and examine the
FAW in two successive confirmatory frames. Non-recognition
of the FAW in its expected position in either of these two
frames causes a recommencement of the search. This is done
to safeguard against false alignment by imitations of the
FAW within the signal.

The minimum time that is necessary to acquire and confirm
frame alignment is, therefore, between 2 and 3 frame peri-
ods, depending on the point within the frame that a valid
signal 1is applied and the search commences. However, the
incoming signal contains an essentially random occurence of
ones and 2eros in the information digit time-slots, and
there 1is a probability of these digits imitating the FAW.
The probability of an imitation in any position is 2" for a
random bit stream, m being the number of bits in the FAW.
Such imitations of the FAW will lead to an increase of the
time required to acquire frame alignment, due to the greater
number of false starts; the false alignment being rejected
at the first or second confirmatory frame. _

The time, t;, to acquire frame alignment with a 99% probabi-
lity of not being exceeded can be estimated using the follo-
wing simplified formula for the alignment strategy described

above:
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t, =F(3+(F-1)2"+2#3[(F-1)2"1** }/16 milliseconds (11)

where:
F is the total number of bits in a frame of the multi-
plexed signal.

m is the number of bits in the FAW.

To avoid false alarms due to bit errors as much as possible,
frame alignment is considered to have been 1lost when &
consecutive FAW's are inrorrectly received in their predic-
ted positions. The probability of random digital errors
causing this condition to be fulfilled 1is approximately
(mpﬁ when p, the bit error rate, is low; better than, say,
1:10° . It follows that the mean time between false losses of

frame alignment for a given error rate is,
t, =F/C{16¢(mp)’ >  milliseconds (12)

To meet the requirements i) and ii) in 6.1., t, has to be
small (order of ms) and t; has to be large (order of hours).
Appropriate values for the frame length F and the FAW length
m have been chosen to be 128 resp. B8 bits. In that case the
frame duration is 8 ms and the information bit rate is 15
bits per ms. These choices have already been used in desig-
ning the bit-allocation and synchronization for the "actual"

Subband Coding and Decoding (chapter 4).

With respect to the organization of a frame, the following
can be said. As mentioned above, for synchronization reasons
the first B bits of such an 128 bits frame contain a FAW. As
the side information, required for our 6BC design, only
concerns the bit-allocation (3 possibilities) used for the
coding of the subband samples during a whole frame period,
this 1is inserted in the FAW. So three FAW's are possible,
each being composed in a special way to reduce the probabi-

lity of imitating it:
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FAWl = >76 voiced
FAWE = >96 intermediate
FAW3 >CC unvoiced

The remaining 120 bits are all used for transmission of the
coded subband samples. These 120 bits are filled in, taking
into account the way of subband processing in the "actual"”
SBC, see Fig. 17.

Before describing the implementation of the multiplexer and
demultiplexer themselves, we will discuss the application of
the 16 kHz clock signal, needed to create a 16 kbit/s bit
stream. As discussed earlier, the "actual" SBC algorithms
are controlled by an 8 kHz interrupt signal, updating the
timing variables PATH and FRAME. Therefore, to complete the
overall ©&SBC system, the DSP programs have been adapted as
follows.

The transmitter DSP is controlled by interrupts, from now on
a 16 kHz clock signal. Each 16 kH2 interrﬁpt created by the
A/D converter (see chapter 7) causes an execution of the
interrupt service routine. In this interrupt service routine
a sample of s(n) is read in, followed by a call of the
multiplex subroutine to create one bit to be written out,
The main routine is passed-through for every other 16 kHz
interrupt (let say the odd ones), realizing the same B8 kHz
control as before. In this main routine, thus once interrup-
ted by a 16 kHz interrupt, the GMF filtering and PCMAQRB
coding is carried out, followed by a wait cycle for the next
odd interrupt.

The receiver DSP program is controlled by 16 kHz interrupts
from the regained system clock, for which again the trans-
mitter system clock has been used. In the interrupt service
routine the demultiplex subroutine is called to read in one
bit frém the 16 kbit/s stream and furthermore a reconstruc-

ted speech sample, 8(n), is written out. In the main routi-
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ne, to be passed-through for every other interrupt, the
PCMAQB decoding and the QMF reconstruction takes place,
followed by a wait cycle for the next odd interrupt. Howe-
ver, when the receiver ig not in alignment &(n) is set to
zero, without calling the PCMAQB decoding and QMF recon-
struction routines.

Furthermore, considering the 16 kHz transmitter input, s(n),
only one out of two inputs is used in the main routine. In
the receiver, the reconstructed output from the inverse QMF
filtering 1is a sample sequence with a rate of 8 kHz. To
reduce the aperture effect [14, pp. 302-304] this sequence
is interpolated to obtain the ultimate output signal, &(n),

with a sampling rate of 16 kHz.

To accomplish the whole synchronization, beside the variab-
les PATH and FRAME a variable called STATE is used. STATE is
a modulo-16 counter, being updated for every 16 kHz inter-
rupt. So, for every odd value of STATE, PATH is updated and
the main routine (in transmitter or receiver) is passed-
through. As discussed in 4.3., FRAME is updated for every
sequence of PATH from O to 7, which has to be done eight
times for one frame period in the "actual" Subband Coding or
Decoding.

Now the multiplexer and demultiplexer implementations are

discussed in more detail.

6.3.1. Multiplexer

Apart from timing considerations, the multiplex algorithm is
not very complicated. Each time the multiplex routine is
called, a wvariable 1is checked to determine the sort of
information, i.e. from the FAW or a certain subband, to be
transmitted. A second variable is checked to determine which
bit from that FAW or subband has to be transmitted. The
transmission of each bit is done via a send buffer. Each
time before the first bit of a FAW or coded subband sample
has to be transmitted, the send buffer is loaded with that

FAW or subband sample code word. The FAW is retained from
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the bit-allocation decision network, while the coded subband
samples are retained from the "I(n) table" (see 95.3.) in
program memory. The variable that indicates the bit to be
.transﬁifteaiis Qpaafed-fbr-ééch‘bit-seﬁf; >Tﬁe ;aéiéble tﬁgé'
indicates the sort of information to be transmitted is
updated after the last bit of the send buffer has been sent.
To match the way of subband processing in the GMF splitting
and PCMAQB coding (Fig. 17) first the bits from subband 1
are sent, followed by sending the bits from resp. subband
4,5,2,3 and 6. This sequence is repeated eight times for one
frame. The. sending of these eight sequences is preceded by
sending the FAW of the frame. Furthermore, to ensure that
each subband sample is retained from the "I(n) table"” on the
right moment (i.e. after it has been created and before the
next sample of that subband is created) the multiplexer
frame periods are delayed three 16 kHz interrupts (being the
minimum possible) with respect to the frame periods in the
"actual"” transmitter SBC. The subband processing in the GQMF
splitting and PCMAGB coding for one frame period, and its
corresponding multiplexer frame for the three voicing stra-
tegies resp. voiced, intermediate and unvoiced, are depicted
in Fig. 23. 1In this figure, the numbers in the upper line
represent the subband processed in the QMF splitting and
PCMARGB coding between two odd 16 kHz interrupt service

routines. The numbers in the next line represent the subband
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Fig. 23: Frame composition in multiplexer with

respect to a subband processing frame.
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from which a bit is sent in a 16 kHz interrupt service
routine for the voiced bit-allocation strategy; a "F" repre-
sents a FAW bit. The same holds for the third and fourth
line, but then for the intermediate resp. unvoiced bit-
allocation strategy.

The source file of the multiplex subroutine is listed 1in

appendix E.

The demultiplex algorithm is more complex, as it also has to
take care of the frame aligmnment. Each time the demultiplex
routine is called, it is determined whether the receiver is
in alignment or not.

When the receiver is not in alignment, either a search for a
FARW takes place or, when a FAW already has been detected,
the confirmatory stage i1s executed. For the FAW search, a
received bit 1is inserted in the receive buffer (a shift
register), which 1is subsequently checked on containing a
FAW. If a FAW is detected, then in the next demultiplex call
jumping to the confirmatory stage takes place, otherwise
again a FAW search is executed. In the confirmatory stage, a
received bit is inserted in the receive buffer and, if it is
the moment to expect a FAW (128 bits after the previous
FAW), the receive buffer is checked on containing a FAW. In
the demultiplex calls, Jumping to this confirmatory stage
repeats until alignment is definitively confirmed or denied.
When denied, the next demultiplex call concerns a FAW
search. When confirmed, the receiver timing is set by loa-
ding the synchronization variables STATE, PATH and FRAME
with the appropriate values, and in the next demultiplex
call demultiplexing takes place according to the "in align-
ment situation”.

When the receiver is in alignment, the inverse of the multi-
plex algorithm is executed. Again two variables are used to
determine which bit for which subband or FAW is to be recei-
ved. The received subband samples are stored in the "I(n)

table" (see 5.3.) in program memory. The side information
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retained from a received FAW is delivered to the wvoicing
strategy buffer. The only action without a corresponding
action in the multiplexer, is the alignment check when a FAW
is received. When 4 consecutive FAW's are incorrectly recei-
ved in their predicted positions, the "in alignment situati-
on" is left and the next demultiplex call results in a FAW
search.

The demultiplexer frame for the three possible voicing stra-
tegies, matching the subband processing in the PCMAQRB deco-
ding and OMF reconstruction for a corresponding frame peri-

od, is depicted in Fig. 24. As the subband samples first

FIFVFLFVFLFLAVFL ) 7] 1) ] A 2|22 313//) S8 21 3]1313 /| /] /] 194 4s1s]2]2] 2| ¢} 5 lf///ﬁsl sle|2|e
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Fig. 24: Frame composition in demultiplexer with

respect to a subband processing frame.

have to be received before they can be processed, in this
figure the numbers in the upper three lines represent the
subband or FAW (F) for which a bit is received for the resp.
bit-allocation strategies: voiced, intermediate and
unvoiced. The numbers in the last line represent the subband
processed in the PCMARB decoding and GMF reconstruction
("actual" Subband Decoding). As can be seen from this figu-
re, to process each subband sample (retained from the "Id(n)
table") on the right moment, the frame periods in the "actu-
al” Subband Decoding are delayed eleven 16 kHz interrupts
(being the minimum possible) with respect to the demultiple-
xer frame periods.

The source file of the demultiplex subroutine is listed in
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appendix I,

With the configuration from Fig. 13, the 8 kHz A/D and D/A
conversions replaced by 16 kHz A/D and D/A conversions and
the DSP programs updated to perform the functioning depicted
in Fig. 25, experiments have been carried out. Again analog
speech was applied to the transmitter system input and the
audio output of the receiver system was used to listen to

the reconstructed speech.
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Fig. 25: Block diagram of the implemented Subband
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After starting up the transmitter and receiver program,
frame alignment in the receiver was acquired very fast
(hardly to perceive). When in alignment, the perceived qua-
lity obtained with this "serial 16 kbit/s SBC" was exactly
the same as that obtained for the "parallel 16 kbit/s SBC®
(S5.4.2.). Furthermore, proper functioning in situations that

cause loss of frame alignment and frame realignment has been

lwyonr s‘(n
12 éars
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confirmed by imitating these situations (interrupting the
communications and/or synchronization).

”A}so,> for these situations, the necessity of an adaption
leakage factor y<1 in the PCMAGB (de-)coding, eq. (8), has
been proved. Choosing this factor equal to 1 resulted in a
lasting mis—adaption between the PCMAQRB coding and decoding

stepsizes, leading to unintelligible reconstructed speech.

So, also the multiplexer and demultiplexer implementations
may be considered to function properly. With that, as these
were the last modules to be added, the description of the
SBC realization concerning the DSP implementations has fi-
nished. Therefore Fig. 29 is the block diagram of the imple-
mented Subband Coder and Decoder.

All the necessary source files are listed in appendix B to E
for the transmitter DSP, and in appendix F to I for the

receiver DSP.
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7.1. Introduction

So far the hardware environment of the DSP's, also necessary
for a proper working SBC realization, has been left undis-
cussed.

In this chapter we will discuss the essentials of the band-
limiting, the A/D and D/A conversion and furthermore the
serial transmission from transmitter to receiver DSP.

For detailed information about the A/D and D/A converters,
and for a hardware scheme of the AIB (pin connections etc.)

is referred to the AIB book [111].

7.2. 1/0_of_the_transmitter DSP

The 16 kHz 12-bit linear PCM digital inmput, s(n), to the
transmitter DSP, and the 16 kHz interrupt signal that con-
trols the DSP program (6.3.) are created in the following
way.

The analog speech signal, s(t), is bandlimited, for which in
our case a standard telephaone-channel filter (appendix A)
has been used. Then the signal is applied to J2 of the AIB,
which is via a sample-and-hold-circuit the A/D converter
input. Via the software in the DSP program, this A/D conver-
ter is programmed to operate with a sampling rate of 16 kHz,
and to deliver beside the s(n) signal also a 16 kHz inter-
rupt signal to the DSP. In short the A/D converter works as
follows. Upon receipt of a start-of-conversion signal (pro-
grammed to be a 16 kHz clock signal) the A/D conversion
starts, and after the conversion has been completed, an end-
of-conversion signal is created and applied to the interrupt
pin of the transmitter DSP. This causes an interrupt (16
kHz) to read in the A/D converted sample and to control the
DSP program. The end-of-conversion signal is also used for
taking a new sample in the sample—and-hold-circuit. Further-
more, the analog speech signal is supposed to match the

dynamic range of the A/D converter, which can be achieved by
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means of an amplifier.

The serial 16 kbit/s output stream from the transmitter can
be retained from pin 38 of port Pl (a buffered AIB output
port). This port Pl is ﬁfbgfémhed via the DSP prégréh to
operate in the sample delay mode, to ensure periodicity in
the 16 kbit/s output stream. This means that an output bit
from the transmitter DSP is first stored in a primary
buffer. By means of a pulse from the same 16 kHz start-of-
conversion signal as mentioned above, it is transferred to a
secondary buffer, being the interface with the '"outside
world”. As the primary buffer is filled via the DSP program
far before a start-of-conversion pulse occurs, it always

contains stable data on the moment of transfer.

In the receiver system, the clock signal that controls the
DSP program is not created on the AIB itself as is the case
for the tramsmitter system. In the receiver system an exter-
nally regained 16 kHz system clock (to be discussed in 7.4.)
controls the synchronization.

The serial 16 kbit/s input stream to the receiver system has
to be delivered to pin 12 of port P1. Via the DSP program
this AIB input port is programmed to operate in the asyn-
chronous receive mode. By means of a pulse from the regained
system clock a bit from the input stream is clocked into an
input buffer. As the regained system clock is applied to the
interrupt pih of the DSP, this pulse also creates an inter-
rupt ¢to read in the buffered input bit and to control the
DSP program.

The 146 kHz digital output samples, 8(n), from the receiver
DSP are delivered to the D/A converter that is programmed to
operate in the transparent mode. Each sample is directly D/A
converted without double buffering. Next, the D/A converted
signal is bandlimited with a up to 4.7 kHz bandlimiting
filter resident on the AIB. Finally, the analog output is
available via J3, or, when an audio output is desired, via

J4 (AIB outputs).



_6'7_

7.4. Communication between_transmitter_and receiver_system
As mentioned in 6.1., in the receiver the system clock is
assumed to be regained in a (higher order) part outside the
subband decoder algorithm. Therefore, for our (testing)
purposes this clock signal has been retained from the trans-
mitter system (hard-wired clock). The signal taken, 1is the
16 kHz end-of-conversion signal., An end-of-conversion pulse
occurs ca. @25 us after a start-of-conversion pulse used in
the transmitter system to clock-cut a bit of the 16 kbit/s
stream. So, when this end-of-conversion signal is used as a
regained system clock in the receiver, always stable data
are clocked into the input buffer of the receiver system.
Furthermore in this way the transmitter and receiver DSP
programs are controlled by the same 146 kHz clock.

In the transmitter system, the end-of-conversion signal is
retained from pin 9 of U40 on the AIB, and is via a S0 {l
line driver (SN745140N) applied to a BNC connector. In the
receiver system, this end-of-conversion signal is via a BNC
connector applied to pin 13 of port Pl.

If both pin 38 of port Pl in the transmitter system and pin
12 of port Pl in the receiver system have been conneéted
with a BNC connector too, the communication between trans-
mitter and receiver system is realized by means of two
coaxial cables. One for the 16 kHz system clock and one for
the 16 kbit/s serial data stream.

With a frequency counter the system clock frequency has been
measured to be 15.974 kHz.

7.95. 0Outline_of_the_hardware_configuration_that realizes_a

In Fig. 2& a simple diagram of the SBC hardware and its
connections is shown. Furthermore, for the AIB's, to perform
the functioning as described in this chapter its jumpers
have to be set according to the settings depicted in Table
6.
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Jumper setting
E1l 4-35

E2 don't care
E3 don't care

E4 not connected

ES 2-3
Eb 1-2
El don't care
E2 1-2
3-4
E3 1-2

E4 not connected
ES 2-3

Eb6 don't care

transmitter
Connects J2 input jack to A/D (bypasses
filter)

Leaves Vcc pin on target socket open
Connects A/D end-of-conversion signal to
interrupt pin of TM532010 emulator socket
Connects sample and hold to A/D input

—— - ——— ————— ——————— —— i ——— A ———— —— —— " = ]—— —d——— S ——

receiver

Cormnects output filter to J3 output jack
Connects D/A converter to output filter
Connects analog output to audio amplifier
Leaves Vcc pin on target socket open
Connects regained system clock to inter-

rupt pin of TMS32010 emulator socket

e ————— — —— ———————————— ——— i ———
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8. UTILIZATION_OF THE_TRANSMITTER_AND_RECEIVER_DSP

At all stages in the design of the Subband Coder, a prime
consideration was the optimum use of the DSP resources.
Table 7 illustrates the allocation of processing time for a
0.125 ms period (in which one 8 kHz speech sample is proces-
sed) and the utilization of program and data memory. The
brackets () indicate the percentage use of the total avail-
able resource. Concerning the processing time, the worse
case situations are depicted. Table 8 shows the decoder
utilization for the inverse processes to restore the origi-

nal speech signal.

function processing time program memory
instruction cycles/0.125 ms RAM locations
Initialization - 391
Main program 19 16
Interrupt service 68 34
routine .
QMF subroutine 217 668
PCMAQB subroutine 110 110
Multiplex subroutine 80 282
total 494 (79%) 1301 (37%)

Data memory {(number of RAM locations)=123 (87%)
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Table 8: Receiver DSP utilization

function processing time program memory
instruction cycles/0.125 ms RAM locations

Initialization - 391
Main program e 23
Interrupt service 74 40
routine
Inverse GMF subroutine 230 &75
PCMAQB subroutine 117 118
Demultiplex subroutine 105 396

total S48 (88%) 1643 (40%)

Data memory (number of RAM locationg)=129 (90%)

-t I S . - T An W e - EE M R T A EE T R W W R e sy T S T R S A . A R S e e A ——

Considering processor speed and data RAM utilization, we may
conclude that the DSP capacities are almost completely ex-—
ploited. Using one DSP for the transmitter and one for the
receiver, a more complex SBC algorithm can most probably not

be realized.
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9. SUGGESTIONS_FOR_(POSSIBLE)_ IMPROVEMENT_OF_ THE_SUBBAND

So far, the bandlimiting in the transmitter and receiver
occurs via resp. a standard telephone-channel filter and a
lowpass filter resident on the AIB. The performance of the
SBC will improve when bandlimiting filters, matching the
band of interest 200-3200 Hz (4.2.) more properly, are used.
These bandlimiting filters can be realized in an analog or
digital form. During previous work {7, pp. 45-581 such a
digital bandlimiting filter has been developed. However,
adding this algorithm to our SBC program will largely exceed
the DSP capacity for both transmitter and receiver. And
therefore the application of digital bandlimiting filters
will require another two DSP's, one for the transmitter and

one for the receiver.

One of the reasons for not choosing DPCM for the coding of
the subband signals, was the fact that little or no correla-
tion exists between the subband samples. However, according
to [(29] some correlation exists in the first two subbands
(0-500 Hz and S00-1000 Hz). In coding, whitening these two
subband signals wusing DPCM in stead of PCM will probably
improve the SBC performance. It is questionable, however,
whether the DSP's can cope with the resulting increase of

complexity.

Besides the literature referred to so far, also the referen-
ces [30] to (601 have been studied. Here, some alternative
SBC algorithms are presented. However, our SBC implementati-
on still remains the best compromise between quality and

complexity for our purposes.
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10. CONCLUSIONS

. The Subband Coding technigue, usiﬁg_@ME_f@lters for the
bandsplitting and reconstruction, PCMAQ@B for the coding and
decoding of the subband signals and furthermore applying a
semi-adaptive bit-allocation strategy, has proved to be a
very appropriate method for the realization of a 16 kbit/s
speech coder and decoder on one DSP each.

Reviewing the design constraints, the quality performance of
the implemented SBC, especially the intelligibility of the
reconstructed speech, is fairly satisfactory. The capacities
of the DSP's are almost completely utilized. So, also the
TMS32010, selected for implementing the SBC algorithm, has

showed to be a suitable choice.

For professional applications (i.e. without development
systems) in future, the Subband Coder will consist of the

following main parts:

—a digital or amnalog bandlimiting filter (200-3200 Hz2).

-an amplifier to accomplish the matching of the dynamic
ranges of the input speech signal and the A/D converter.

-a 16 kHz sample and hold circuit.

-a 16 kHz 12 bit linear PCM A/D converter.

-a TMS832010 DSP; program memory is partly present in on-chip
or off-chip PROM (burnt-in with the Subband Coder program)
and partly in off-chip RAM (for tables and variables, not
fixed in time).

-a power supply.
The main parts of the Subband Decoder will be:

-a TMS32010 DSP; program memory is partly present in on-chip
or off-chip PROM (burnt-in with the Subband Decoder pro-
gram) and partly in off-chip RAM (for tables and variables,
not fixed in time).

-a 16 kHz 12 bit linear PCM D/A converter.

-a digital or analog bandlimiting filter (200-3200 Hz).
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—an audio amplifier+loudspeaker.

-a power supply.

Since both Subband Coder and Decoder will be part
satellite communication system (see 1.), their 16 kHz
clocks can be retained from the (64 kHz) master clock

able 1n the transmitter and receiver of the satellite

of a
system
avail-

link.
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APPENDIX A

Frequency response of bandlimiting filter
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APPENDIX B

Main program SBC transmitter part
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B it ciae i e s ces s s e s et sebaarrssnstene reesaras
H BENERAL VARIABLES DATA MENORY FASE 1
I P Ty
4

gLock  EQU 0 CLOCK RATE (18 kH:)

MODE  EQU 1 NODE FOR ANALOG INTERFACE BOARD

AROO  EBU 2 STORAGE PLACE FOR AUXILIARY REGISTER 0

ARO!  EBY 3 STORAGE PLACE FOR AUXILIARY REGISTER 1

ACH EQU & GYORAGE PLACE FOR WIBH PART OF ACCUMULATOR

ACL EQU S GTORAGE PLACE FOR LOW PART OF ACCUMULATOR

TREE  EQU & STORAGE PLACE FOR T REBISTER

STATU  EQU 7 STORAGE PLACE FOR STATUS WORD OF TNS32010

i fros now on default page
LITTRTY Cecrsasstarreirserannans Cresisenrne Ceetrecenarredeearresatasanansnne e
] GENERAL VARIABLES

L FU Corserirercarises Seaesreerrararaesniestattarratianssarsntnans creresenies
]

NSTAT EQU O MASK FOR STATE MOD 16

SHITCH EQU I COUNTS FIRST & INTERRUPTS; WHEN 0 MUX IS ON  (Q0)
FRAME EQU 2 COUNTER FOR FRAME LENGTH (80)
ONE EQY 3 CHECK BIT (80)
STRAT EBU & CONTRINS 0, 1, or 2: VDICED, INTERN. or UNVO. {R0)
GSTRAT EQU 5 BUFFERING ag)
STATE EQU & TREE POINTER (Q0)
RESC  EQU 7 INTERNEDIATE CALCULATION RESULTS FOR MAIN ROUTINE
RES! EQU B INTERMEDIATE CALCULATION RESULTS FOR NAIN ROUTINE
PATH EQU 9 CONTAINS STATE/2=CHANNEL 0 PROCESS {Q0)



$ FIRST OMF STABE VARIABLES

LR R R O T T T T R N T,
g

U BUFFER VARIAELES DF LOW! (0-2 kHz) AND HIGHI (2-4 &M} FORMAT=016
Al EQu 10

) gau 11

{1 EBU 12

%

3 INPUT TO (FILTER PART OF ) FIRST GMF STABE FORMAT=215
INPF EQU 13

]

t DELAY VARIABLES OF LOW1 (0-2 kHz) FORMAT=015
IF2 EQU 14 AFTER FILTERING INPUT STORED IN IF2, SO

1F3 EQU 15 XFL NOT NEEDED

IF4 EQU 16

{3 Eau 17

IFs gy 18

IF7 Eeu 19

1F8 EQy e

XF9 EQu 2!

fF10  EQU @2

1F1t EQU @3

IF12 EQU 24

W13 EBU 25

IFle  EQU 26

IF1S  EQU 27

YFt6 QY 28

1

i DELAY VARIABLES OF HIBHI (2-4 kKz) FORNAT=015
IFi8 EAU @9 AFTER FILTERING INPUT STORED IN XFIB, SO

P19 EQy 30 XF17 NOT NEEDED

20 EQU 31

IFRt EQU 32

IF22  EQU 33

IF23  EBU 34

IF2h  EQU 35

IF25  EQU 38

IF26  EQU 37

IF27  EQU 38

K28 EGU 39

IF29  EQU &0

IF30  EQU &t

1F31  EOU 42

I3 QU a3

t

Fivevstsisinresasanes sesrsavesssterracsbaaseeinas sersinaes vaeesans virarsessnene
] SECOND QNF STAGE VARIABLES

B eanoresaenoossseonssaatanasatressenessontoanossasirasissanesssssasseennssny
)

] BUFFER VARIABLES OF LOWZ2 (0-1 kHz) AND HIGHZ (1-2 kH2) FORNAT=015
A2 EQU 44

B2 EQU 45

Ce EQU 4&
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] BUFFER VARIABLES OF LOW3 (3-4 kHz) AND HIGH3 (2-3 kh2) FORMAT=017
A3 (Y]
B3 EQU 48
£3 gau 49

'
¢ INPUT T0 (FILTER PART OF) SECOND GMF STAGE

INPS  EQU 30

]

t DELAY VARIABLES OF LOW2,HIGH2,LOM3 AND HIBH3 (TIME SHAKING)
152 Eau 5t

183 EQU 52

154 EQu 53

X85 EQU 54

156 EQY 55

187 EQU 56

X58 gy 57

%

Foiviraidennans treerieesratstasae eereteriaaas TR T
% THIRD @MF STAGE VARIABLES

+ BUFFER VARIABLES OF LON4 (0-500 Hz) ARD HIBH4 {500-1000 Hz) FORMAT=B15

A4 EQU 58
B4 EQU 59
Cs EQU 40

+ BUFFER VARIABLES OF LOWS (1500-2000 Hz) AND HIBHS (1000-1300 H2) FOR.=813
AS EQu &1

BS B0l 62

(%] EQU 63

¥

] BUFFER VARIABLES OF LOW7 (2000-2500 Hz) AND HIBH? (250¢-3000 Hz) FOR.=Q1B
A7 EGU 64

B? EQU &5

c? EQU 66

] INPUT TO {FILTER PART OF) THIRD OMF STASE
INPT  EQU &7

' DELAY VARIABLES OF LOW& HIGH4,LONS,HIGHS,LOW7 AND HIBH? (TINE SHARING)
Ime EQU 48

3 EQU &9

IT4 EQu 70

175 gQu N

T4 EQu 72

Fivisavens vecreesrestsessatarasne Peeasnasetrersrascatt st assnrtararanIstaarny
¢ VOICING DECISION VARIABLES
Borsrrasnrosnarssnssissrnseassosssrensrsssesrrsaasseass seserenass ersrrsenenccs
&

ENLOW EQU 73 ENERGY IN 0-2 kHz BAND (G814)

ENHIGH EQU 74 ENERGY IN 2-4 kH2 BAND {814)
3



| I TR TR R
+ . - .

LFo EBU 79

CFy EBU 7o

Cre gy 77

CF3 EQU 78

CF4 EQy 79

CFS EQU B0

CFé EQu 8t

CF? EQU 8¢

CF8 EQu 83

CF9 EQy 84

CF10  EQU 85

CF11 EQU 86

CFle  EQU 87

CF13  EOQU o8

CF1&  EQU 89

CF15  EQU 90

t

LTI tesesiessessireens
)
Foiiiisavsnisrsnicienans
t

€S0 Eqy 91

Cst EQu 92

s EQu 93

€s3 EQu 94

€54 BBy 93

€8s EQy 96

£se EBY 97

cs? EQU 98

H

Foieaasnansiae srseranass
]

fiiiiinnins sreraresrrranas
L]

L1o EQu 99

tn Eau 100

e EQu 101

13 EQU 102

€14 EQU 103

€15 EQU 104

3

&, tesreseatrearrariasenssvns
$

Fierisnnnranrtasasenns

t

INPCK  EQU 105

CALCY  EQU 104

CaLlC2 ERU 107

NBIT  EQU 108

X0 gQy 109

1e7r kU 110

STEP  EQU 111

GANNA  EQU 112

-88-

FIRST ONF STABE COEFFICIENTS FORMAT= 916
SECOND 8NF STAGE CDEFFICIENTS FORNAT= 916
THIRD QHF STASE COEFFICIENTS FORNAT=G16
PCHAGE VARIRBLES
INPUT TO PCNABR CODER
GENERAL VARIABLE TO CALCULATE WITH
GENERAL VARIABLE TO CALCULATE WITH
CONTAINS NR. OF BITS TO QUANTIZE TD (Q0)

LOREST POSSIBLE INPUT VALUE OF EXPONENT TABLE (014)
HIGHEST POSSIBLE INPUT VALUE OF EXPONENT TABLE(Q14)
17(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE) (87)
GANMA VALUE OF FORNULA (0.99) e
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t NULTIPLEXER VARIABLES

B e e e e e e e e e e e a e ees
]

COUNT  EBYU 113 COUNT FOR BITS TO SEND (80}
BAND  EQU 114 FLAG, CURRENT SUBBAND PROCESSING (90)
DATA  EBQU 115 STOGRES QUTPUT BITS FOR SIBOUT

SIBOUT EQU 116 VARIABLE TO WRITE QUT SERIAL DAT FROM INSIDE

DEND  EBU 117 NEW (FAW or SUBBAND) ACCESS AR

¢ -— - L L TSy p iy

# PROGRAM MENMCRY INITIALI2ATION

ADRG 0
B START BRANCH T0O NAIN ROUTINE
B INTRO BRANCH T0 INTERRUPT SERVICE ROUTINE
AORG 8 OTHERWISE ERRORS WITH TBLN'S
t
Fovrvosssrnssrsstntricorirasanas tesessaraneans rectanaes seetistesrereseitenanes
¥ GENERAL CONSTANTS
LT, N
&
CCLOCK  DATA 312 CLOCK RATE (16 kHz)
MMODE  DATA 24 NODE FOR ANALDGE INTERFACE BOARD
NNSTAT DATA >000F NASK FOR STATE MOD 16
)
L RN terssrrrrienaas
] SECOND @MF STABE VARTABLES
I T Careseaiesetiitsestaisans veresraancaies
%
# DELAY VARIABLES OF LOM2 (0-1 kH2) FORMAT=Q14
152 DATA 0 AFTER FILTERING INPUT STORED IN IXS2, SO
XXS3  DATR O XXS1 NOT NEEDED
XXS&  DATA O
XXs5 DATA 0
XXS6  DATA 0
X187 DATR O
1X58  DATA 0
]
] DELAY VARIABLES OF HIGH2 (1-2 kHz) FORMAT=014
X510 DATR O AFTER FILTERING INPUT STORED IN IISI0, SO
X511 DRIA O 1X59 NOT NEEDED

1512 DATA O
11513 DATA O
XXS14  DATA 0
X815 DATA O
1X516  DATA O

]

] DELAY VARIABLES OF LOW3 (3-4 kH2) FORMAT=014
Y1518 DATA 0 AFTER FILTERING INPUT STORED IN 11618, SO

1XS19 DATA O XX517 NOT NEEDED

X820 DATA 0
1521 DATA ¢
Xxs2e  DATA O
X123 DATA O
Xx524 DATA 0
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¢ DELAY VARIABLES OF HIGH3 (2-3 kHz) FORNAT=Q18
11526 DATA 0 AFTER FILTERING INPUT STURED IN XXS26, S0
(X527 DATA 0 XX525 NOT NEEDED

1X5e8  DATA 0

XXS29  DATA 0
KXS30 DATA ©
XXS31  DATA 0
11532 DATA 0
t

‘Ill.lllll.llllll'lll..iillllllll'.lll.lllllllllll.lllllllltlllllllllllllllllll

3 THIRD ONF STAGE VARIABLES
{.Il..llI.l.l..ll.‘l'l'll.l...ll"‘l"."l..'llll.lllllllllll..l.llll"lll..'..
$

t DELAY VARIABLES OF LOW4 {0-300 Wz} FORMAT=014
1012 DATA O AFTER FILTERING INPUT STORED IN XXT2, SO

XT3 DATA O LXT! NOT NEEEDED

T4 DATA O

IXTS  DATA O

IXT6  DATA O

t

t DELAY VARIABLES OF HIGH4 (500-1000 Hz) FORNAT=R14
18 DATA O AFTER FILTERING INPUT STORED IN XXT8, SO

79 DATA O XXT7 NOT NEEDED

TI0 DATA O
X711 DATA O
712 DATA 0

t DELAY VARIABLES OF LONS (1500-2000 H2) FORMAT=R14
1XTi4  DATA O AFTER FILTERING INFUT STGRED IN X!Ti4, SO
TS DATA O X713 NOT NEEDED

X716 DATA O
717 DATA O
T8 DATA 0

t DELAY VARIABLES OF HIGHS (1000-1500 Wz) FORNAT=Q14
120  DATA O AFTER FILTERING INPUT STORED IN XXT20, SO
121 DATR ¢ XXT19 NOT NEEDED

1722 DATA O
X723 DATA O
1XT24  DATA O

] DELAY VARIABLES OF LOW7 (2000-2500 Hz) FORNAT=Q17
XXTé6  DATA O AFTER FILTERING INPUT STORED IN XXT26, SO
1127 DATA O XXT25 NOT NEEDED

IXT28  DATA O
0129 DATA O
KXT30  DATA O

L] DELAY VARIABLES OF HIGH7 (2500-3000 Hz) FORNAT=017
15732 DATA O AFTER FILTERING INPUT STORED IN IXT32, S0
X133 DATA O XXT31 NOT NEEDED

IXT36  DATA O
IXT35 DATA O
IT36  DATA O
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‘. LECIE 2 SRR BRI BURE BN BN I B Y BT BN BN BN BURE B R NN AU L B B ) AL T IN B R B Y B SR UY BN B IR U BN A BN B BN BB B B )
t FIRST @MF STAGE COEFFICIENTS FORMAT=016
t

LN R A W] DR N N R N N A I I R I N N A R A R R A N A N N A N R N N N W R NN NN

%
CCFO  DATA 45
CCFL DATA -92
CCF2  DATA -83
CCF3  DATA 277
CCF4 DATA 93
CCFS  DATA -620
CCF6  DATA -9
CCF7  DATA 1178
CCF8  DATA -274
CCFS  DATR -2047
CCF10  DATA 955
CCF1Y  DATA 3470
CCF12  DATA -2379
CCF13  DATA -6541
CCF14  DATA 842
CCFI5  DATA 30566

t SECBND Q%F STABE COEFFICIENTS FORMAT=Q14

'.l' lllllllllllllllllll LRI BU R I IR I A B A B I IR B I I Y BN I I I BN I BRI BN B IR B B A I BB B B B A I

£CSO  DATA &9
€CS1  DATR -331
gCs2  DATA -170
£CS3  DATA 1Bi2
CCSs  DATA -433
CCSS  DATA -5924
CCS6  DATR 6409
CC57  DATA 313e5

CCT0  DATA -250
CCTt  DATA 1236
{CT2  DATA -178
CCT3  DATA -S551
fCT4  DATA 5798
CCT5  DATA 31745

H

L T T eritscesasa terserseseaseerconnatsanenins
§ PCHAQB s TABLES
Boreenrorernenssesneasnesasassoscarsansansacenassacsresesansane tesersriannannns
L]

' (1-6AMMA) #DC FOR & SUBBANDS FORMAT=R22
060t  DATA -1048é SUBBAND 1

DUl DRTA O

06D4  DATR -13662 SUBBAND 4

06D5  DATA -231i2 SUBBAND 5

06D2  DATA -10486 SUBBAND 2

DuM2  DATA 0

06D3  DATA -13642 SUBBAND 3

06D6  DATA -23112 SUBBAND &
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$

t D(N) FOR & SURBANDS FORMAT=014
DNt DATA -13563 SUBBAND 1

DuM3  DATA .0 . : .

DNg DATA -14796 SUBEAND &

DNS DATA -18495 SUBBAND 5

DN DATA -13563 SUBEAND 2

Duss  DATA ©

DN3 DATA -14796 SUBBAND 3

DN& DATR -18495 SUBBAND &

t

i BIT ALLOCATION FOR VOICED STRATEGY (0) FORNAT=Q0
BAVOIL DATA 4 SUBEAND 1

puMs  DATA 0

BAVDI& DATA 2 SUBBAND 4

BAVOIS DATA 2 SURBAND 5

BAVQIZ DATA 4 SUBBAND 2

DUM6  DATA 0

BAVDI3 DATA 3 SUBBAND 3

BAVO16 DATA O SUBBAND 6

3

& RIT ALLOCATION FOR INTERMEDIATE STRATEBY (1) FORMAT=00
BAINTL DATA & SUBBAND 1

DuM?  DATA O

BAINT4 DATA 2 SUBBAND 4

BAINTS DATA 2 SUBBAND 5

RAINT2 DATA 3 SUBBAND 2

DM DATA O

BAINT3 DATA 2 SUBBAND 3

BAINTS DATA 2 SUBBAND &

¢

t BIT ALLOCATION FOR UNVOICED STRATEGY {2) FORNAT=Q0
BAUNVI DATA 2 SUBBAND 1

DUNG  DATA O

BAUNV4 DATA 3 SUBBAND &

BAUNVS DATA 2 SUBBAKD 5

BAURV2 DATA 3 SUBBAND 2

DUMI0  DATR O

BAUNVI DATR 3 SUBBAND 3

BAUNVS DATA 2 SUBBAND &

%

% STORAGE OF CODED SUBBAND SAMPLES FORNAT=00
CoDI  DATA 0 SUBBAND 1§

DUM1t  DATR 0

CoDs  DATA O SUBBAND &

C0DS  DATA O SUBBAND S

€0De  DATR O SUBBAND ¢

DuMi2  DATA O

C0D3  DATA O SUBBAND 3

gobs  DATA O SUBBAND &

]

) SATURATION LEVELS FOR QUANTIZER FORMAT=00
SAT!  DATA 1 2 BITS

SAT2  DATA 3 3 BITS

SAT3  DATA 7 § BITS
'



'
SSTEP
GEAMNA
3
%
L0620
Loset
L0622
Losa3
DUN13
DUK14
DUN1S
DUN14
DuN1?
DUM18
DUNL9
DUK20
bum21
Dun22
]

]

L0630
LO63t
L0632
L0633
L0634
L0635

L0636
L0637
Dun23
DUN24
DUN25
DuK2é
t
%
L0640
L0641
L0G42
LOGA3

LOG44
LOG4S

L0646
L0647

L0648
L0649

106410
L0641t

LOG41e
LDB413

LOB414
LOB41S

+

QUANTIZER CONSTANTS
DATA 19637
DATA 32440

LOGTABLE 2 BIT CASE
DATA 18248
DATA -4626
DATA -4b24
DATA 18248
DATA 0
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA

L= N~ 2N ~ 2 — Y — N -~ B — 3

LOSTABLE 3 BIT CASE
DATA 11340
DATR 0
DATA 0
DATA -4626
DATA -4624
DATA O
DATA 0
DATA 11540
DATA
DATA
DATA
DATA

OO O

LOGTABLE 4 BIT CASE
DATA 24918
DATA 19728
DATA 13377
DATA 5189
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA 5189
DATR 13377
DATA 19728
DATA 24918

-93-

1/¢DISTANCE BETWEEN INPUTS OF EYPONENT TABLE) (87)
BAMNA=0.99 (€13)

FORMAT=018

FORMAT=018

FORMAT=018



t LOWEST AND HIGKESY POSSIBLE INPUTS OF EXPONENT TAELE FORMAT=014
XX10 DATA -13%63 SUERBAND 1

1X1127 DATA 0 SUBBAND 1
puMe?  DATA -0~ T -
DUM28 DATA 0

XX40  DATA -1479% SUBEAND &
XX4127 DATA -1233 SUBBAND 4
1150  DATA -18495 SUBRAND 5
1X5127 DATA -4932 SUBBAND §
120 DATA -13363 SUBBAND 2
1x2127 DATA ¢ SUBBRND 2

DuM29  DATA O
DUN30  DATA 0

1X30  DATA -1479% SUBBAND 3
Xx3127 DATA -1233 SUBBAND 3
1X60  DATA -18485 SUBBAND &
XX4127 DATA -4932 SUBBAND 6

&

t EXPONENT TABLE OF CODER

$ FORMATS ARE: SUBBAND 1 @4
' SUBBAND 2 04
1 SUBBAND 3 Q3
i SUBEAND 4 @3
' SUBBAND 5 Q0
i SUBBAND & @0
¥

CEXPO  DATA 32767
DATA 30859
DATA 29060
DATA 27387
DATA 25772
DATA 24271
DATA 22836
DATA 215235
DATA 20270
DATA 19089
DATA 17977
DATA 16929
DATA 15943
DATA 15014
DATA 14139
DATA 13315
DATA 12539
DATA 11809
DATA 11121
DATA 10473
DATA 9842
DATA 9288
DATA 8744
DATA 8237
DATA 7757
DATA 7305
DATA 6879
DATA 6478
DATA 6101
DATR 5745
DATA 5411
DATA 5095



DATA 4798
DATA 4519
DATA 4256
DATR 4008
DATA 3774
DATA 3534
DATA 3347
DATA 3152
DATA 2948
DATA 2793
DATA 2432
DATA 2479
DATA 2335
DATA 2199
DATA 2070
DATA 1950
DATA 1836
DATA 1729
DATA jee8
DATA 1534
DATA 1444
DATA 1360
DATA 1281
DATA 1206
DATA 1136
DATA 1070
DATA 1007
DATA 949
DATA 893
DATA 841
DATA 792
DATR 744
DATA 703
DATA 462
DATA 423
DATA 587
DATA 5533
DATA 520
DATA 490
DATA 442
DATA 435
DATA 409
DATA 385
DATA 363
DATA 342
DATA 322
DATA 303
DATA 286
DATA 269
DATA 233
DATA 238
DATA 225
DATA 211
DATA 199
DATA 188
DATA 177
DATA 166
DATR 157
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DATA 148
DATA 139
DATA 131
pATA 423 - - - -
DATA 116
DATA 109
DATA 103
DATA 97
DATA 91
DATA 86
DATA 81
DATA 76
DATA 72
DATA 68
DATR &4
DATA &0
DATA 56
DATA 53
DATA 50
DATA 47
DATR 44
DATA 42
DATA 39
DATA 37
DATA 35
DATA 33
DATA 31
DATA 29
DATA 27
DATA 26
DATA 24
DATA 23
DATA 22
DATA 20
DATA 19
DATA 18
DATA 17
DATA 16
¢

3
L 4

£ MAIN ROUTINE
f=-—-

L 8000 IPIIPIPEEEEENNIITEOIIEDROOVRINOIRDRIRERSETSTS sasssssesnzessens

§ INITIALTZATIONS
'l.'llD!.'l-l.lll.l'...l..l'. llllllllllllllll Q8080000000 OOPVPOIRPIBAdEINIRIROIRIIIDY
]
START  DINT
%
t INITIALIZE STATUS BIT§
LARP 0
LDPK 0

SOVN
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' INITIALIZE GENERAL VARTABLES OF DATA MENORY PAGE |
LDPK 1
LACK CCLOCK
TBLR CLOCK CLOCK RATE (16 kKz)
LACK MMODE
TBLR NMODE NODE FOR ANALDE INTERFACE BOARD
LDPK 0

& INITIALIZE BENERAL VARIABLES OF DATA MEMORY PAGE 0
LACK MMSTAT

TBLR NSTAT NASK FOR STATE MOD 16
LACK 5 NO. OF WAIT CYCLI BEFOR WULTIPLEYER START
SACL SWITCH COUNTER FOR WULTIPLEXER ON or OFF, NOW OFF
¢
SACL FRANE STATUS FOR CODER
LACK 1
SACL ONE '1' FOR LOGICAL NANIPULATIONS
SACL STRAT BY DEFAULT LOAD INTERMEDIATE STRATEGY
SACL SSTRAT ALSD INTERMEDIATE STRATEGY FOR BUFFER
24C
SACL STATE INIT TREE POINTER
L3
#  INITIALIZE PCMAGR VARIABLES
LACK SSTEP
TBLR STEP 1/(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE)
LACK GEANNA
TBLR GAMMA GANMA VALUE OF FORNULA (0.99)
L ]
+  INITIALIZE WULTIPLEXER VARIABLES
24C
SACL BAND STATUS FOR NULTIPLEXER
LACK FF
SACL DEMO NEW ACCESS MARK
3
+  LOAD QNF COEFFICIENTS INTO DATA RaM
LARK 1,CT5
LARK 0,29
LACK CCTS
LOAD  LARP 1
TBLR #-,0
SUB ONE
BANZ L0AD
+  INITIALIZE ANALOG INTERFACE BOARD (AIB)
LOPK 1
BUT  NODE,0 PROGRAN AIB
UT CLOCK,! SET CLOCK RATE OF AIB
LDPK 0
0UT RESO,2 CLEAR ADIS (PROTECTION AGAINST RESET INTERRUPTS)
OUT RESO,3 CLEAR AD2S (PROTECTION AGAINST RESET INTERRUPTS)
L 4
¢ INITIALIZATION AND VARIABLE LOADING DONE, NOM BEGIN

EINT
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% DISCARD FIKST TWO INTERRUPTS TO GET A DEFINED STAKTINS PUINT
ACKEND  ZALS STATE

B2 ACKNQ

LACK 1

YOR STATE

BZ  ACKND

ZAC

SACL STATE INIT TREE PGINTER

e W o e
-

0DD CYCLE OF 16 kHz CLOCK MUST JUST HAVE PASSED
WAITEV LAC STARTE
AND ONE
BNZ WAITEV
] EVEN CYCLE OF 186 kHz CLOCK HAS PASSED (BIT 0 OF STATE=0)
WAIT  LAC STATE
AND ONE
BZ  WAlT
ODD CYCLE OF 16 kHz CLOCK HAS JUST FASSED (BIT 0 OF S7ATE=1)

INPUT SAMPLE RATE REDUCED FROX 16 kHz {248 kHz) T0 8 kHz BY OMITTING
EVERY EVEN INPUT SAMPLE

DURING THE PROCESSING OF & SUEBAND SAMPLE STATE CAN CHANGE AS A
RESULT OF AN INTERRUPT, SO DEFINE FATH=STATE/2

LAC STATE,1S

SACH PATH

M o m W e

ACTUAL SUBBAND CODINS
CALL GNF
CALL PCMAOB
B WAITEV

&- ———— ———— -——

t INTERRUPT SERVICE ROUTINE

‘ ...... - _—-- -

INTRO  DINT
3
+  SAVE STATUS OF TNS32010
ST STATU
HPY ONE T REGISTER 10 P REGISTER
LDPK 1
SAR 0,ARO0
SAR 1,ARO1
SACH ACK
SACL ACL
PAC
SACL TRES
LDPK 0
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¢ STATE UPDATE
LAC STATE
ADD  ONE
AND NSTAT STATE MOD 16
SACL STATE

SAMPLE INPUT (16 kH: = 248 kH2)
IN INPF,2 ONE OF TWO SAMPLES IS USED LATEF

+  CHECK IF MULTIPLEXER IS ON (SWITCK=0); IF NOT DECRENENT SWITCH
+  AND RETURN TO PLACE OF INTERRUPT
20L5 SKITCH
BZ  MNUXER
SUB  ONE
SACL SWITCH
B RSSTAT
[ 1
+  RUN THROUBH MULTIPLEXER
MUXER  CALL MUX
[ ]
t  RESTORE STATUS OF THS32010
RSSTAT LDPK 1
LAR  0,AR00
LAR 1,ARO!
26LK ACK
ADDS ACL
LT TREG
LST STATY

L

RETURN T0 PLACE OF INTERRUPT AND CONTINUE
EINT
RET

CODER PROGRANM DONE
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APPENDIX C

Subroutine GMF
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I I I L R R 2  E T Y R R iR At ]
ONF FILTERING

[ 1
4

# THIS SUBROUTINE INCORPORATES:

-QMF FILTER TREE
-ENERGY MEASUREMENT
-VOICING STRATEGY DECISION
-TAKE OVEK OF NEW VODICING STRATERY
FOR THE PCN CODING

o M G B

$
+ NPUT:

8 kHz SANPLES (1 STREAN)

# QUTPUT: FAN + 1 kHz SANPLES (8 STREANS)

&-

* SURBAND PROCESSING : 1,8,4,5,2,7,3,4

¥

# BIT ALLOCATION :

F . -

VOICED >74

INTERMEDIATE

# AUTHOR: ROLAND KLEUTERS
€ DATE: 29-5-

1987

W w F ro

W W W

“w e e p

N R A

n n o o

(=~ BRI

W e e e W e e s R W e e e R e B e e W e W

LI

$

(222 2222222222222 22 2122222 2 2e 2z ae 2 222222 Iz 2 ez RzzssrR ez sz ZzzL)

$ HACRO TO REALIZE FILTERING IN LOW BRANCH OF FIRST @MF STAGE
FLTFLO $MACRO X

ZAC
LT

nPY
L7
NPY
L
KPY
L7
WPY
LT
HPY
LTD
wPY
LT
NPy
LID
nPY
L70
NeY
L
HPY
LD
HPY
LTD
NPy

IFts
CFO
IF15
Cr2
TF14
CF4
XF13
CFé
IFie
Cr8
IFLY
cF10
IF10
CFi2
IF9
CF14
IF8
CF15
XF7
CFi3
IFé
CF11
IFS
CF9
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LD XF4
NPY CF7
L7D XF3
MFY CFS
CLTD U xR2

KFY CF3
LTA INPF. 8 kHz INPUT TO FIRST QMF STAGE
NPY CF1
APAC
SACH :X.5:,1
LAC INPF
SACL XF2
SEND

t

] NACRD T0 REALIZE FILTERINE [N HIGH BRANCH OF FIRST @WF STAGE

FLTFHI $NACRO X
2AC
LT 1F32
WPY CF)
L70 XF31
NPY CF3
LTD XF30
NFY CF5
LTD XFES
WPy CF?
LTD XF2e
NPY CF9
LTD XFe7
NPY CF1S
LTD XF2b
WPY CF13
LTD XFeS
WPY CFIS
LTD IFe4
MPY CFi4
LT XF23
MPY CFi2
LTD XF22
WPY CF10
LTD XFel
NPY CF8
LTD XF20
WPY CFé
LD XF19
KPY CFa
LTD XF18
WPY CF2
LTA INPF B kNz INPUT TO FIRST ONF STAGE
¥PY CFO
APAC
SACH :X.5:,1
LAC INPF
SACL XF18
SEND
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3 MACRD TO REALIZE FILTERING IN LOW BRANCH OF SETOND &% STAGE
FLYSLO $MACRO X
ZAC
LT S8
NPY CS50
LT X87
NPY (32
LTD XSb
NPY TSé4
LTD XSS
nPY LS4
LTD XS4
NPy (CS7
LTD X83
NPY (€85
L0 Xx52
HPY £S3
LTD INPS 4 kHz INPUT TO SECOND QWF STABE
NPY CS1
APAC
SACH :X.5:,1
$END
*
# MACRD TO REALIZE FILTERING IN HIGH BRANCH OF SECOND G'F STAGE
FLTSHLI $MACRD X
ZAC
LT xs8
MPY (St
LTD X587
KPY €S3
LTD XS
WPY CSS
LD X85
HPY CS7
LD 154
HPY CSé
LTD 153
KPY (5S4
LD X8
WPY (Cs2
LD INPS & kHz INPUT TO SECOND QMF STAGE
WPy CSo
APAC
SACH 3X.S:,1
$END
]
] MACRO 70 REALIZE FILTERING IN LON BRANCH OF THIRD DMF STAGE
FLTTLO $MACRO I
280
LT X1
¥PY CT0
L7 XTS
HPY Cr2
LT IT4
WPY CT4
LT X13
WPY CT5
LTD X172
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XY (73
LT INFY 2 kH: INPUT T0 THIRD 8MF STReE
MPY CT)
APAC
- .5ACH :X.8:,1 ..
SEND
+
) MACRO TO REALIZE FILTERING IN HIGH BRANCH OF THIRD GNF STAGE
FLTTHL  $MACRO X
ZAC
LY T
KPY €T
LTD X715
NPY C13
LTD XT4
WY (15
LTD X173
WPY CT4
L70 XT2
WPY (T2
LTD INPT 2 kH: INPUT TO THIRD QNF STAGE
NPY CT0
APAC
SACH :X.5:,1
$END
t
] MACRD 70 LOAD DELAY VARIABLES OF SECOND QMF STABE
LOADDS $MACRD X
LACK :X.5:
LARK 0,XS2
TBLR ¢+
ADD ONE
TBLR #+
ADD ONE
TRLR #¢
ADD ONE
TBLR #+
ADD ONE
TBLR #+
ADD ONE
TBLR #+
ADD ONE
TBLR ¢
SEND
t
t WACRD TO SAVE DELAY VARIABLES OF SECOND GMF STAGE
SAVEDS $MACRO X
LACK :X.S:
LARK 0,XS2
TBLW #+
ADD ONE
TBLN &+
ADD ONE
TBLM #¢
ADD ONE
TBLW #¢
ADD ONE
TBLN #+¢
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ADD ONE
TRLW #+
ADD ONE
TBLW ¢
$END

]

* MACRO 70 LOAD DELAY VARIABLES OF THIRD QWF STAGE

LOADDT $MACRO X
LACK :X.5:
LARK 0,172
TBLR #+
ADD ONE
TBLR #+
ADD ONE
TBLR #+
ADD ONE
TBLR 4
ADD ONE
TBLR ¢
$END

H

t MACRD 10 SAVE DELAY VARIABLES OF THIRD GMF STAGE

SAVEDT $MACROD X
LACK 3X.S:
LARK 0,XT2
TBLN #+
ADD ONE
TBLW #+
ADD ONE
TBLE #+
ADD ONE
TBLN &4
ADD DNE
TBLN &
$END

'}

F'y

# NACRD DEFINITION DONE; NAIN PART OF SUBROUTINE BEGINS

E T2 ———— _——-

4

onF NOP ' ENTRY POINT
]
% SELECT LOW! OR HIGH1 FOR FIRST QMF STAGE
LAC ONE BIT 0=0 or 1
AND PATH
BZ  LOwt
B HIGHI

FIRST QMF STABE:
LOW! OkKz-2kH2
HIGHL 2kHz-4kHz

W e W o e e

LOWl  DMOV At DOUBLE BUFFER
3
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QUTPUT CALCULATION
LAC C1,14

A B
SACH INPS 4 kH: INPUT TO SECGND QWF STAGE

*»

-

FILTER 0-2 kHz
FLYFLD Al

L

ENERGY SUMMATION, SUN X(n) SQUARED
LT INPS
NPY INPS
PAC ACCU CONTAINS INPS#INPS IN Q28 FGRMAT
ADD ENLOW,14 ACCU CONTAINS ENLOW IN 0828 FORMAT
SACL RESO BULTIPLY ACCU WITH 4
SACH RES1
ADD RESO
ADDH RES{
ADD RESO
ADDH RES!
ADD RESO
ADDH RESH ACCU CONTAINS ENLON IN @30 FORNAT
SACH ENLOW ENLOW IN @14 FORMAT

€ SELECT LOW2 OK HIGH2 FOR SECOND ONF STABE
LAC ONE,!
AND  PATH
B LOW?
B HIGH?
¢
HIGHI  NOP NG DOUBLE BUFFER
4
+  OUTPUT CALCULATION
Z8LH C1
SUBH Bt
SACH INPS & kHz INPUT TO SECOND ONF STAGE

]
# FILTER 2-4 kHz

FLTFHI C1
*
t ENERGY SUMMATION, SUN X{n) SQUARED
LT INPS
KPY INPS
PAC ACCU CONTAINS INPS#INPS IN Q32 FORMAT
ADDH ENHIGH ACCU CONTAINS ENHIGH IN @32 FORMAT
SACH ENHIGH ENHIGH IN Q16 FORMAT
#
] SELECT LOW3 OR HIGH3 FOR SECOND @NF STAGE
LAC ONE,!
AND PATH
B2 LON3

B HIGH3
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& SECOND GMF STAGE:

] LOW2  CkHz-1kH:
] HIGHZ {kHz-2kHz
¢ LOW3 3kH:-4kH:
t HIGH3 2kHz-3kHz

oo remmmcmemameemmecmemeeeeAmcccameeeemmeeasmeeee—————eeessmmmeme—eeee-——————
L

LON2 DOV &2 DOUBLE BUFFER
+  QUTPUT CALCULATION
LAC 2,15
ADD 82,15
SACH INPT 2 kHz INPUT TO THIRD @NF STAGE

LOAD DELAY VARIABLES OF LOWZ2
LOADDS XXS2

FILTER 0-1 kHz
FLTSLO A2

J SAVE DELAY VARIABLES OF LOw2
SAVEDS Xx52

& SELECT LOWA OR WIGH4 FOR THIRD QMF STASE
LAC ONE,?
AND PATH
BZ LOW&
B HIGH4
3
RIGHE  NOP NG DOUBLE BUFFER
]
+  OUTPUT CALCULATION
LAC C2,15
SUB B2,15
SACH INPT 2 kHz INPUT TO THIRD OMF STAGE

] LOAD DELAY VARIABLES GF HIGH2
LOADDS XX510

FILTER {-2 kH2
FLTSHI Ce

SAVE DELAY VARIABLES OF HIGHZ
SAVEDS XXS10

4
£ SELECT LOWS OR HIGHS FOR THIRD QMF STAGE
LAC ONE,2
AND PATH
B2 LONS
B HIGHS

LON3  DMOV A3 DOUBLE BUFFER

] OUTPUT CALCULATION
ZALY C3
ADDH 83
SACH INPT 2 kNz INPUT TO THIRD QMF STAGE
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% LOAD DELAY VARIABLES OF LOW3
LOADDS XX518

# FILTER 3-4 kHz
FLTSLO A3

t SAVE DELAY VARIABLES OF LOW3
SAVEDS ¥XS18

'
* THE 3-4 kHz SUBBAND IS NOT CODED, S50 FURTHER SPLITTING 15 NOT NECESSARY
t
¢ VDICING DECISION?
t FRAME HRS TO BE 3 AND PATH HAS TO BE 5; INTERRUPT 73
LACK 3
Y0R FRANME
BNZ  NOVODE FRANE=37
LACK §
I0R PATH FRAME=S?
82 VOIDEC
NOVODE RET NOT INTERRUPT 75; NO VOICING DECISION; GNF DONE
H
HIGH3  NOP NO DOUKLE BUFFER
%
) OUTPUT CALCULATION
ZALH C3
SUBH B3
SACH INPT 2 kHz INPUT TO THIRD QMF STAGE

t LOAD DELAY VARIARLES OF HIGH3
LOADDS XX526

] FILTER 2-3 kHz
FLTSH] €3

SAVE DELAY VARIABLES OF KIGH3
SAVEDS XX526

SELECT LOW7 OR HIGH7 FOR THIRD QNF STAGE
LAC ONE,2
AND PATH
B2 LOWY
B HIGH?
L 4

$-- -—w-

# THIRD GMF STAGE:

LOWs  0-500 H2

HIGH& 500-1000 Hz

LOWS 15002000 Hz

HIGHS 1000-1500 Hz

LOW? 2000-2500 Hz

HIGH7 2500-3000 Hz

MAKE A YDICING DECISION

TAKE OVER NEW VOICING STRATEGY

W o M o W e W e W e

LORG  DNOV A4 DOUBLE BUFFER

$
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+  OUTPUT CALCULATION
LAC 4,15
ADD B4,15
SACH INPCH { kHz INPUT TO PCH CODER

t LOAD DELAY VARIABLES OF LOW4
LOADDT XXT2

FILTER 0-500 Hz
FLTTLD A4

*
t SAVE DELAY VARIABLES OF LON4
SAVEDT xxT2

QNF DONE;
BEFORE EXIT, UPDATE FRAME AND TAKE DVER NEW STRATESY IF END OF FRAME
LAR 0,FRANE
BANZ SFRANE
LACK 7 END OF FRAME; PREPARE NEXT FRAME
SACL FRAME
DNQV STRAT TAKE OVER NEW VOICING STRATEGY
RET
SFRANE SAR 0,FRANE NOT END OF FRAME; PREPARE NEXT DiTABLOCK
RET
4
HIGH4  NOP ND DOUBLE BUFFER
4
¥ QUTPUT CALCULATION
LAC C4,15
SUB B4,15
SACH INPCN I kHz INPUT TO PCK CODER

LOAD DELAY VARIABLES OF RIGH4
LOADDT XXT8

FILTER 500-1000 Kz
FLTTHI C&

SAVE DELAY VARIABLES OF HIBH4
SAVEDT XXT8

' GNF DONE
RET

LONS  DNOV AS DOUBLE BUFFER

i OUTPUT CALCULATION
ZALH C5
RDDH BS
SACH INPCM 1 kHz INPUT TO PCH CODER

] LOAD DELAY VARIABLES OF LONWS
LOADDT XXTi4

FILTER 1300-2000 Hz
FLTTLO AS
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] SAVE DELAY VARIABLES OF LOWS
SAVEDT XXT14

¢+ OWF DONE
RET
&
HIBHS  NOP NO DOUBLE BUFFER
]
¢+ QUTPUT CALCULATION
ZALM C5
SUBK BS
SACH INPCH 1 kHz INPUT TO PCN CODER

* LOAD DELAY VARIABLES OF HIGHS
LOADDY XXT20

FILTER 1000-1500 Kz
FLTTHI C5

t SAVE DELAY VARIABLES OF HIGHS
SAVEDT XX120

t OMF DONE
RET

LON7  DMOV A7 DOUBLE BUFFER

i OUTPUT CALCULATION
ZALH C7
ADDH B7
SACH INPCH 1 kHz INPUT TO PCM CODER

LOAD DELAY VARIABLES OF LOW?
LOADDT XXT2

FILTER 2000-2500 Hz
FLYTLD A7

SAVE DELAY VARIABLES OF LOW?
SAVEDT XXTas

] {INF DONE
RET
]

HIGH?  NOP NO DOUBLE BUFFER
t
t OUTPUT CALCULATION
2ALH €7
SusK B7
SACH INPCH 1 kHz INPUT TO PCH CODER

LOAD DELAY VARIABLES OF HIGH?
LOADDT XXT32

#
] FILTER 2300~3000 H2
FLTTHI €7
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* SAVE DELAY VARIAELES OF HIGH7
SAVEDT XXT3e2

' GMF DONE
RET
*
¢ NAKE A VOICING DECISION
VOIDEC NOP
*
] IF 20ENHIGH-ENLOW LESS THAK OR EQUAL TO ZERO THEN VQICED
LT  ENHIGH
HPYK +20
PAC

SUB ENLOW,?2
BLEZ SETVOI

L

IF 3ENHIGH-2ENLOW GREATER THAN OR EQUAL TO 2ERO THEN UNVDICED
LT ENHIGH
WPYK +3
PAC
SUB ENLOW,2
SUB ENLON,2
BGE2 SETUN

-

IF 10ENHIBH-ENLON LESS THAN OR EBUAL 10 2ERD AND PREYIQUS VOICING
WAS VOICED THEN VOICED

LAC STRAT

BNZ PREUNV

LT ENHIGH

NPYE +10

PAL

SUB  ENLOM,2

BLEZ SETVOI

-

'
t IF 3ENKIGH-ENLON BKEATER THAN OR EQUAL TO 2ERO AND PREVIOUS VOICING
t WAS UNVOICED THEN UNVOICED
PREUNV LACK 2

I0R STRAT

BNZ SETINT

LT  ENHIGH

HPYK 3

PAC

5UB  ENLOW,2

BBEZ SETUN

ELSE NEW STRATEGY IS INTERMEDIATE STRATESY

LI I B

SET INTERMEDIATE STRATESY AND CLEAR VDICING DECISION BUFFERS
SETINT LACK 1

SACL STRAT

2AC

SACL ENLOW

SACL ENHIBH

RET GNF DONE
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t SET VOICED STRATEGY AND CLEAR VDICING DECISION BUFFERS

SETVOI

1]

28C
SACL STRAT

TSACL ENLOW

SACL ENHIGH
KET BMF DONE

' SET UNVOICED STRATEGY AND CLEAR VOICING DECISION EUFFERS

SETUN

LACK ¢

SACL STRAT

ZAC

SACL ENLOW

SACL ENHIGH

RET @NF DORE

GMF FILTERING DONE




-113-

APPENDIX D

Subroutine PCMARB (coder)
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]
+

THIS SUBROUTINE INCORFORATES :

INPUT: FAW + § kHz SANPLES (8 STREAMS)
DUTPUT: FAW + 1 kHz SANPLES (8 STREANS)

VOICED

UNVOICED

4
INTERMEDIATE &
e

W W s W W W W e kW W

AUTHOR : ROLAND KLEUTERS
DATE : 29-5-1987

PCMACE CODING
-BACKWARD STEPSIZE ADAPTIUN OF THE QUANTIZER
-QUANTIZATION OF A SANPLE OF THE SUBEAND
BEING PROCESSED
-2,3 or 4 BIT PCH CODING OF THAT QUANTIZED
SANPLE
L
&
______ 12 3__&_ S5 _&_7_8 ____ H
4 3 2 2 0 0 0 *
3 2 2 2 2 0 0 &
3 3 3 2 2 0 0 #
.................... &
L {
]

(222222222222 22 e 2Lz e ez zeeiatzztTzatszzeeaz e eeeszeezezesesezzzzesTLL]

$

P
]
#

-

o

- -

CHaQk  NOP

READ IN FROM TABLE THE NUMBER OF CODE BITS FOR THE SUBBAND IN PROCESSION

LACK BAVOI!
ADD PATH

ADD SSTRAT,3
TBLR NBIT

ENTRY POINT

NEIT CONTAINS NUMBER OF CODE BITS

READ IN THE LOWEST AND HIGHEST POSSIBLE INPUT VALUE OF THE EXPONENT TABLE

LACK XXi0
ADD  PATH,I
TBLR X0
ADD ONE
TBLR Xie7

X0 CONTAINS LOWEST POSSIBLE INPUT OF EXP. TABLE

X127 CONTAINS HIGHEST POSSIBLE INPUT OF EXP. TABLE

CHECK IF NUMBER OF CODE BITS (NBIT) GREATER THAN ZERO

LAC NBIT
B6Z READIN

NO CODING HAS TO TAKE

ZAC

5aCL CALCH

LACK CODt

ADD PATH

TELW CALCY

LACK DN1

ADD PATH

TBLK X0

RET

Cope?

PLACE (NBIT=0)
ZERQ °CODED® RESULT; I(n):=0

I(n} SAVED IN CODED SUBBAND SAMPLES TABLE
NINIMALIZE STEPSIZE; din):=X0

d{n) SAVED IN TABLE
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# DETERRINE 1/STEPSI2C i.e. 1/DELTA{n) BY BACKNARD STEPSIZE AZAPTION

t READ IN THE PREVIOUS CODED RESULT I(n-1) FROM TABLE
READIN LACX CODI
ADD PATH
TBLR CALC) CALC1 CONTAINS THE PREVIOUS CODEL RESULT Iin-1)

-

DETERNINE a{CI(n-1)1)=LOB(N{TI{n-1)3)} FRON TABLES
LAC WBIT
SUB  ONE,!
SACL CALC2
LACK L0622
ADD CALC2,4
ADD CALCI
TBLR RES! RES1 CONTAINS a([1(n-1)1)=LO6(NI(n-111)

4 DETERMINE (1-GANMA)SDC FROM TABLE
LACK 06D1
ADD PATH
TBLR CALCt CALCY CCNTAINS (1-BAMMA)#DC

L] DETERMINE GAMNAtd{n-1) FROM TABLE
LACK DNI
ADD PATH
*TBLR RESO RESO CONTAINS d(n-1)
LT  6ANNA
NPY RESO
PAC
SACH CaLCe,1 CALC2 CONTAINS BAMMA#d(n-1)

+  DETERNINE GAMMA®d(n-1)+a(L1(n-1)1)+(1-GANNA)#DC
20LK CALCR
ADD RESt,12
ADD CALCI,S
SACH CALC1 CALCI CONTAINS GAMMASA(n-1)+n{[1(n-1)1)¢
(1-GANNAISDC, i.e. d(n)

H CONTROL THE LINITATION OF d(n) TO ITS RANGE AND SAVE d(n) IN TABLE

LAC CALC!
SUB X127
BEZ SATDNH d¢(n) GREATER THAN WAXIMUM PDSSIBLE VALUE OF din)?
LAC X0
SuUB CALCY
BEZ SATDNL din) LESS THAN MINIMUM PDSSIBLE VALUE OF din)?
B SAVEDN NO SATURATION NEEDED
SATDNH LAC X127 SATURATE din) TO NAXINUM POSSIBLE VALUE
SACL CALCH
: B SAVEDN
SATONL LAC X0 SATURATE d(n) TO MININUN POSSIBLE VALUE

SACL CALCY
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SAVEDN LACK DNI SAVE din) IN TABLE

-

- = o ™

ADD PATH
TBLW CALC!

DETERMINE 1/CSLTARIEYP(~din)?

ROUND d(n) TO OKE OF THE ENTRY POINTS OF THE EXPONENT TABLE

ZALK CALCY

SUBH X0

SACH CALC! CALC1 CONTAINS d(n)-X0

LT CALl

WPY STEP

PAC

SACH CALCY CALC1 CONTAINS (din)-%0)#STEP

LAC CALCI, 1

SACH CALCY CALC1 CONTAINS INTEGER[(d{n)-X0)45TEFI=ENTRY POINT

DETERMINE THE OUTPUT OF EXPONENT TABLE

LACK CEXPO
ADD CALC!
TBLR CALCI CALCY CONTAINS DUTPUT OF EXPOMENT TABLE=1/DELTA{n)

DETERMINE INPUT/DELTA(n) AND ROUND TG THE GREATEST INTEGER BELOW

LT CALCI
WPY INPCH
PAC
SACH CALC! CALCY CONTAINS INPUT/DELTA (R18)
LAC CALCI,14
SACH CALCI CALCI CONTAINS INTEGERCINPUT/DELTA) IN
TW0's COMPLEMENT CODE, i.e. THE CODED RESULT I(n)

CONTROL THE LINITATION OF Itn) TO YHE RANGE ACCORDING TO THE NUMBER OF
CODE BITS AND SAVE 1i{n) IN TABLE OF CODED SUBBAND SAMPLES

LACK SATS

ADD NBIT

SUB ONE,!

TBLR RESO RESO CONTAINS THE MAXINUM POSSIBLE VALUE OF I(n)
LAC CALCY

SUB RESO

B6Z SATINH I(n) GREATER THAN MAXIMUM POSSIBLE VALUE OF 1(n)?
2AC

SUB RESO

5UB ONE

SACL RES! RESL CONTAINS THE NININUM POSSIBLE VALUE OF l(n)
SuB CaLCi

BEZ SATINL 1{n) LESS THAN MININUM POSSIBLE VALUE OF I(n)?
LACK COD1 SAVE I(n) WITHOUT SATURATION

ADD PATH

TBLW CALCH

RET



SATINR LACK COD1
ADD PATH
TBLN RESO
RET

SATINL LACK COD!
ADD PATH
TBLN RESI
RET
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SATURATE I(n) TD MAXINUW POSSIBLE VALUE AND SAVE

SATURATE I{n) TO MININUM POSSIELE VALUE AND SAVE

PCHAGE CODING DONE
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APPENDIX E

Subroutine MULTIPLEXING



-119-

A L L T L T E Ry T T T X R R R e A e Y ae i aaae s
NULTIPLEXING

THIS SUBROUTINE INCORPORATES:
~MULTIPLEXING AND
-SENDING OF PCM CODED DATA

INPUT:  FAW + 1| kHz SAMPLES (8 STREAMS)
OUTPUT: 16 KBPS BITSTREAM

SUBBAND PROCESSING : 1,8,8,5,2,7,3,6

BIT ALLOCATION :
wices v
INTERNEDIATE &
UNVDICED 2

w W e
w v o >
n ey
n o o~
QO O~
S O O ©

FAW's :
VOICED >76 INTERNMEDIATE >96 UNVOICED »CC

W M s W e W g W wn MR M e R W s W
W oM e e W W B W R s e W W e sk e R W

-
]
1
)
'
1
1
]
]
[}
]
)
)
]
)
]
1]
1]
]
[)
[
)
)
'
1
]
]
]
)
)
1
]
1)
)
[]
1
]
1
]
]
)
]
'
]
1
[}
i
1}
)
1
)
)
]
1
]
]
’
[)
]
1
]
13
]
)
)
]
]
1
)
]
)
)
'
1
1
t
)
)
L]

+ AUTHOR: ROLAND KLEUTERS
+ DATE: 29-5-1967 ¥
B R R R R R R R R R T S R R R R R R R R R H R D

-

] WACRO TO SEND ONE BIT
SEND  $MACRO

LAC DATA,1 ,
SACL DATA SENDBIT PLACED IN FRONT DF BITSELECTOR
LAC ONE,8
AND DATA SELECT SENDBIT
SACL S160UT SENDBIT IS BIT 8 OF SIGOUT
OUT  S1600T,3 SENDBIT SENDED VIA PIN 38 OF EXPANSION PORT
$END

4

+ NACRO DEFINTION DONE; MAIN PART OF SUBROUTINE BEGINS

1]

X NP ENTRY POINT

4

] SELECT FAW or ONE OF THE SUBBANDS FROM WHICH DATA HAS TD BE SENT
FANSUB LACK 4

SUB BAND

B6Z FWSB6Z

BZ  NEXTA SUBBAND & (1500-2000 H2)
ADD ONE

BZ  NEXTS SUBBAND 5 (2000-2500 H2)

B NEXTS SUBBAND & (2500-3000 H2)
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FWSEGZ SUE ONE

Bz NEXT3 SUBRAND 3 (1G00-15090 Hz)

-SU6 DNE - - - - : B

Bz  NEXTZ SUEBAND 2 (500-1000 Hz)

SUE  ONE

B2  NEXT! SURBAND | (0-500 H2)
Fhu

= o -

NFAN  ZALS DEND NEW ACCESS CHECK
BZ FSI6
t
t INITIALIZATION FOR A NEW FAW ACCESS
ZAC
SACL DEMD NO NEN ACCESS ANYMORE
LACK 7
SACL COUNT 8 FAW BITS TO SEND

¥ LDAD FAW INTO SENDBUFFER (=DATA)
20L5 SSTRAT
BZ  SVOICE
X0k ONE
B2 SINTER
SUNYVOI LACK >CC CODE FOR UNVOICED STRATEGY
SACL DATA PRESET UNVOICED STRATEGY
B FSIG
SVOICE LACK )76 CODE FOR VOICED STRATESY
SACL DATA _PRESET VOICED STRATEGY
B FSI6
SINTER LACK 39 CODE FOR INTERMEDIATE STRATEGY
SACL DATA PRESET INTERNEDIATE STRATESY
4
¥ SEND A FAW BIT
FSIE  SEND
LAR 0,COUNT
BANZ CONT

i ALL FAW BITS SENT,PREPARE NEXT SUBBAND
LACK FF
SACL DEMD NEW ACCESS MARK
LACK 1
SACL BAND NEXT SUBBAND TO SEND (0-500 H2)
REY
]
& NOT ALL FAN BITS SEND,PREPARE NEXT BIT
CONT  SAR 0,COUNT
RET
$

F's

& GEND SUBBAND BITS
$-
t
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L
* A BIT OF SUBBAND 1 (0-500 Hz)} HAS TO BE SENT
’------c-o-u----ao------....-...c..u--.n..-.... ........ [EEREERNTR] IR
*
NEXT]  ZALS DEMD NEW ACCESS CHECK
k2 LOOPY
&
i INITIALIZATION FOR A NEW SUEBAND 1 ACCESS
ZaC
SACL DEMO NG NEW ACCESS ANYMORE
LACK COD1
TBLR DATA LDAD SUBBAND 1 DATA INTQ SEND BUFFER
LACK 2
X0R SSTRAT UNVDICED?
BNZ VOINL
]
] FURTHER INITIALIZATIDN FOR UNVOICED STRATEGY
LACK 1
SACL COUNT 2 BITS 10 SEND
LAC DATA,6 ADJUST DATA ACCORDING TG BITSELECTOR
SACL DATA DRTA=0000 0000 DDOO 0000
B LOOPY

1

FURTHER INITIALIZATION FOR VOICED AND INTERMEDIATE STRATEGY

VOIN!  LACK 3

t
14

$

SACL COUNT 4 BITS T0 SEND
LAC DATA,4 ADJUST DATA ACCORDING T0 BITSELECTOR
SACL DATA DATA=0000 0000 DDDD 0000
SEND A SUBBAND 1 BIT
LOOP!  SEND
LAR 0,COUNT
BANZ CONTI
ALL SUBBAND 1 BITS SENT,PREPARE NEXT SUBBAND
LACK )FF
SACL DEND NEW ACCESS WARK
LACK
SACL BAND NEXT SUBBAND TO SEND (1500-2000 Hz)
RET

]
+

NOT ALL SUBBAND § BITS SENT,PREPARE NEXT BIT

CONT!  SAR 0,COUNT

]
[

RET

& BIT OF SUBBAND 2 (500-1000 Hz) HARS T0 BE SENT

SsErsseresIIeEIRsANRt gVt 200 00000000 PPN IEITILEREBNIENINCRIBONPIORTLDS

NEXT2  2ZALS DEMO NEW ACCESS CHECK

&

Bz  LooPe
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¢ INITIALIZATION FOR A NEW SUBBAND 2 ACCESS

ZAC

SACL DEMO NG NEW ACCESS ANYMORE
LACK-CODR--- - - o o

TBLR DATA LOAD SUBBAND 2 DATA INTD SEND BUFFER
LAC SSTRAT VOICED?

BNZ  INUN2

t
] FURTHER INITIALIZATION FOR VOICED STRATEGY

LACK 3

SACL COUNT 4§ BITS T0 SEND

LAC DATA,4 ADJUST DATA ACCORDING TD BITSELECTOR
SACL DATA DATA=0000 0000 DDDD 0000

B LooP2

]
+  FURTHER INITIALIZATION FOR INTERMEDIATE AND UNVOICED STRATEGY
INUN?  LACK 2
SACL COUNT 3 BITS 70 SEND
LAC DATA,S ADJUST DATA ACCORDING TG BITSELECTOR
SACL DATA DATA=0000 0000 DDDO 0000
¥ SEND A SUBBAND 2 BIT
LODF2  SEND
LAR 0,COUNT
BANZ CONT2

¢ ALL SUBBAKD 2 BITS SENT,PREPARE NEXT SUBBAND

LACK >FF

SACL DENO NEW ACCESS MARK

LACK 3

SACL BAND NEXT SUBBAND TO SEND (100G-1500 Hz)
RET

+

] NOT ALL SUBEAND 2 BITS SENT,PREPARE NEXT BIT
CONT2  SAR O,COUNT

RET
3
LT T T T L T T Y vesessrranae
' R BIT OF SUBBAND 3 (1000-1500) WRS TO BE SEN
foiierisnncnanans Yeeeeresanresrrsreatatessanas Tesresreratissesnassans
'
NEXT3  ZALS DEMO NEW ACCESS CHECK
Bz  L00P3
t
¢ INITIALIZATION FOR A NEW SUBBAND 3 ACCESS
ZAC
SACL DEMO NO NEW ACCESS ANYNORE
LACK COD3
TBLR DATA LOAD SUBBAND 3 DATA INTD SEND BUFFER
LACK 1
Y0R SSTRAT INTERMEDIATE?

BNZ VOUN3
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¢ FURTHER INITIALIZATION FOR INTERMEDIATE STRATEGY

LACK 1

SACL COUNT ¢ BITS 10 SEND

LAC DATA,b ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=0000 0000 DDOO 0000

B LOOP3

4
+  FURTHER INITIALIZATION FOK VOICED AND UNVOICED STRATESY
VOUN3  LACK 2
SACL COUNT 3 BITS 10 SEND
LAC DATA,S ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=0000 0000 DDDO 0000
+  SEND A SUBBAND 3 BIT
LOOP3  SEND
LAR 0,COUNT
BANZ CONT3

L)

ALL SUBBAND 3 BITS SENT AND PERHAPS ALSC END OF 15 BIT DATABLOCK
CHECK FOR END OF FRANE

LACK DFF

SACL DEMO NEW ACCESS MARK

LACK 7

X0R FRAME

BZ  ENDFRN

L]

-

NOT END OF FRAME,PREFARE NEXT SURBAND
LAC SSTRAT VOICED?
B2 NENDFM
LACK &
SACL BAND NEXT SUBBAND 70 SEND (2500-3000 Kz)
RET
#
& NOT ALL SUBBAND 3 BITS SENT,PREPARE NEXT BIT
CONT3 AR 0,COUNT

RET

]
f BIT OF SUBBAND 4 {1500-2000 Hz) HAS Y0 BE SENT

*l"lll lllll SES 000 OPBPORRISROTENNOERIRN PRSP IRNNEREE DD AR N ERNNREERNNNNENIRNNENNE NN NENN]
]
NEXT4  2ALS DEWO NEW ACCESS CHECK

BZ  LOOP4
]
& INITIALIZATION FOR A NEW SUBBAND 4 ACCESS

ZRC

SACL DEMO NO NEW ACCESS ANYMORE

LACK COD4

TBLR DATA LOAD SUBBAND 4 DATA INTO SEND BUFFER

LACK 2

IOR SSTRAT UNVOICED?

BNZ VODIN&
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3 FURTHER INITIALIZATION FOR UNVOICED STRATEGY

LACK ¢

SACL COUNT 3 BITS TO SEND

LAC DATAS . - ADJUST DATA ACCORDING TO-BITSELECTOR
SACL DATA DATA=0004 0000 DODO 0000

B LOOFY
. ,
#  FURTHER INITIALIZATION FOR VOICED AND INTERMEDIATE STRATESY
VOING  LACK 1

SACL COUNT 2 BITS TD SEND
LAC DATA,é ADJUST DATA ACCORDING TO BITSELECTOR
SACL DATA DATA=0000 0000 DDOO 0000
]
] SEND 4 SUBBAND 4 BIT
LOOP4  SEND
LAR  0,COUNT
BANZ CONT4
#
& ALL SUBBAND 4 BITS SENT PREPARE NEXT SUBBAND
LACK OFF
SACL DENO NEW ACCESS MARK
LACK §
SACL BAND NEXT SURBAND TO SEND (2000-2500 H2)
RET

#
] KOT ALL SUBBAND 4 BITS SENT,PREPARE NEXT RIT
CONT4  SAR 0,COUNT

RET
L]
LTI Vesesesisarassnsaensas R N N N I Y
' A BIT OF SUBBAND § (2000-2500) HAS TG BE SENT
LITTTITTTE seeserenteas . sesusserrrsrscetnenns theseraseresssrrrrasitassanas .
4
NEXTS  ZALS DEND NEW ACCESS CHECK
B2 LOOPS
L
#  INITIALIZATION FOR A NEW SUBBAND 5 ACCESS
280
SACL DENO ND NEW ACCESS ANYNORE
LACK C0DS
TBLR DATA LOAD SUBBAND 5 DATA INTO SEND BUFFER
LACK 1
SACL COUNT 2 BITS 70 SEND FOR ALL STRATEGIES
LAC DATA,b ADJUST DATA ACCORDING T BITSELECTOR
SACL DATA DATA=0000 0000 DDOO 0000
]
+  SEND A SUBBAND 5 BIT
LOOPS  SEND
LAR 0,COUNT
BANZ CONTS
4
+  ALL SUBBAKD 5 BITS SENT,PREPAKE NEXT SUBBAND
LACK OFF
SACL DEMO NEW ACCESS MARK
LACK 2
SACL BAND NEXT SUBBAND TO SEND (500-1000 H2)

RET
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] NOT ALL SUBBAND S BITS SENT,PREPARE NEXT BIT
CONTS  5AR 0,COUNT

RET
3
L S TN
A BIT OF SUBBAND & (2500-3000 Hz) HAS TO BE SENT
ONLY ACCESSED EY UNVOICED AND INTERMEDIATE STRATEGY
Forrienacnenns terviesrarnae [ T R T T )
&
REXT6  ZALS DEMO NEW ACCESS CHECK
B2 LOOPS
4
& INITIALIZATION FOR A NEW SUBBAND 6 ACCESS
ZAL
SACL DEND ND NEW ACCESS ANYNORE
LACK CODS
TELR DATA LDAD SUBBAND & DATA INTO SEND BUFFER
LACK 1
SACL COUNT 2 BITS 10 GEND FOK ALL POSSIRLE STATEGIES
LAC DATA,b ADIUST DATA ACCORDING TO B1TSELECTOR
SACL DATA DATA=0000 0000 DDOG 0000
[ 3
£ SEND A GUBBAND 6 BIT
LOOPS  SEND
LAR  0,COUNT
BANZ CONTS
L 4
#  ALL SUBBAND & BITS SENT AND ALSD END OF 15 BiT DATABLOCK
¥ CHECK FOR END OF FRANE
LAY, >FF
SACL DENO NEW ACCESS NARK
LACK 7
XOR FRAME
BNZ NENDFN
&
+  END OF FRAME,PREPARE NEXT FRANE
ENDFRM  2AC
SACL BAND NEXT TO SEND=FAN
RET

&

t NOT END OF FRANE,PREPARE NEXT DATABLOCK

NENDFN LACK |
SACL BAND NEXT SUBBAND TO SEND (0-500 H2)
RET

&

& NDT ALL SUBBAND & BITS SENT,PREPARE NEXT BIT

CONT&  SAR 0,COUNT
RET

NULTIPLEXING DONE
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APPENDIX F

Main program SBC receiver part
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BRI AR R R R I F R R L R R R R R R RSN RR RN R R Y

t DECODER PROGRAM

]

& THIS MAIN PROGRAM USES THE SUBROUTINES:

¢ -DEMULTIPLEXING

$ -PCHAGR DECGDING
t -INVONF FILTERING

¢ T0 REALIZE A 16 KBIT PER SECOND SUBBAND DECODER.

* SYSTEN CLOCK RATE: 16 kHz

§- - .- - mecececccmcamcannaa
* REPORTS FOR DETAILS:

¥ PT REPORT BY P.CHITANY

+ FINAL REPORT BY J.BOLT,

+ FINAL REPORT BY R.KLEUTERS

# AUTHOR: ROLAND KLEUTERS
& DATE: 29-5-1987
N T I T T L T e Y

W o o W W e W e W R e W W e W e

* default page=0
[ R e ettt T L R L ittt ittt
)

I T Cersreeriany
U BENERAL VARIABLES DATA MEMORY PRGE !
Lo
]

CLOCX  EQY 0 CLOCK RATE ({46 kH2)

MODE  EQU | NODE FOR ANALOE INTERFACE BOARD

AROO  EQU 2 STORAGE PLACE FOR AUXILIARY REBISTER 0

AROL  EQU 3 STORABE PLACE FOR AUXILIARY REGISTER 1

ACH Eeu & STORAGE PLACE FOR HIBH PART OF ACCUNULATOR

ACL EBY 5 STORAGE PLACE FOR LOW PART OF ACCUMULATOR

TREE EBU 4 STORABE PLACE FOR T REBISTER

STATU EQU 7 STORABE PLACE FOR STATUS WORD OF TMS32010

t fros now on default page
Fooreosvenancas Ceesisanannans sessareseatanee Ceresiedannane Ceessretrtatessrrats
t BENERAL VARIABLES

$ieirannanearane tssisesassteanssrretosravans R
#

NSTAT EQU O MASK FOR STATE NOD 16

SWITCH EQU YFF=SEARCH MODE,ELSE=RECEIVE NODE; 0=DECODER ON(Q0)
FRANE EQU 2 COUNTER FOR FRAMELENGTH (00)
{ONE Eeu 3 CHECK BIT {Q0)
STRAT EQU 4 CONTAINS 0, 1, or 2: VOICED, INTERM. or UNVD. (QO)
SSTRAT EQU 5 BUFFERING {Q0)
STATE EQU & TREE POINTER (@0}
RESO  EBU 7 INTERNEDIATE CALCULATION RESULTS FOR MAIN ROUTINE
RES! EQU B INTERMEDIATE CALCULATION RESULTS FOR MAIN ROUTINE
PATH  EQU 9 CONTAINS STATE/2=CHANNEL TO PROCESS (80)
ouTP  EQU 10 8 kHz OUTPUT SANPLE OF TNS32010 (015)
BOUTPY EBU 1} BUFFERED 8 kHz OUTPUT SANPLE OF TMS32010 {015)
BOUTP2 EQU 12 16 kHz INTERPOLATION OF TMS532010 OUTPUT (e15)
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"¢ " BUFFER VARIABLES OF LOMW! {(0-2 kHz) AND KIGHI {2-4 kHz) FOR.=g:4 RESP, D14

Al EQU 13

Bl EQU 14

cl QU 15

£ INPUT TO (FILTER PART OF) FIRST INVONF STAGE FORMAT=R15
INF EQU 16

&

¥ DELAY VARIABLES OF LOM! (0-2 kHz) FORNAT=015
W2 EQU 17 AFTER FILTERING INPUT STORED IN YF2, 50

F3 EQU 19 XF1 NOT NEEDED

F& ERU 19

IS EBU 20

& EQU 21

F7 EQU 22

IF8 EBU 23

F9 EQU 24

IF10 EQU 25

FHi EQU 26

IFi2 EQU 27

F13 EQU 28

14 EQU 29

F15  EQU 30

F16  EQU 3

¢ DELAY VARIABLES OF HIGH1 (2-4 kHz) FORMAT=015
1F18 EQU 32 AFTER FILTERING INPUT STORED IN XFI8, S0

XF19 EQU 33 XF17 NOT NEEDED

F20  EQU 34

IF2l EQU 35

F2 EQU 3

F23  EQU 37

IF4  EQU 38

F25  EQU 39

XF26  EQU 40

27 EQU &l

XFe8  EQU 42

IF29  EQU 43

IF30  EQU 44

IF31 EQU 45

F32  EQU &

L 4

eeraees
' SECOND INVGNF STAGE VARIABLES

L PRI et et e s st snneresn e P aTe o It ta NN ts BRIt T0sTD seeesstsasseas
4

+  BUFFER VARIABLES OF LOW2 (0-1 kHz) AND HIGH2 (1-2 kHz) FORNAT=G14
A2 B 47

B2 EQU 48

ce EQU &9
&
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t BUFFER VARIABLES OF LOW3 (3-4 kKz) AND HIBK3 (2-3 kHz) FORMAT=817
A3 tey 50
B3 EQy St
€3 EQU Se

)

] INPUT TO (FILTER PART OF) SECOND INVAMF STAGE

INPS  EBU 53

]

t DELAY VARIABLES OF LOW2,HIEHZ,L0N3 AND HIBH3 (TIME SHARING)
15¢ EQU 54

153 EQU S5

154 EQU 56

185 e 57

154 EQu 58

157 g 59

158 gau &0

3

T reee
) THIRD INVQHF STABE VARIABLES

# BUFFER VARIABLES OF LDW4 (0-500 H2} AND HIGH4 (500-1000 Hz)  FORMAT=G14

R4 EdU &1
B4 gy &2
] EQU 63

] EUFFER VARIABLES OF LOWS (1500-2000 Kz) AND HIBHS (1000-1500 Mz} FOR.=Q15
9 EQU b4

5 EQU 65
€5 EQU &6

+ BUFFER VARIABLES OF LOW7 (2000-2500 Hz} AND HIGH7 (2500-3000 Hz) FOR.=Q18
A7 e 47
87 EQU o8
C7 EQU &%

* INPUT TO {FILTER PART OF) THIRD INVGNF STAGE
INPT  EQU 70

] DELAY VARIABLES OF LOW&,HIGH4,LOWS,HIGHS,LON7 AND HIGH7 {TINE SHARING)
ITe B 71

Im3 EQU 72

174 EQu 73

175 EQU 74

ITh g 75

]

Fernasrarareaseseaesrucentansanssrnsesnnosarncnss Veseeressretsenrrsratr s narsaes
4 FIRST INVDHF STABE CGEFFICIENTS FORMAT=0Q16
§ i anrarartanrsanesiasesrseserearetesiasateatr e nertessatssrtss0 et RRe0eE
t

CFo EQU 7%

CFi Egu 77

Cre EQu 78

CF3 EQu 79

CFé EQu 80

CF3 gou 81

CFé EQU 82

CF7 ey 83
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CF8 EQU B4

CF9 EQU &5

CF10 EQU 86

CF1t toU 87 -

CFie tau o8

CF13 tEQu 89

CFis EQU %0

CFts EQU 9t

L ]

S o E ettt et teteaeerare et retern e naasretarharrerans creanes
# SECOND INVOHF STASE COEFFICIENTS FORMAT=Q14
Breerirerernerrenennnns Ceerreranes fe o eenrieeeeeiteerentreieretaereeaeannnas
]

cso QU 92

Cst EQu 93

cse EQU 94

Cs3 EQy 95

C54 EQU 96

€ss EQu 97

€56 EQL 98

€s7 EgU 99

]

Birerinnenns f e e e re e terraa et e aa e s e e tee et e e ae st et h e e areesrerens
# THIRD INVOMF STAGE COEFFICIENTS FORMAT=016
E e e teere e et rer et e a s a e tath e aar s e rtaeeterranes
L 4

1o EQy 100

tn EQu 104

cre EQU 102

€13 EQU 103

£T4 EQU 104

CTs EQu 105

Firenreenennanes Cerreeriiersas t e esteeeereteresenareniiraesesnnenans
& PCHAGE VARIABLES

Berrerenenenneionns Cererensasaans . cereerennres Cerrerreneas
OUTPCH EQU 104 OUTPUT OF PCMAGE DECODER

CALC1  EGU 107 GENERAL VARIABLE TO CALCULATE WITH

CALC? EQU 108 GENERAL VARIABLE TQ CALCULATE WITH

NBIT EQu 109 CONTAINS NR. OF BITS TO QUANTIZE TO (80)
10 EQU 110 L OWEST POSSIBLE INPUT VALUE OF EXPONENT TABLE (Q14)
Xie7 EQU 114 HIGHEST POSSIBLE INPUT VALUE OF EXPONENT TABLE(Q14)
STEP EQU 1fe 1/(DISTANCE BETHEEN INPUTS OF EXPONENT TABLE) {(Q7)
GAMMA  EQU 113 GANNA VALUE OF FORMULA (0.99) (815)
VIFFF  EQU 118 Y3FFF; HELPCONSTANT
e
+ DEMULTIPLEXER VARIABLES

POINT EQU 115 FLAG: )FF=SEARCH FAM, 0=5KIP 128 BITS

ERRDR  EQU 114 CONTAING NUMBER OF ERROR ALLOWANCES (20}
COUNT  EQY 117 NULTIPURPOSE COUNTER {Q0)
BAND EQu 118 FLAG, CURRENT SUBBAND PROCESSING (20)
DATA eay 119 STORES INPUT BITS via SIGIN

SIGIN EQU 120 VARIABLE TO READ IN SERIAL DATA FROM OUTSIDE

DEMO EQu 121 NEW (FAW or SUBBAND) ACCESS NARK
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AORE 0
B STARY BRANCH TO NAIN KOUTINE
B INTRO BRANCH TO INTERRUPT SERVICE ROUTINE
f0RE 8 OTHERWISE ERRORS WITH TBLW'S
]
toeovoas vressrssanans seversesssanecterre veesrssaciarsanans resersansas Cearenunes
] GENERAL CDNSTANTS
Fiovnanes tiesrasenas creeae seasseanne N siessessnTretcananaas
]
CCLOCK DATA 312 CLOCK RATE (16 kHz)
NMODE  DATA 7 NODE FOR ANALOG INTERFACE BOARD
NNSTAT DATA >000F MASK FOR STATE MOD 14
#
B iiiriaa sttt iei it iaiieaseena st tenrarssasentes seremareriertrenananes
] SECOND INVOMF STAGE VARIABLES
LT
$
J DELAY VARIARLES OF LOW2 (0-1 kHz) FORXAT=Q14
sz  DATA O AFTER FILTERING INPUT STORED IN XXS2, 50
153 DATA O XXS1 NOT NEEDED
XXS4  DATA ©
XXS5  DATA O
XXS6  DATA O
XXS7  DATA O
1X58  DATA 0
]
# DELAY VARIABLES OF HIGHR (1-2 kKz2) FORMAT=014
15510  DATA 0 AFTER FILTERING INPUT STORED IN X510, S0
XXst1  DATA 0 ¥XS9 NOT NEEDED

1XS12  DATA O
XXS13  DATA O
1XS14  DATA O
XXS15  DATA 0
XISt6 DATA 0

* DELAY VARIABLES OF LOW3 (3-& kHz) FORNAT=016
IXS1B DATA 0 AFTER FILTERING INPUT STORED IN X518, SO
11519 DATA O XXS17 NOT NEEDED

1X520 DATA O
Ix521  DATR 0O
Xxsg2  DATA 0
XX523 DATA ¢
¥X524 DATA 0

% DELAY VARIARLES OF HIGH3 (2-3 kH2) FORNAT=016
XxS26  DATA O AFTER FILTERING INPUT STORED IN XX526, SO
1X527 DATA O 1XS25 NOT NEEDED

1x528 DATA 0
1X529  DATA O
1530 DATA O
15531 DATA 0
Xx532  DATA 0
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------------------------------------------------------------------------------

t THIKD INVENF STAGE VARIABLES

I I I T I T T T T T s
1

& DELAY VARIABLES OF LOW& (0-500 Hz) FCRMAT=014
T2 DATA O RETER FILTERING INPYT STORED IN XXT2, SO

T3 DATA O XXT1 NOT NEEDED

T4 DATA O

I35 DATA 0

NTe DATA O

]

t DELAY VARIABLES OF HIGK4 {500-1000 K2) FORMAT=014
178 DATA O AFTER FILTERING INPUT STORED IN XXT8, SO

79 DATA O XXT7 NOT MEEDED

ITI6  DATA 0
T DATA O
T2 DATA ©

+ DELAY VARIABLES OF LOWS (1500-2000 Hz) FORMAT=Q14
UTe DRTA O AFTER FILTERING INPUT STORED IN XXT14, SO
TS DATR 0 XXT13 NOT NEEDED

1716 DATA O
177 DATR ©
1718 DATR 0

t DELAY VARIABLES OF HIBHS (1000-1500 Hz) FORMAT=Q14
KXT20  DATA O AFTER FILTERING INPUT STORED IN XXT20, S0
1121 DATA O XXT19 NDT NEEDED

nye2 DATA O
0123 DATR O
1XTe4  DATA O

t DELAY VARIABLES OF LOWT (2000-2500 Hz) FORMAT=@17
X126 DRTA O AFTER FILTERING INPUT STORED IN XXT24, SO
X727 DATA © XXT25 NOT NEEDED

1XT28  DRTA 0
XIT23  DATA O
XAT30  DATA O

] DELAY VARIABLES OF HIBH? (2500-3000 Hz) FORNAT=01?
1732 DATA O AFTER FILTERING INPUT STORED IN XXT32, SO
1733 DATA O IXT31 NOT NEEDED

IXT36  DATA O
1733 DATA O
IXT36 DATA 0

‘.llll'll.l'll lllll a8 sss0000 8 PPE I ALIIT IS USSP NIOPRININNERIIOEIDPRIRITIIISIESD
i FIRST INVAMF STAGE COEFFICIENTS FORNAT=014

'l..ll'lll.llllln'l'.l.l.l...-.0.-.l‘.l....Ill.llllllllll.l'l-.lllliiil.l..l!ll

]

CCFO  DATA 45
CCF1  DATA -92
CCF2  DATA -83
CCF3  DATR 277
CCF4  DATA 93
CCFS  DATA -820
CCF6  DATA -9
CCF?  DATA 1178



CCFB  DATA -274

CCF9  DATA -2047

CCF10  DATR 935

CCFIT  DATA 3470

CCF12  DATA -257

CCF13  DATA -6541

CCF14  DATA 8425

CCF1S  DATA 30566

t

toieiiianana sraens tieane Pretsasrrrsteas TN
'

Fosrisiissisntnecens

+

CCSO  DATA &9

CCS1  DATA -33t

£es2  DATA -170

CCS3  DATA 1812

CCS4  DATA -433

€CSS  DATA -5924

CC56  DATE 6409

CCS7  DATA 31325

]

3

t

)

LCT0  DATA -250

CCTY  DATA 1236

CCT2  DATA -178

CCT3  DATA -5551

CCTa  DATA 5798

CCTS  DATA 31745

t

]

Bouttrernaersssarastnatsecanseras sesesasncss
#

* {1-6ANMA)EDC FOR 7 SUBBANDS
06D1  DATA -10486 SUBBAND 1
DuM!  DATA 0

06D4  DATA -13b42 SUBBAND &
0605  DATA -231f2 SUBBAND 5
08D2  DATA -1048% SUBBAND 2
DMz DATA O

06D3  DATA -13442 SUBBAND 3
DsD6  DATR -23112 SUBBAND &
&

] D(N) FOR 7 SUBBANDS

DNt DATA -13563 SUBBAND |
DUN3  DATA 0

D4 DATA -14794 SUBBAND 4
DNS DATA -18493 SUBBAND 5
DNe DATA -13543 SUBBAND 2
DUMé  DATR O

DN3 DATA -14796 SUBBAND 3
DNb DATA -18495 SUBBAND &

+
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---------------------------------

THIRD INVOMF STAGE COEFFICIENTS
Boiiiiiiiianns N N

PCNAGR's TABLES

------------------------------------------------------------------------------

FORMAT=016

FORMAT=D22

FORMAT=014
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t RIT ALLOCATION FOR VOICED STRATEGY (0) FORNAT=00
BAVOI! DATA 4 SUBERND 1

DUNS  DATA O

BAVDI4 DATA2 - - -~ SUEBRAND-4

BAVOIS DATA ¢ SUEBAND 5

BAVOIZ DATA 4 SUBEAND 2

DUMe  DATA O

BAVOI3 DARTA 3 SUBBAND 3

BAVOIS DATA 0 SUBBAND ¢

%

4 BIT ALLOCATIDN FOR INTERMEDIATE STRATEGY (1) FORNAT=Q0
BAINTL DATA 4§ SUBBAND 1

DUN?  DATA O

BAINT4 DATA 2 SUBBAND 4

BAINYS DATA 2 SUBBAND 5

BAINTZ DATA 3 SUBBAND 2

puMe  DATA O

BAINT3 DATA 2 SUBEARD 3

BAINTS DATA 2 SUBBAND &

3

] BIT ALLOCATION FOR UNVDICED STRATEGY {2) FORMAT=00
BAUNVY DATA 2 SUBBAND 1

DUM?  DATA O

BAUNV4 DATA 3 SUBBAND ¢

RAUNVS DATA 2 SUBBAND §

BAUNVE DATA 3 SUBBAND 2

DUKI0  DATA O

BAUNV3 DATA 3 SUBBAND 3

BAUNVS DATA 2 SUBEAND &

'

¥ STORABE OF CODED SURRAND SAMPLES (INPUT PCMAQE DECODER) FORMAT=00
Codt  DATA O SUBBAND |

DUMIY  DRTA O

fops  DATA O SUBBAND 4

£o0S DATA O SUBBAND 5

gop2  DATA O SUBBAND 2

DUMIZ  DATA O

£ep3  DATA O SUBBAND 3

goDe  DATA O SUBBAND 6

'

] STORAGE OF PREVIQUS CODED SUBBAND SAMPLES (STEPSIZE ADAPTION) FORMAT=00
PCOD!  DATA 0 SUBBAND 1

DUNI3  DATA O

PCOD4  DATA O SUBBAND &

PCODS DATA O SUBBAND 5

PCOD2  DATA 0 SUBBAND 2

DUMI4  DATA O

PCOD3  DATA 0 SUBBAND 3

PCODS  DATA O SUBBAND &

]

] BUANTIZER CONSTANTS

SSTEP  DATA 19637 1/(DISTANCE BETWEEN INPUTS OF EXPONENT TABLE) (@7)
G6ANNA DATA 32440 GANRA=0.99 @y

YV3FFF  DATA D3FFF »3FFF; HELPCONSTANT
]



+ LOSTABLE @ BIT CASE

L0620
L0621
L0622
L0623
DUM1S
DML
DUNL?
DUN18
DUM19
DUNR0
DUN21
DUN22
DUNR3
DUNRe
4
]
L0630
L0831
LOB32
L0633
L3634
L0635
L0636
L0637
DUN2S
DUNRS
DU
DUN28
L 3

L0640
LOG41
L0642
L0643
LDG44
LOG4S
LOG44
LOG47
L0648
LOG49
LOG410
LOBA11
L0412
L06413
L0414
L0415
]

1)

1510
Xx1127
DUN29
DUN30
X140
Xx4127
XX50
Xx5127
XX20

DATA 18268
DATA -4626
DATA -4626
DATA 18268
DATA 0

DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA

QO DO OoO O O

LOBTABLE 3 BIT CASE
DATA 11540
DATA O
DATA 0
DATA -4626
DATA -4426
DATA O
DATA 0
DATA 11540
DATR 0
DATA 0
DATA 0
DATA ©

LOGTABLE 4 BIT CASE
DATA 24918
DATA 19728
DATA 13377
DATA 5189
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATA -2999
DATR -2999
DATA -2999
DATR -2999
DATA 5189
DATR 13377
DATA 19728
DATA 24918
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LONEST AND HIBHEST POSSIBLE INPUTS DF EXPONENT TABLE

DATA -13563
DATR O
DATR 0
DATA 0
DATR -14794
DATA -1233
DATA -18493
DATA -4932
DATA -13563

SUBBAND 1
SUBBAND 1

SUBBAND 4
SUBBAND &
SUBBAND S
SUBBAND 5
SUEBAND 2

FORMAT=R18

FORMAT=018

FORMAT=618

FORMAT=014
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1X2127 DATA 0 SUBBAND 2
DuM31  DATA 0
DUM32  DATA 0

CIX3 _ DATA -1479¢ . SUEBAND 3
113127 DATA -1233 SUEBAND 3
XX60  DATA -18495 SUBBAND &
XX6127 DATA -4932 SUBBAND &

+
¥ EIPONENT TABLE OF DECODER
+  FORNATS ARE : SUBBAND 1 QI5
' SURBAND 2 @15
' SUBBAND 3 816
' SUBBAND & 016
¢ SUBBAND 5 819
t SUBBAND & 019
3
CEXPO  DATA 16

DATA 17

DATA 18

DATA 19

DATA 20

DATA 22

DATA 23

DATA 24

DATA 26

DATA 27

DATA 29

DATA 31

DATA 33

DATA 35

DATA 37

DATA 39

DATA 42

DATA 4

DATA 47

DATA 50

DATA 53

DATA 56

DATA 60

DATA b4

DATA 68

DATA 72

DATA 7

DATA 81

DATA 86

DATA 91

DATA 97

DATA 103

DATA 109

DATA 116

DATA 123

DATA 131

DATA 139

DATA 148

DATA 157

DATA 166

DATA 177

DATA 188



DATA 199
DATA 211
DATA 225
DATA 238
DATA 253
DATA 269
DATA 286
DATA 303
DATA 322
DATA 342
DATA 363
DATA 385
DATA 409
DATA 435
DATR 462
DATA 490
DATA 520
DATA 53
DATA 587
DATA 623
DATA 442
DATA 703
DATA 746
DATA 792
DATA 841
DATA 893
DRTA 949
DATA 1007
DATA 1070
DATA 1136
DATA 1206
DATA 1281
DATA 1380
DATA 1464
DATA 1534
DATA 14628
DATA 1729
DATA 1835
DATA 1950
DATA 2070
DATA 2199
DATA 2335
DATA 2479
DATA 2632
DATA 2795
DATA 2948
DATA 3152
DATA 3347
DATA 3554
DATA 3774
DATA 4008
DATA 4256
DATA 4519
DATA 4798
DATA 5095
DATA 5611
DATA 5743
DATA 4101
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DATA 6478

DATA 4879

DATA 7305

DATA 7757

DATA 8237

DATA 8744
DATA 9288

DATA 9842

DATA 10473
DATA 11124
DATA 11809
DATA 12539
DATA 13315
DATA 14139
DATA 15014
DATA 15943
DATA 14929
DATA 17977
DATA 19089
DATA 20270
DATA 21585
DATA 22854
DATA 24271
DATA 25772
DATA 27347
DATA 29060
DATA 30855
DATA 32747

' [, crmsrrrmec e cc e et e ———- ———-

’--c.---n ------ ses sty SssracnessrBRNIINIEIIRISESITS sesesascunne essrs s

' INITIALIZATIONS
Boieianntinnnrarnraiosrsessnissretusasrassssnasssscairensans Cessssessssares
]
START  DINT
)
t INITIALIZE STATUS BITS

LARP 0

LDPK 0

S0V

INITIALIZE BGENERAL VARIABLES OF DATA MEMORY PAGE
LoPK 1
LACK CCLOCK
TBLR CLOCK CLOCK RATE (16 kH2)
LACK MMODE
TBLR MODE WODE FOR ANALOG INTERFACE BOARD
LOPK 0

i INITIALIZE GENERAL VARIABLES OF DATA MEMORY PAGE ¢
LACK MMSTAT

TBLR NSTAT KASK FOR STATE MOD 16
LACK OFF
SACL SWITCH DEMULTIPLEXER IN SEARCH MODE; DECODER OFF

ZAC



LOAD

]
Foeorvarrararsnrsnaanss
&
]

*
WAIT

SACL FRAME
LACK 1

SACL ONE
SACL STRAT
SACL SSTRAT
ZAC

SACL STATE
SACL OuTP
SACL BOUTP1
SACL BauTP2
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STATUS FOR DECODER

1" FOR LOSICAL MANIPULATIONS
BY DEFAULT LOAD INTERMEDIATE STFATEGY
ALSO INTERMEDIATE STRATEBY FOR BUFFER

INIT TREE POINTER

ZERC B kHz OUTPUT SAMPLE OF TMS32010

ZERD BUFFERED 8 kHz QUTPUT SANPLE OF TMS32010
ZERQ 16 kHz INTERPOLATED QUTPUT OF TMS32010

INITIALIZE PCMAQE VARIABLES

LACK SSTEP
TBLR STEP

LACK G6ANNA
TBLR GANMA
LACK VV3FFF
TBLR V3FFF

1/(DISTANCE BETNEEN INPUTS OF EXPONENT TABLE)
GAMMA VALUE OF FORMULA (0.99)

Y3FFF; HELPCONSTANT

INITIALIZE DEMULTIPLEXER VARIARLES

LRCK )FF
SACL POINT

SEARCH FIRST FAN

LOAD INVGMF COEFFICIENTS INTO DATA RAM

LARK 1,CT5
LARK 0,29
LACK CCTS
LARP 1
TBLR #-,0
SUB  ONE
BANZ LDAD

INITIALIZE ANALOG INTERFACE BOARD (AIB)

LDPK 1
0UT MODE,0
oUT  CLOCK,
LDPK 0
ouT OUTR,2
Ut OUTP,3

PROGRAM ALB
SET CLOCK RATE OF AIB

CLEAR ADLS (PROTECTION AGAINST RESET INTERRUPTS)
CLEAR AD2S (PROTECTION ABAINST RESET INTERRUPTS)

INITIALIZATION AND VARIABLE LOADING DONE, NOW BEGIN

EINT

AORTA

00D CYCLE OF 16 kHz CLOCK MUST JUST HAVE PASSED
WAITEY LAC STATE

AND ONE
BNZ WAITEV

EVEN CYCLE OF 16 kHz CLOCK HRS PASSED (BIT 0 OF STATE=0)

LAC 5TATE
AND ONE
BZ  WAIT

00D CYCLE OF 14 kHz CLOCK HAS JUST PASSED (BIT 0 OF STATE=1)
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' DURING THE PROCESSING OF A SUBBAND SAMPLE STATE CAN CHANGE AS A

t RESULY OF AN INTERRUPT, SO DEF INE PATH=STATE/2
LAT STATE, 1S
"BACHPATH -~ — & 0 T

¥ CKECK IF DECODER 15 ON (i.e. IN SYNCHRONIZATION)
ZALS SWITCH
BZ  ACTSUB SWITCH=0?

t DECODER 15 NOT ON; OUTPUT A ZERD AND WAIT FOR NEXT CYCLE

ZAC

SACL OUTP

B WRITEV
]
J DECODER 15 ON; ACTUAL SUBBAND DECODING
ACTSUB CALL PCNAGB

CALL INveNF

B WAITEV

' --------------------------------------------------

3
INTRD  DINT
4
+  SAVE STATUS OF TWS32010
ST STATU
NPY ONE T REGISTER TO P REGISTER
LDPK 1
SAR  0,AR00
SAR  1,ARO!
SACH ACH
SACL ACL
PAC
SACL TREG
LDPK 0

STATE UPDATE
LAC STATE
ADD ONE
AND  MSTAT STATE NOD 16
SACL STATE

RUN THROUGH DENMULTIPLEXER
CALL DEMUX

]
t CREATE A 16 kHz OUTPUT SANPLE OF THE TMS32010
¢ QUTPUT IS 8 kHz INVGNF TREE OUTPUT IF CYCLE IS ODD
¢ OUTPUT 15 INTERPOLATION OF 8 kHz INVGNF TREE OUTPUT IF CYCLE 1S EVEN
LAC STATE
AND ONE
Bz INTPOL
LAC outp CYCLE IS 0DD; OUTPUT IS INVONF QUTPUT

SACL BOUTP!
0UT BOUTPR,2
B RGSTAT
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INTPOL LAC BOUTPI,IS  CYCLE IS EVEN; OUTPUT IS INTERFOLATION
ADD ROUTFZ,15
SACH BOUTP2
0UT BOUTPZ,2
DAOV BOUTPI
4
+  RESTORE STATUS OF TNS32010
RSSTAT LDPK 1
LAR 0,ARO0
LAR 1,ARO!
ZALK ACH
ADDS ACL
LT TREG
LST STATU

RETURN TO PLACE OF INTERRUPT AND CONTINUE
EINT
RET

DECODER PROGRAM DONE
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APPENDIX G

Subroutine PCMAQRB (decoder)
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R R R R R R R R R SR R R R R SRR R R R R LR RN R IA Y

o s W e W o

]

PCHAQE DECODING

THIS SUBROUTINE INCORPORATES:

-BACKWARD STEPSIZE ADAPTION OF THE QUANTIZER

-2,3 or 4 BIT PCM DECODING OF & CODED SAMPLE

INTO A QUANTIZED SAMPLE JF THE SUBBAND BEING
PROCESSED

& INPUT: FAW ¢ | kHz SANPLES (B STREANS)
¢ DUTPUT: | kHz SANPLES (B STREAMS)

&~

& BIT ALLOCATION ACCORDING TD SSTRAT :

VOICED

- e e m W

UNVOICED

# AUTHOR : ROLAND KLEUTERS
¥ DRTE : 29-5-1987

§ 4
INTERNEDIATE & 3
e 3

M W W e Wk @ W e W

L]

e Wm e e W W

]

(22222223 2222222222 X2 2222 ez iRz e 22212222222 222222222 2222322 2222222222}

3

PCMARE  NOP
]

ENTRY POINT

4 READ IN FROM TABLE THE NUMBER OF CODE BITS FOR THE SUBBAND IN PROCESSION

LACK BAVOIY
ADD PATH
ADD SSTRAT,3
TBLR NEIT

L

LACK XX10
ADD PATH, !
TBLR X0
ADD ONE
TBLR X127

L ]

LAC NBIT
B6Z READIN

- -

2RC

SACL CALCH
LACK PCODI
ADD PATH
TBLN CALCI
LACK DN1
ADD PATH
TBLW X0
ZAC

SACL OoUuTPCH
RET

NBIT CONTAINS NUMBER OF CODE BITS

10 CONTAINS LONEST POSSIBLE INPUT OF EXP. TABLE

X127 CONTAINS HIGHEST POSSIBLE INPUT OF EXP. TABLE

CHECK IF NUMBER OF CODE BITS (NBIT) GREATER THAN ZERD

DECODE?

ND DECODING HAS TO TAKE PLACE (NBI1T=0)

ZERQ "CODED® RESULT; 1i(n):=0

I(n) SAVED IN PREVIOUS CODED SUBBAND SANPLES TABLE
MININALIZE STEPSIZE; d(n):=X0

d{n) SAVED IN TABLE
2ERQ °DECODED® RESULT; GUANTIZED SUBBAND SANPLE:=0
QUANTIZED SUBBAND SAMPLE SAVED IN OUTPCM

READ IN THE LOWEST AND HIGHEST POSSIBLE INPUT VALUE OF THE EXPONENT TABLE
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e iesaeeses Trrasseens X deevue RN E RN RN R R T R R ssaveae asacassnss » L

+ DETERMINE din)=LO6(DELTA(n})
' lllllllllllllllllllllllllllllll b0 0 0P DPIISIPIREIITIRIOIREDY S8 0V S ITR NI AR RINIBNVYETILI RSN

] READ IN THE PREVIOUS CODED RESULY RESULY I{n-1) FROM TABLE
READIN LACK PCODI
ADD PATH
TBLR CALCH CALC1 CONTAINS THE PREVIOUS CODED RESULT 1(n-1)

+  DETERMINE #{[1(n-1)3)=LOG{N(II{n-1)3)) FROM TABLES
LAC NBIT
SUB ONE,1
SACL CALC2
LACK LOB22
ADD CALCZ,4
ADD CALC!
TBLR RES! RESI CONTAINS @([1{n-1)1)=LOB(N(1(n-1)1))

t DETERNINE {1-GANMA)&DC FROM TARLE
LACK 08Dt
RDD PATH
TBLR CALCY CALCI CONTAINS (1-6AMMA:+DC

¥
$ DETERNINE GAMMA®din-1) FROM TABLE
LACK DN:
ADD PATH
TBLR RESO RESO CONTAINS din-1)
LT  BAMNA
WPY RESO
PAC
5ACH CALC2,t CALCZ CONTAINS BANMA%d{n-1)

+  DETERMINE GAMMA®d(n-1)+a{L1(n-1)1)+(1-GANNA)+DC
ZALH CALCR
ADD RESI,12
ADD CALC1,8

SACH CALCY CALCT CONTAINS BAMMA#d(n-1)+ai{I{n-1)])+
] (1-GANNA)#DC, i.e d(n)
CONTROL THE LIMITATION OF din) TO ITS RANGE AND SAVE d(n) IN TABLE
LAC CALCt
SUB X127
B62 SATONH din} GREATER THAN MAXINUN POSSIBLE VALUE OF d(n)?
LRC X0
SUB CALCt
B6Z SATDNL din} LESS THAN MINIMUM POSSIBLE VALUE OF din)?
B SAVEDN NO SATURATION NEEDED
SATDRH LAC X127 SATURATE dfn} TO NAXIMUN POSSIBLE VALUE
SACL CALCY
B SAVEDN
SATDNL LAC X0 SATURATE d(n) TO MININUM POSSIBLE VALUE

SACL CALCY



)

[ ]

- e o e
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AVEDN LACK DN} SAVE d(n) IN TABLE
ADD PATH
TBLW CALCI
DETERMINE DELTA{n}=EXP({d(n))
ROUND di{n} YO ONE OF THE ENTRY POINTS OF THE EXPONENT TABLE
ZALH CALCL
SUBH X0
SACH CALCY CALC! CONTAINS dfn)-X0
LT CALCI
HPY STEP
PAC
SACH CALCY CALCI CONTAINS (d{n}-X0)#STEP
LAC CALCI, M
SACH CALCH CALCI CONTAINS INTEGERI(d{n)-XO}¢STEPI=ENTRY POINT
DETERMINE THE OUTPUT OF THE EXPONENT TABLE
LACK CEXPO
40D CALCH
TBLR CALCY CALCY CONTAINS OUTPUT OF EXPONENT TABLE=DELTA(n)

READ IN I(n) FROM TABLE OF CODED SUBBAND SAMPLES AND
SAVE I{n) IN TABLE OF PREVIOUS CODED SUBBAND SANPLES
LACK COD!
ADD PATH
TBLR CALC2 CALC2 CONTAINS CODED RESULY I(n)
LACK PCOD!
ADD PATH
TBLW CALC2 I{n) SAVED IN TABLE

DETERMINE (1(n)+0.5}#DELTA{n}
LAC CALCZ,!

ADD ONE

SACL caLCe CALC2 CONTAINS 1(n}+0.5 (FORMAT=Q!)

LT CALC2

NPY CALCE

PAC ACCY CONTAINS (I(n)+0,5)#DELTA(n), i.e. THE

QUANTIZED SUBBAND SAMPLE (FORMAT=D16,017 or 020
CONTROL THE LINITATION OF THE QUANTIZED SUBBAND SAMPLE TO ITS RANGE AND
SAVE THE QUANTIZED SUBBAND SANPLE (IN 14,015 or Q18 FURNAT) IN OUTPCN

SACL RESO RES0=DDDD DODD DDDD DD-- ; D=DATA BIT -=DON'T CARE

SACH RES! RES1=5555 S555 5555 SS5D ; S=SIGABIT

LAC RESI

SUB ONE

BG6Z SATOPH QUANTIZED SUBBAND SAMPLE GREATER THAN NAX. VALUE?

26C

SUB ONE,!

SUB RES!

BG6Z SATOPL QUANTIZED SUBBAND SAMPLE LESS THAN NIN. VALUE?

LAC RES!,14 SAVE QUANTIZED SUBBAND SAMPLE WITHOUT SATURATION
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SACL RES! RES1=S000 0000 0000 0000
LAC RESQ, 14
SACH RESO RESO=--0DD DDDD DDDD DDDD
LAC RESC [
AND V3FFF ACCU LOW=00DD DDDD DDDD DDDD
ADD RES ACCU LOW=SDDD DDDD DDDD DDAD '6:.-,015,018 FORMAT)
SACL BUTPCH
RET

SATOPK LAC V3FFF SATURATE QUANTIZED SUBBAND SAMFLE TO MAX. AND SAVE
ADD ONE,14
SACL OuTPCH
RET

SATOPL LAC ONE,I5 SATURATE QUANTIZED SUBEAND SAMPLE TO MIN. AND SAVE
SACL OUTPCH
RET

&
t PCNAGB DECODING DONE
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APPENDIX H

Subroutine INVGEGMF
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R R I R R R R R R R R T R B R E R R R R0 R E R 4
INVAMF FILTERING

[ 3
¢
+ THIS SUBROUTINE INCORPORATES: o o

' -INVERSE GNF FILTER TREE

' -8 kHz SPEECH SIGNAL RECONSTRUCTION

' -TAKE OVER OF NEW VOICING STRATEGY FOR
: PCK DECODING

1
#
g

INPUT: 1 kHz SAMPLES (8 STREANS)

QUTPUT: 8 kHz SAMPLES (1 STREAN)
[ e e R L R R

# SUBBAND PROCESSING : 1,8,4,5,2,7,3,6

¥

# BIT ALLOCATION :

L 2 {3 _&_5 _6_17_8__
' VOICED & 4 3 2 2 0 0 O

& INTERMEDIATE 4 3 2 ¢ 2 2 0 o

' UNVOICED e 3 3 3 2 2 0 o

t FAN's @

t VOICED >76 INTERMEDIATE>9S UNVOBICED>CC

# AUTHOR: ROLAND KLEUTERS

+ DATE: 29-5-1987

PR R R R P R R LR R R H R R R L H R PR LR R R R R RS
%

t ST - - > = > > S = = = > A ek - ———— - -

# NACRD'S

: MACRO TO REALIZE FILTERING IN LOW BRAKCH OF FIRST INVOMF STAGE
FLTFLO $MACRO

2AC

LT XFi6
WPY CF1
LTD XF15
MPY CF3
LTD IF14
KPY CF3
LTD XF13
HPY CF7
LTD XF12
HPy CF9
LTD XF11
WPY CFi1
LTD XF10
NPY CF13
LTD 1F9
WPY CF15
LTD XFB
HPY CF14
LT0 XF7
neY CF12
LTD XF&
KPY CF10
LTD XFS
NPY CF8
LTD XF4

)

W W Me e W e W M i W MR dk W M s s e e e e

- -

L 4
L 4
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MPY CFé
LD XF3
NPY CF4
LTD XF2
NPY (F2
LTA INPF
MPY CFO
#Pac FILTER RESULT HAS TO BE AWPLIFIED WITH 2
SACL RESO
SACH RES!
ADD RESO
ADDH RESt
SACK ouTP 8 kHz OUTPUT OF TMS32010
LAC INPF
SACL XF2
SEND

]

t NACRO 70 REALIZE FILTERING IN HIGH BRANCH OF FIRST INVONF STAGE

FLTFHI $MACRD
ZAC
LT XF32
nFY CFO
LD XF3l
WPY CF2
LD XF3¢0
MPY CF4
LTD IFe9
HPY CFé
LD X8
MPY CF8
LTD XF27
WPY CF10
LTD XF2b
wpPY CFi2
LTD XF23
MPY CFlé
LTD XF24
NPY CFI5
LTD XF23
WPY CF13
LD 1F2e
¥PY CFil
LTD XFet
MPY CF9
LTD XF20
WPY CF7
LD IF19
WPY CF5
LTD 1IF18
wPY CF3
LTA INPF
HPY CF1
APAC FILTER RESULT HAS TO BE AMPLIFIED WITH 2
SACL RESO
SACH RESI
ADD RESO
ADDH RESI1
SACH OUTP 8 kHz OUTPUT OF TMS32010




LAC INPF

SACL XF18
. . $END

¢

& NACRO TO REALIZE FILTERING IN LOW BRANCH OF SECOND INVGMF STAGE

FLTSLO $MACRO

2AC

LY 58
wpy CS1
LTD 187
WPY CS3
LD XSs
HPY (S5
L0 X585
WPy CS7
LTD K54
MPY (CSé
LTD 1S3
MPY CS4
LTD xS
KPY CS2
LTD INPS
wpy €S0
APAC
SACL RESO
SACH RES!
ADD RESO
ADDR RES!
SACH RESO
$END

$

FILTER RESULY HAS TD BE AMPLIFIED WITH 2

& kHz INPUT TO FIRST INVGNF STAGE

3 MACRC 70 REALIZE FILTERING IN HIGH BRANCH OF SECOND INVINF STAGE

FLTSHI $MACRO
2AC
LT xS
WPy €SO
L0 X§7
MPY (S2
LTD XSé

NPY CS4

LTD XS5
MPY (CSé
LTD XS4
HPY (S7
LTD 1S3
NPY CSS
LTD 1852
wPY (S3
LTD INPS
HPY CS1
APAC
SACL RESO
SACH RES!
ADD RESO
ADDH RES!
SACH RESO
$END

FILTER RESULT HAS TO BE ANPLIFIED WITH 2

4 kHz INPUT TO FIRST INVQNF STAGE



+ MACRS TO REALIZE FILTERING IN LOW BRANCH OF THIRD INVEMF STAGE
FLTTLO $MACRD
ZAC
LT X%
MPY (Tt
LTD XI5
¥PY (13
LYD T4
WPY (15
LD X13
WPY Cl4
LT X12
WPy CTe
LD INPT
KPY €70
APAC FILTER RESULT HAS TD BE AMPLIFIED WITK 2
SACL RESO
SACH RES!
ADD RESO
ADDH RESY
SACH RESO 2 kH: INFUT TO SECOND INVOMF STAGE
$END
+
$ MACRO TO REALIZE FILTERING IN HIGH BRANCH OF THIRD INVEMF STASE
FLTTHI $MACRO
240
(R AT
MPY LT0
LYD X315
NPy CT2
LTD XT&
HPY CT4
LTD X713
NFY CT5
LT X712
NPY CT3
LTD INPT
NPY CT{
APAC FILTER RESULT HAS TO BE AMPLIFIED WNITH 2
SACL RESO
SACH REST
ADD RESO
ADDH RES!
SACH RESO 2 kHz INPUT TO SECOND INVENF STAGE
SEND
&
f NACRO 70 LDAD DELAY VARIABLES OF SECOND INVONF STAGE
LOADDS $KACRO X
LACK :1.5:
LARK 0,152
TBLR #+
ADD ONE
TBLR &+
ADD ONE
TBLR #+
ADD ONE
TBLR #+
ADD ONE
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TBLR &+
ADD ONE
~ TBLR #+

ADD ONE
TBLR ¢
$END

3

t MACRO TO SAVE DELAY VARIARLES OF SECOND INVONF STASE

SAVEDS $MACRO X
LACK :X.S:
LARK 0,152
TBLN #+
ADD ONE
TBLN #+
ADD ONE
TBLW #+
ADD ONE
TBLNW &+
ADD ONE
TBLN #+
ADD ONE
TBLW &+
ADD ONE
TBLN &
$END

¥ MACRO TO LOAD DELAY VARIABLES OF THIRD INVOMF STABE

LDADDT $MACRO X
LACK :1.S:
LARK 0,172
TBLR &+
ADD ONE
TBLR #+
ADD ONE
TBLR &+
ADD ONE
TBLR #+
ADD ONE
TBLR ¢
$END

4

+ NACRG TO SAVE DELAY VARIABLES OF THIRD INVONF STAGE

SAVEDT $MACRO X
LACK :X.5:
LARK 0,112
TBLW #+
ADD ONE
TBLW #+
ADD ONE
TBLW #+
ADD ONE
TBLW #¢
ADD ONE
TBLN ¢
$END



INVONF  NOP ENTRY POINT
*

' SELECT PATH

LACY. 4

SUR  PATH

BEZ PATHEZ

BZ HIEBH4 SUBBAND 2

ADD ONE

BZ  HIGHA SUBBAND 7

ADD ONE

BZ  HIBHS SUBBAND 3

B HIGH? SUBBAND &
PATHEZ SUB ONE

BZ LOWY SUBBAND 3

SUB ONE

BZ LOWS SUBBAND 4

SUBR ONE

BZ  LOWS SUBBAND 8
' SUBBAND 1

# THIRD INVQNF STact:

i LON4  0-300 Hz

3 HIGH§ 500-1000 Az

] LO¥S  1500-2000 H2

+ HIGHS 1000-1500 Hz

] LON6 3500-4000 Hz; NOT CODED
] K164 3000-3500 Hz; NOT CODED
¢ LOK7 2000-2500 Kz

] HIGH7 23500-3000 Hz

# TAKE OVER NEW VOICING STRATEGY
]

LOW&  DMOV A4 DOUBLE BUFFER

' INPUT CALCULATION
ZALH B4
SUBH Cé
SACH INPT i kHz INPUT TO FILTER
LAC OUTPCN
SACL A4 BUFFERED 1 kHz INPUT TO THIRD INVONMF STASE

#
) LOAD DELAY VARIABLES OF LOW4
LOADDT XXTe

FILTER 0-500 Hz
FLTTLO

SAVE DELAY VARIABLES OF LOWA
SAVEDT XXTe

BRANCH TO SECOND INVGMF STAGE
B LDWe
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HIGHs  NOP NO DOUBLE BUFFER

] TNPUT CALCULATION
. ALK (&
ADDR B4
SACH INPT 1 kHz INPUT TO FILTER
LAC OUTPCH
SACL Ca BUFFERED 1 kHz INPUT 10 THIRD INVIMF STABE

i LOAD DELAY VARIABLES OF HIGH4
LOADDT XXTB

t FILTER 500-1000 Hz
FLTTHI

1 SAVE DELAY VARIABLES OF RIGH4
SAVEDT XXT8

' BRANCH TO SECOND INVEMF STAGBE
B LOWe

LOWS  DNOV AS DOUBLE BUFFER

] INPUT CALCULATION
LAC B5,15
5UR (5,15
SACH INPY § kHz INPUT TO FILTER
LAC DUTPCH
SACL AS BUFFERED 1 kH2 INPUT TO THIRD INVANF STAGE

t LOAD DELAY VARIABLES OF LOWS
LOADDT XXT14

FILTER 1500-2000 Wz
FLTTLO

L]

SAVE DELAY VARIABLES OF LOWS
SAVEDT XXT14

BRANCH TO SECOND INVOMF STAGE
B HIGKe

I6HS  NOP ND DOUBLE BUFFER

W X e B e e

INPUT CALCULATION
LAC 5,15
ADD B, 15
SACH INPT 1 kHz INPUT TO FILTER
LAC OUTPCH
SACL €5 BUFFERED 1 kHz INPUT TO THIRD INVONF STAGE

]
% LOAD DELAY VARIABLES OF HIGHS
LOADDT XXT20

] FILTER 1000-1500 Hz
FLITHI
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t SAVE DELAY VARIABLES QF HIGKS
SAVEDT XXT20

4 BRANCK TD SECOND INVAMF STAGE

B HIGH
*
LOWs  NOP
t
¢ THE 3500-4000 Hz BAND IS NOT CODED
]
] ZERD 2 kRz INPUT TG SECOND JNVGNF STAGE
2AC
SACL RESO 2 kHz INPUT O SECOND INVGNF STASE
BRANCH TC SECOND INVANF STAGE
B LOwW3
¥
HIGH6  NOP
]
] THE 3000-3500 Hz BAND 15 NOT CODED
]
] ZERD 2 kHZ INFUT 70 SECOND INVOMF STAGE
ZAC
SACL RESO
]
# BRANCH T0 SECOND INVONF STAGE
B LOW3
LON7  DMOV A7 DOUBLE BUFFER

i INPUT CALCULATION

LAC 87,15
SUB C7,15

SACH INPT § kHz INPUT TO FILTER

LAC DUTPCK

SACL A7 BUFFERED 1 kHz INPUT T0 THIRD INVONF STAGE

# LOAD DELAY VARIABLES OF LOW?
LOADDT XXT24

L
] FILTER 2000-2300 H2
FLTTLO

SAVE DELAY VARIABLES OF LOW?
SAVEDT XXT2é

- -

BRANCH 7O SECOND INVENF STAGE
B HIGH3
$
HIGH?  NOP NO DOUBLE BUFFER
L ]
#  INPUT CALCULATION
LAC C7,15
ADD 87,15
SACH INPY 1 kHz INPUT TO FILTER
LAC OUTPCH
SACL C7 BUFFERED 1 kHz INPUT TO THIRD INVENF STAGE
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] LDAD DELAY VARIABLES OF HIGHT
LOADDT XXT3¢

- & - FILTER 2500-3000 Hz - -

FLYTHI

SAVE DELAY VARIABLES OF HIBH7
SAVEDT XXT32

L]
+  UPDATE FRAME AND TAKE OVER NEW VOICING STRATEGY IF END OF FRANE
LAR  O,FRANE
BANZ SFRAME
LACK 7 END OF FRAME; PREPARE NEXT FRANE
SACL FRAME
DNOV STRAT TAKE DVER NEW VOICING STRATESY
B BRSEC
SFRANE SAR 0,FRAME NOT END OF FRANE; PREPARE NEXT DATABLOCK

3
3 BRANCH T0 SECOND INVGMF STAGE
BRSEC B HIGH3

& SECOND INVOMF STAGE:

t LOW2  OkHz-1kHz
$ HIGHR 1kHz-2kHz
H LOW3  3kHz-4kH:
) HIBH3 2kHz-3kHz

T L R L Lt e Y - - e m — . - - - - - - -
H
LONZ DOV Ac DOUBLE BUFFER
s
t INPUT CALCULATION
ZALYH B2
SUBH C2
SACH INPS 2 kHz INPUT TO FILTER
LAC RESO
SACL A2 BUFFERED 2 kK2 INPUT TO SECOND INVQMF STAGE

& LOAD DELAY VARIABLES OF LOW2
LOADDS Xx§2

' FILTER 0-1 kH2
FLTSLD

t SAVE DELAY VARIABLES OF LOWZ
SAVEDS XXS2

BRANCH TO FIRST INVGNF STAGE
B LOW
H
HIGH2  NOP NO DOUBLE BUFFER
%
3 INPUT CALCULATION
ZALH €2
RDDH B2
SACH INPS 2 kHz INPUT TO FILTER
LAC RESO
SACL €2 BUFFERED 2 kHz INPUT TO SECOND INVAMF STAGE
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i LORD DELAY VARIABLES DF HIGH2
LBADDS XXS10

H FILTER 1-2 kH:
FLTSHI

SAVE DELAY VARIABLES OF HIGH2
SAVEDS XXS510

H BRANCH 0 FIRST INVONF STABE
B LON

LON3Z  DMOV 43 DOUBLE BUFFER

+  INPUT CALCULATION
LAC 83,15
SUB C3,15
SACH INPS 2 KWz INFUT TO FILTER
LAC RESO
SACL A3 BUFFERED 2 kHz INPUT TO SECOND INVGMF STAGE

3 LOAD DELAY VARIABLES OF LON3
LOADDS XXS18

] FILTER 3-4 kHz
FLTSLO

] SAVE DELAY VARIABLES OF LOW3
SAVEDS XX518

t  BRANCH 70 FIRST INVRNF STAGE
B HIGH!
4
HIGH3  NOP NO DOUBLE BUFFER
]
# INPUT CALCULATION
LAC €3,15
ADD B3,15 :
SACH INPS 2 kHz INPUT TO FILTER
LAC RESO
SACL C3 BUFFERED 2 kNz INPUT TO SECOND INVGNF STAGE

LOAD DELAY VARIABLES OF HIGH3
LOADDS XXS26

FILTER 2-3 kHz
FLTSHI

SAVE DELAY VARIABLES OF HIGH3
SAVEDS X526

BRANCH TO FIRST INVOWF STABE
B HIGH!
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% FIRST INVGMF STAGRE:
* LOW! OkH:z-2kH:
N ; s “HIGHT - BkHz-4kH:

LONI  DNOV Al DIUBLE BUFFER
4
& INPUT CALCULATION

ZALH BY

SUB C1,14

SACH INPF,1 4 kHz INPUT TO FILTER

LAC RESO

SACL A1 BUFFERED & kN2 INPUT TO FIRST INVONF STAGE

-

FILTER 0-2 kH:
FLTFLD

-

INVARF DONE
RET
&
HIGHY  NOP NO DOUBLE BUFFER
¢
4 INPUT CALCULATION
Lal Cl,14
ADDH B
SACH INPF,1 4 kHz INPUT TO FILTER
LAC RESO
SACL C! BUFFERED 4 kHz INPUT TO FIRST INKVOMF STASE

- -

FILTER 2-4 kHz
FLTFHI

-~ -

INVOMF DONE
RET

INVQNF FILTERING DONE
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APPENDIX 1

Subroutine DEMULTIPLEXING
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(222222 R 2R R R R R R Ry R R R R R R R R X R R R I X L2 Y]

t DEMULTIPLEXING

t

- # THIS -SUBROUTINE—INCORPORATES: D T

' -RECEIVING OF PCM CODED DATA AND
t -DEMULTIPLEXING

+

# INPUT: 16 KBFS BITSTREAM

# QUTPUT: FAN ¢ | kHz SANPLES (8 STREANS)

+ SURBAND PROCESSING : 1,8,8,5,2,7,3,6
L]

# BITALLOCATION :

s |2 3 _4_S_ 678
' VOICED 4 &4 3 2 2 0 0 0
' INTERNEDIATE & 3 2 @ 2 2 0 0
" UNVOICED 2 3 3 3 2 2 0 0
3 FAN'S ¢

' VOICED 7 INTERMEDIATE 39 UNVOICED

L d

& AUTHOR: ROLAND KLEUTERS
# DATA: 29-5-1987

LNy

W wx e e R e wWR ke R e TR e M e A W e

L

t

RS E R R R R R R R R RV R R TR IR R LR PR LR R E AR R R R R ES

] MACRO TO RECEIVE SIGNBIT AND EXTEND SIGN IN RECEIVE BUFF
RECSB  $NACKD

IN  SIBIN,3 SIGNBIT RECEIVED VIA PIN 12 OF EXPANSION PORT
LAC ONE

AND SIGIN SELECT SIGNBIT; SIGNBIT IS LSB OF ACCU

SACL DATA DATA=30000 or )>0001

ZAC EXTEND SIGN IN RECEIVE BUFFER

SUB DATA

SACL DATA DATA=>0000 or FFFF

$END

#
t MACRO TO RECEIVE ONE BIT
RCEIVE $NACRO

LAC DATA, 1
SACL DATA PLACE RESERVED FOR NEW RECEIVE BIT

IN  SIIN,3 RECEIVE B17 RECEIVED VIA PIN 12 OF EXFANSION PORT
LAC ONE

AND SIGIN SELECT RECEIVE BIT; RECEIVE BIT IS LSB OF ACCU
XOR DATA

SACL DATA RECEIVE BIT INSERTED INTO LSB OF DATA

$END

ER

MACRD DEFINITION DONE; NAIN PART OF SUBROUTINE BEGINS

W s W e

DENUX  NOP ENTRY POINT
]
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t CHECK IF DEMULTIPLEXER 1S5 IN ALLIGNMENT (SWITCH NEQ »FF)
LACK DFF
10R  SWITCH
BNZ RCNODE

FAW SEARCH OR 128 BIT (=FRAME) SKIP?
LAC POINT
B2 SKPBIT

' FAM SEARCH; INSERT ONE BIT IN SEARCH FOR A FAN
REEIVE
LACK >FF
AND DATA SELECT B LSB's OF DATA
SACL DATA DATA CONTAINS 0000 0000 xxxx xxxx

t CHECK FAN
LACK >76
I0R DATA VOICED?
B2  VOIFND
LACK 396
10R DATA INTERMEDIATE?
BZ  INTFND
LACK >CC
YOR DATA UNVDICED?
B2  UNVFND
RET AT NEXT ENTRY ABRIN FAK SEARCH
*
] FAW FOUND, SET STRATEGY
VOIFND 2AC STRATEGY=0 (VOICED)
SACL STRAT
B INSBIT
INTFND LACK 1 STRATEGY=1 (INTERMEDIATE)
SACL STRAT
B INSBIT
UNVEND LACK 2 STRATEGY=2 (UNVOICED)
SACL STRAT
*
& INITIALIZATION FOR 1268 BIT {(=FRAME)} SKIP
INSBIT LACK 127

SACL COUNT COUNT 128 BITS

2AC

SACL POINT NEXT ENTRY AT SKPBIT
RET

)
H SKIP 128 BITS BEFORE SECOND FAM CHECK
SKPBIT RCEIVE

LAR 0,COUNT

BANZ CONTSK
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' 128 BITS SKIPFED

2AC
SACL ERROR ND ERROR ALLOWANCES
TLACK OFF 7 o o
AND DATA SELECT 8 LSB's OF DATA
SACL DATA DATA CONTAINS 0000 0000 xxxx xxx:
B FAWCHK

$
¥ 128 BITS NDT YET SKIPPED
CONTSK SAR 0,COUNT
RET NEXT ENTRY ABAIN AT SKPBIT

FAWCHK  NOP
LACK >76
10R DATA VOICED?
B2  CONFO
LACK D96
YOR DATA INTERMED IATE?
BZ  CONF)
LACK >CC
I0R DATA UNVOICED?
B2 CONFe
LAR 0,ERROR FA¥ NOT CONFIRNED; ERROR ALLOWEL?
BANZ ERR ERROR ALLOWED?

] ERROR NDT ALLOWED; S0 SWITCH TO MISALL IENMENT

LACK YFF

SACL SWITCH TURN OFF DECODER

SACL POINT

RET NEXT ENTRY AT FRAME SEARCH

+

t ERROR ALLOWED; DECREMENT NO. OF ERROR ALLOWANCES; STRATEBY UNCHANGED

ERR SAR 0,ERROR
B INISYN
$
# FAM CONFIRMED; SET STRATEGY AND NO. OF ERROR ALLOWANCES
CONFO  ZAC
SACL STRAT SET VOICED STRATEGY (=0)
LACK &
5#CL ERROR § FRAMES IN ERROR ALLOWANCE
B INISYN
CONFY  LALK 1
SACL STRAT SET INTERMEDIATE STRATEEY (=1)
LACK &
SACL ERROR & FRANES IN ERROR ALLOWANCE
B INISYN
CONFe  LACK 2
SACL STRAT SET UNVOICED STRATEBY (=2)
LACK &
SACL ERROR 4 FRANES IN ERROR ALLOWANCE
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3 INITIALIZE FOR A NEW FRANE
INISYN LACY OFF

SACL DEMO NEW ACCESS MARK
LACK }
SACL BAND NEXT SUBEAND TO RECEIVE (0-500 Hz)
+
4 SYNCHRONIZE DECODER IF NEEDED
LAC SWITCH
Bz  INIOUT DECODER ALREADY ON, i.e. SYNCHRONIZATION NEEDED?
LACK &
SACL SWITCH DELAY FOR DECODER TD SWITCH ON
LACK 13
SACL STATE SET STATE T0 13 {STATE=0 to 13)
LACK 7
SACL FRAME INITIALIZE DECODER STATUS
INIOUT  RET NEXT ENTRY AT RECEIVE MODDE
'
S T R S R R R RS S F E R FER R R LI SRR T I SERATERSRRTTE
' DEMULTIPLELER 15 IN ALLIGNNENT; RECEIVE NOIE
4
RCHODE  NOP

$
U CHECK IF DECODER IS ON (SWITCH=0); IF NOT DECREMENT SWITCH
ZALS SWITCH
BZ  FAWSUB
SUB ONE
SaCL SWITCH
t
' SELECT FAW or ONE OF THE SUBBANDS FROM WHICH DATA HAS 1O BE SENT
FANSUB LACK &

SUR BAND
BEZ FHSBEZ
BZ NEXT4 SUBBAND & (1500-2000 Kz)
ADD ONE
BZ  NEXTS SUBBAND 5 (2000-2500 Hz)
B NEXTS SUBBAND & (2500-3000 Hz)
FWSBEZ SUB ONE
BZ NEXT3 SUBBAND 3 {1000-1500 Hz)
SUB ONE
Bz NEXTR SUBBAND 2 (500-1000 Hz)
SUB ONE
BZ NEXTH SUBBAND 1 (0-500 Hz)
% FAM
#
& RECEIVE FAW BITS
3
NFAW  ZALS DEMD . NEW ACCESS CHECK
BZ FS16
N
] INITIALIZATION FOR A NEW FAW ACCESS
L
'SACL DEND NO NEW ACCESS ANYMORE
SACL DATA CLEAR RECEIVE BUFFER
LACK 7

SACL COUNT B FAM BITS T0 RECEIVE
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13
¢ RECEIVE A FAW BIT AND INSERT IT INTO LSR OF DATA
FSIG .. RCEIVE .. . .

LAR  0,COUNT

BANZ CONT

' ALL FAW BIYS RECEIVED; CHECK FAM
B FAWCHK
¥
) NOT ALL FAN BITS RECEIVED,PREPARE NEXT BIT
CONT  SAR 0,COUNT

RET
&
¥ RECEIVE SUBBAND BITS
i
'O'Ul. lllllllllllllllllllllllllllllllll [N RN NN RN NN NN LN NN LR R I S0 00
3 A BIT OF SUBBAND 1 (0-500 Hz) HAS TO BE RECEIVED
LI ciasesee sassseenaee Presseresssensnas teerressannns tresssssesrt et aans '
*
NEXT1  ZALS DEMO NEW ACCESS CHECK
Bz LOOPI
¥
] INITIALIZATION FGR A NEW SUBBAND { ACCESS
ZAC
SACL DEND NO NEW ACCESS ANYMORE
LACK ¢
10R STRAT UNVOICED?
BN2 VOINY

-

FURTHER INITIALIZATION FOR UNVOICED STRATEGY
2AC
SACL COUNY 1 DATABIT TO RECEIVE
B SIGNt
*
t FURTHER INITIALIZATION FOR VOICED AND INTERMEDIATE STRATEBY
VOINl LACK 2
SACL COUNT 3 DATABITS TO RECEIVE
3
t RECEIVE THE SIGNBIT OF SUBBAND 1 AND EXTEND THE SIEN IN RECEIVE BUFFER
SI6N!  RECSB
RET
t
H RECEIVE A SUBBAND 1 DATABIT AND INSERT IT INTO LSB OF DATA
L0OP!  RCEIVE
LAR 0,COUNT
BANZ CONT!

t
t ALL SUBBAND 1 BITS RECEIVED; UPDATE CODI AND PREPARE NEXT SUBBAND
LACK COD1
TBLW DATA
LACK FF
SACL DEMO NEW ACCESS MARK
LACK &
SACL BAND NEXT SUBBAND TO RECEIVE (1500-2000 Hz)
RET



[
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] NOT ALL SUBEAND 1 BITS RECEIVED,PREFARE NEXT BIY
{ONT1  SAR  0,COUNT

RET
3
E e eare e ittt ettt e s sitrrisrereesstetennas
¢ A BIT OF SUBRAND 2 (500-1000 Hz) HAS TD BE RECEIVED
Boivesranessernocans ertisisnnies teerrerranase cesraanas seseaarervsersuseraenee
'
NEXT2  Z2ALS DEMO NEW ACCESS CHECK
Bz LOOP2
H
¢ INITIALIZATION FOR A NEW SUBEAND 2 ACCESS
ZaC
SACL DENMO ND NEW ACCESS ANYNORE
LAC STRAT VOICED?
BNZ INUN2
'
¥ FURTHER ENITIALIZATION FOR VOICED STRATESY
LACK 2
SACL COUNT 3 DATABITS TO RECEIVE
B SI6N2

$
' FURTHER INITIALIZATION FOR INTERMEDIATE AND UNVOICED STRATEEBY
INUNZ  LACK ¢

SACL COUNT 2 DATABITS 1O RECEIVE
&
t RECEIVE THE SIGNBIT OF SUBRAND 2 AND EXTEND THE SIGN IN RECEIVE BUFFER
SIGNZ  RECSB

RET
'
t RECEIVE A SUBBAND 2 DATARIT AND INSERT IT INTD LSB OF DATA
LGOP2  RCEIVE

LaR  0,COUNT

BANZ CONT2

$ ALL SUBBAND 2 BITS RECEIVED; UPDATE COD2 AND PREPARE NEXT SUBBAND
LACK Cop2
TBLW DATA
LACK >FF
SACL DEMO NEW ACCESS MARK
LACK 3
SACL BAND NEXT SUBBAND TO RECEIVE (1000-1500 Hz)
RET
&
& NOT ALL SUBBAND 2 BITS RECEIVED,PREPARE NEXT BIT
CONT2  SAR 0,COUNT
RET

. llllllllllllllllllllll PP QO IR s RN BRI NIRRT RERPPPIOTOE0RRRCROIRRORRERIRRARRRDTYS
4 & BIT OF SUBBAND 3 (1000-1500 H2) HAS 7O BE RECEIVED
'lllll..llll.ll" llllll A2 aR P ISR DR 00NN 0NN NSRRI RNRESlNRRRRERRRIROSDARDS
]

NEXT3  ZALS DENO NEM ACCESS CHECK

Bz L00P3
]
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t INITIALIZATION FOR A NEW SUBBAND 3 ACCESS

ZAC

SACL DEMD. . ND. NEW ACCESS ANVMOKE
LACK |

I0R  STRAT INTERMEDIATE?

BNZ VOUN3

+
¢ FURTHER INITIALIZATION FOR INTERNEDIATE STRATEGY
280
SACL COUNT 1 DATABIT T0 RECEIVE
B SIGN3
+
+  FURTHER INITIALIZATION FOR VOICED AND UNVOICED STRATEGY
VOUN3  LACK 1
SACL COUNT 2 DATABITS TO RECEIVE
+
+  RECEIVE THE SIGNBIT OF SUBBAND 3 AND EXTEND THE SIGN IN RECEIVE BUFFER
SIGN3  RECSR
RET
$
¢ RECEIVE A SUEBAND 3 DATABIT AND INSERT IT INTO LSB OF DATA
LOOP3  RCEIVE
LAR  0,COUNT
BANZ CONT3

t ALL SUBBAND 3 BITS RECEIVED AND PERHAPS ALSQ END OF 15 BIT DATABLOCK
' UPDATE CDD3 AND PREPARE NEXT THINE TO RECEIVE
LACK €OD3
TBLW DATA
LACK MFF
SACL DEMD NEW ACCESS MARK
LAC STRAT VOICED?
BZ  NEXT6F END OF 15 BIT DATABLOCK
LACK &
SACL BAND NEXT SUBBAND TO RECEIVE (2500-3000 Hz)
RET
]
] NOT ALL SUBBAND 3 B1YS RECEIVED,PREPARE NEXT BIT
CONT3  SAR 0,COUNT

RET
+
T ieennnnanansnnesorasaonasnnrsasasosnsressnenransacatassabresnsosesssadsannnee
' A BIT OF SUBBAND 4 (1500-2000 Hz) HAS TO BE RECEIVED
N tesessans tesises .
+
NEXT4  ZALS DEND NEW ACCESS CHECK

BZ  LOOP4
t  INITIALIZATION FOR A NEW SUBBAND & ACCESS

24

SACL DEMD NO NEW ACCESS ANYMORE

LACK 2

XOR STRAT UNVDICED?

BNZ VOINS
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t  FURTHER INITIALIZATION FOR UNVOICED STRATEGY
LACK 1
SACL COUNT 2 DATABITS TO RECEIVE
B SIBN
&
+  FURTHER INITIALIZATION FOR VOICED AND INTERMEDIATE STRATEGY
VOING  ZAC
SACL COUNT 1 DATABIT TO RECEIVE
]
+  RECEIVE THE SIGNBIT OF SUBBAKD & AND EXTEND THE SIGN IN RECEIVE BUFFER
SIGNé  RECSB
RET
3
t  RECEIVE A SUBBAND 4 DATABIT AND INSERT IT INTO LSB OF DATA
LOOP4  RCEIVE
LAR  0,COUNT
BANZ CONT4

* ALL SUBBAND 4 BITS RECEIVED; UPDATE COD4 ANL PREFARE NEXT SUBBAND
LACK COD4
TBLW DaTA
LACK FF
SACL DENO NEW ACCESS MARK
LACK 5
SACL BAND NEXT SUEBAND TO RECEIVE (2000-2560 H2)
RET
¢
] NOT ALL SUBBAND 4 B1TS RECEIVED,PREPARE NEXT BIT
CONT4  SAR 0,COUNT

RET
'
Foaviaans 888 a 00t 8 e el N st e e et A s Tl et a st e setiaitesttetercetbetnaansrares
$ A BIT OF SUBBAND 5 {2000-2500 Hz) HAS TO BE RECEIVED
B seturrretssur et iensanassattaesaRasrtet et ertaattsatiars T T
'
NEXTS  ZALS DEMO NEW ACCESS CHECK
BZ  LOOPS
'
# INITIALIZATION FOR A NEM SUBBAND 5 ACCESS
ZAC
SACL DEMO NO NEW ACCESS ANYMORE
$ { DATABIT T0 RECEIVE FOR ALL STRATEGIES

4
' RECEIVE THE SIGNBIT OF SUBBAND 5 AND EXTEND THE SIGN IN RECEIVE BUFFER
SIGNS  RECSE
RET
]
] RECEIVE THE SUBBAND 5 DATABIT AND INSERT IT INTQ LSB OF DATA
L00PS  RCEIVE
§
$ ALL SURBAND 5 BITS RECEIVED; UPDATE CODS AND PREPARE NEXT SUBBAND
LACK COD3
TBLW DATA
LACK JFF
SACL DEMO NEW ACCESS MARK
LACK 2
SACL BAND NEXT SUBBAND TO RECEIVE (500-1000 Hz)
RET
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------------------------------------------------------------------------------

v A BIT 0F SUBEAND & (2500-3000 Hz) HAS TO BE KECEIVED
' ONY ACCESSED BY UNVGICED AND INTEKMEDIATE STRATEGY
i raiarrrerranstnans R NN
' .
NEXTS  2ALS DEMO NEW ACCESS CHECK
BI  LOOPs
L
+  INITIALIZATION FOK A NEW SUBBAND & ACCESS
2AC
SACL DENO NO NEW ACCESS ANYMORE
' 1 DATABIT 70 RECEIVE FOR ALL POSSIBLE STRATEGIES

]
t RECEIVE THE SIGNBIT OF SUBBAND & AND EXTEND THE SISk IN RECEIVE BUFFER
SIBN&  RECSB
RET
3
* RECEIVE THE SUBBAND & DATARIT AND INSERY IT INTO LSP OF DATA
LOOFs  RCEIVE
]
] ALL SUBBAND & BITS RECEIVED AND ALSD END OF 15 BIT DATABLOCK
+ UPDATE COD& AND CHECK FOR END OF FRAME
LACK CODé
TBLW DATA
LACK >FF
SACL DEMD NEW ACCESS MARK
NEXT6F LAC FRANE
BNZ  NENDFN
¥
t END OF FRAME,PREPARE NEXT FRANE
ZAC
SACL BAND NEXT TO RECEIVE=FAK
REY
]
t NOT END OF FRAME,PREPARE NEXT DATABLOCK
NENDFN LACK 1
SACL BAND NEXT SUBBAND TD RECEIVE (0-500 H2)
RET

DENULTIPLEXING DONE




	Voorblad

	Contents

	References

	Summary

	List of abbrevations and symbols.

	1. Introduction

	2. General design considerations.

	3. Analysis / Synthesis filter bank.

	4. Bit-allocation

	5. Coding and decoding of the subband samples.

	6. Multiplexing and demultiplexing of the coded subband samples.

	7. Hardware considerations.

	8. Utilization of the transmitter and receiver DSP.

	9. Suggestions for (possible) improvement of the subband coder performance.

	10. Conclusions

	References

	Appendix




