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CHAPTER 1 

Introduction and scope 

1.1 The energy transition 
The current energy and chemical sectors are largely dependent on the availability of fossil resources. The 

widespread availability of coal, oil and gas has fueled the industrialization of our society and formed the 

basis of the high levels of prosperity of a significant fraction of the world population.1 Besides providing 

energy, especially crude oil is a primary feedstock for the manufacture of intermediate chemicals relevant 

for the production of many different end products such as polymers, solvents and pharmaceuticals. The 

combustion of such fossil fuels generates useful energy but transforms carbon into carbon dioxide (CO2), 

which accumulates in the Earth’s atmosphere. These emissions are a threat to our society, because they are 

the main cause of global warming which in turns leads to climate change, sea level rise and ocean 

acidification.2 Therefore, despite their key role in the progress of human civilization, the widespread use of 

fossil fuels causes serious environmental concerns. Thus, if we want to avoid a climate disaster, 

transitioning to sustainable and renewable energy sources is necessary.  

CO2 emissions come from many human-related activities. Figure 1.1 shows a breakdown of global 

anthropogenic emissions of CO2 by sector. More than 50% of global emissions comes from the energy and 

industrial sector; almost one-fifth from agriculture (19%) and transportation (16%) and the remaining 7% 

from heating and cooling. Reducing our dependence on fossil-based energy and reducing CO2 emissions 

has become a crucial societal challenge.3–5 Currently, much effort is directed towards decarbonizing the 

energy sector by developing renewable energy sources such as solar, wind and tidal which have experienced 

a significant growth in global energy production in the past years.6,7 These developments are necessary as 

the energy sector is responsible for most of the CO2 emissions. In the near future, a mix of renewable energy 

sources will increasingly contribute to satisfy the global energy demand.8 However, the intermittent nature 

of electricity generated by solar panels and wind turbines poses some serious challenges. Currently, there 

is a mismatch between the electricity grid systems and the intermittent availability of renewable sources. It 

has been reported that a substantial integration of intermittent renewable energy can cause serious 

disruptions to the current grid system.8 At present, pumped hydroelectric energy storage is the main way to 

store energy, but it has limited capacity and is geographically constrained.8 Thus, scalable and efficient 

energy storage technologies are pivotal to enable the sustainable energy transition. Large-scale energy 

storage is important also for transportation purposes to cover the energy demand for mobility. Such storage 

technologies require high energy density in relatively small volumes. Batteries serve already as a storage 

medium for electric vehicles, but their energy density remains 1-2 orders of magnitude lower than 
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conventional liquid fuels. Furthermore, other sectors such as heavy-duty transport and aviation will remain 

dependent on energy-dense fuels in the foreseeable future.  

Innovation in large-scale energy storage technologies necessary for the sustainable energy transition and 

electric mobility can come from chemistry. Storing surplus renewable energy in chemical bonds of liquid 

carriers is considered a promising approach to energy storage, which is also compatible with the existing 

energy infrastructure. As most of the current energy carriers and nearly all chemicals are based on carbon, 

considering CO2 waste as a carbon source and its conversion to chemical compounds are attractive, the 

more as it would also reduce atmospheric CO2 levels when performed at a very large scale.9 CO2 streams 

can come from irreducible point sources such as the cement industry, from the upgrading of renewables 

(e.g., biomass), or from direct capture of CO2 from the air. The latter option is considered as the preferred 

solution, because it would allow to use carbon in a circular manner.10 Nevertheless, this method is also the 

most challenging. Renewable energy can be used to generate hydrogen (H2), which in turn can be used to 

hydrogenate CO2 to hydrocarbon products.11 CO2 hydrogenation technologies are therefore an attractive 

solution to mitigate global warming and enable large-scale use of renewable energy sources. Both factors 

are key to the sustainable energy transition.  

 

Figure 1.1: Global CO2 emissions by sector. Adapted from ref[12] 

1.2 Methanol economy 
With the highest oxidized state (+4) and high heat of formation (ΔH°f = −393.5 kJ/mol at 25 °C), CO2 is a 

thermodynamically stable form of carbon (ΔG°f = −394.4 kJ/mol at 25 °C). As its C-O bonds are very 

strong (799 kJ/mol), converting CO2 back to more useful forms requires relatively high temperatures or a 
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catalytic process. A common way is to reduce CO2 to useful chemical intermediates via either (i) 

electrocatalytic reduction using electricity or (ii) thermocatalytic reduction of CO2 with hydrogen. The field 

of electrocatalytic CO2 reduction is rapidly developing and has been reviewed recently.13,14 Thermocatalytic 

CO2 hydrogenation can be performed in various ways, i.e. via the reverse water-gas shift reaction (rWGS, 

CO2+H2⇌CO+H2O), methanation (CO2+4H2⇌CH4+2H2O) or methanol synthesis 

(CO2+3H2⇌CH3OH+H2O).3,7–11 The topic of thermocatalytic CO2 hydrogenation to C1 products has also 

been reviewed recently.20–24 Methanation allows obtaining synthetic natural gas, which can be directly 

injected into existing gas grids.25,26 CO2 can be directly transformed into longer hydrocarbon chains and 

aromatics.15,27 Indirect conversion of CO2 to hydrocarbons via synthesis gas (CO + H2) is also possible via 

known commercial methanol and Fischer-Tropsch processes. 

Methanol is a particularly interesting product of CO2 hydrogenation, because it is useful as a a fuel and a 

chemical intermediate. As such, it is considered a “platform chemical” on which a sustainable chemical 

industry can be built. Given its high energy density and ease of transport, methanol could be an important 

energy carrier and storage chemical. Therefore, the catalytic synthesis of methanol directly from CO2 and 

hydrogen is currently of great interest. Large-scale methanol synthesis from CO2 and H2 could lead to a 

chemical industry in which methanol would be a starting chemical instead of hydrocarbons in fossil 

resources.28,29 This was already realized by Olah in the 1990s, when he introduced the term "methanol 

economy".29 The concept of the methanol economy is illustrated in Figure 1.2. Methanol can serve as a 

clean burning fuel, a convenient storage material for renewable energy and a versatile raw material. 

Methanol can for instance be converted to olefins such as ethylene and propylene as well as gasoline using 

methanol-to-olefin (MTO) and methanol-to-gasoline (MTG) technologies.30 Various other important 

chemicals can be obtained from methanol such as formaldehyde, methyl methacrylate, acetic acid and 

methyl chloride. In addition, owing to its high octane rating, methanol can be used as an additive or 

substitute for gasoline in internal combustion engines. Another advantage of the methanol economy lies in 

its potential contribution to global warming mitigation, because atmospheric CO2 can be used as feedstock 

for methanol production. Hydrogen could also be used directly as commercial fuel to fulfill a substantial 

fraction of the global energy demand (hence the term “hydrogen economy”). However, transportation and 

storage of hydrogen is challenging. In contrast, methanol is a liquid that can be more easily and safely 

transported and stored.  
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Figure 1.2: Schematic overview of CO2-based methanol economy. 

1.3 Catalysis 

1.3.1 The catalytic process 

Modern chemical industry, including methanol production, strongly relies on catalysis. It is estimated that 

85-90% of all the chemical products meet a catalyst during their life.31 Other important large-scale catalytic 

chemical processes rely on the use of catalysts, for instance, ammonia synthesis, Fischer–Tropsch synthesis, 

methane steam reforming, fluid catalytic cracking (FCC), hydrodesulfurization, etc. Furthermore, catalysis 

also plays a critical role in environmental protection and pollution control. The most prominent example is 

probably the three-way catalyst (TWC), which simultaneously converts CO, unburned hydrocarbon (CxHy) 

and NOx from the car exhaust into less harmful CO2, N2 and H2O.32  

A catalyst is a substance that accelerates a chemical reaction, where chemical bonds are being broken or 

formed. This effect is achieved by establishing a multistep catalytic cycle, offering a lower overall 

activation barrier as compared to the non-catalytic pathway. To illustrate this, Figure 1.3 shows the potential 

energy diagrams of catalytic and non-catalytic pathways for a hypothetical association reaction (A + B → 

AB). For the non-catalytic pathway, the reaction proceeds in the gas phase when A and B collide with 

sufficient energy to overcome the high activation energy barrier. The presence of a catalyst offers an 

alternative reaction pathway: A and B first adsorb on the catalyst surface, where they react to form AB, 

after which AB desorbs from the surface, thereby closing the catalytic cycle. Notably, the activation of the 

adsorbates by adsorption on the catalyst leads to lower barriers for the association reaction, thereby 

contributing to a decreased overall barrier for the reaction of interest as compared to the non-catalytic 
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reaction pathway. Besides increasing the reaction rate, catalysts can influence the product selectivity in 

complex reactions schemes by promoting desired reactions and/or inhibiting undesired ones. Despite the 

changes in reaction kinetics (i.e., activity and selectivity), it should be mentioned that the overall changes 

in reaction Gibbs free energy are the same for catalytic and non-catalytic reactions, meaning that catalysts 

do not affect reaction thermodynamics. 

Although the formal definition states that a catalyst is not being altered or consumed during the reaction, 

catalysts tend to deactivate for different reasons. Therefore,  they must be frequently regenerated or 

removed from the process. The interaction of a catalyst with the reactants in terms of catalytic activity 

follows the Goldilocks’ principle: if the bond between the catalyst and the reactants is too weak, the reactant 

is insufficiently activated and there will be little to no conversion. If the interaction is too strong, the product 

will not desorb from the surface and the catalyst will be poisoned. This requirement for an optimal catalyst 

is known as the Sabatier’s principle. 

 

 

Figure 1.3: Energy profile of a non-catalytic reaction (red) and a catalytic reaction (blue).  
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1.4 Methanol synthesis from CO2 
Hydrogenation of CO2 to methanol and water is exothermic at room temperature and it competes with the 

reverse water-gas shift reaction:  

CO2 + 3H2 ↔ CH3OH +  H2O (1.1) 

Δ𝐻r
298K =  −49.5 kJ/mol  

CO2 +  H2 ↔ CO + H2O (1.2) 

Δ𝐻r
298K =  41.2 kJ/mol  

The synthesis of methanol from CO2 is thus an equilibrium-limited reaction at high temperature. However, 

finding a catalysts able to activate CO2 without breaking both C-O bonds is challenging.33 Several types of 

materials have been tested as catalysts for CO2 hydrogenation to CH3OH, including commercial Cu/ZnO 

catalysts, noble metal-based catalysts and transition metal-oxides. Several reviews are available that discuss 

catalysts for CO2 hydrogenation to methanol.27,34–37 The Cu/ZnO/Al2O3 catalyst used industrially for CO 

hydrogenation to methanol has been investigated in CO2 hydrogenation extensively.38–40 Operating with 

feeds containing high concentrations of CO2, such materials exhibit low methanol selectivity, resulting from 

significant activity in the parasitic reverse water−gas shift (rWGS) reaction and insufficient stability due to 

the water-induced sintering of the active phase. By comparison, due to the high resistance to sintering and 

poisoning, noble metal-based catalysts have been proposed as alternatives to Cu-based catalysts.41,42 

However, these catalysts suffer from low CH3OH selectivity and high cost. Transition metal oxides such as 

Zn−Zr−Ox are emerging as active, cost-effective catalysts for methanol synthesis.43 It has been reported 

that the interfacial synergetic effect between Zn and Zr sites plays a crucial role in enhancing the activity 

and stability, even in the presence of sulfur species H2S and SO2. However, ZnO-based catalysts are also 

limited by the low activity and the mobility of ZnO.44,45 

Recently, indium oxide (In2O3) has emerged as a highly selective catalyst for CO2 hydrogenation to 

methanol. Oxygen vacancies on the surface of In2O3 play a critical role in determining the high selectivity 

and activity toward CH3OH.46–48 In2O3 exhibits both higher methanol selectivity than Cu, Co, or noble metal 

catalysts and higher catalytic activity than ZnO catalyst. In addition, In2O3 can be easily supported and 

modified to facilitate the activation of both CO2 and H2 and stabilize key intermediates.49–51, 52–54 However, 

the CO2 conversion and methanol yield over the In2O3 remain low. A key limiting factor is the low rate of 

H2 activation necessary to produce oxygen vacancies and perform hydrogenation reactions. H2 can be easily 

activated on the surface of noble and transition metals, among which Pd has been found to play an important 

role in the improvement of the catalytic performance of In2O3. Ye et al.53 found by DFT calculations that 

the addition of a Pd4 improved the catalytic performance by providing metal sites for H2 dissociative 
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adsorption and interfacial sites for CO2 adsorption and hydrogenation. Rui et al. prepared a Pd-In2O3 

catalyst containing highly dispersed Pd nanoparticles and confirmed the DFT predictions of Ye et al.55 

Similar results have been reported for Pt-promoted In2O3.56–58 Due to the mobility of In, often bimetallic 

phases are formed between In and the metal promoter. Frei et al. proposed that single atom (SA) Pd doped 

inside the In2O3 lattice can stabilize clusters of a few Pd atoms on the In2O3 surface, enhancing H2 activation 

and, therefore, CH3OH productivity.59 Snider et al. reported by experiments and DFT calculations that the 

active phase of Pd-In catalysts during CO2 hydrogenation arises from a synergy between the indium oxide 

phase and a bimetallic In−Pd particle. 60 Wu et al. reported by combined DFT and microkinetic study that 

CH3OH formation occurs mainly via hydrogenation of formates on Pd-In model surfaces.24 Dostagir et al. 

have shown by experiments and DFT calculations that Rh atoms encapsulated in In2O3 can promote 

formation of oxygen vacancies and methanol formation via formates.61,62 Given their price, it would be 

advantageous to replace noble metals by Earth-abundant metals like first-row transition metals. Earlier 

investigations have shown that adding Co63 and Cu64 to In2O3 can enhance the activity of In2O3 for methanol 

synthesis. More recently, Jia et al. prepared a highly dispersed Ni-In2O3 catalyst with significantly enhanced 

CO2 conversion compared to the unpromoted oxide while preserving high methanol selectivity.65 In nearly 

all these studies, the formation of atomically dispersed active sites, clusters or single atoms was effective 

in shifting the selectivity towards the desired product. However, differentiating the catalytic role of single 

metal atoms and small clusters was challenging, meaning that the exact nature of metal species in the active 

sites of metal-promoted In2O3 catalysts remains unclear. To unravel these aspects, a combination of 

theoretical models can be employed (vide infra). 

1.5 Modeling catalysts from first principles  
Understanding the mechanism and active phase of catalytic reactions is key to design better catalysts and 

industrial catalytic processes. The behavior of a catalyst strongly depends on its structure.66,67 Factors such 

as size of metal nanoparticles, 68 chemical composition,69 shape70 can impact the performance of a 

heterogeneous catalyst significantly.71 For instance, strong metal-support interactions between catalysts and 

their supports can affect the performance of the active metal phase, leading to the formation of unique 

electronic structures. 72-73 Furthermore, the metal-support interaction results in a redistribution of electrons 

within both the metal and the support that may significantly affect the catalytic activity by enhancing the 

formation of oxygen vacancies on reducible oxides supports.74 Structure-activity relationships and metal-

support interactions on supported metal catalysts can be studied with a wide arrange of experimental 

techniques. However, understanding the reaction mechanism and the active phase of a catalyst relying only 

on these techniques is difficult. To unravel these aspects, catalyst models based on quantum chemical 

calculations can be successfully employed. Examples of models for supported metal catalysts are shown in 

Figure 1.4. Herein, different models are displayed featuring (i) a metal nanoparticle, (ii) a small metal 
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cluster and a single metal atom either (iii) adsorbed on the surface or (iv) doped in the lattice. Using these 

models, one can study the catalytic properties of the interface and provide fundamental understanding of 

the reaction mechanisms. 

 

Figure 1.4: Catalyst models of a metal oxide support on which (from left to right) a nanoparticle, a 4-atom 

cluster, a single atom adsorbed on the surface or doped in the lattice are placed.  

1.6 Scope of the thesis 
The successful implementation of catalytic processes relies on understanding of the reaction mechanism 

and its relation to the catalyst structure at the molecular scale. Unraveling these aspects with atomic-level 

precision remains very challenging when solely based on experimental techniques, making the use of 

computational methods crucial. In this thesis, we employ density functional theory calculations, genetic 

algorithms and microkinetic simulations to elucidate the nature of the active phase and mechanism of the 

methanol synthesis reaction from CO2 and H2. We have chosen indium oxide (In2O3) as the support on 

which nanoclusters and single atoms of transition metals are placed. We mainly focus on Ni as a promoter 

given its abundance and compare it in some cases to the more noble metals Pd, Pt and Rh. Our work explores 

the catalytic properties of metal-support interfaces and oxygen vacancies providing new approaches to 

guide the design of efficient catalytic systems. 

Chapter 2 describes the computational approaches and the models used in this study. Density functional 

theory calculations are performed to obtain adsorption energies and activation barriers of elementary 

reaction steps. Such energetics are used as input to microkinetic modelling to detail the kinetic properties 

of the catalysts in CO2 hydrogenation. The basic concepts of microkinetic simulations are introduced.  
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Chapter 3 clarifies the role of single atoms (SA) on the In2O3(111) surface during CO2 hydrogenation. We 

investigate four representative SA-In2O3 models: (i) Ni-In2O3, (ii) Pd-In2O3 (iii) Pt-In2O3 and (iv) Rh-In2O3. 

We study different pathways of CO2 hydrogenation to CH3OH and CO and compare trends among the 

different models.  

Chapter 4 investigates the promotional effect of finely dispersed Ni species on In2O3 catalyst with a 

combination of computational methods. The model catalysts included are (i) a single-atom Ni doped inside 

the In2O3 lattice, (ii) a Ni single atom adsorbed on top of the In2O3 and (iii) a cluster of 8 Ni atom on top of 

In2O3. Genetic algorithms are used to identify optimum structures of the Ni clusters on the In2O3 surface. 

By comparing different models, we find the most likely active phase for CO2 hydrogenation to methanol 

on Ni-In2O3 catalysts. 

Chapter 5 discusses the role of bimetallic Ni-In alloys for CO2 hydrogenation based on DFT and 

microkinetic study about the mechanism and active phase of CO2 hydrogenation on bimetallic NiIn 

catalysts. Herein, we show the effect of isolated Ni sites in activating and hydrogenating CO2 to either CO, 

CH3OH or CH4. Furthermore, we compare NiIn surface models with Ni ones to highlight the effect of alloy 

formation on CO2 hydrogenation.  

Chapter 6 provides insights into the role of Ni-In clusters on In2O3 during CO2 hydrogenation to methanol. 

From a database of many 8-atom NiIn clusters on the In2O3(111) surface optimized by a combination of 

DFT and artificial neural networks, we selected two clusters, a Ni-rich one (Ni6In2) and an In-rich one 

(Ni2In6). We employ microkinetic simulations to reveal the effect of the formation of highly dispersed NiIn 

alloys with different compositions in the activity and selectivity of CO2 hydrogenation to methanol on Ni-

In2O3 catalysts.  
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CHAPTER 2 

Computational Methods 

2.1 Introduction  
The macroscopic rate of a catalytic reaction is the result of the interplay of events occurring at different 

length and time scales1 and as such the observed catalyst functionality is a multiscale property of the system 

(Figure 2.1). To model chemical reactivity, detailed understanding of its underlying processes at the various 

scales involved is thus of crucial importance. At the nanoscale, the kinetic parameters of the elementary 

reaction steps that make up the overall rate are related to the making and breaking of chemical bonds and 

ultimately to the behavior of the electrons and the interactions between the active site and molecules. At 

the mesoscale the rates of the possible reaction steps and their interplay give rise to the prevalent catalytic 

mechanism. Transport phenomena occurring under the specific conditions of pressure, temperature and 

composition result in the observed catalytic behavior at the macroscale. To investigate catalytic reactions, 

a wide range of computational modeling techniques covering different time and length scales are used in a 

complementary manner. Combining methods at different length and time scales is termed multi-scale 

modelling. An important prerequisite is that the rate constants of the elementary reaction steps that make 

up the mechanism of a catalytic reaction can be accurately predicted. This can be achieved by employing 

electronic structure calculations. A comprehensive introduction to  electronic structure theory can be found  

in the book by Szabo and Ostlund.2 Detailed description about DFT methods can be found in the books 

from Parr and Weitao and Parr and Yang.3,4 The information gathered at this level of theory can be used to 

construct kinetic models such as a microkinetic model to ultimately arrive at a macroscopic rate equation 

for a catalytic reaction. The combination of electronic structure calculations and microkinetic simulations 

is termed first-principles microkinetic modeling.  

In this thesis, we make use of multiscale analysis based on microkinetic modeling to predict chemical 

reactivity of reducible oxides under CO2 reduction to methanol and carbon monoxide. These properties are 

directly related to the electronic properties of the chemical system and can only be described when such 

electronic structure is taken in account. First, ab initio modeling using Density Functional Theory (DFT) is 

employed to calculate the electronic structure of the chemical system and construct the reaction energy 

surface for calculating rate constants and energetics. Second, this dataset is used to construct a chemical 

reaction network, which serves as the parameters for a microkinetic model (MKM) that is made up of all 

relevant elementary reaction steps in the mechanism of the reaction under study. With this, we can predict 

surface coverages, reaction rates of individual steps and, also, the overall macroscopic reaction rate. Such 

understanding is essential to interpret spectroscopic and catalytic data. 
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Figure 2.1: Schematic representation of the time and length scales involved in a catalytic process. 

In the upcoming sections, a description of the electronic structure methods and the microkinetic modelling 

procedure will be given. An overview of commonly used analysis techniques within this work, e.g. crystal 

orbital Hamiltonian population and degree of rate control, are provided as well. 

2.2 Quantum chemical methods 

2.2.1 The electronic structure problem 

Questions about the electronic structure of chemical systems can be resolved by means of quantum 

mechanics. Herein, the goal is to find solutions to the non-relativistic time-independent Schrödinger 

equation as given by 

𝐻̂ |Ψ⟩ = 𝐸|Ψ⟩ (2.1) 

Herein, 𝐻̂ is the Hamiltonian operator for a system of nuclei and electrons described by position vectors 𝑹𝐣 

and 𝒓𝒊 respectively. Ψ is the wave function and 𝐸 refers to the energy of the system. 

In atomic units, the Hamiltonian can be expressed as follows:5 
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(2.2) 

𝑀j is here the ratio of the mass of the nucleus 𝑗 to the mass of an electron and 𝑍 is the atomic number of 

nucleus 𝑗. The five terms in the above equation correspond, in order, to the kinetic energy of the electrons, 
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the kinetic energy of the nuclei, the interaction energy between each electron and the collection of atomic 

nuclei, the interaction between different electrons and finally the repulsion between the nuclei.  

Central to many electronic structure calculations is the Born-Oppenheimer approximation.6 Within this 

approximation, since the nuclei are much heavier than the electrons, we can assume that the electrons will 

spontaneously adjust their position under any perturbation of the nuclei. Furthermore, the repulsion between 

the nuclei is considered constant. The result is the decoupling of the electronic degrees of freedom from the 

nuclear degrees of freedom wherein the electron motion can be described by its motion in an electrostatic 

field produced by the nuclei. The remaining terms are collected in the so-called electronic Hamiltonian 

(𝐻̂elec) describing the motion of N electrons in the field of M point charges: 
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1

2
∑ ∇i

2

𝑁

𝑖=1

− ∑ ∑
𝑍j

𝑟i,j

𝑀

𝑗=1

𝑁

𝑖=1

+ ∑ ∑
1

𝑟i,k

𝑁

𝑘>𝑖1

 

𝑁

𝑖=1

 

 

(2.3) 

This form of the Hamiltonian is called the electronic Hamiltonian, which acts on the many-electron 

wavefunction Ψ to produce the energy E. Because of the decoupling of the nuclear from the electronic 

degrees of freedom the electronic energy due to the repulsion between the nuclei (i.e. the fifth term in 

equation 2.2) becomes a constant which is added to the electronic energy to obtain the total energy of the 

electronic problem. The solution of the corresponding Schrödinger equation involving the electronic 

Hamiltonian is the electronic wave function. Obtaining a solution to such equation is the main focus in 

electronic structure calculations.  

The electronic Hamiltonian depends only on the spatial coordinates of the electrons. To completely describe 

an electron it is necessary, however, to also specify its spin. Within the context of the non-relativistic 

Schrödinger equation, there is no term in the Hamiltonian that acts directly upon the spin of the electrons, 

however, the spin state is indirectly accounted for by the form of the wave function as will be shown below.  

We introduce two spin functions corresponding to spin up and spin down respectively. These are functions 

of an unspecified spin variable. We then collect the three special coordinates 𝐫 with the spin variable 𝜔 into 

a four-variable electron coordinate 𝐱:  

𝐱  = {𝐫, 𝜔} (2.4) 

In this formalism, an electron is described not only by the three spatial coordinates but also by one spin 

coordinate. The wave function for a single electron that describes both its spatial distribution as well as its 

spin is called a spin-orbital. 

When considering a collection of electrons, as in a molecule, one could take the product of a set of single 

electron wave-functions to give equation (2.5): 
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ΨHP = ∏ 𝜒𝑖(𝐱𝐢)

𝑁

𝑖=1

 

 

(2.5) 

Where 𝜒(𝐱) is the so-called spin-orbital. Such a wavefunction is termed a Hartree product and assumes 

independent non-interacting electrons. This approach has a basic deficiency: it takes no account of the 

indistinguishability of electrons and thus does not satisfy the antisymmetry principle. To comply with this 

principle, a wave function needs to be built that is antisymmetric upon exchange of the coordinates 𝐱 (both 

space and spin) of any two electrons. This can be accomplished by using a Slater determinant which 

basically takes a series of linear combinations of all possible Hartree products and is given by 

Ψ(𝐱1, 𝐱2, … , 𝐱𝑁) = (𝑁!)−
1

2 [
𝜒𝑖(𝐱𝟏) ⋯ 𝜒𝑘(𝐱𝟏)

⋮ ⋱ ⋮
𝜒𝑖(𝐱𝐍) ⋯ 𝜒𝑘(𝐱𝐍)

]. 
 

(2.6) 

Herein, the factor (𝑁!)−
1

2 acts as a normalization factor. Note that the rows of an N-electron Slater 

determinant are labeled by electrons, while the columns are labeled by spin orbitals. Interchanging the 

coordinates of two electrons corresponds to interchanging two rows of the Slater determinant, which 

changes the sign of the determinant, satisfying the antisymmetry principle. Furthermore, note that 

expansion of the determinant in equation (2.6) yields a large set of terms (N! to be precise) of all possible 

combinations between the electrons and the spin-orbitals. Clearly, in such an expansion one is unable to 

distinguish between individual electrons and hence this feature properly represents the indistinguishable 

nature of the electrons. Conclusively, the Slater determinants meets all the necessary requirements.  

2.2.2 The Hartree-Fock approximation 

Finding and explaining approximate solutions to the Schrödinger equation has been a key challenge in 

quantum chemistry. The Hartree-Fock approximation is one of the main ones and usually constitutes a first 

step towards more accurate approximations. The basic idea underlying the Hartree-Fock method is that a 

single Slater determinant can be used to describe the ground state of an N-electron system, as given by: 

|Ψ0⟩ = |𝜒1, 𝜒2, … , 𝜒𝑁⟩ (2.7) 

The best approximate wave function can be found by applying the variational principle stating that the best 

wave function of this functional form is the one which gives the lowest possible energy  

𝐸0 = ⟨Ψ0|𝐻̂|Ψ0⟩ (2.8) 

Where 𝐻 is the full electronic Hamiltonian and Ψ0 the ground state wave function. The variational 

flexibility in the wave function (2.7) lies in the linear coefficients that build molecular orbitals from the 

basis functions. By minimizing 𝐸0 with respect to the choice of spin orbitals, one can derive an equation, 

called the Hartree-Fock equation which determines the optimal spin orbitals: 
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𝑓𝑖𝜒(𝐱𝑖) = 𝜖 𝜒(𝐱𝑖) (2.9) 

where 𝑓𝑖 is an effective one-electron operator, called the Fock operator. The essence of the Hartree-Fock 

approximation is to replace the complicated many-electron problem by a one-electron problem in which 

electron-electron repulsion is treated in an average way. 

The major drawback in the Hartree-Fock approximation is that the correlation of the movement of the 

electrons is neglected. The exchange is however treated in an exact manner. Thus, the method fails to 

describe the instantaneous electron-electron repulsion, hence also dispersion and van der Waals interactions 

are poorly represented within this theory.  

Many post-Hartree-Fock methods have been developed to incorporate the electron-electron correlation. 

Relevant examples include the Configuration interaction (CI) method7 which uses a linear combination of 

Slater determinants instead of a single one. Møller-Plesset8 perturbation theory treats electron correlation 

using perturbation theory. In the Coupled Cluster method,9 the electron correlation is handled through use 

of a so-called cluster operations. 

Although all these methods provide chemically accurate descriptions of the electronic structure, their 

application is limited because of their scaling with the number of electrons. Whereas Hartree-Fock scales 

by N4 where N is the number of atoms, second-order Møller-Plesset perturbation theory scales by N5, 

coupled cluster using single and doubles scales by N6, and finally configuration interaction can have a 

scaling as high as N9. Generally, given the scaling behavior with respect to the number of atoms, these 

approaches are only applicable to calculations involving relatively small systems. In practice they find 

applications to systems with less than 50 atoms. As the majority of the systems of interest in heterogeneous 

catalysis are in the order of 100-200 atoms, these methods are not suitable for engineering applications.  

2.2.3 Density Functional Theory 

In contrast with the Hartree-Fock and post-Hartree-Fock methods, density functional theory (DFT) uses 

electron density as the central quantity. Specifically, only for the coulombic interaction, the exchange and 

the correlation interaction the electron density is used. The kinetic energy of the electrons is still being 

calculated from the wave function. By substituting the many-body wave function with the electron density, 

the dimensionality of the problem is reduced because the electron density is always three-dimensional 

regardless of the number of electrons. As a result, DFT can effectively treat significantly larger systems. 

For these reasons, DFT has become a standard method in electronic structure calculations, particularly in 

the field of computational catalysis. Comprehensive discussions on DFT can be found in excellent 

reviews.4,10 
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2.2.3.1 Hohenberg-Kohn theorems 

An important step in the development of DFT was done thanks to the paper of Hohenberg and Kohn.11 

Herein, two fundamental theorems were postulated. The first theorem states: “The ground state of any 

interacting many-particle system with a given fixed inter-particle interaction is a unique functional of the 

electron density.” The first theorem entails that there exists a one-to-one mapping between the ground-state 

external potential (from the nuclei) and the ground-state electron density. Thus, the ground-state electron 

density uniquely determines the electronic properties of the system, such as the total energy and wave 

function of the ground state.  

We can thus write the energy E explicitly as a functional of the electron density: 

𝐸[𝜌] = 𝑇[𝜌] + 𝑉[𝜌] + 𝑈[𝜌] (2.10) 

Where 𝑇[𝜌], 𝑉[𝜌] and 𝑈[𝜌] are the kinetic energy, the external potential and the electron interaction energy 

respectively. It should also be noticed that, although the theory states that the kinetic energy can be 

evaluated based on the electron density, the functional dependence is unknown and in practice it is evaluated 

from the (independent particle) wave function.  

Herein, the electron density is defined as: 

𝜌(𝐫) = ∑|Ψ𝑖(𝐫)|2

𝑁

𝑖=1

 

(2.11) 

Although the first Hohenberg-Kohn theorem shows that it is possible to employ a functional of the electron 

density to solve the electronic problem, it does not provide additional information on the form of this 

functional which is still unknown. The second Hohenberg-Kohn theorem states that: “The electron density 

that minimizes the energy of the overall functional is the true electron density corresponding to the full 

solution of the Schrodinger equation”. The second Hohenberg-Kohn theorem demonstrates that the ground 

state energy can be obtained using the variational principle, where the density that gives the lowest energy 

is the exact ground state density. This gives us a detailed prescription for finding the wave function and the 

electron density in the ground state.  

Given an external potential 𝑣(𝐫), equation (2.10) can be rewritten as follows: 

𝐸[𝜌(𝐫)] = ∫ 𝑣(𝐫)XC𝜌(𝐫)𝑑𝐫 + 𝐹[𝜌(𝐫)] 
(2.12) 

Note that 𝐹𝜌(𝐫) is a universal functional of the electron density valid for any number of particles and any 

external potential which integrates the kinetic and electron-electron interaction energy: 
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𝐹[𝜌] = 𝑇[𝜌] +
1

2
∫ ∫

𝜌(𝐫)𝜌(𝐫′)

|𝐫 − 𝐫′|
 𝑑𝐫𝑑𝐫′ + 𝐸XC[𝜌] 

(2.13) 

Plugging the above equation into the expression for the energy we obtain: 

𝐸[𝜌] = 𝑇[𝜌] + ∫ 𝑣𝑋𝐶(𝐫)𝜌(𝐫)𝑑𝐫 +  
1

2
∫ ∫

𝜌(𝐫)𝜌(𝐫′)

|𝐫 − 𝐫′|
 𝑑𝐫𝑑𝐫′ + 𝐸𝑋𝐶[𝜌] 

(2.14) 

The four terms in this equation are, in order, the kinetic energy, the potential energy, the electron-electron 

interaction energy, and the exchange correlation functional. 𝑇[𝜌] can be exactly calculated but not on the 

basis of 𝜌 but on the basis of the underlying wave function while the fourth term, corresponding to the 

exchange correlation functional is unknown. 

Since exact expressions are known for the first three terms, we can collect these in a so-called “known” 

energetic term. The term 𝐸𝑋𝐶[𝜌] includes the non-classical aspects of the electron-electron interaction along 

with the component of the kinetic energy of the real system different from the fictitious non-interacting 

system. 

2.2.3.3 Kohn-Sham equations 

The Hohenberg-Kohn theorems previously discussed point out a way to obtain the ground state energy. 

However, it is still difficult to find the ground energy state solution from the total energy functional because 

the exchange-correlation functional is yet undefined. 

To solve this problem, Kohn and Sham demonstrated that the electron density can be written in a way that 

involves solving a set of single-electron equations. They employed the non-interacting single-electron 

kinetic energy functional 𝑇𝑠[𝜌(𝐫)] to replace the actual kinetic energy functional 𝑇[𝜌(𝐫)] .  

The kinetic energy for this system would be 

𝑇𝑠[𝜌] = ∑ 〈𝜒𝑖 |−
1

2
∇2| 𝜒𝑖  〉

𝑁

𝑖

 

 

(2.15) 

Furthermore, the 𝐸𝑋𝐶[𝜌] as shown in eq. 2.13 is now defined as the exchange and correlation energy of an 

interacting system and it also includes all the differences between the real kinetic energy term and non-

interacting single electron kinetic energy term.  

This gives the following expression for the total energy:  

𝐸[𝜌] = 𝑇𝑠[𝜌] + ∫ 𝑣(𝐫)𝜌(𝐫)𝑑𝐫 + 
1

2
∫

𝜌(𝐫)𝜌(𝐫′)

|𝐫 − 𝐫′|
 𝑑𝐫𝑑𝐫′ + 𝐸𝑋𝐶[𝜌] 

 

 

(2.16) 
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The Kohn–Sham equations are found by varying the total energy expression with respect to a set of orbitals, 

subject to constraints on those orbitals, to yield the Kohn–Sham potential as 

To derive the non-interacting kinetic term 𝑇𝑠[𝜌], the set Kohn-Sham equations reported below needs to be 

solved: 

{−
∇2

2
+ 𝜈𝐾𝑆[𝜌(𝐫)]} Ψ𝑖(𝐫) = 𝜖𝑖Ψ𝑖(𝐫) 

(2.17) 

𝜈𝐾𝑆[𝜌(𝐫)] = 𝜈(𝐫) +  ∫
𝜌(𝐫′)

|𝐫 − 𝐫′|
 𝑑𝐫′ +

𝛿𝐸𝑋𝐶[𝜌]

𝛿𝜌(𝐫)
  

(2.18) 

Where 𝜖𝑖 represents the lowest eigenvalues of a Kohn-Sham single-electron equation. We remark a 

fundamental difference between the Kohn-Sham equations and the full Schrödinger equation: the solution 

of the Kohn-Sham equations are single-electron wave functions that depend only on three spatial variables. 

In equation (2.17), 𝑉𝐾𝑆 is the full Kohn-Sham potential which includes a term for the interaction between 

an electron and the collection of atomic nuclei, 𝑉(𝐫). The second term of the Kohn-Sham potential is the 

Hartree potential which describes the Coulomb repulsion between the electrons. The third term refers to the 

potential for the exchange and correlation contributions to the single-electron equations. The second and 

third term both depend on the total electron density 𝜌(𝐫) resulting from all electrons in the system in an 

averaged way. The Kohn-Sham equations are a set of integro-differential equations. The solutions are found 

by starting with some carefully chosen set of linear coefficients. Next, all the properties are calculated 

resulting a new set of linear coefficients. This happens iteratively using the self-consistent field procedure 

shown in Figure 2.2. 
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Figure 2.2: Schematic representation of the self-consistent loop for solving the Kohn-Sham equations. 

2.2.4 Exchange and correlation functionals  

Local density approximation (LDA) 

In the previous paragraph we showed that we can obtain the ground state energy by solving the Kohn-Sham 

equations in a self-consistent way instead of solving the full Schrödinger equation. In order to use the Kohn-

Sham equations, the form of the exchange correlation functional has to be known. Although an exact 

expression for this term is unknown, some approximations have been proposed. The simplest approach to 

approximate the exchange-correlation is the local density approximation (LDA).  

Within LDA, we assume that the exchange-correlation energy is calculated based on an idealized situation 

of the homogeneous electron gas. Herein, the total exchange-correlation energy is calculated from the 

following integral: 

𝐸XC
LDA(𝑛) =  ∫ 𝜌(𝐫)𝜖𝑋𝐶(𝜌(𝐫))𝑑𝐫 

(2.19) 

where 𝜖𝑋𝐶(𝜌(𝐫)) is a constant corresponding to the exchange-correlation energy per particle of the 

homogeneous electron gas of density 𝜌(𝐫).  
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LDA is an oversimplification of the actual density distribution and generally leads to overestimation of 

bond energies. Strictly, the LDA is only valid for slowly varying densities, which is not the case for many 

chemical systems. Nevertheless, this approximation works relatively well on systems such as metals and 

semiconductors and has helped increasing fundamental understanding about these materials.  

Generalized gradient approximation (GGA) 

In the previous paragraph we discussed that LDA is not suitable for describing chemical reactions where 

the electron density rapidly varies. To overcome this limitation, a relatively straightforward extension of 

the LDA has been introduced that also includes the gradient of the electron density. This is the so-called 

generalized gradient approximation (GGA) method. The general expression is written as: 

𝐸XC
GGA(𝑛) =  ∫ 𝜌(𝐫)𝜖𝑋𝐶(𝜌(𝐫), ∇𝜌(𝐫))𝑑𝐫 

(2.20) 

Several GGA functionals are available based on the different ways of implementing the gradient 

information of the electron density in the exchange-correlation term. This gave birth to many distinct GGA 

functionals. In this thesis, the Perdew-Burke-Ernzerhof (PBE)12 functional is used because of its 

outstanding performances in describing electronic structures of metal and oxides.13 The level of accuracy 

that we can obtain at this level of theory is of about ± 15 kJ/mol.10  

2.2.3.5 Pseudopotentials and plane-waves method 

In the previous paragraph we showed that DFT provides a feasible approach to obtain the electron density 

of the system in the ground state. To solve the Kohn-Sham equations, a self-consistent field (SCF) 

procedure is applied which gradually improves the electron density at each iteration util the ground state 

solution is obtained. In order to perform the SCF procedure, the electronic wave function is expanded by a 

set of functions called a basis set. 

In practice, the choice for a basis set depends on many aspects, such as the size of the system, the accuracy 

required for the simulations and the boundary conditions of the system. In this thesis, we investigate 

catalytic reactions on large periodic surfaces. Hence, planewaves are used as our basis-set as this basis 

functions readily encompass the periodic nature of the electronic systems. 

This is demonstrated in Bloch’s theorem14 which implies that the eigenstates of the one-electron 

Hamiltonian can be written as  

Ψ(𝐫 + 𝐑n) =  exp (𝑖𝐤 ⋅ 𝐑𝐧)Ψ(𝐫) (2.21) 

Where 𝐑𝐧 refers to an arbitrary translation vector of the crystallographic lattice and 𝒌 represents the wave 

vector in reciprocal space. Using this theorem, the Kohn-Sham equation for a periodic system can be solved 
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by expanding electronic wavefunctions at each k-point in the reduced reciprocal space. The size or number 

of planewaves employed is typically described by the highest energy among the planewaves in the basis 

set; this is termed the cut-off energy. 

In chemistry, valence electrons play a more important role than the core electrons as they are the only ones 

involved in the making and breaking of bonds. Furthermore, core electrons require a large amount of basis 

functions because they exhibit rapid oscillations close to the nuclear core. This leads to the absurd situation 

that the least important part of the electron density requires the largest amount of computational effort. A 

solution to this problem is to describe the core electrons using a so-called frozen core approximation. 

Herein, we make use of pseudopotentials in which core electrons and nuclei are described by a smooth 

effective potential. In such method however, all the information about the real wave function close to the 

nuclei is lost. A more general approach is the Projector-Augmented-Wave method (PAW) introduced by 

Blöchl.15 This approach is divided in two parts: a partial expansion within an atom-centered sphere and an 

envelope function outside. The two parts are then matched smoothly at the sphere edge. The wavefunction 

within the sphere is linked onto a local basis of auxiliary functions. This linkage ensures that the kinks and 

strong oscillations near the nucleus are attached to a numerically smooth auxiliary wave function, which is 

expanded into planewaves. This methodology describes the core electrons is one of the key features that is 

implemented in the VASP simulation package.16 All electronic structure calculations conducted in this 

thesis have made use of this package.  

2.2.5 Density of states and Crystal Orbital Hamilton Population 

The electronic structure of molecules is described by molecular orbital (MO) theory wherein the energy 

levels of electrons and is given by a molecular orbital. For small molecules, these orbitals have distinct 

energy levels. The simplest and most iconic representative of that is the H2 molecule with its bonding (σg 

stabilizing) and antibonding (σu* destabilizing)orbital interactions. 17 

In larger systems, such as the ones encountered in heterogeneous catalysis, several atomic orbitals 

contribute to the formation of several molecular orbitals. In principle, these orbitals are still distinguishable, 

however, because their energy levels lie so close to each other they result in a continuous band of energy 

levels.  

The electronic density of states (DOS) quantifies the distribution of the energy levels that can be occupied 

by electrons in a quasiparticle picture, and is central to modern electronic structure theory.18 The DOS is 

defined as the amount of occupied states within a specific slice (𝐸 + 𝑑𝐸) of the total range of possible 

energies for a specific volume.  
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The partial DOS (pDOS, given throughout in units of states/eV per cell), with respect to the Fermi level, is 

defined as: 

pDOSi =  ∑〈𝜙𝑖|Ψ𝑛〉

𝑛

𝛿(𝐸 − 𝐸𝑛)〈Ψ𝑛|𝜙𝑖〉  (2.22) 

where Ψn is the molecular orbital defined as the following sum of atomic orbitals 𝜙𝑖 with coefficients 𝑐𝑖: 

Ψ𝑛 =  ∑ 𝑐𝑖𝑛𝜙𝑖

𝑖

  (2.23) 

If we normalize equation 2.22, then the pDOS is essentially the probability of finding an electron in an 

atomic orbital 𝑖 as a function of the electron energy. 

Furthermore, the position of the bands with respect to the Fermi level can give information about the 

bonding character of the interaction. This rationalization is done in tandem with the crystal orbital Hamilton 

population (COHP) of the bonds between the catalyst surface and the adsorbate. The COHP (given 

throughout in units of states/eV per cell), with respect to the Fermi level, is then defined as: 

−COHP𝑖𝑗(𝐸) =  H𝑖𝑗 ∑ 𝑐𝑖
𝑛𝑐𝑗

𝑛

𝑖

𝛿(𝐸 − 𝐸𝑛)  (2.24) 

where H𝑖𝑗is the Hamiltonian matrix element between atomic orbitals {𝜙𝑖} and {𝜙𝑗}. The COHP is 

interpreted as the magnitude of the ‘bond energy overlap’ and can be used to determine how many bonding 

and anti-bonding states there are as a function of electron energy. Integration of the COHP for all energies 

up to the Fermi level also gives us a relative estimate of the bond strength between two such atomic orbitals. 

The application of the COHP technique to compute the electronic structure of solid-state materials requires 

the use of crystal orbitals derived from local basis sets. The more popular and essentially delocalized plane-

wave-based computations, however, are blind to for chemical bonding analysis, so one first needs to 

reconstruct both Hamilton and overlap matrix elements using auxiliary atomic orbitals. In other words, such 

information may be projected from plane waves by means of the projected Crystal Orbital Hamilton 

Population (pCOHP) technique, a modern descendant of the COHP method.19 

Once the pDOS has been obtained we can calculate the average d-band energy for all energies up to the 

Fermi energy 𝐸𝑓 (‘d-band centre 𝜖𝑑  ’) as such: 

𝜖𝑑 =  
∫ 𝐸𝜌(𝐸)𝑑𝐸

𝐸𝑓

− ∞

∫ 𝜌(𝐸)𝑑𝐸
𝐸𝑓

− ∞

  
(2.25) 

where 𝜌(𝐸) is the density of states. 
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To obtain the DOS and COHP data the Local Orbital Basis Suite Towards Electronic Structure 

Reconstruction (Lobster) package was used.17,20 This package constructs both the data for the DOS and 

COHP analysis by partitioning the band structure after a static VASP run. 

2.4 Microkinetic modeling 
Microkinetic modeling allows the description of complex chemo-kinetic networks by modeling them as a 

set of elementary reaction steps. To construct such a model, a detailed analysis of the reaction network is 

required. In practice, this information is retrieved either from experimental data or ab initio data, such as 

DFT calculations. The transient behavior of a chemical system is then studied by solving a series of ordinary 

differential equations (ODE) over time. In this section, we will first explain how microkinetic parameters 

can be established from first-principles calculations, next, we will show how a series of elementary reaction 

steps results in a set of ordinary differential equations and finally we close this section by explaining how 

such a set is solved and how a sensitivity analysis can be employed to obtain valuable insights from 

microkinetic simulations. 

2.4.2 Parameter evaluation for microkinetic modeling  

To construct a microkinetic model, the rate constants of all the elementary reaction steps need to be known. 

These can be calculated by DFT calculations. By optimizing the electronic structure of initial, transition 

and final state of all relevant elementary reaction steps, the absolute electronic energy is calculated. From 

these, the electronic activation energy in the forward and backward direction is obtained. By performing a 

frequency analysis on all these states, the vibrational degrees of freedom are collected from which the zero-

point energy (ZPE) correction to the electronic activation energies is calculated. The ZPE correction to the 

electronic activation energy can be as large as 10-15 kJ/mol. Although this value might not seem significant, 

especially given that the accuracy of state-of-the-art DFT calculations is comparable, neglecting the ZPE 

correction yields incorrect results, especially when hydrogenation reaction are involved.  

We use the Eyring equation to compute the rate constant of any elementary reaction step:21 

𝑘 =
𝑘b𝑇

ℎ

𝑄TS
†

𝑄IS
e

(
−𝛥𝐸𝑎𝑐𝑡

𝑘𝑏𝑇
)
   

(2.26) 

Where 𝑘 is the reaction rate of a single elementary reaction step, 𝑘b and ℎ are the Boltzmann’s constant 

and Planck’s constant and 𝑇 is the temperature in Kelvin, 𝑄TS
†  and 𝑄IS are the total partition functions for 

the molecular degrees of freedom in the initial and transition state and finally Δ𝐸act is the zero-point energy 

corrected electronic activation energy. The underlying assumption leading to the Eyring equation are: 

1) The transition state is in thermal equilibrium with the initial state. 
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2) Going from the transition state to the final state is an irreversible process. 

3) Crossing the transition state is done with a particular velocity or frequency. 

Typically, the molecular partition function 𝑄 is decomposed into translational, vibrational, and rotational 

contributions 

𝑄 = 𝑞trans ∙ 𝑞vib ∙ 𝑞rot (2.27) 

When modeling chemical reactions occurring on a catalytic surface, three types of elementary reactions 

steps are typically considered: adsorption, surface reaction and desorption.  

The initial state and transition state in a surface reaction are composed of the partition functions 

corresponding to 3𝑁 and 3𝑁-1 vibrational degrees of freedom, where 𝑁 is the number of atoms in the 

reactant, respectively. In this analysis, the catalytic surface is assumed to provide a negligible contribution 

to the vibrational partition function as the mass of the metal atoms is much larger than the atoms of the 

adsorbent. The values for the partition function can be calculated using a frequency analysis employing 

equation (2.27): 

𝑞vib  =
1

1 − e
(
−ℎ𝑣
𝑘𝑏𝑇

)
 

(2.28) 

For surface reactions, there is no significant change in the entropy and consequently the pre-exponential 

factor of the rate constants is typically in the order of 1013
 s-1. 

In contrast, during adsorption and desorption steps, there is a significant change in entropy. Typically, a 

gaseous compound has several rotational and translational degrees of freedom and most of them are lost 

upon adsorption. To model adsorption reactions, we assume that one translational mode corresponding to 

a translational degree of freedom (perpendicular to the direction of the surface) is converted to a vibrational 

mode. The translational partition function 𝑞trans is given by the formula: 

𝑞trans  =
𝐿 √2𝜋𝑚𝑘b𝑇   

ℎ
 

(2.29) 

Herein, 𝐿 is the characteristic length of the translation and 𝑚 is the mass of the particle. The rotational 

partition function for a diatomic molecule can be written as: 

𝑞rot  =
8𝜋2𝐼𝑘b𝑇    

ℎ2
 

(2.30) 

 

Where 𝐼 stands for the total rotational moment of inertia.  

To derive a rate for the adsorption processes, we assumed that the adsorbate loses one translational degree 

of freedom in the transition state with respect to the initial state. Furthermore, adsorption processes are 
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commonly assumed to be entropically activated, thus having zero activation energy. As a result, the 

exponential term in equation (2.21) is equal to unity. Insertion of the relevant partition functions in the 

Eyring equation and furthermore assuming that all vibrational partition functions can be set to unity, we 

obtain the following expression for the rate constant of an adsorption process. 

𝑘ads =
𝑘b𝑇

ℎ 

𝐿2(2𝜋𝑚𝑘b𝑇)ℎ3  

𝐿3(2𝜋𝑚𝑘b𝑇)3/2ℎ2 
  

(2.31) 

where 𝐴𝑠𝑡 and 𝑚𝑖 are the effective area of an adsorption site and the molar mass of the gas species, 

respectively. 𝑝 refers to the partial pressure of the reactant in the gas phase and 𝑘B is the Boltzmann 

constant. Using the general gas equation ( 𝑝𝑉 = 𝑛𝑅𝑇 ), we obtain the rate constant for adsorption: 

𝑘ads =
𝑝 𝐴st

√2𝜋𝑚i𝑘B 𝑇
  

(2.32) 

The gas-phase entropy of the adsorbates was calculated using the thermochemical Shomate equation as 

given by:22  

𝑆0 = 𝐴 ∙ ln(𝑇) + 𝐵 ∙ 𝑇 +  
𝐶 ∙  𝑇2

2
+

𝐷 ∙  𝑇3

3
−

𝐸

2 ∙ 𝑇2
+ 𝐺, 

(2.33) 

where 𝑆0 is the standard molar entropy. The parameters A-G from equation (2.33) were obtained from the 

NIST Chemistry Webbook.23 

For desorption steps, we assume that the desorbing compound has two translational and three rotational 

degrees of freedom in the transition state. Furthermore, we assume that the initial state corresponds to a 

strongly adsorbed complex by which all molecular degrees of freedom are of a vibrational nature. Plugging 

the formulas for the translational degrees of freedom (2.29) and rotational (2.30) into the Eyring equation 

(2.26), we obtain the following expression of the constant for desorption (𝑘des):  

𝑘des =
𝑘b𝑇3

ℎ3

𝐴(2𝜋𝑚𝑘b𝑇)

𝜎𝜃rot
 𝑒

−
Δ𝐸des

𝑘b𝑇   
(2.34) 

Here, 𝜎 is the symmetry number, 𝜃rotis the characteristic temperature of rotation and Δ𝐸des represents the 

zero-point energy corrected electronic desorption energy and ℎ is the Planck constant.  

Finally, we can construct the set of differential equation for all surface reaction intermediates. The rate 

expression for an elementary reaction step j is given by: 

𝑟𝑗 = 𝑘𝑗 ∏ 𝑐
𝑖

𝜈𝑖
𝑗

𝑖
 

(2.35) 
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Wherein, 𝑘 is the reaction rate constant as calculated by the Eyring equation, 𝑐𝑖   the concentration of 

reactant 𝑖 in the elementary reaction step 𝑗 on the surface and 𝜈 the stoichiometric coefficient of reactant 𝑖 

in elementary reaction step 𝑗. It should be noticed that in equation (2.29), we only treat the elementary 

reaction step in one direction, thus for each elementary reaction step, two rate expressions are obtained. 

2.4.3 Solving ODEs 

The set of equations defined in (2.35) constitute an ensemble of ordinary differential equations (ODE) with 

respect to time. In order to construct such a set of ODEs, a series of elementary reaction steps and 

corresponding rate constants are constructed. This results in a set of 2R elementary reaction equations with 

N compounds. For each surface compound, its change with respect to time is given by the formula:  

∂𝜃𝑖

∂𝑡
=  ∑(𝜈𝑗,𝑖𝑘𝑗 ∏ 𝜃

𝑞,𝑗

𝜈𝑞,𝑗
𝑁𝑖

𝑞
)

2𝑅

𝑗

 

(2.36) 

Where 𝜃 refers to the concentration of species I on the surface, 𝜈 stands for the stoichiometric coefficient 

of compound 𝑗, 𝑘𝑗 is the rate constant of reaction 𝑗, 𝜃 is the concentration of compound 𝑞 in reaction 𝑗 and 

𝜈𝑞,𝑗 is the stoichiometric coefficient of compound 𝑞 in reaction 𝑗. By integrating these equations, we can 

calculate the kinetic properties of the reaction such as the overall reaction rate and steady-state coverages. 

The set of ODEs is solved until a steady-state solution is reached for all 𝑖. A simple way of solving this 

ODE set is to use the forward Euler method. It should be noted that this method should not be employed in 

practice because of its instability and thus only acts as a pedagogical tool. In the forward Euler method, the 

differential equation is time-integrated with a fixed step size of Δt by which a new value 𝑦𝑖(𝑡 + Δ𝑡) can be 

found from a known value 𝑦𝑖(𝑡) by using the following recurrence equation: 

𝑦𝑖(𝑡 + Δ𝑡) ≈ 𝑦𝑖(𝑡) + Δt ∙ 𝑦′𝑖(𝑡) (2.37) 

This forward Euler method shows that the error of the result increases with an increase of the step size. 

An alternative method is the backward Euler method as given by: 

𝑦𝑖(𝑡 + Δ𝑡) ≈ 𝑦𝑖(𝑡) ∙ 𝑦′𝑖(𝑡 + Δ𝑡) (2.38) 

This method is termed implicit because the result of this equation depends on both the current state as well 

as the future state of the system as represented by an unknown term 𝑦′𝑖(𝑡 + Δ𝑡). The advantage of using 

implicit methods over explicit ones is that they are more stable. This is especially important when solving 

stiff systems of ordinary differential equations such as the ones involved in microkinetic modeling.  From 

a practical point of view, stiffness is the observation that extremely small time-steps are required to time-

integrate the set of differential equations. It has been found that implicit integration methods allow for larger 

step sizes than explicit methods while retaining sufficient numerical stability. For these reasons, stiffness 
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is to be understood as a phenomenon observed for a particular set of ODEs and not as a property of the 

system. A very important consequence of the stiffness is that even small changes in the activation energy 

of an elementary reaction step result in large differences for the reaction rate constant due to the exponential 

dependency on the activation energy 

In this work, we apply a multistep backward differentiation formula method as implemented in Sundials 

library24 to solve such systems. This method allows for on-the-fly change of the order between 1 and 5, 

wherein the order is increased when the hyperdimensional surface is steep and more numerical accuracy is 

required and reducing the order when the hyperdimensional surface is relatively flat to save on 

computational time. In this method, the steepness is assessed by evaluation of the Jacobian matrix. 

2.4.4 Kinetic sensitivity analysis 

In microkinetic modeling, we aim at obtaining kinetic properties such as the reaction rates and surface 

coverages under transient and steady-state conditions. By performing a kinetic sensitivity analysis, we can 

calculate observables that can be related to experimental data, providing valuable insight towards the 

rational design of new catalysts or the interpretation of experimental results of existing catalytic materials.  

2.4.4.1 Reaction orders 

The reaction order probes the relative change in the reaction rate with respect to a relative change in the 

partial pressure of gas phase compounds (either reactants or products). It provides a way to investigate the 

influence of the reactants and products on the reaction rate. 

To show this procedure, consider a generic bimolecular reaction A + B ⇄  C. We can express the rate of 

this reaction as: 

𝑟 = 𝑘 ∙ [𝐴]𝑛𝐴 ∙ [𝐵]𝑛𝐵 ∙ [𝐶]𝑛𝐶   (2.39) 

or 

𝑟 = 𝑘 ∙ 𝑝𝐴
𝑛𝐴 

∙ 𝑝𝐵
𝑛𝐵 

∙ 𝑝𝐶
𝑛𝐶 

  (2.40) 

Where 𝑛𝐴, 𝑛𝐵, 𝑛𝐶 are the reaction orders of component A, B and C, respectively. The mathematical 

expression of the reaction order is given by the formula: 

𝑛𝑖 = 𝑝𝑖

𝜕 ln 𝑟+

𝜕 𝑝𝑖
  

(2.41) 

Where 𝑛𝑖 is the reaction order in component 𝑖,  𝑟+ is the rate in the forward direction and 𝑝𝑖  the partial 

pressure of component 𝑖. The reaction orders can be found experimentally by changing the partial pressure 

of a reactant or product by a small amount and measuring the change in the reaction rate.  
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2.4.4.2 Apparent activation energy 

The apparent activation energy can be used to probe the influence of temperature on the reaction rate, in 

other words, it represents kinetic sensitivity of analysis for temperature. The mathematical expression of 

the apparent activation energy is shown in the following formula: 

Δ𝐸act
app

= 𝑅𝑇2
𝜕 ln 𝑟+

𝜕 𝑇
  

(2.42) 

A positive value of the 𝐸act
app

 suggests that the overall reaction rate increases with increasing temperature. 

In contrast, a negative value means that the overall reaction rate would be decreased with an increase in 

temperature. The apparent activation energy is an experimentally accessible value just like the reaction 

orders. Typically, it is measured by fitting the temperature dependence of the reaction rate or rate constant 

to the Arrhenius law. 

2.4.4.3 Degree of rate and selectivity control 

In analytical modeling of chemical kinetics, the so-called rate-determining step (RDS) assumption has 

proven very useful. Under this assumption, it is considered that a single elementary reaction step is so slow 

that is fully determining the overall reaction rate. In reality, multiple elementary reaction steps can 

potentially control the overall rate. In order to take this into account, in microkinetic simulations we conduct 

a sensitivity analysis on the activation energy for all elementary reaction steps. This approach is termed 

Degree of Rate Control (DRC) analysis. This method was developed by Kozuch and Shaik25-26 and 

popularized by Campbell.27 Herein, we conduct a sensitivity analysis on the activation energy for all 

elementary reaction steps.  

For each elementary reaction step, a DRC coefficient can be calculated by evaluating the following 

differential: 

𝑋RC,𝑖 =  
𝑘𝑖

𝑟
(

𝜕 𝑟

𝜕ln 𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

= (
𝜕 ln 𝑟

𝜕 ln𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

 
(2.43) 

In equation (2.37), 𝑟 is the overall reaction rate,  𝑘𝑖 and 𝐾𝑖 are the forward rate and the equilibrium constants 

for step 𝑖, respectively. The differential in equation (2.37) probes the relative effect on the reaction rate by 

changing the activation energy by an infinitesimal amount while keeping the rate constants of all other 

elementary reaction steps fixed as well as the overall thermodynamics of the reaction. 

A positive value of 𝑋RC,𝑖 implies that the overall reaction rate increases when the barrier of the elementary 

reaction step is decreased, i.e. the elementary reaction step is rate limiting. On the other hand, a negative 

coefficient indicates that by lowering the activation energy of such elementary step the overall rate would 
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decrease, i.e. the step under consideration is rate-inhibiting. In the case that only a single elementary 

reaction step has a DRC coefficient of 1, that step is termed the rate-determining step from the perspective 

of Langmuir-Hinshelwood-Hougen-Watson kinetics. 

When operating at zero conversion (i.e., under kinetic conditions and infinitely far from equilibrium), the 

sum of DRC coefficient is conserved at one as given by: 

∑ 𝑋RC,𝑖
𝑖

= 1 (2.44) 

Analogous to the degree of rate control, the degree of selectivity control (DSC) coefficient defined to 

determine the influence of a particular elementary reaction step on the selectivity of the overall reaction.  

The DSC is evaluated form the following differential equation: 

𝑋DSC,𝑖,𝑐 =  (
𝜕 𝜂𝑐

𝜕 ln 𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

= 𝜂𝑐(𝑋RC,𝑖,𝑐 − 𝑋RCi,,𝑟) 
(2.45) 

where  𝜂𝑐  is the selectivity to compound 𝑐 with respect to some reference compound 𝑖, 𝑋RC,𝑖,𝑐, is the DRC 

coefficient with respect to the rate of compound 𝑐, 𝑋RC,𝑖,𝑟 is the DRC coefficient with respect to the rate of 

a reactant 𝑟. 

From equation (2.45), we can deduce that the sum of DSC coefficient is zero as given by: 

∑ 𝑋DSC,𝑖
𝑖

= 0 (2.46) 

where 𝑋SC,𝑖,𝑐 is the DSC of product 𝐶 due to a change in the kinetics of elementary reaction step 𝑖, and 𝜂𝐶 

is the selectivity towards a key product (methanol or carbon monoxide in this work). Note that the 

relationship between DRC and DSC coefficient is given by 

𝑋SC,𝑖,𝑐 = 𝜂𝐶(X𝑐,i −  Xreactant,𝑖). (2.47) 
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CHAPTER 3 

A computational study of CO2 hydrogenation on single atoms of Pt, 

Pd, Ni and Rh on In2O3(111) 

Abstract 

Indium oxide (In2O3) promoted by metals are promising catalysts for CO2 hydrogenation to products such 

as methanol and carbon monoxide. Although it is clear that a high dispersion of the promoting metal is 

important for obtaining selective catalysts, the exact role of atomically dispersed metal promotors remains 

debated. Herein, we used density functional theory calculations to compare the role of single atoms of Ni, 

Pd, Pt and Rh placed on the In2O3(111) surface to study CO2 hydrogenation to CO and methanol. While 

single atoms of Pd, Pt and Rh do not change the overall barrier for oxygen vacancy formation compared to 

In2O3(111), the presence of Ni render oxygen vacancy formation more difficult. Microkinetic simulations 

show that all models mainly catalyze CO formation via a redox pathway involving oxygen vacancies where 

adsorbed CO2 dissociates followed by CO desorption and water formation. Pd presents that highest reverse 

water-gas shift (rWGS) activity because it combines a low barrier for CO2 dissociation with a relatively 

weak CO adsorption strength. The higher barriers for formate intermediate hydrogenation compared to the 

overall barrier for the rWGS reaction explains the negligible CH3OH selectivity.  
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3.1 Introduction 
Reducing CO2 emissions has become a crucial technological challenge because of the negative impact on 

the climate.1–3 Transforming CO2 captured from combustion processes and in the future directly from air 

into liquid fuels and chemicals allows reducing such emissions and close the carbon cycle. A promising 

route to valuable products from CO2 is through its hydrogenation, provided that hydrogen is obtained from 

renewable resources.4–6 While large-scale CO2 hydrogenation to fuels can help decreasing our dependence 

on fossil fuels for energy, this technology can also be used to obtain chemical intermediates.7–10 In this 

context, methanol is particularly attractive, because it can be used as a fuel or chemical building block.11–13 

Currently, large-scale methanol production is achieved by converting synthesis gas (CO/CO2/H2) over a 

Cu/ZnO/Al2O3 catalyst at temperatures of 473–573 K and pressures of 50–100 bar.14 Challenges arise 

however when CO2 is hydrogenated instead of CO. The Cu-based catalyst shows significant activity for the 

reverse water-gas-shift reaction (rWGS), leading to the formation of unwanted CO.15 Moreover, the catalyst 

suffers from sintering, resulting in slow deactivation.16,17 Many efforts have been made to identify new 

catalyst formulations with improved performance for the hydrogenation of CO2 to CH3OH.18 Recently, 

indium oxide (In2O3) has emerged as a promising catalyst for CO2 hydrogenation to methanol.19-20 Several 

density functional theory (DFT) studies emphasize the role of oxygen vacancies in the mechanism of CO2 

hydrogenation to methanol on In2O3.19,21,22,23–25 Although such catalysts enable high selectivity to methanol 

by suppressing the competitive rWGS reaction, CO2 conversion is limited by the intrinsically low activity 

in H2 activation. To improve this, the use of metal promoters has been investigated. Recently, we reported 

by microkinetic modeling that small Ni clusters on In2O3 mainly catalyze methanol formation, whereas 

single atoms of Ni either doped in or adsorbed on In2O3 mainly catalyze CO.26,27 In a recent study, Pinheiro 

Araújo et al. reported that, atomically dispersed metal atoms (Pd, Pt, Rh, Ni, Co, Au, Ir) on the In2O3 surface 

promote hydrogen activation and methanol production while hindering CO formation.28 Frei et al. suggested 

by DFT calculations that single Ni atoms on In2O3 could catalyze the rWGS reaction but not methanol 

synthesis.29 The same authors proposed that single atoms of Pd doped in In2O3 can stabilize clusters of a 

few Pd atoms on the In2O3 surface. These clusters can enhance H2 activation and, therefore, CH3OH 

productivity.30 Han et al. suggested that single atom (SA) of Pt doped in In2O3 would result in high methanol 

selectivity, whereas Pt nanoparticles on In2O3 would improve the rWGS reaction.31 Sun et al. showed by 

DFT calculations that the energetically most favorable pathway for methanol synthesis on a Pt4/In2O3 model 

occurs via hydrogenation of a CO intermediate.32 Wang et al. reported that highly dispersed Rh phases on 

In2O3 can enhance dissociative H2 adsorption and oxygen vacancy formation.33 Dostagir et al. found that 

Rh doped into In2O3 catalyzes CO2 hydrogenation to formate species.34 Furthermore, earlier DFT works 

pointed out that SAs on the In2O3 surface do not catalyze the formation of CH4.28,29,30,35 In nearly all these 

studies, the formation of atomically dispersed active sites, clusters or single atoms was effective in shifting 
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the selectivity towards the desired product. Although the role of supported clusters in metal-promoted In2O3 

catalysts has been clarified for many cases,32,36 generic understanding about the role of SAs is still lacking. 

To unravel the role of SAs on In2O3, detailed insights into the reaction pathways of methanol synthesis from 

CO2 hydrogenation are required. 

In the present work, we study the reaction mechanism of CO2 hydrogenation to CH3OH and CO on SA-

In2O3 model catalysts. Based on the literature, we selected Ni, Pd, Pt and Rh as possible promoters. The 

reaction pathways explored in our DFT studies include a direct route for CO2 hydrogenation to methanol 

(formate pathway), a pathway to methanol via CO hydrogenation and the competing rWGS reaction. We 

performed DFT calculations to determine the reaction energetics for all elementary reaction steps, which 

serve as input for microkinetic modeling. Microkinetic simulations show that the SA-In2O3 model surfaces 

produce CO as the main product with a very low methanol selectivity. The dominant pathway involves the 

formation of an oxygen vacancy followed by adsorption of CO2 and direct C-O bond cleavage. Low rates 

of methanol formation are associated with high activation energies for the hydrogenation of formate 

intermediates. 

3.2. Computational Methods 

3.2.1 Density Functional Theory Calculations 

All DFT calculations were conducted using the projector augmented wave (PAW) method37 and the 

Perdew–Burke–Ernzerhof (PBE)38 exchange-correlation functional as implemented in the Vienna Ab Initio 

Simulation Package (VASP) code.39,40 Solutions to the Kohn-Sham equations were calculated using a plane-

wave basis set with a cut-off energy of 400 eV. The valence 5s and 5p states of In were treated explicitly 

as valence states within the scalar-relativistic PAW approach. All calculations were spin-polarized. The 

Brillouin zone was sampled using a 3x3x1 Monkhorst-Pack grid. Electron smearing was employed using 

Gaussian smearing with a smearing width (σ) of 0.1 eV. The stoichiometric In2O3(111) surface was 

modelled as a 2D slab with periodic boundary conditions. A 15.0 Å vacuum region was introduced in the 

c-direction to avoid the spurious interaction with neighbouring super cells. It was verified that the electron 

density approached zero at the edges of the periodic super cell in the c-direction. In all calculations, the 

bottom two layers were frozen, while the top two layers were allowed to perturb. The supercell has 

dimensions of 14.57 Å × 14.57 Å × 26.01 Å. The In2O3(111) slab consisted of 96 O atoms and 64 In atoms, 

distributed in four atomic layers on top of which the Ni species were placed. The electronic energies of gas-

phase H2, H2O, CO, CO2 and CH3OH were calculated using a cubic unit cell with lattice vector of 8 Å. The 

Brillouin zone was sampled using a 1x1x1 Monkhorst-Pack grid (G-point only). Gaussian smearing was 

employed. Electronic energies were corrected for zero-point energies of adsorbates and gas-phase 
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molecules and finite-temperature contributions of the translational and rotational energies of gas-phase 

molecules. 

The stable states of the elementary reaction steps pertaining to CO2 hydrogenation were calculated using 

the conjugate-gradient algorithm. Adsorption energies of adsorbates (Δ𝐸X
ads) are defined as: 

 Δ𝐸X
ads = 𝐸X+In2O3(111) − 𝐸In2O3(111) − 𝐸X . (3.1) 

where 𝐸X+In2O3(111) is the electronic energy of the catalyst plus adsorbate system, 𝐸In2O3(111) is the 

reference energy of the In2O3(111) slab and 𝐸X  is the DFT-calculated energy of the adsorbate in the gas 

phase. 

The influence of oxygen vacancies on the reaction energetics was investigated by removing oxygen atoms 

from the In2O3(111) lattice. The energy required to form an oxygen vacancy (Δ𝐸Ov) was calculated using 

either O2 or H2O as reference, according to the following two equations  

 Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸1/2O2
, (3.2) 

 Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸H2O − 𝐸H2
, (3.3) 

where 𝐸defective slab is the electronic energy of the catalyst containing one oxygen vacancy, 

𝐸stoichiometric slab is the reference energy of the stoichiometric slab. 𝐸1/2O2
, 𝐸H2O and 𝐸H2

 are the DFT-

calculated energies of gas-phase O2, H2O and H2, respectively.  Herein, we include the electronic energy, 

the zero-point energy correction and a finite temperature correction of translational and rotational energy 

of each gas-phase molecule. 

Transition states were determined using the climbing-image nudged elastic band (CI-NEB) method.41 A 

frequency analysis was performed to all states. It was verified that stable states have no imaginary 

frequencies and transition states have a single imaginary frequency in the direction of the reaction 

coordinate.42 The Hessian matrix in this frequency analysis was constructed using a finite difference 

approach with a step size of 0.015 Å for displacement of individual atoms along each Cartesian coordinate. 

The corresponding normal mode vibrations were used to calculate the zero-point energy (ZPE) correction 

and the vibrational partition functions.  

Partial Density of State (pDOS) analysis are conducted to analyze the electronic structure of each SA-In2O3 

model using the Lobster package.43,44 The atomic charges were calculated using the Bader charge method.45 
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3.2.2 Microkinetic simulations 

Microkinetic simulations were conducted based on the DFT-calculated activation barriers and reaction 

energies. The kinetic network was modelled using a set of ordinary differential equations involving rate 

constants, surface coverages and partial pressures of gas-phase species. Time-integration of the differential 

equations was conducted using the linear multistep backwards differential formula method with a relative 

and absolute tolerance of 10-8.46–48 

For the adsorption processes, the net rate of a gas-phase species 𝑖 was calculated as: 

 𝑟𝑖 = 𝑘𝑖,ads𝜃∗𝑝𝑖 − 𝑘𝑖,des𝜃𝑖  (3.4) 

where 𝜃∗ and 𝜃𝑖  are the fraction of free sites and the fraction of coverage species 𝑖, respectively.  𝑘𝑖,ads/des 

is the rate constant for the adsorption/desorption process and 𝑝𝑖 is the partial pressure of species 𝑖.  

For the adsorption processes, we assumed that the adsorbate loses one translational degree of freedom in 

the transition state with respect to the initial state. Thus, the rate of adsorption derived from transition state 

theory is: 

 
𝑘i,ads =

𝑝 𝐴st

√2𝜋𝑚i𝑘B 𝑇
 , 

(3.5) 

where 𝐴𝑠𝑡 and 𝑚𝑖 are the effective area of an adsorption site and the molar mass of the gas species, 

respectively. 𝑝 and 𝑇 are the total pressure and temperature, respectively, and 𝑘B is the Boltzmann constant. 

The gas-phase entropy of the adsorbates was calculated using the thermochemical Shomate equation as 

given by  

𝑆0 = 𝐴 ∙ ln(𝑇) + 𝐵 ∙ 𝑇 +  
𝐶 ∙  𝑇2

2
+

𝐷 ∙  𝑇3

3
−

𝐸

2 ∙ 𝑇2
+ 𝐺, 

(3.6) 

where 𝑆0 is the standard molar entropy.49 The parameters A-G from equation (3.6) were obtained from the 

NIST Chemistry Webbook.50 For the desorption processes, we assumed that the species gains two 

translational degrees of freedom and three rotational degrees of freedom in the transition state with respect 

to the initial state. Thus, the rate of desorption derived from transition state theory is: 

 
𝑘des =

𝑘B ∙  𝑇3

ℎ3
∙

𝐴st(2𝜋𝑚𝑘B)

𝜎 𝜃rot
∙  𝑒

Δ𝐸des
𝑘B𝑇  

(3.7) 

Herein, 𝑘des is the rate constant for the desorption of the adsorbate, ℎ is the Planck constant, 𝜎 is the 

symmetry number and and corresponds to the number of rotational operations in the point group of each 
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molecule. 𝜃rot the rotational temperature, and Δ𝐸ads the desorption energy. The value of Ast is equal to 

9⋅10-19 m-2. 

Finally, the rate constant (𝑘) of an elementary reaction step is given by 

 
𝑘 =

𝑘B𝑇

ℎ

𝑄≠

𝑄
 e

(
−𝛥𝐸act

𝑘B𝑇
)
, 

(3.8) 

where 𝑄≠ and 𝑄 are the partition functions of the activated complex and its corresponding initial state, 

respectively, and 𝛥𝐸act is the ZPE-corrected activation energy.  

To identify the steps that control the CO2 consumption rate and the product distribution, we employed the 

concepts of the degree of rate control (DRC) developed by Kozuch and Shaik51-52 and popularized by 

Campbell53 as well as the degree of selectivity control (DSC).53–55   

Herein, the degree of rate control coefficient is defined as 

 
XRC,i = (

𝜕ln𝑟𝑖

𝜕ln𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

 
(3.9) 

A positive DRC coefficient indicates that the elementary reaction step is rate-controlling, whereas a 

negative coefficient suggests that the step is rate-inhibiting. When a single elementary reaction step has a 

DRC coefficient of 1, this step is identified as the rate-determining step. 

3.3 Results and discussion 

3.3.1 Indium Oxide support model 

Indium oxide (In2O3) has been chosen as the reducible support on which single atoms and clusters of metal 

promoters are adsorbed (Chapters 3,4 and 6). In this section, we briefly mention details about models of 

In2O3 catalyst. In2O3 is an n-type semiconductor with diverse technological applications in nanoelectronics 

and optoelectronics.56–58 There are three crystal structures reported for In2O3: the cubic bixbyite-type phase 

(c-In2O3), the hexagonal corundum- type phase (h-In2O3), and the orthorhombic Rh2O3-type phase. 59,60 All 

three phases have dominant ionic bonding with noticeable covalent interaction between indium and oxygen, 

where the coordination is 6-fold for In atoms and 4- fold for O atoms but differs in atomic arrangements 

and bond lengths. The c-In2O3 phase is thermodynamically the most stable phase and widely studied both 

theoretically and experimentally and it is used in this thesis (Figure 3.1a). We optimized the c-In2O3 bulk 

structure and calculated a lattice parameter of 10.284 Å that agrees well with the experimental one (10.117 

Å).61 We calculated the surface energy for low-index surface In2O3 terminations based on a c-In2O3 bulk 

model. The calculated values for the, (110), and (111) facets correspond to 1.11 J/m2, and 0.830 J/m2, 
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respectively. These results are in line with earlier calculations reported by Walsh et al. that also indicated 

that the stability of the three crystal facets follows the order of In2O3(111) > In2O3(110) > In2O3(100).62 

This is moreover in line with experimental findings.61 The (110) and (111) facets of In2O3 are widely used 

in DFT calculations (Figure 3.1b-c). In this thesis, the most stable (111) surface termination is used for all 

calculations involving In2O3 as a support material.  

 

Figure 3.1. Optimized structures of (a) bulk In2O3, (b) In2O3(110) and (c) In2O3(111) surface. Red: O, 

brown: In. 

3.3.2. Structure of SA-In2O3 models 

To study the catalytic properties of single atoms (SAs) of Ni, Pd, Pt and Rh, we constructed four models in 

which the SA was placed on the In2O3(111) surface, which is the most stable termination of In2O3.63 We 

first determined the most stable location of the SA on the In2O3(111) surface. For this, we calculated the 

adsorption energies of the SA in different positions (Table A1). The most stable adsorption sites are 

depicted in Figure 3.2. Single Ni, Pd and Pt atoms preferentially adsorb in bridge sites between two oxygen 

atoms, in agreement with previous theoretical studies (Figure 3.2a-c).30,64 The Rh SA prefers to coordinate 

to three oxygens (Figure 3.2d). A partial density of states (pDOS) analysis of the SA-In2O3 models shows 

that the bonding is mainly through interactions of the SA metal d orbitals and O 2p orbitals (Figure A2). 

The supported Ni, Pd, Pt and Rh SAs possess positive charges of +0.56, +0.35, +0.30 and +1.03, 

respectively. The energy needed to remove the SA atom to infinite distance from the surface is reported in 

Table A1. Ni is most strongly bound to the surface (ΔEads = -5.17 eV), followed by Pt (ΔEads = -4.86 eV), 

Rh (ΔEads = -4.31 eV) and Pd (ΔEads = -3.44 eV).  
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Figure 3.2. Structural models used in DFT calculations composed of single atoms on the In2O3(111) 

surface. (a) Ni-In2O3, (b) Pd-In2O3 , (c) Pt-In2O3 and (d) Rh-In2O3. (green: Ni, light blue: Pd, purple: Pt ; 

brown: Rh; red: O; grey: In). 

3.3.3. Oxygen vacancy formation  

Oxygen vacancies (Ov) in the In2O3 surface have been identified as the active sites for CO2 

hydrogenation.19,21,22 Here, we determine the effect of surface SAs on the formation of such vacancies. To 

this purpose, we calculate the energy required to remove an oxygen atom on each SA-In2O3 model and 

compare the results with data for bare In2O3 (Figure 3.3, Table A2 and Figure A3). The computed energies 

are referenced to gaseous O2 and H2O. For the bare In2O3(111) surface (Figure 3.3a), the energy needed to 

remove an oxygen atom (EOv) ranges between 1.94 and 2.76 eV, in line with previous theoretical 

calculations.65 We also calculated the EOv with respect to H2O, because oxygen vacancies are usually formed 

in the presence of H2. In this case, the EOv lies between -0.68 and 0.15 eV. 
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The presence of a Ni atom on In2O3 (Figure 3.3b) significantly increases the oxygen vacancy formation 

energy, resulting in EOv values between 3.42 and 4.41 eV referenced to O2 and between 0.89 and 1.87 eV 

referenced to H2O. The effect of a Pd SA is much less pronounced, resulting in values for EOv comparable 

to those for the bare In2O3(111) surface, namely between 1.75 and 3.36 eV referenced to O2 and between -

0.77 and 0.87 eV referenced to H2O (Figure 3.3c). For the Pt- case (Figure 3.3d), EOv values range between 

2.10 and 4.86 eV referenced to O2 and between -0.41 and 2.22 eV referenced to H2O. On the Rh-In2O3 

model (Figure 3.3e), EOv values range between 2.95 and 4.29 eV referenced to O2 and between 0.43 and 

1.77 eV referenced to H2O.  

Further inspection of Figure 3.3b-d shows that, for each of the SA-promoted surfaces, formation of 

vacancies is easier for lattice oxygen atoms directly bonding to the SA than for O atoms bonding only to In 

atoms. Comparing the H2O-referenced EOv values for O binding to the SA, we computed as lowest lowest 

EOv values of 1.46, -0.77, -0.41 and 0.43 eV for Ni-, Pd-, Pd- and Rh-In2O3, respectivley (Table A3). On 

bare In2O3, the lowest EOv value is -0.68 eV. The relatively more endothermic EOv values for Ni-, Pt- and 

Rh-In2O3 are in line with the strong adsorption energy of the SA on the surface (Tables A1 and A8). Because 

Pd binds to the surface less strongly, EOv is relatively speaking more exothermic than for the other SAs. To 

understand whether oxygen vacancies will be formed on these models under reaction conditions and what 

role they play in CO2 hydrogenation, we study the mechanism of oxygen vacancy formation via surface 

reduction by H2 as well as the CO2 hydrogenation reacton pathways by means of microkinetic simulations 

(vide infra).  
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Figure 3.3: Oxygen vacancy formation energies (EOv) for the 12 surface oxygens on (a) bare In2O3, (b) Ni-

In2O3, (c) Pd-In2O3, (d) Pt-In2O3, and (e) Rh-In2O3. The coloring of the 12 surface oxygen atoms 

corresponds to their EOv indicated in the color bar. Vacancy formation energies are referenced to both O2 

and H2O formation. All other atoms are colored in grey. The SAs are highlighted inside dashed circles. 

3.3.4 Reaction mechanism 

We performed DFT calculations to determine the reaction mechanism of CO2 hydrogenation to methanol 

(CH3OH), carbon monoxide (CO) and water (H2O). Hydrogenation of CO2 to methane (CH4) was not 

included, because methane formation was not observed in experiments with low-loaded metal-promoted 

In2O3 catalysts.32,32,34,28 Furthermore, earlier DFT works pointed out that SAs on the In2O3 surface do not 

catalyze the formation of CH4.28,29,30,35 The mechanism is depicted in Figure 3.4 in the form of a reaction 

network diagram. Following previous computational studies, we investigated the pathways for (i) the 

formation of oxygen vacancies through H2O formation, (ii) the formation of CH3OH via formate, and (iii) 
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the reverse water-gas shift (rWGS) pathway leading to CO.32,63,68–70 The latter rWGS reaction can take place 

via either direct C-O bond cleavage in adsorbed CO or an H-assisted pathway involving COOH 

intermediate. In addition to methanol formation via formate, we considered the direct hydrogenation 

pathway of CO intermediate into CH3OH. Figure 3.4 depicts the potential energy diagrams (PED) for each 

of these routes. 

Next, we discuss the elementary reaction steps on each SA-In2O3 surface and highlight differences in 

activation energies and transition-state (TS) structures. The activation barriers are given with respect to the 

most stable adsorbed state for each intermediate. The geometries corresponding to initial, transition and 

final states can be found in Appendix A. The computed forward and backward barriers for all elementary 

reaction steps are given in Sections A4-7. 

 

Figure 3.4. Complete reaction networks of CO2 hydrogenation to CO and CH3OH for (a) Ni-, (b) Pd-, (c) 

Pt- and (d) Rh-In2O3.  
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3.3.4.1 Oxygen vacancy formation  

We first discuss the formation of oxygen vacancies (steps 1-3). On all SA-In2O3 surfaces, the oxygen 

corresponding to the lowest EOv value is removed. For Ni-, Pd and Pt-In2O3, this corresponds to forming an 

oxygen vacancy in position Ov3 (Table A2 and Figure A3). For Rh-In2O3 formation of an oxygen vacancy 

in position Ov2 is preferred. On all SA-In2O3 models, H2 is heterolytically dissociated into SA-H and O-H 

moieties (step 1). Hydrogen activation is facile on Ni-In2O3 (ΔEa,Ni = 19 kJ/mol) and more difficult on Pd-

, Pt- and Rh-In2O3 (ΔEa,Pd = 62 kJ/mol, ΔEa,Pt = 48 kJ/mol and ΔEa,Rh = 57 kJ/mol). Dissociative adsorption 

of H2 is more exothermic on Pt- and Rh-In2O3 (ΔER,Pt = -94 kJ/mol, ΔER,Rh = -144 kJ/mol) than on Ni- and 

Pd-In2O3 (ΔER,Ni = -36 kJ/mol, ΔER,Pd = -10 kJ/mol). Oxygen vacancy formation proceeds via proton 

migration from a SA-H to an O-H moiety, resulting in adsorbed H2O (step 2). This step has similar barriers 

for Ni-In2O3, Pt-In2O3 and Rh-In2O3 (ΔEa,Ni = 93 kJ/mol, ΔEa,Pt = 68 kJ/mol and ΔEa,Rh = 76 kJ/mol). Since 

the migration from OH to NiH might result in a change in oxidation state of the SA, we verified whether 

the Hubbard +U correction was required for this model. The results of these calculations are reported in 

Figure A4 and Table A4, respectively. Using a U = 6.3 eV based on an earlier theoretical work on NiO,71 

resulted in no significant change in the structure of the TS nor in the activation energies. On these models, 

this step is endothermic by 27, 69, and 27 kJ/mol, respectively. The lowest barrier is obtained for Pd-In2O3 

(ΔEa = 47 kJ/mol; ΔER = 80 kJ/mol). H2O desorption completes the oxygen vacancy formation pathway 

(step 3). The highest desorption energy is computed on Ni-In2O3 (ΔEdes,Ni = 177 kJ/mol), while this step is 

considerably easier on the other SA models (ΔEdes,Pd = 12 kJ/mol, ΔEdes,Pt = 41 kJ/mol and ΔEdes,Rh = 26 

kJ/mol). The overall reaction energy for oxygen vacancy formation with respect to gas-phase H2 amounts 

to +150 kJ/mol (Ni), -72 kJ/mol (Pd), -41 kJ/mol (Pt) and +16 kJ/mol (Rh). The overall barriers with respect 

to gas-phase H2 are 150, 72, 48 and 57 kJ/mol for Ni-, Pd-, Pt-, and Rh-In2O3, respectively. 

3.3.4.2 Methanol synthesis via formate  

For CO2 hydrogenation, we first discuss the most stable adsorption configuration for CO2 on the SA-In2O3 

models. On Ni-, Pd- and Pt-In2O3 CO2 adsorbs near the SA with one of its O atoms occupying the oxygen 

vacancy and the C atom bonding to the SA. On Rh-In2O3, the C atom coordinates directly to a lattice O 

instead of the SA. The adsorption energies of CO2 are −144, -31, -33 and -87 kJ/mol for Ni-, Pd-, Pt- and 

Rh-In2O3, respectively. Thus, the interaction of CO2 with Ni and Rh is relatively strong compared to Pd and 

Pt. This is in line with trends found in a previous computational study for CO2 adsorption on low-index 

surfaces of transition metals.72  

Dissociative adsorption of H2 (step 5) is heterolytic on all SA-In2O3 models and leads to O-H and SA-H 

moieties adjacent to adsorbed CO2. This state constitutes the initial configuration for CO2 hydrogenation. 
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Dissociative adsorption is facile on Ni-In2O3 (ΔEa,Ni = 19 kJ/mol), whereas higher barriers were computed 

for Pd-, Pt- and Rh-In2O3 (ΔEa,Pd = 104 kJ/mol, ΔEa,Pt = 48 kJ/mol, ΔEa,Rh = 51 kJ/mol). Next, methanol can 

be obtained via a mechanism involving a formate intermediate (steps 6-11). The PEDs of the formate 

pathway for the SA-In2O3 models are reported in Figure 3.5a. The C atom in CO2 is hydrogenated by a SA-

H to HCO2 (step 6). The forward activation energies for Ni-, Pd- Pt, and Rh-In2O3 are respectively 66, 84, 

34 and 42 kJ/mol. This reaction is endothermic for Pd-, Pt- and Rh-In2O3 with reaction energies of 48, 32 

and 54 kJ/mol and slightly exothermic for Ni-In2O3 (ΔER = -2 kJ/mol). The C atom in HCO2 is protonated 

again via migration of a O-H to a SA-H moiety, resulting in H2CO2 (step 7). This endothermic step involves 

relatively high activation energies of 114, 220, 146, and 155 kJ/mol for Ni-, Pd- Pt- and Rh-In2O3, 

respectively. Notably, higher barriers are associated with migration from O-H to SA-H compared to direct 

hydrogenation of the C atom by a SA-A moiety. Furthermore, step 7 is the most difficult one in the formate 

pathway for all SAs. Direct migration of a O-H to hydrogenate the C atom in HCO2 was not considered, as 

it will lead to even higher barriers. Next, scission of one of the C-O bonds in the H2CO2 intermediate results 

in CH2O and O (step 8). This step leads to healing of the oxygen vacancy. This step is endothermic for Ni-

, and Pd- and Pt-In2O3 surfaces with reaction energies of 68, 54 and 100 kJ/mol, respectively, whereas it is 

slightly exothermic for Rh-In2O3 (ΔER = -3 kJ/mol). Furthermore, lower barriers are found for Pd- (ΔEa = 

62 kJ/mol) than for Ni- (ΔEa = 101 kJ/mol), Pt- (ΔEa = 156 kJ/mol) and Rh-In2O3 (ΔEa = 105 kJ/mol). 

Another pathway preceding C-O bond scission involves hydrogenation of HCO2 to HCO2H. We could not 

find a TS for this reaction because of the very weak adsorption of HCO2H. A similar issue was encountered 

in investigating the hydrogenation of H2CO2 to H2CO2H. On all SA-In2O3 models, dissociative adsorption 

of another H2 leads to a SA-H and O-H moieties adsorbed next to CH2O (step 9). The CH2O moiety resulting 

from H2CO2 dissociation is then hydrogenated to CH3O by proton migration from a SA-H moiety (step 10). 

This step has an activation energy of 55, 62, 80 and 149 kJ/mol for Ni-, Pd- Pt, and Rh-In2O3, respectively. 

Furthermore, it is endothermic for Pd-, Pt and Rh-In2O3 (ΔEa,Pd = 18 kJ/mol, ΔEa,Pt = 15 kJ/mol, ΔEa,Rh = 

14 kJ/mol), exothermic for Ni-In2O3 (ΔEa,Ni = -77 kJ/mol). Finally, CH3OH is obtained in a single concerted 

step from CH3O via proton migration from the OH (step 11). This elementary reaction step has activation 

energies of 61, 106, 118 and 135 kJ/mol for Ni-, Pd- Pt, and Rh-In2O3, respectively. Furthermore, it is 

moderately exothermic for Ni-, Pd- and Pt-In2O3 (ΔER,Ni = -7 kJ/mol, ΔER,Pd = -35 kJ/mol, ΔER,Pt = -13 

kJ/mol), slightly endothermic for Rh-In2O3 (ΔER,Rh = 16 kJ/mol). 
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3.3.4.3 Methanol formation via CO 

We also considered methanol formation via CO hydrogenation. The PEDs pertaining to this pathway are 

reported in Figure 3.5b. After formation of an oxygen vacancy (steps 1-3) and CO2 adsorption (step 4), 

direct C-O bond scission can take place (step 12). This step leads to healing of the oxygen vacancy and 

adsorbed CO and has activation energies of 91, 65, 65 and 81 kJ/mol for Ni-, Pd- Pt, and Rh-In2O3, 

respectively. Furthermore, it is exothermic for Pd-, Pt- and Rh-In2O3 with reaction energy of -26, -26 and -

52, respectively, while it is slightly endothermic for Ni-In2O3 (ΔER,Ni = 9 kJ/mol). In the final state, the 

resulting CO moiety is linearly adsorbed on the SA (SA-C distances: 1.73 Å (Ni), 1.85 Å (Pd), 1.82 Å (Pt) 

and 1.82 Å (Rh), while the O atom from CO2 is used to heal the oxygen vacancy in the In2O3 surface. We 

did not find a TS for the two subsequent hydrogenation steps from CO to HCO and H2CO for Pt- and Rh-

In2O3. Accordingly, we only report methanol formation via CO for Ni- and Pd-In2O3. 

For Ni- and Pd-In2O3, H2 is heterolytically dissociated into a SA-H and an O-H moiety (step 13). Such 

mode of dissociative adsorption of H2 is more facile on Ni-In2O3 (ΔEa, Ni = 19 kJ/mol) than on Pd-In2O3 

(ΔEa, Pd = 41 kJ/mol). Such state where CO is adsorbed next to a SA-H and a O-H moiety constitutes the 

initial state of the CO hydrogenation pathway. CO hydrogenation to HCO proceeds using the H adsorbed 

on the SA (step 14) with activation energies of 71 kJ/mol (Ni-In2O3) and 148 kJ/mol (Pd-In2O3). In line 

with this difference, the reaction is much more endothermic for Pd (ΔER,Pd = 93 kJ/mol) than for Ni (ΔER,Ni 

= 6 kJ/mol). Subsequently, HCO is hydrogenated to CH2O (step 15) with barriers of 177 kJ/mol (Ni-In2O3) 

and 128 kJ/mol (Pd-In2O3). We found that the preferential pathway involves migration of H from the OH 

moiety to the SA, followed by hydrogenation of HCO to CH2O. Direct migration of a OH to hydrogenate 

the C atom in HCO would face a higher barrier and was therefore not studied. This elementary step is 

endothermic for both SA-In2O3 models (ΔER, Ni = 142, ΔER, Pd = 114 kJ/mol, respectively). The resulting 

CH2O intermediate also occurs in the formate pathway to methanol discussed above. Thus, further 

hydrogenation of CH2O to methanol will occur via steps 9 and 10.  

3.3.4.4 CO formation via rWGS 

The formation of CO can occur either via direct C-O bond cleavage of CO2 (redox pathway, steps 4 and 

20) or via a H-assisted pathway involving a COOH intermediate (carboxyl pathway, steps 16-19). In the 

redox pathway, after formation of H2O (steps 1-3) and CO2 adsorption (step 4) one of the C-O bonds in 

CO2 is cleaved (step 12). These steps have been previously discussed. The desorption of CO (step 20) closes 

the rWGS catalytic cycle. The highest barriers for CO desorption are found on Pt- (ΔEdes, Pt = 158 kJ/mol) 

and Rh-In2O3 (ΔEdes, Rh = 215 kJ/mol) whereas lower values are found on Ni- (ΔEdes, Ni = 121 kJ/mol) and 

Pd-In2O3 (ΔEdes, Pd = 31 kJ/mol).  
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The carboxyl pathway proceeds by protonation of adsorbed CO2 to form COOH by a SA-H moiety (step 

16). The highest activation energies are computed for Ni-In2O3 (ΔEa = 82 kJ/mol) and Pt-In2O3 (ΔEa = 147 

kJ/mol) followed by Pd-In2O3 (ΔEa = 61 kJ/mol) and Rh-In2O3 (ΔEa = 59 kJ/mol). Furthermore, this 

elementary step is endothermic for Ni- and Pt-In2O3 (ΔER,Ni = 74 kJ/mol, ΔER,Pt = 55 kJ/mol), whereas it is 

exothermic for Pd- and Rh-In2O3 (ΔER,Pd = -20 kJ/mol, ΔER,Rh = -78 kJ/mol). Formation a COOH 

intermediate is associated with higher barriers compared to formation of HCOO, in line with an earlier 

study on In2O3.73 Next, COOH dissociates into CO and OH (step 17). This step features activation energies 

of 45, 42, 65, and 25 kJ/mol for Ni-, Pd-, Pt- and Rh-In2O3, respectively. Furthermore, it is endothermic for 

all SA-In2O3 surfaces (ΔER,Ni = 17 kJ/mol , ΔER,Pd = 19 kJ/mol, ΔER,Pt = 33 kJ/mol, and ΔER,Rh = 20 kJ/mol). 

Water is formed via proton transfer to the OH moiety obtained from COOH dissociation (step 18). This 

step features activation energies of 140, 140, 133 and 186 kJ/mol for Ni-, Pd-, Pt- and Rh-In2O3, 

respectively. Moreover, it is endothermic for Rh-, and Pd-In2O3 (ΔER,Rh = 107 kJ/mol, and ΔER,Pd = 58 

kJ/mol), and exothermic for Ni- and Pt-In2O3 (ΔER,Ni = -58 kJ/mol, and ΔER,Pt = -16 kJ/mol). Notably, this 

step features the highest activation energy of the carboxyl pathway for all SA-In2O3. Desorption of CO 

(step 19) features a barrier of 51, 25, 24 and 120 kJ/mol for Ni-, Pd-, Pt- and Rh-In2O3, respectively, closing 

the carboxyl cycle.  

 

Figure 3.5. Potential energy diagrams of (a) formate pathway to CH3OH, (b) CO hydrogenation pathway 

to CH3OH and (c) redox pathway to CO and (d) carboxyl pathway to CO on different models.  
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3.3.5. Microkinetic simulations 

3.3.5.1. Overall kinetics 

To compare the catalytic activities of the various SA-In2O3 model surfaces, we calculate the CO2 

hydrogenation reaction rate using a microkinetic model based on DFT-computed reaction energetics. The 

active sites in our model consist of isolated single atoms, stabilized on the In2O3 support. We do not take 

migration of intermediates between different active sites into account. In other words, co-adsorbed species 

are modelled as distinct variations of a single active site. In this approximation, all elementary reaction 

steps are unimolecular, with exception of the adsorption and desorption steps. A detailed list of the 

elementary reaction steps is provided in Appendix A.  

The CO2 consumption rate and CH3OH selectivity as a function of temperature for each SA-In2O3 model 

are displayed in Figure 3.6. The turnover frequencies (TOF) towards CH3OH and CO (TOFCH3OH and 

TOFCO, respectively) are reported in Figure A5. We also constructed a microkinetic model for unpromoted 

In2O3 based on the published DFT data of Frei et al.63 Figure 3.6a shows that the CO2 conversion rate 

decreases in the order Pd > Ni > Pt > Rh. Furthermore, none of the SA-In2O3 models show any appreciable 

methanol selectivity (Figure 3.6b), which is due to the much lower TOFCH3OH in comparison to TOFCO 

(Figure A5c-d).  Compared to bare In2O3, the adsorption of a SA on the In2O3(111) surface results in lower 

CO2 consumption rates (Figure A5a) and TOFCH3OH for T < 300 oC (Figure A5c). In the same range, the 

TOFCO decreases in the order Pd > Ni > bare In2O3 > Pt > Rh (Figure A5d). 

 

Figure 3.6. (a) CO2 consumption rate (s-1) and (b) CH3OH selectivity as a function of temperature on SA-

In2O3 models (p = 50 bar, H2/CO2 ratio =5).  
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The analysis of the surface state, apparent activation energy and reaction orders as function of temperature 

is given in Figure 3.7. The coverages in Figure 3.7 should be interpreted as the fraction of time the system 

spends in a particular state (i.e., the time average). According to the ergodicity principle in statistical 

thermodynamics, this equals the fraction of active sites that is in a particular state (i.e., the ensemble 

average). 

On the Ni-In2O3 surface (Figure 3.7a), the dominant surface state at lower temperatures features two 

adsorbed H species (2H). The reason behind this can be understood from Figure 3.4a. Activation of H2 and 

subsequent H2O formation (steps 1-2) are facile (ΔEa = 19 kJ/mol and ΔEa = 74 kJ/mol, respectively), 

whereas water desorption (step 3) features a high barrier (ΔEdes = 177 kJ/mol). The latter step is the most 

difficult one in the Ov formation pathway and limits the progress of the reaction. As water desorption is 

facilitated by a higher temperature, it leads to an increase in the number of oxygen vacancies and CO2 

adsorption. Consequently, the coverage of the 2H state decreases and the coverage of intermediate states in 

the formate pathway to methanol (CO2+2H and HCO2+H) increases. At T > 400 oC, the latter states become 

dominant. On the Ni-In2O3 model, hydrogenation of CO2 to HCO2 (step 6) has an activation energy of 66 

kJ/mol and a reaction energy of -2 kJ/mol. In contrast, subsequent hydrogenation to H2CO2 (step 7) has a 

considerably higher activation energy of 114 kJ/mol and is endothermic. As formation of H2CO2 is difficult 

and the previous two states are comparable in terms of energy, CO2+2H and HCO2+H are the dominant 

states. At low temperature, the model predicts a reaction order of nearly zero in CO2 and H2 (Figure 3.7c). 

Under these conditions, the reaction is limited by the rate of H2O removal, and an increase of the partial 

pressure of CO2 or H2 does not affect this process. Thus, the corresponding reaction orders in CO2 and H2 

must be zero. At higher temperature, however, a negative reaction order in H2 is found. A higher partial 

pressure of H2 would lead to higher rates of H adsorption facilitating hydrogenation reactions. In turn, this 

pushes the reaction away from the CO product leading to a decrease in the overall rate. On the Ni-In2O3 

model, the apparent activation energy (Eapp, Figure 3.7c) has a constant value of at 175 kJ/mol between 200 

oC and 400oC. This value corresponds to the desorption energy of H2O. At higher temperature, a slight 

decrease in the Eapp is observed, indicating a change in the rate-limiting step. This aspect will be clarified 

with a DRC analysis (vide infra). 

On the Pd-In2O3 model, the COOH+H is the dominant state at T < 450 oC (Figure 3.7b). Figure 3.4b shows 

that hydrogenation of CO2 to COOH (step 16) and its subsequent dissociation into CO and OH are facile 

(ΔEa = 61 kJ/mol and ΔEa = 42 kJ/mol, respectively). However, the subsequent step of OH hydrogenation 

has a higher activation energy and is endothermic (ΔEa = 140 kJ/mol and ΔER = 58 kJ/mol, respectively). 

This makes the conversion of the COOH+H state difficult. At high temperature (T > 450 oC), the barrier 

for OH hydrogenation (step 17) can be more easily overcome, resulting in formation of oxygen vacancies. 
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As a result, the dominant state becomes the Pd-In2O3 surface with an oxygen vacancy (Ov). The model 

predicts a reaction order of zero in CO2 and H2 for T < 450 oC (Figure 3.7d). As the dominant working state 

already corresponds to intermediates derived from H2 and CO2, a change in the partial pressure of these 

reactants does not impact the activity. For T > 450 oC, the reaction orders in CO2 and H2 are positive, 

indicating that hydrogenation reactions are controlling the reaction rate. The Eapp is approximately 150 

kJ/mol at 200 oC and decreases with increasing temperature (Figure 3.7d).  

On the Pt-In2O3 model, the HCO2+H state is the dominant state for below 525 oC (Figure 3.7e). 

Hydrogenation of CO2 to HCO2 (step 6) is facile (ΔEa = 34 kJ/mol), while the subsequent step of HCO2 

hydrogenation to H2CO2 (step 7) is more difficult (ΔEa = 146 kJ/mol, ΔER = +129 kJ/mol). This hampers 

the conversion of the HCO2+H state. At higher temperature, the surface coverage of the HCO2+H state 

decreases in favor of oxygen vacancies (Ov). The Ov state becomes dominant for T > 525 oC. The reaction 

order in CO2 is zero at low temperature, because the surface is already covered with HCO2+H resulting 

from CO2 hydrogenation (Figure 3.7g). At higher temperature (T > 475 oC), the reaction order in CO2 

becomes positive indicating that CO2 activation reactions are controlling the rate. The reaction order in H2 

is negative, as also found for Ni- and Pd-In2O3. The Eapp stays almost constant for temperature below 300 

oC at 200 kJ/mol and decreases with increasing temperature (Figure 3.7g).  

Within the temperature range of 200 oC and 600 oC, the dominant state of Rh-In2O3 is the COOH+H state 

(Figure 3.7f). The reason becomes apparent from inspection of Figure 3.4d. Hydrogenation of CO2 to 

COOH and its further dissociation (step 16-17) are facile (ΔEa = 59 and ΔEa = 25 kJ/mol, respectively). 

However, the subsequent step of OH hydrogenation is more difficult (ΔEa = 186 kJ/mol) and hampers the 

conversion of the CO+OH state. With respect to the dominant COOH+H state, an overall barrier of 341 

kJ/mol must be overcome to complete the H-assisted rWGS cycle (Figure 3.5d). As a result, only for 

temperatures far above 600 oC, states other than COOH+H observed. The reaction order in CO2 is zero at 

low temperature, because the surface is already covered with COOH+H resulting from CO2 hydrogenation 

(Δh). The reaction order in H2 is negative, indicating that a higher partial pressure of H2 would push the 

reaction away from the dominant CO formation pathway. The apparent activation energy decreases from 

260 kJ/mol to 220 kJ/mol between 200 and 400 oC (Figure 3.7h). 
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.  

Figure 3.7. Surface state of the catalyst as a function of temperature for (a) Ni-, (b) Pd- (e) Pt- and (f) Rh-

In2O3, respectively. Apparent activation energy (in kJ/mol) and reaction orders in CO2 and H2 as a function 

of temperature on (c) Ni-, (d) Pd- (g) Pt- and (h) Rh-In2O3, respectively. 

3.3.5.2 Sensitivity analysis  

In this section, we analyze in more depth the steps that lead to CH3OH and CO during CO2 hydrogenation 

on the SA-promoted In2O3 models. We identify the elementary steps that control the overall CO2 

consumption rate and the CH3OH selectivity and investigate how these steps change with reaction 

temperature. For this purpose, we conduct a sensitivity analysis based on the degree of rate control (DRC) 

analysis.53 At zero CO2 conversion, the sum of the DRC coefficients is conserved at unity.54  
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The DRC analysis and reaction flux analysis for the Ni-In2O3 model are shown in Figure 3.8a-b. At low 

temperature, the CO2 consumption rate is mostly controlled by water desorption (step 3) preceding oxygen 

vacancy formation (Figure 3.8a). This result is in line with the dominant surface state being the 2H state, 

which precedes H2O formation (Figure 3.7a). Furthermore, H2O desorption has the highest barrier in the 

oxygen vacancy formation pathway (ΔEdes = 177 kJ/mol), making formation of an oxygen vacancy difficult. 

At higher temperature (T > 275 oC), water desorption results in oxygen vacancies and CO2 adsorption. As 

a result, the DRC coefficient of the H2O desorption step decreases, in favor of the CO2 dissociation step 

(step 12). At higher temperature, the latter becomes the main rate-limiting step. An increased rate of CO2 

dissociation would result in a higher flux towards CO, benefiting the formation of this product. The 

dominant pathway (Figure 3.8b) on the Ni-In2O3 model proceeds via formation of an oxygen vacancy 

followed by CO2 adsorption and direct dissociation. The carboxyl pathway to CO is not taken because OH 

removal (step 18) is associated with a higher barrier than direct CO2 dissociation (ΔEa = 140 kJ/mol and 

ΔEa = 81 kJ/mol, respectively). Compared to the dominant pathway to CO, methanol formation pathways 

feature considerably lower molar fluxes. This is in keeping with our finding that Ni-In2O3 mainly produces 

CO. The formate pathway is not taken because the steps of H2CO hydrogenation to H2CO2 and its further 

dissociation into CH2O and O (steps 7-8) result in a combined reaction energy of +180 kJ/mol. 

Hydrogenation of CO to methanol does not proceed because CH2O formation from HCO has a high 

activation energy and is endothermic (ΔEa = 177 kJ/mol and ΔER = 142 kJ/mol, respectively).  

For Pd-In2O3 (Figure 3.8c), for T< 425 oC, the overall rate is mostly controlled by CO2 dissociation (step 

12, Eact = 65 kJ/mol). The dominant pathway on the Pd-In2O3 surface proceeds via formation of an oxygen 

vacancy and direct dissociation of CO2 (Figure 3.8d). At higher temperature (T > 400 oC), a decrease in the 

DRC coefficient of step 12 is observed in favor of the step of OH removal in the carboxyl pathway (step 

18, ΔEa = 140 kJ/mol) which becomes the main rate limiting step. The change in rate limiting steps indicates 

a change in the dominant pathway. Indeed, for T > 425 C, the carboxyl pathway is the dominant pathway 

of CO formation (Figure A5). Furthermore, this is in line with the increasing reaction order in H2 with 

increasing temperature (Figure 3.7d). Compared to the dominant pathway to CO, methanol formation 

pathways have considerably lower molar fluxes. The formate pathway is not taken because the step of 

HCO2 hydrogenation to H2CO2 has a high activation energy (ΔEa = 220 kJ/mol) and is endothermic (ΔER 

= 167 kJ/mol). Furthermore, hydrogenation of CO to CH3OH does not take place because the hydrogenation 

of CO to HCO has an activation energy of 148 kJ/mol, significantly higher than the CO desorption energy 

(31 kJ/mol). This makes further CO hydrogenation less favorable than its desorption. 

The DRC analysis and reaction flux analysis for the Pt-In2O3 model are shown in Figure 3.8e and Figure 

3.8f, respectively. At low temperature, the overall rate of is mainly controlled by CO desorption (step 20, 
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ΔEdes = 158 kJ/mol). OH hydrogenation (step 18, ΔEa = 133 kJ/mol) controls the rate to a smaller extent as 

can be seen by its lower DRC coefficient. In line with Ni-In2O3, the dominant pathway proceeds via 

formation of an oxygen vacancy and direct dissociation of CO2 (Figure 3.8f). The carboxyl pathway is not 

taken because the steps of COOH formation and OH removal are associated with high barriers (ΔEa = 147 

kJ/mol and ΔEa = 133 kJ/mol, respectively). With increasing temperature, the DRC coefficient of CO 

desorption decreases in favor of CO2 dissociation (step 12). This is in line with the positive reaction order 

in CO2 calculated at higher temperature (Figure 3.7e). Compared to the dominant pathway to CO, 

hydrogenation of CO2 to methanol is associated with significantly lower molar fluxes. The formate pathway 

is not taken because the hydrogenation of HCO2 to H2CO2 has a high activation energy and is endothermic 

(ΔEa = 146 kJ/mol, ΔER = 129 kJ/mol).  

On Rh-In2O3, for T < 300 oC, the rate of CO2 consumption is mainly controlled by CO desorption (step 20, 

ΔEdes = 215 kJ/mol). At higher temperature, the DRC coefficient of this elementary step decreases in favor 

of CO2 dissociation (step 12, ΔEa = 81 kJ/mol) that becomes the rate determining step (RDS) at T > 450 oC. 

In line with the other SA-In2O3 models, the dominant pathway proceeds via formation of an oxygen vacancy 

and direct dissociation of CO2 (Figure 3.8h). The high barrier associated with OH hydrogenation (step 18, 

ΔEa = 186 kJ/mol) hampers the carboxyl pathway. Compared to the dominant pathway to CO, methanol 

synthesis from CO2 is associated with significantly lower molar fluxes. The formate pathway is not taken 

because the hydrogenation of HCO2 to H2CO2 has a high activation energy and is endothermic (ΔEa = 155 

kJ/mol, ΔER = 136 kJ/mol).  
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Figure 3.8. Degree of Rate Control and molar fluxes analysis for (a-b) Ni-, (c-d) Pd, (e-f) Pt and (g-h) Rh-

In2O3 models. The numbers in the arrows are molar reaction rates (s–1) and are normalized with respect to 

the amount of adsorbed CO2. The dominant pathway for each model is indicated by the colored pathways. 

The molar fluxes are reported at T = 200 oC. 
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3.3.6. General Discussion 

The present study clarifies the role of single atoms of Pt, Pd, Ni and Rh adsorbed on the In2O3(111) surface 

in CO2 hydrogenation. The explored reaction mechanism includes a direct route for CO2 hydrogenation to 

methanol (formate pathway), a pathway to methanol via CO hydrogenation and the competing reverse 

water-gas shift (rWGS) reaction. Earlier studies pointed out that SAs on the In2O3 surface do not catalyze 

CH4 formation.29,30,35 A key result of this study is that CO is the dominant reaction product for all SA-In2O3 

models. CO is obtained via a redox mechanism involving oxygen vacancy formation followed by CO2 

adsorption and direct C-O bond cleavage. On all models, the CH3OH selectivity was found to be negligibly 

small, because barriers associated with the hydrogenation of formate intermediates to methanol are 

significantly higher than those for the dominant redox pathway to CO.  

Methanol formation on In2O3 involves the formation of oxygen vacancies and hydrogenation of formate 

intermediates.61 On the unpromoted In2O3(111) surface, oxygen vacancy formation has an overall barrier 

of 67 kJ/mol with respect to gas-phase H2.65,61 When a single Pd, Pt or Rh atom is adsorbed on In2O3, oxygen 

vacancy formation exhibits comparable overall barriers of respectively 62, 48 and 57 kJ/mol. In contrast, a 

much higher overall barrier of 150 kJ/mol is computed for the single Ni atom on In2O3(111). Concerning 

the conversion of formate, HCO2 hydrogenation to H2CO2 on an In2O3(110) surface was earlier found to 

exhibit an activation energy of 55 kJ/mol and a reaction energy of +5 kJ/mol.68 On In2O3(111), similar 

activation and reaction energies are found (98 and 15 kJ/mol, respectively).63 All SA-In2O3 models show 

higher activation energies for this step (step 7 ), which is the main cause of the very low methanol formation 

rate. We performed a sensitivity analysis of the microkinetic simulations involving decreasing the activation 

energies of steps 7 by 10, 20, 30 and 40 kJ/mol. The results given in Figure A6 show that decreasing barriers 

result in a higher methanol selectivity for Ni-, Pt- and Rh-In2O3. Herein, we consider methanol selectivity 

of at least 1% as significant. Methanol formation is least improved for Pd-In2O3, because the activation 

energy associated with HCO2 hydrogenation (step 7) is very high (220 kJ/mol). In this case, a decrease of 

at least 80 kJ/mol is required to obtain significant CH3OH selectivity. We extended the sensitivity analysis 

to include H2CO2 dissociation (step 8) and reported the results in Figure A7. Also in this case, decreasing 

barriers results in a higher methanol selectivity for Ni-, Pt- and Rh-In2O3, whereas methanol formation is 

less improved for Pd-In2O3 because the previous step has a higher barrier (220 kJ/mol and 62 kJ/mol for 

steps 7-8, respectively).  

Our microkinetic simulations show that all SA-In2O3 have CO as the main product obtained via a redox 

mechanism. The activity for the rWGS reaction decreases in the order Pd > Ni > bare In2O3 > Pt > Rh 

(Figure A5d). We now explain this finding based on the DFT-computed activation energies and the analysis 

of the rate limiting steps. On all SA-In2O3 models, direct CO2 dissociation (step 12) and subsequent CO 
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desorption (step 20) are the main rate-limiting steps towards CO formation. On Pd-In2O3, these steps have 

barriers of 65 and 31 kJ/mol, respectively. On Ni-In2O3, direct CO2 dissociation and CO desorption are 

associated with barriers of 91 and 80 kJ/mol, respectively. On bare-In2O3, CO is obtained via carboxyl 

pathway involving a COOH intermediate. This pathway is mainly limited by the rate of COOH dissociation 

which is associated with a high barrier (ΔEa = 150 kJ/mol). Compared to Ni and Pd-In2O3, the barrier for 

CO2 dissociation on Pt-In2O3 is similar (ΔEa = 65 kJ/mol), but CO desorption is associated with a higher 

barrier (ΔEdes = 158 kJ/mol). On Rh-In2O3, desorption of CO is associated with a high desorption energy 

(ΔEdes = 215 kJ/mol) hampering its formation. For this reason, this model shows the lowest activity to CO.  

We now explain why the redox pathway is preferred over the carboxyl pathway for the formation of CO on 

our SA-In2O3 models. In the redox pathway, the C-O bond in CO2 is broken directly resulting in CO binding 

to the SA and the O healing the vacancy. This process is associated with relatively low barriers on all 

models, in line with the strong SA-O bond (Table A9). Notably, on a bare In2O3(110) surface, where 

CH3OH is the main product, replenishing the oxygen vacancy by CO2 dissociation is associated with a 

reaction energy of 1.4 eV.68 This indicates that direct CO2 dissociation would have a barrier of at least 1.4 

eV, making this elementary reaction step unlikely. In contrast with SA-promoted In2O3, on bare-In2O3, there 

is no active site available for accepting the CO molecule resulting from CO2 dissociation. On the SA-In2O3 

models, breaking the C-O bond on a COOH intermediate is also possible, however the subsequent step of 

OH removal via H2O formation is associated with high barriers because it requires the migration of a OH 

moiety to the SA.  

We also compare our results to those recently reported in the literature. In line with the present work, Frei 

et al. concluded from DFT calculations that a Ni SA on In2O3 would be active for the rWGS, because it 

features lower barriers compared to CO2 hydrogenation to methanol.29 Shen et al. deployed DFT to compare 

various pathways of CO2 hydrogenation to methanol on a Ni4/In2O3(111) model and found that methanol 

can be obtained via CO intermediate obtained by rWGS.75 In an earlier computational work, we reported 

that single atoms of Ni either doped in or adsorbed on In2O3(111) surface would mainly catalyze CO 

formation, whereas small Ni clusters would mainly lead to methanol.27 In line with this earlier work, we 

indicate here that the Ni-In2O3 model features low-barrier CO2 dissociation resulting in a preference for CO 

formation over hydrogenation to methanol. Ye et al. reported that methanol is the main product of CO2 

hydrogenation via formate on a Pd4/In2O3(111) model.70 Our Pd-In2O3 model features higher barriers for 

the formate pathway compared to direct CO2 dissociation precluding methanol formation in favor of CO. 

Liu et al. reported that methanol formation on a Pt4/In2O3(111) model takes place via hydrogenation of CO 

resulting from CO2 dissociation.32 Our Pt-In2O3 model does not allow a TS for the subsequent 

hydrogenation steps of CO to HCO and H2CO precluding methanol formation from CO hydrogenation. 
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Clusters of Pd, Pt or Ni on the In2O3(111) surface catalyze the formation of methanol because hydrogenation 

of either formate or CO is favored over the rWGS reaction to CO. However, in the limit of a single atom of 

Pd, Pt or Ni on the In2O3(111) surface, pathways leading to methanol have higher barriers than the redox 

pathway to CO resulting in low methanol selectivity. In a recent theoretical study, Pinheiro Araújo et al. 

studied atomically dispersed metal atoms (Pd, Pt, Rh, Ni, Co, Au, Ir) on the In2O3 surface.28 They speculated 

on the basis of energy diagrams that CO2 hydrogenation to methanol via formate is favored over CO 

formation. Although this conclusion is at odds with our finding from microkinetic simulations that CO2 

hydrogenation on SA-promoted In2O3 would mainly lead to CO, it can be understood from the fact that the 

study of Pinheiro Araújo et al. only considered the COOH pathway to CO, i.e., they omitted the redox 

pathway. 

3.4. Conclusions  
Using microkinetic models and DFT calculations, we clarified the role of single atoms (SA) on In2O3 in 

CO2 hydrogenation to CH3OH and CO. We investigated the role of single atoms of Pt, Pd, Ni and Rh on 

the (111) surface of In2O3 for the formation of methanol via formate and CO as well as the competing rWGS 

reaction via redox and carboxyl pathways. Compared to the pristine In2O3(111) surface, adsorbing a single 

Pd, Pt or Rh atom results in comparable overall barriers for oxygen vacancy formation. In contrast, the 

presence of a single Ni atom on the In2O3 surface increases the overall barrier for oxygen vacancy formation 

significantly. Microkinetic simulations reveal that all SA-In2O3 models mainly catalyze CO via formation 

of an oxygen vacancy followed by CO2 adsorption and direct C-O bond cleavage (redox pathway). The 

carboxyl pathway to CO is not taken, because OH removal resulting from COOH dissociation is associated 

with higher barriers compared to the dominant redox pathway. The model predicts that Pd is the preferred 

promoter for In2O3 model, achieving the highest activity among the transition metals considered due to a 

low barrier for CO2 dissociation and a relatively weak adsorption strength of the CO product. For all models, 

the CH3OH selectivity is negligibly low because high barriers are associated with the hydrogenation of 

HCO2 to H2CO2 and its subsequent dissociation into CH2O (formate pathway) compared to the dominant 

rWGS pathway.  
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Appendix A 

A1. Binding energies of single atoms on In2O3(111) 

 

Figure A1. Adsorption sites for single atoms on In2O3(111). Blue: SA. Grey: In. Red: O.  

Table A1. Adsorption energies (eV) of single atoms on the indicated by Figrue S1. The reference for the metal (Ni, 

Pd, Pt and Rh) is a single atom in the gas phase.  

  ΔEads [eV]   

ID Ni Pd Pt Rh 

1 -5.17 -3.44 -4.86 -3.63 

2 -4.99 -3.32 -4.68 -4.31 

3 -4.96 -3.22 -4.54 -4.08 

4 -4.85 -3.19 -4.63 -3.89 

5 -4.17 -3.15 -4.17 -3.54 

6 -4.20 -3.19 -4.31 -3.33 
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A2. Electronic structure analysis 

 

Figure A2. Partial density of state (PDOS) of Ni 3d, Pd 4d, Pt 5d and Rh 4d, O 2p (the O atom adjacent to 

the metal SA) and In d orbitals. (a) Ni-In2O3, (b) Pd-In2O3, (c) Pt-In2O3 and (d) Rh-In2O3.  

 

A3. Oxygen vacancies  
Table A2. Oxygen vacancy formation energies with repsect to gas-phase O2 (EOv/O2) and H2O (EOv/H2O) 

in eV for bare In2O3 and SA-promoted In2O3 surfaces. 

 In2O3 Ni-In2O3 Pd-In2O3 Pt-In2O3 Rh-In2O3 

ID EOv/O2 EOv/H2O EOv/O2 EOv/H2O EOv/O2 EOv/H2O EOv/O2 EOv/H2O EOv/O2 EOv/H2O 

1 1.94 -0.68 3.98 1.46 1.75 -0.77 3.13 0.61 3.00 0.47 

2 1.94 -0.68 3.99 1.47 2.23 -0.29 4.87 2.35 2.95 0.43 

3 1.95 -0.67 3.98 1.46 1.75 -0.77 2.10 -0.41 3.64 1.12 

4 2.04 -0.58 3.97 1.45 2.88 0.36 4.37 1.85 3.21 0.69 

5 2.04 -0.58 4.09 1.56 2.84 0.32 4.31 1.79 2.96 0.44 

6 2.76 -0.57 4.13 1.61 2.83 0.31 4.07 1.55 3.85 1.33 

7 2.77 0.15 4.20 1.68 3.36 0.84 4.70 2.18 4.29 1.77 

8 2.74 0.12 4.49 1.97 3.35 0.83 4.70 2.18 3.53 1.01 

9 2.76 0.14 4.20 1.68 3.36 0.87 4.74 2.22 4.00 1.48 

10 2.67 0.05 4.20 1.68 3.12 0.60 4.74 2.22 3.84 1.32 

11 2.50 -0.12 4.26 1.74 3.11 0.59 4.47 1.95 3.85 1.33 

12 2.50 -0.12 4.23 1.74 3.11 0.59 4.44 1.92 3.82 1.30 

 



A computational study of CO2 hydrogenation on single atoms of Pt, Pd, Ni and Rh on 

In2O3(111) 

 

73 

 

 

Figure A3. Positions of the 12 surface oxygens for the calculations reported in Table S2 (red: O; grey: In).  

Table A3. Geometrical parameters (Å) and oxygen vacancy formation energy (EOv, in eV) for the O atom 

directly connected to the SA with the lowest EOv. 

 Ni-In2O3(111) Pd-In2O3(111) Pt-In2O3(111) Rh-In2O3(111) 

dM-O / Å 1.82 2.13 2.10 1.98 

EOv / eV 1.46 -0.76 -0.43 0.17 

A4. Geometries of elementary reaction steps on Ni-In2O3(111) 
 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

 
     

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐(𝐠) + ∗ ⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ +𝐇∗ 
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7. 𝐇𝐂𝐎𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐇𝟐𝐂𝐎∗ + 𝐎∗   

   
  

 

9. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 10. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + ∗  

      

11. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗  

   

   

12. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 13. 𝐂𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐎∗ + 𝟐𝐇∗ 

      

14. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎∗ + 𝐇∗ 15. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎∗ + ∗ 

 
     

16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 
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18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 19. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) +  𝐎𝐯  

    

 

 

20. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) + ∗     

 

 

 

   

 

A5. Geometries of elementary reaction steps on Pd-In2O3(111) 
 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

 
     

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐(𝐠) + ∗ ⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ +𝐇∗ 
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7. 𝐇𝐂𝐎𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐇𝟐𝐂𝐎∗ + 𝐎∗   

 
     

9. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 10. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + ∗  

      

11. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗  

 
  

   

12. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 13. 𝐂𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐎∗ + 𝟐𝐇∗ 

      

14. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎∗ + 𝐇∗ 15. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎∗ + ∗ 

 
     

 

16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 

 
     

18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 19. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) +  𝐎𝐯  
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20. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) + ∗     

 

 

 

   

A6. Geometries of elementary reaction steps on Pt-In2O3(111) 
 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

 
     

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐(𝐠) + ∗ ⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ +𝐇∗ 

      

7. 𝐇𝐂𝐎𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐇𝟐𝐂𝐎∗ + 𝐎∗   

 
     

9. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 10. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + ∗  
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11. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗  

 
  

   

12. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 13.  

 
  

N.A. N.A. N.A. 

 

14.  15.  

N.A. N.A. N.A. N.A. N.A. N.A. 

 

16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 

 
     

18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 19. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) +  𝐎𝐯  

    

 

 

20. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) + ∗   
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A7. Geometries of elementary reaction steps on Rh-In2O3(111) 
 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

 
 

 

   
 

 

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐(𝐠) + ∗ ⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ +𝐇∗ 

 
     

7. 𝐇𝐂𝐎𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   

 
     

9. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 10. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + ∗  

    
 

 

11. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗  
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12. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 13. 𝐂𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐎∗ + 𝟐𝐇∗ 

 
  

N.A. N.A. N.A. 

14. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎∗ + 𝐇∗ 15. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎∗ + ∗ 

N.A. N.A. N.A. N.A. N.A. N.A. 

16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 

 
     

18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 19. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) +  𝐎𝐯  

    

 

 

20. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) + ∗  
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Figure A4. Transition state structures of the migration of OH to NiH with (a) U = 0 eV and (b) U = 6.3 eV.  

Table A4. Activation energies, Ni-H and O-H distances with and without U correction. 
 

Ea [kJ/mol] Ni-H [Å] O-H [Å] 

U = 0 eV 115 1.61 1.65 

U = 6.3 eV* 121 1.67 1.60 

 

  



Chapter 3 

82 

 

A8. Parameters for microkinetic simulations 
Table A5. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni-In2O3 model. 

 Elementary steps QTS/QIS QTS/QF

S 

Ef (kJ/mol) Eb 

(kJ/mol)  Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 0.20 0.57 19 55 

2 H∗ +  OH∗  ⇄ H2O ∗ + O∗ 1.70 0.39 93 66 

3 H2O ∗  ⇄  H2O(g) + ∗ 1.0 1.0 177 - 

 Formate pathway to CH3OH     

4 CO2 (g) +∗ ⇄ CO2
∗  1.0 1.0 - 144 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 0.20 0.57 19 55 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 5.55 0.59 66 68 

7 HCO2
∗ + H∗  ⇄ H2CO2

∗ +∗ 0.17 1.44 114 34 

8 H2CO2
∗ + ∗ ⇄ CH2O∗ + O* 1.05 0.28 101 33 

9 CH2O∗ + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗ 0.20 0.57 19 55 

10 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ 0.47 0.54 55 132 

11 CH3O∗ + H∗  ⇄ CH3OH(g) 0.06 0.61 61 54 

 CO hydrogenation pathway to CH3OH     

12 CO∗
2 + ∗ ⇄ CO∗ + O∗ 0.52 0.17 81 78 

13 CO∗ + H2(g) +  2 ∗ ⇄ CO∗ + 2H∗ 0.20 0.57 19 55 

14 CO∗ + 2H∗ ⇄ HCO∗ + H∗ 0.52 0.17 71 65 

15 HCO∗ + H∗ ⇄ CH2O∗ + *  0.20 0.57 177 35 

 rWGS pathway to CO     

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.31 0.02 82 69 

17 COOH∗ + ∗ ⇄ CO∗ + OH∗ 1.13 0.33 45 25 

18 CO∗ +  OH∗ + H∗ ⇄ CO∗ +  H2O∗ 1.51 0.96 140 198 

19 CO∗ ⇄ CO(g) +  Ov  1.0 1.0 51 - 

20 CO∗ ⇄ CO(g) + ∗  1.0 1.0 121 - 

 Activation energies (Eact) were obtained from DFT calculations. Numbers are the same as in Figure 3.3a. 

Pre-exponential factors were estimated by transition state theory at T = 550 K 
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Table A6. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Pd-In2O3 model. 

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb 

(kJ/mol) 

 Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 0.20 0.57 62 72 

2 H∗ +  OH∗  ⇄ H2O ∗ + O∗ 1.70 0.39 47 127 

3 H2O ∗  ⇄  H2O(g) + ∗ 1.0 1.0 12 - 

 Formate pathway to CH3OH     

4 CO2 (g) +∗ ⇄ CO2
∗  1.0 1.0 - 31 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 0.20 0.57 104 247 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 5.55 0.59 40 12 

7 HCO2
∗ + H∗  ⇌ H2CO2

∗ +∗ 0.17 1.44 220 53 

8 H2CO2
∗ + ∗ ⇌ CH2O∗ + O* 1.05 0.28 62 8 

9 CH2O∗ + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗ 0.20 0.57 73 94 

10 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ 0.47 0.54 62 40 

11 CH3O∗ + H∗  ⇄ CH3OH(g) 0.06 0.61 106 141 

 CO hydrogenation pathway to CH3OH     

12 CO∗
2 + ∗ ⇄ CO∗ + O∗ 0.52 0.17 65 91 

13 CO∗ + H2(g) +  2 ∗⇄ CO∗ + 2H∗ 0.20 0.57 41 74 

14 CO∗ + 2H∗ ⇄ HCO∗ + H∗ 1.0 1.0 55 148 

15 HCO∗ + H∗ ⇄ CH2O∗ + *  1.0 1.0 128 14 

 rWGS pathway to CO     

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.31 0.02 61 81 

17 COOH∗ + ∗ ⇄ CO∗ + OH∗ 1.13 0.33 42 23 

18 CO∗ +  OH∗ + H∗ ⇄ CO∗ +  H2O∗ 1.51 0.96 140 82 

19 CO∗ ⇄ CO(g) +  Ov  1.0 1.0 25 - 

20 CO∗ ⇄ CO(g) + ∗  1.0 1.0 31 - 

 Activation energies (Eact) were obtained from DFT calculations. Numbers are the same as in Figure 3.3b. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 
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Table A7. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Pt-In2O3 model. 

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb 

(kJ/mol) 

 Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 0.20 0.57 48 144 

2 H∗ +  OH∗  ⇄ H2O ∗ + O∗ 1.70 0.39 48 68 

3 H2O ∗  ⇄  H2O(g) + ∗ 1.0 1.0 41 - 

 Formate pathway to CH3OH     

4 CO2 (g) +∗ ⇄ CO2
∗  1.0 1.0 - 31 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 0.20 0.57 48 142 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 5.55 0.59 34 66 

7 HCO2
∗ + H∗  ⇄ H2CO2

∗ +∗ 0.17 1.44 146 17 

8 H2CO2
∗ + ∗ ⇄ CH2O∗ + O* 1.05 0.28 156 56 

9 CH2O∗ + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗ 0.20 0.57 23 203 

10 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ 0.47 0.54 80 65 

11 CH3O∗ + H∗  ⇄ CH3OH(g) 0.06 0.61 118 105 

 rWGS pathway to CO     

12 CO∗
2 + ∗ ⇄ CO∗ + O∗ 0.52 0.17 65 91 

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.31 0.02 140 147 

17 COOH∗ + ∗ ⇄ CO∗ + OH∗ 1.13 0.33 65 32 

18 CO∗ +  OH∗ + H∗ ⇄ CO∗ +  H2O∗ 1.51 0.96 133 149 

19 CO∗ ⇄ CO(g) +  Ov  1.0 1.0 24 - 

20 CO∗ ⇄ CO(g) + ∗  1.0 1.0 158 - 

 Activation energies (Eact) were obtained from DFT calculations. Numbers are the same as in Figure 3.3c. 

 Pre-exponential factors were estimated by transition state theory at T = 550 K. 
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Table A8. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Rh-In2O3 model. 

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb 

(kJ/mol) 

 Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 0.20 0.57 149 203 

2 H∗ +  OH∗  ⇄ H2O ∗ + O∗ 1.70 0.39 76 7 

3 H2O ∗  ⇄  H2O(g) + ∗ 1.0 1.0 26 - 

 Formate pathway to CH3OH     

4 CO2 (g) +∗ ⇄ CO2
∗  1.0 1.0 - 87 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 0.20 0.57 51 85 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 5.55 0.59 42 95 

7 HCO2
∗ + H∗  ⇄ H2CO2

∗ +∗ 0.17 1.44 155 19 

8 H2CO2
∗ + ∗ ⇄ CH2O∗ + O* 1.05 0.28 101 34 

9 CH2O∗ + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗ 0.20 0.57 25 209 

10 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ 0.47 0.54 149 133 

11 CH3O∗ + H∗  ⇄ CH3OH(g) 0.06 0.61 135 119 

 rWGS pathway to CO     

12 CO∗
2 + ∗ ⇄ CO∗ + O∗ 0.52 0.17 80 78 

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.31 0.02 59 138 

17 COOH∗ + ∗ ⇄ CO∗ + OH∗ 1.13 0.33 42 23 

18 CO∗ +  OH∗ + H∗ ⇄ CO∗ +  H2O∗ 1.51 0.96 186 68 

19 CO∗ ⇄ CO(g) +  Ov  1.0 1.0 130 - 

20 CO∗ ⇄ CO(g) + ∗  1.0 1.0 215 - 

 Activation energies (Eact) were directly obtained from DFT calculations. Numbers are the same as in Figure 3.3d. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 
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A9. Microkinetic simulations 

 

Figure. A5: (a) CO2 consumption rate (s-1), (b) CH3OH selectivity, (c) CH3OH TOF (s-1) and (d) CO TOF 

in s-1 as a function of temperature on SA-In2O3 models (p = 50 bar, H2/CO2 ratio =5). The data for In2O3-

bare are taken from reference [1] 

Table A9. Binding energies of SA-O (SA = Ni, Pd, Pt and Rh) and In-O in kJ/mol taken from ref[2]. 

 
Eb [kJ/mol] 

Ni-O 391 

Rh-O 377 

In-O 360 

Pt-O 347 

Pd-O 234 
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Figure A6. Sensitivity of the microkinetic simulations at different values of the barrier of the step of HCO2 

hdyrogenation to H2CO2 (step 7). From light to dark the activation energy energy decreases by steps of 10 kJ/mol. (a-

b) Ni-In2O3, (c-d) Pd-In2O3, (e-f) Pt-In2O3 and (g-h) Rh-In2O3.  
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Figure A7. Sensitivity of the microkinetic simulations at different values of the barrier of the step of H2CO2 

hdyrogenation to CH2O+O (step 8). From light to dark the activation energy energy decreases by steps of 10 kJ/mol. 

(a-b) Ni-In2O3, (c-d) Pd-In2O3, (e-f) Pt-In2O3 and (g-h) Rh-In2O3.  
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CHAPTER 4 

The promoting role of Ni on In2O3 for CO2 hydrogenation to 

methanol 

Abstract 

Ni-promoted indium oxide (In2O3) is a promising catalyst for selective hydrogenation of CO2 to CH3OH, 

but the nature of the active Ni sites remains unknown. By employing density functional theory (DFT) and 

microkinetic modeling, we elucidate the promoting role of Ni in In2O3-catalyzed CO2 hydrogenation. Three 

representative models have been investigated: (i) a single Ni atom doped in the In2O3(111) surface, (ii) a 

Ni atom adsorbed on In2O3(111) and (iii) a small cluster of 8 Ni atoms adsorbed on In2O3(111). Genetic 

algorithms are used to identify optimum structure of the Ni8 clusters on the In2O3 surface. Compared to the 

pristine In2O3(111) surface, the Ni8-cluster model offers a lower overall barrier to oxygen vacancy 

formation, whereas on both single atom models higher overall barriers are found. Microkinetic simulations 

reveal that only the supported Ni8-cluster can lead to high methanol selectivity, whereas single Ni atoms 

either doped in or adsorbed on the In2O3 surface mainly catalyze CO formation. Hydride species obtained 

by facile H2 dissociation on the Ni8-cluster are involved in the hydrogenation of adsorbed CO2 to formate 

intermediates and methanol. At higher temperatures, the decreasing hydride coverage shifts the selectivity 

to CO. On the Ni8-cluster model, formation of methane is inhibited by high barriers associated with either 

direct or H-assisted CO activation. Comparison with a smaller Ni6-cluster also obtained with genetic 

algorithms shows similar barriers for key rate limiting steps for the formation of CO, CH4 and CH3OH. 

Further microkinetic simulations show that also this model has appreciable selectivity to methanol at low 

temperature. Formation of CO over single Ni atoms either doped in or adsorbed on the In2O3 surface takes 

place via a redox pathway involving formation of oxygen vacancies and direct CO2 dissociation.  

 

This chapter has been published in ACS Catal  2023, 13, 3, 1875–1892 
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4.1 Introduction 
Anthropogenic CO2 emissions due to combustion of fossil fuels constitute a serious environmental threat 

because of the negative impact on the climate such as global warming, sea-level rise, and ocean 

acidification.1–3 One of the most attractive strategies to reduce these emissions is to close the carbon cycle 

by recycling CO2 captured from combustion processes or directly from air followed by its conversion into 

chemical feedstocks and fuels. This can be achieved by converting CO2 with hydrogen obtained from 

renewable resources.4–6 The use of carbon in a circular manner can eventually lead to the replacement of 

fossil fuels by renewable resources for covering the energy demand. Besides effectively mitigating 

emissions, CO2 hydrogenation products can be used to synthesize important chemical feedstocks. In the 

overall context of sustainability, methanol is particularly attractive because it can be directly used as a fuel 

and a building block to produce a wide range of chemicals such as formaldehyde, dimethyl ether, olefins 

and hydrocarbon fuels.7–9 

Currently, large-scale methanol production is based on the conversion of synthesis gas (CO/CO2/H2) over 

Cu/ZnO/Al2O3 catalysts at typical temperatures and pressures of respectively 473–573 K and 50–100 

bar.10,11 Challenges arise however in the hydrogenation of CO2 to CH3OH. The commercial Cu-based 

catalyst shows significant activity for the reverse water-gas-shift reaction (rWGS), leading to the formation 

of unwanted CO.12 Moreover, the catalyst is prone to sintering, decreasing the activity.13,14 Many efforts 

have been made to identify other catalyst formulations more suitable for the hydrogenation of CO2 to 

CH3OH.15–21 Among these, indium oxide (In2O3) was recently introduced as a promising catalyst for CO2 

hydrogenation to methanol, especially when supported on ZrO2.22–25 Several density functional theory 

(DFT) studies emphasize the role of oxygen vacancies in the mechanism of CO2 hydrogenation to methanol 

on In2O3.26–28,29–31 Although In2O3 enables high selectivity towards methanol by suppressing the competitive 

rWGS reaction, CO2 conversion is limited by the low activity of indium oxide in dissociating molecular H2. 

To enhance the rate of hydrogen activation, several metal promoters have been investigated. Rui et al. 

showed that addition of small Pd nanoparticles can enhance methanol synthesis.32 Supporting DFT 

calculations indicated that small Pd clusters increase the rate of H2 activation, resulting in a larger amount 

of H atoms at the metal-oxide interface.33 Frei et al. proposed that single atom (SA) Pd doped inside the 

In2O3 lattice can stabilize clusters of a few Pd atoms on the In2O3 surface, enhancing H2 activation and, 

therefore, CH3OH productivity.25 Similar results have been reported for Pt-promoted In2O3.34–36 Given their 

price, it would be advantageous to replace Pd ant Pt by Earth-abundant metals like first-row transition 

metals. Earlier investigations have shown that adding Co37 and Cu38 to In2O3 can enhance the activity of 

In2O3 for methanol synthesis. More recently, Jia et al. prepared a highly dispersed Ni-In2O3 catalyst with 

significantly enhanced CO2 conversion compared to the unpromoted oxide while preserving high methanol 

selectivity.39 Notably, no methane was found in the product stream. In another study, Snider et al. suggested 
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that the higher activity of bimetallic Ni–In catalysts for CO2 hydrogenation to CH3OH compared to In2O3 

is due to the synergistic interactions between a Ni–In alloy and In2O3.40 Furthermore, Frei et al. reported 

that highly dispersed InNi3 patches formed on the In2O3 surface increase methanol production by supplying 

neutral H species, whereas Ni SAs were active for the rWGS.41 Shen et al. investigated the DFT pathways 

of CO2 hydrogenation to methanol on a Ni4-In2O3 model catalyst, demonstrating that oxygen vacancies are 

involved in CO2 hydrogenation followed by hydrogenation of adsorbed CO2 to methanol.42 In a recent 

experimental study, we showed that Ni-In2O3 catalysts prepared using flame spray pyrolysis synthesis have 

enhanced CH3OH synthesis activity compared to bare In2O3.43 X-ray photoelectron spectroscopy, X-ray 

absorption spectroscopy, and electron paramagnetic resonance analysis of the used catalysts suggest that 

the working state of the catalyst corresponds to single atoms or clusters of a few atoms of Ni dispersed on 

the In2O3 surface. However, differentiating the catalytic role of single Ni atoms and small clusters was 

challenging, meaning that the exact nature of Ni species in the active sites of Ni-In2O3 catalysts remains 

unclear. Supporting DFT calculations indicate that Ni promotion of methanol synthesis from CO2 on In2O3 

is mainly due to low-barrier H2 dissociation, yet the mechanism of CO2 conversion to methanol was not 

explored yet. 

In the present study, we employ DFT in combination with genetic algorithms (GA) and microkinetic 

modeling to systematically investigate the nature of the active sites and the mechanism of CO2 

hydrogenation to methanol on Ni-In2O3. To understand the nature of the active site, we consider the 

following three model systems: (i) SA doped in and (ii) SA adsorbed on In2O3(111) and (iii) a Ni8 cluster 

placed on a In2O3(111) surface. Genetic algorithms are used to identify optimum structural models for 

supported clusters, while DFT calculations are used to determine the elementary reaction steps for CO2 

conversion to CH3OH, CO and H2O. On the basis of these first-principles data, we construct microkinetic 

models to predict the CO2 consumption rate and the product distribution as a function of temperature as 

well as surface coverages, reaction orders and apparent activation energies. We perform a sensitivity 

analysis of the kinetic network to identify the elementary steps that control the rate of CO2 consumption 

and CH3OH selectivity. We herein show the factors underlying different activity and selectivity patterns on 

Ni-In2O3 model catalysts during CH3OH synthesis from CO2 hydrogenation, highlighting that small clusters 

are the most active and selective form of Ni for obtaining the desired methanol product whereas, on Ni SA 

models, the competing rWGS is preferred wherein CO2 is hydrogenated to CO and H2O. 

4.2. Computational Methods 
4.2.1 Density Functional Theory Calculations 

All DFT calculations were conducted using the projector augmented wave (PAW) method44 and the 

Perdew–Burke–Ernzerhof (PBE)45 exchange-correlation functional as implemented in the Vienna Ab Initio 
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Simulation Package (VASP) code.46,47 Solutions to the Kohn-Sham equations were calculated using a plane-

wave basis set with a cut-off energy of 400 eV. The valence 5s and 5p states of In were treated explicitly 

as valence states within the scalar-relativistic PAW approach. All calculations were spin-polarized. The 

Brillouin zone was sampled using a 3x3x1 Monkhorst-Pack grid. Electron smearing was employed using 

Gaussian smearing with a smearing width (σ) of 0.1 eV. We chose the In2O3(111) surface termination, 

because it is more stable than the (110) and (100) surfaces, as shown in a previous computational study.48 

The stoichiometric In2O3(111) surface was modelled as a 2D slab with periodic boundary conditions. A 

15.0 Å vacuum region was introduced in the c-direction to avoid the spurious interaction with neighbouring 

super cells. It was verified that the electron density approached zero at the edges of the periodic super cell 

in the c-direction. In all calculations, the bottom two layers were frozen, while the top two layers were 

allowed to perturb. The supercell has dimensions of 14.57 Å × 14.57 Å × 26.01 Å. The In2O3(111) slab 

consisted of 96 O atoms and 64 In atoms, distributed in four atomic layers on top of which the Ni species 

were placed. The electronic energies of gas-phase H2, H2O, CO, CO2 and CH3OH were calculated using a 

cubic unit cell with lattice vector of 8 Å. The Brillouin zone was sampled using a 1x1x1 Monkhorst-Pack 

grid (G-point only). Gaussian smearing was employed. Electronic energies were corrected for zero-point 

energies of adsorbates and gas-phase molecules and finite-temperature contributions of the translational 

and rotational energies of gas-phase molecules. 

The global minimum structure of In2O3-supported Ni clusters of either 6 or 8 atoms (Ni6 and Ni8) was 

determined by an in-house written genetic algorithm procedure based on the earlier approach of Hammer 

et al.49,50 In this procedure, evolutionary processes including crossover and mutation were employed to 

generate new candidate structures whose geometry was optimized using the conventional conjugate 

gradient method. This resulted in increasingly more stable clusters whilst maintaining a statistically diverse 

population to ensure that sufficiently distinct new candidates could be generated. The algorithm was seeded 

using 12 randomly generated clusters. Each iteration of the algorithm produced a new generation of clusters 

until population stagnation was observed, i.e. until no new clusters stabler than the existing clusters in the 

population pool were found. For the Ni8-cluster, a total of 513 structures were generated of which the 201 

most stable clusters were selected for further analysis. For the Ni6-cluster, 136 stable candidates were 

identified out of 346 structures obtained in total. The structure with the lowest energy in the pool of 

candidates was designated as the global minimum (GM) structure. To better understand the structures 

obtained with the GA, a statistical analysis based on Boltzmann statistics and a similarity analysis based on 

the minimum Hilbert-Schmidt (HS) norm was employed. In the latter, a distance matrix for each cluster 

was produced wherein each matrix element represents the distance between any two atoms in a single 

cluster. The similarity between any two clusters in the set can then be expressed as the minimum HS norm 
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of the difference of their distance matrices, wherein the minimum is established by evaluating all possible 

permutations over the indices for one of the distance matrices. 

The influence of oxygen vacancies on the reaction energetics was investigated by removing oxygen atoms 

from the In2O3(111) lattice. The energy required to remove a surface oxygen to form a vacancy (Δ𝐸Ov) was 

calculated using either O2 or H2O as reference, according to the following two equations for the oxygen 

vacancy formation energy 

Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸1/2O2
, (4.1) 

Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸H2O − 𝐸H2
, (4.2) 

where 𝐸defective slab is the electronic energy of the catalyst containing one oxygen vacancy, 

𝐸stoichiometric slab is the reference energy of the stoichiometric slab. 𝐸1/2O2
, 𝐸H2O and 𝐸H2

 are the DFT-

calculated energies of gas-phase O2, H2O and H2, respectively.  

The stable states in the chemo-kinetic network were calculated using the conjugate-gradient algorithm. 

Transition states were determined using the climbing-image nudged elastic band (CI-NEB) method.51 A 

frequency analysis was performed to all states. Specifically, it was verified that stable states have no 

imaginary frequencies and transition states have a single imaginary frequency in the direction of the reaction 

coordinate.52 The Hessian matrix in this frequency analysis was constructed using a finite difference 

approach with a step size of 0.015 Å for displacement of individual atoms along each Cartesian coordinate. 

The corresponding normal mode vibrations were also used to calculate the zero-point energy (ZPE) 

correction and the vibrational partition functions.  

Partial Density of State (pDOS) and projected Crystal Orbital Hamiltonian Population (pCOHP) analysis 

are conducted to analyze the electronic structure of each Ni-In2O3 model catalyst using the Lobster 

package.53,54 The atomic charges of Ni atoms were calculated using the Bader charge method.55 

4.2.2 Microkinetic simulations 

Microkinetic simulations were conducted based on the DFT-calculated activation barriers and reaction 

energies to investigate the kinetics of CO2 hydrogenation to methanol. The chemo-kinetic network was 

modelled using a set of ordinary differential equations involving rate constants, surface coverages and 

partial pressures of gas-phase species. Time-integration of the differential equations was conducted using 

the linear multistep backwards differential formula method with a relative and absolute tolerance of 10-8.56–

58 
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For the adsorption processes, the net rate of a gas-phase species 𝑖 was calculated as: 

𝑟𝑖 = 𝑘𝑖,ads𝜃∗𝑝𝑖 − 𝑘𝑖,des𝜃𝑖  (4.3) 

where 𝜃∗ and 𝜃𝑖  are the fraction of free sites and the fraction of coverage species 𝑖, respectively.  𝑘𝑖,ads/des 

is the rate constant for the adsorption/desorption process and 𝑝𝑖 is the partial pressure of species 𝑖.  

To derive a rate for the adsorption processes, we assumed that the adsorbate loses one translational degree 

of freedom in the transition state with respect to the initial state. From this assumption, the rate of adsorption 

derived from transition state theory can be expressed as follows: 

𝑘i,ads =
𝑝 𝐴st

√2𝜋𝑚i𝑘B 𝑇
 , 

(4.4) 

where 𝐴.𝑠𝑡 and 𝑚𝑖 are the effective area of an adsorption site and the molar mass of the gas species, 

respectively. 𝑝 and 𝑇 are the total pressure and temperature, respectively, and 𝑘B is the Boltzmann constant. 

The gas-phase entropy of the adsorbates was calculated using the thermochemical Shomate equation as 

given by  

𝑆0 = 𝐴 ∙ ln(𝑇) + 𝐵 ∙ 𝑇 +  
𝐶 ∙  𝑇2

2
+

𝐷 ∙  𝑇3

3
−

𝐸

2 ∙ 𝑇2
+ 𝐺, 

(4.5) 

where 𝑆0 is the standard molar entropy.59 The parameters A-G from equation (4.5) were obtained from the 

NIST Chemistry Webbook.60 For the corresponding desorption processes, we assumed that the species 

gains two translational degrees of freedom and three rotational degrees of freedom in the transition state 

with respect to the initial state. From this assumption, the rate of desorption derived from transition state 

theory can be expressed as follows: 

𝑘des =
𝑘B ∙  𝑇3

ℎ3
∙

𝐴st(2𝜋𝑚𝑘B)

𝜎 𝜃rot
∙  𝑒

Δ𝐸des
𝑘B𝑇  

(4.6) 

Herein, 𝑘des is the rate constant for the desorption of the adsorbate, ℎ is the Planck constant, 𝜎 is the 

symmetry number and corresponds to the number of rotational operations in the point group of each 

molecule. 𝜃rot the rotational temperature, and Δ𝐸ads the desorption energy. The value of Ast is equal to 

9⋅10-19 m-2. 

Finally, the rate constant (𝑘) of an elementary reaction step is given by 

𝑘 =
𝑘B𝑇

ℎ

𝑄≠

𝑄
 e

(
−𝛥𝐸act

𝑘B𝑇
)
, 

(4.7) 

where 𝑄≠ and 𝑄 are the partition functions of the activated complex and its corresponding initial state, 

respectively, and 𝛥𝐸act is the ZPE-corrected activation energy.  
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To identify the steps that control the CO2 consumption rate and the product distribution, we employed the 

concepts of the degree of rate control (DRC) developed by Kozuch and Shaik61-62 and popularized by 

Campbell63 as well as the degree of selectivity control (DSC).63–65  

Herein, the degree of rate control coefficient is defined as 

XRC,i = (
𝜕ln𝑟𝑖

𝜕ln𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

 
(4.8) 

A positive DRC coefficient indicates that the elementary reaction step is rate-controlling, whereas a 

negative coefficient suggests that the step is rate-inhibiting. When a single elementary reaction step has a 

DRC coefficient of 1, this step is identified as the rate-determining step. 

The DSC quantifies the extent to which a particular elementary reaction step influences the selectivity for 

certain products. The DSC of a particular key component is expressed as 

𝑋SC,𝑖,𝑐 = (
𝜕𝜂𝐶

𝜕 ln 𝑘𝑖
)

𝑘𝑗≠𝑖,𝐾𝑖

, (4.9) 

where 𝑋SC,𝑖,𝑐 is the DSC of product 𝐶 due to a change in the kinetics of elementary reaction step 𝑖, and 𝜂𝐶 

is the selectivity towards a key product (methanol in this work). Note that the relationship between DRC 

and DSC coefficient is given by 

𝑋SC,𝑖,𝑐 = 𝜂𝐶(X𝑐,i −  Xreactant,𝑖). (4.10) 

4.3 Results and discussion 

4.3.1 Structure of Ni-In2O3 models 

The understand the nature of the active sites for Ni-In2O3 in CO2 hydrogenation to methanol, three model 

systems were considered, namely single atoms (SA) of Ni either (i) doped in the In2O3(111) surface 

(denoted as Ni1-doped) or (ii) adsorbed on the In2O3(111) surface (Ni1-adsorbed), a cluster of (iii) 8 Ni 

atoms adsorbed on top of the In2O3(111) surface (Ni8-cluster). The models are shown in Figure 4.1. We 

also compare our Ni8-cluster with a smaller Ni6-cluster obtained at the same level of theory. To determine 

the most stable location of Ni for the Ni1-doped In2O3(111) model system, the energy of substituting an In 

atom for a Ni atom was calculated. The reported substitution energies (𝐸sub) are given with respect to bulk 

Ni and In by 

𝐸sub = 𝐸N𝑖/In2O3(111) + 𝐸In,bulk − 𝐸Ni,bulk − 𝐸In2O3(111) , (4.11) 

where 𝐸N𝑖/In2O3(111) is the energy of each Ni1-doped In2O3(111) surface, 𝐸In,bulk, 𝐸Ni,bulk and 𝐸In2O3(111) 

are the energies of In bulk, Ni bulk an In2O3(111) surface models, respectively. The resulting substitution 
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energies for all the doping positions are collected in Table B1. DFT calculations indicate that Ni substitution 

is favored in position 1 as shown in Figure 4.1a (Esub = − 0.35 eV). Ni prefers nearly perfect octahedral 

coordination by oxygen in the first metal layer of the structure (position 1). The 6 sites nearest to position 

1 are slightly less stable (i.e., with substitution energies ~+0.15 eV compared to position 1) due to a slight 

distortion of the octahedral environment around the Ni substituent. Compared to these sites, substitution at 

other positions in the first metal layer is unfavorable with substantially larger exchange energies. We also 

studied the possibility of substituting an In atom in the bulk of In2O3 by a Ni atom (Figure B2a). Our 

calculations indicate substitution of a Ni SA in subsurface layers is unfavorable (Esub = +0.51 eV). Next, 

we evaluated the possibility of replacing a second In atom in the surface (Figure B2b). Such replacement 

in the surface layer is also unfavored (Esub = +0.59 eV). Our findings are in line with a previous study on 

Pd-doped In2O3.25  

The preferred location of a Ni SA on the In2O3(111) surface is bridging between two lattice oxygens (Figure 

4.1b). The adsorption energies for all investigated sites are reported in Table B2. In its most stable 

configuration, the Ni-O distances are r(Ni-Oα) = 1.79 Å and r(Ni-Oβ) = 1.81 Å (Figure 4.1b and Figure 

B3b). In its least stable adsorption configuration (position 6), Ni coordinates to a single oxygen atom and 

an In atom. The Ni-O and Ni-In distances are 2.14 and 2.54 Å, respectively. The Ni-O distance increases 

from 1.79 to 2.14 Å from the most stable to the least stable adsorption configuration, in line with a weaker 

binding of the Ni SA with the surface. In general, more stable configurations feature multiple Ni-O bonds. 

Furthermore, we determined barriers for the diffusion of a single Ni atom between stable adsorption sites 

(Table B3). Migration from position 1 to position 3 (Figure 4.1b) is associated with a barrier of 95 kJ/mol 

and is endothermic by 21 kJ/mol. Migration from position 3 to position 4 has a higher barrier (165 kJ/mol) 

and is endothermic by 11 kJ/mol. Lastly, migration from position 4 to position 5 is associated with a barrier 

of 142 kJ/mol and is endothermic by 65 kJ/mol.  

In a recent experimental study on Ni-In2O3, it was found that Ni is present in clustered form under reducing 

reaction conditions.43 These clusters were relatively small in optimized catalysts as no methane was 

observed during CO2 hydrogenation. Methane was only formed at much higher Ni loading, where Ni 

nanoparticles were present on In2O3. To model small Ni clusters, we used clusters containing either 8 or 6 

Ni atoms (Ni8 and Ni6, respectively) on the In2O3(111) surface as a compromise between computational 

tractability and a reasonable description of supported metal clusters that often adopt a bilayer structure.49 

For comparison, we also determined the most stable structure of clusters in the gas phase of the Ni8 and Ni6 

clusters (Figure 4.1c and Figure 4.1e, respectively). The DFT-based GA identified 201 and 136 stable 

candidate structures for the Ni8 and Ni6-cluster models, respectively. The algorithm did not find new 

configurations that were significantly different from the energy minimum within an energy threshold of 0.1 

eV after 57 and 36 genetic iterations for the Ni8 and Ni6-cluster models, respectively. The minimum-energy 
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structures for gas-phase and supported Ni8 and Ni6 clusters are shown in Figure 4.1c-e and Figure 4.1d-f, 

respectively. In the gas phase, the most stable free clusters adopt a square bipyramidal shape, in line with 

an earlier computational study.66 The most stable supported Ni8-cluster obtained by our DFT-GA (Figure 

4.1d) consists of a bilayer structure where 6 Ni atoms form the bottom layer with the other two Ni atoms 

placed on three-fold sites of the first Ni layer. For t0he supported Ni6-cluster (Figure 4.1f), 5 Ni atoms form 

the bottom layer and the sixth Ni atom is placed on a three-fold site. The different shapes of the Ni-clusters 

in the gas phase and on the In2O3(111) support are caused by strong metal-support interactions (MSI) 

between Ni and In2O3. Such MSI were quantified by computing the cohesive energy per Ni atom of the 

GA-optimized Ni8 clusters in the gas phase and supported on In2O3 (Table B4). Placing the Ni8-cluster on 

the (111) surface of In2O3 increases the cohesive energy from 268 kJ/mol/atom for the gas-phase cluster to 

358 kJ/mol/atom for the cluster on the In2O3 support. For a Ni6-cluster, the stabilization effect is slightly 

higher (111 kJ/mol/atom). 

The stability of the supported Ni clusters can be further evaluated by determining the barrier needed to 

remove a single Ni atom from the cluster via migration on the In2O3 surface. We performed such DFT 

calculations and reported the results in Table B5-6. Removing a Ni atom from a Ni6-cluster has a barrier of 

201 kJ/mol and is endothermic by 179 kJ/mol. For the Ni8-cluster, the corresponding values are 232 and 

192 kJ/mol. Thus, it is clear that the redispersion of Ni clusters into single atoms is prohibitive from the 

kinetic and thermodynamic point of view.  

To determine whether other configurations of the Ni-clusters will also contribute to the catalytic 

performance, we analyzed the Boltzmann probability distribution for the structures (section B3.2 of the SI). 

This analysis demonstrated that, for both clusters, one other structure occurs with a sufficiently large 

contribution at a reaction temperature at 400 K. Based on a structural similarity analysis (Table B7), it was 

found that this structure is nearly the same as the minimum energy structure for both the Ni6 and Ni8-cluster 

models. Accordingly, we focused only on the minimum energy structure of the Ni8-cluster in the following.  

The electronic structure of the Ni-In2O3 models can be compared on the basis of the partial density of states 

(pDOS, Figure B6). In all cases, overlap between Ni 3d and O 2p orbitals is observed. The In 4d orbitals 

are core orbitals and, therefore, do not show appreciable overlap with O 2p or Ni 3d orbitals. For optimized 

doped and adsorbed SA models, the calculated Bader charges of the Ni atoms are +1.26 |e|and +0.66 |e|, 

respectively. The Bader charge analysis further shows that Ni8-clusters on In2O3(111) carry a cumulative 

charge of +1.07|e| (Table B8 and Figure B7a). The 6 Ni atoms located at the bottom layer of the cluster 

carry a positive charge, while the two Ni atoms adsorbed on top carry a slightly negative charge. Thus, for 

all models there is a net flow of electrons from Ni to the O atoms of the In2O3 surface. 
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Figure 4.1. (a) Substitution energy of In/Ni substitution in In2O3. The coloring of In atoms at the surface 

represents the energy associated with their replacement by Ni (Esub). Position 1 marks the most stable 

substitution site. (b) Adsorption energy of Ni SAs on In2O3(111). The coloring of the atom at the surface 

represents their adsorption energy (Eads). Position 1 marks the most stable adsorption site. Energy minima 

structures obtained by the GA for gas-phase (c, e) and supported (d, f) Ni8 and Ni6 clusters, respectively. 

Red: O; grey: In; green: Ni. 

4.3.2 Oxygen vacancy formation  

The role of oxygen vacancies (Ov) on the In2O3 surface has been emphasized for the adsorption and 

activation of CO2.26–28 To assess how the addition of Ni affects the formation of such vacancies, we 

compared the energy required to form such Ov (EOv, in eV) for the Ni-In2O3 surfaces with unpromoted In2O3 

(Figure 4.2). The computed energies are referenced to gaseous O2. On the bare In2O3(111) surface (Figure 
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4.2a), the energy needed to remove an oxygen atom ranges from 1.8 to 3.0 eV, in line with previous 

calculations.48,67 We also calculated the Ov formation energies with respect to H2O, because oxygen 

vacancies are usually formed in the presence of H2. In this case, the EOv lies between -0.65 and 0.99 eV.  

Doping In2O3 with a Ni SA (Figure 4.2b) lowers the energy for Ov formation significantly. Values for EOv 

referenced to O2 lie between 0.94 and 1.86 eV. Considering H2O formation, oxygen vacancy formation is 

exothermic for all surface oxygens considered (EOv between -1.58 eV and -0.66 eV). As can be seen from 

Figure 4.2b, the O atoms bonded to Ni are more easly removed than O atoms bonded to In. In its most 

/stable doping position, the Ni-O bond distance is 1.94 Å, which is 0.25 Å shorter than the In-O distance 

measured for an In atom occupying the same lattice position on the bare oxide. This suggests that doping a 

smaller Ni atom in In2O3 leads to lattice contraction bringing the O atoms closer to each other. This enhances 

electron-electron repulsion between the relatively large electron clouds around the negatively charged O 

atoms, weakening the Ni-O bonds and thereby explaining the lower EOv. Adsorbing a Ni atom on top of the 

In2O3 (Figure 4.2c) significantly increases the oxygen vacancy formation energy, resulting in EOv values 

between 3.42 and 4.41 eV referenced to O2 and between 0.89 and 1.87 eV referenced to H2O. For a 

supported Ni6-cluster (Figure 4.2d), oxygen vacancy formation via direct thermal desorption of O2 lies 

between 2.65 eV to 3.52 eV. Considering alternatively H2O formation, values of EOv values lie between 

0.12 and 1.16 eV. For a supported Ni8-cluster (Figure 4.2e), similar values are found with for oxygen 

vacancy formation energies via direct thermal desorption (2.48 eV to 3.51 eV). Thus, adsorbed Ni phases 

increase the oxygen vacancy formation energy compared to the reference pristine In2O3 case. This is in line 

with our knowledge that the Ni–O bond (396 kJ/mol) is stronger than the In–O bond (346 kJ/mol).68 

More careful inspection of Figure 4.2b-d shows that, for each of the Ni-promoted surfaces, formation of 

vacancies is easier for oxygens directly bonding to Ni species compared to O atoms bonding only to In 

atoms. To understand this point, we performed a projected Crystal Orbital Hamiltonian Population 

(pCOHP) analysis of the Ni-O and In-O bonds (Figure B8), where we compare the stoichiometric In2O3 

surface with Ni-promoted ones. On In2O3 (Figure B8a), the character of In-O interactions is bonding. For 

all other Ni-promoted surface models (Figure B8b-i), the pCOHP exhibits antibonding Ni-O and In-O 

interactions close to the Fermi level for oxygen atoms adjacent to Ni. This explains why less energy is 

needed to remove these oxygens compared to oxygens at larger distances from Ni. We infer that the addition 

of Ni to In2O3 causes electron transfer from Ni to O, which results in the formation of antibonding N-O and 

In-O interactions. Furthermore, Bader charge analysis shows that, upon formation of an oxygen vacancy, 

the excess charge is redistributed mainly to the nearest Ni atom from the cluster (Figure B7b). In this way, 

Ni atoms can contribute to stabilize the oxygen-defective Ni-In2O3 surface, resulting in easier formation of 

vacancies at the Ni-In2O3 interface. In summary, with respect to the stoichiometric In2O3 surface, only the 
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Ni1-doped model feature more exothermic oxygen vacancy formation energies, whereas the other Ni-In2O3 

models feature more endothermic oxygen vacancy formation energies. To understand whether oxygen 

vacancies will be formed on these models we investigate the DFT pathways of oxygen vacancy formation 

via surface reduction by H2 and perform microkinetic simulations (vide infra).  

 

Figure 4.2: Oxygen vacancy formation energies (EOv) for the 12 surface oxygens on (a) bare In2O3, (b) Ni1-

doped in and (c) Ni1-adsorbed on In2O3, (d) Ni6-cluster and (e) Ni8-cluster. The coloring of the 12 surface 

oxygen atoms represents their EOv. Ni atoms are colored in dark grey, while all other atoms are colored in 

light grey. The Ni species are highlighted inside dashed circles. 

4.3.3 Elementary reaction steps  

We performed DFT calculations to elucidate the reaction mechanism of CO2 hydrogenation to methanol 

(CH3OH), carbon monoxide (CO) and water (H2O). No methane was observed during CO2 hydrogenation 

experiments for a Ni-In2O3 catalyst with a low Ni loading. 32,34 To verify that CO2 methanation on small 
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In2O3-supported Ni clusters is difficult, we studied direct and H-assisted CO dissociation as the most likely 

rate-limiting steps in CO2 methanation. The reaction network explored in this study is depicted in Figure 

4.3. Based on previous computational studies, we investigate specific pathways for the formation of oxygen 

vacancies via H2O, for the formation of CH3OH via formate, and for the reverse water-gas shift (rWGS) 

pathway leading to CO.24,70,71 The latter can take place either via direct cleavage of one C-O bond in CO2 

or via an H-assisted pathway involving the COOH intermediate. In addition, a pathway via the CO 

intermediate towards CH3OH has been included for the Ni1-adsorbed and Ni8-cluster model surfaces.  

We will discuss the elementary reaction steps in this network for the Ni1-doped, Ni1-adsorbed and Ni8-

cluster model surfaces and highlight the main trends in activation energies and transition-state structures. 

We also compare key elementary reaction steps for the formation of CO, CH4 and CH3OH between Ni6 and 

Ni8-clusters. The activation barriers are given with respect to the most stable adsorbed state for each 

intermediate. All the elementary reaction steps along with the corresponding forward and backward 

activation energies are tabulated in the Appendix B in section B7 (Tables B9a-c). The geometries 

corresponding to initial, transition and final states are reported in sections B8-B10 of Appendix B.  
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Figure 4.3. Full kinetic networks for CO2 hydrogenation to CO and CH3OH for (a) Ni1-doped (b) Ni1-

adsorbed and (c) Ni8-cluster models. Orange: oxygen vacancy formation pathway; blue: formate pathway 

to CH3OH; green: CO hydrogenation pathway to CH3OH; red: rWGS to CO; grey: adsorption/desorption 

elementary steps. The numbers correspond to the elementary reaction steps as listed in Tables B9a-c. 

4.3.3.1 Methanol synthesis on Ni1-doped In2O3 

We first discuss the reaction energetics of CO2 hydrogenation to methanol over the Ni1-doped system. The 

reaction network is shown in Figure 4.3a and the corresponding potential energy diagram (PED) in Figure 

4a. The geometries of initial, transition and final states can be found in Appendix B (Section B8). H2 

dissociation on the Ni1-doped In2O3(111) surface (step 1) is homolytic, similar to the In2O3 surface and 

leads to the formation of two OHδ+ groups.72 This step has an activation energy of 70 kJ/mol and is 

exothermic by ΔER = -294 kJ/mol, indicative of the high stability of the surface hydroxyl groups. The 

relatively high barrier for H2 activation can be understood by considering that the surface O anions cannot 

stabilize the negatively charged H atoms during dissociation.43 Subsequent water formation has a barrier of 

163 kJ/mol and is endothermic by 137 kJ/mol. H2O desorption (ΔEdes = 80 kJ/mol; step 3) completes oxygen 

vacancy formation. Overall, the process of oxygen vacancy formation is associated with a reaction energy 

of -80 kJ/mol and an activation barrier of 70 kJ/mol with respect to gas-phase H2.  

Next, CO2 adsorbs at the oxygen vacancy (step 4). The carbon atom coordinates to a lattice oxygen instead 

of the Ni SA, which is due to the steric hindrance around Ni due to its location in the surface. The adsorption 

energy of CO2 is exothermic by ΔEads= -103 kJ/mol. Dissociative adsorption of another H2 molecule (step 

5) leads to two hydroxyl groups adjacent to CO2. This step has an activation energy of 104 kJ/mol and is 

exothermic by ΔER = -22 kJ/mol. CO2 hydrogenation to HCO2+H (step 6) proceeds by proton migration 

from an adjacent hydroxyl species with a forward activation energy of 165 kJ/mol (ΔER = 8 kJ/mol). 

Another proton migration step leads to H2CO2 (step 7) with a forward barrier of 313 kJ/mol (ΔER = 287 

kJ/mol). Notably, high activation energies are associated with the formation of a bond between a slightly 

positively charged C atom and the H atom of the OH group, which is also positively charged, in line with 

a previous work on In2O3.24 The possibility of hydrogenating one of the O atom in HCO2 giving HCOOH 

was also investigated. However, no TS could be found for this elementary step because the HCOOH moiety 

does not adsorb stably on the surface. No TS has been found also for the direct dissociation of H2CO2 into 

CH2O+O. However, the CH2O intermediate can be obtained from H2CO2H dissociation. After dissociative 

adsorption of another H2 molecule (step 8; ΔEa = 71 kJ/mol, ΔER = -32 kJ/mol), one of the two oxygens of 

H2CO2 is protonated (step 9) to form H2CO2H+H (ΔEa = 49 kJ/mol, ΔER = 42 kJ/mol). The subsequent 

cleavage of a C-O bond of H2CO2H yields CH2O and a OH moiety, which occupies the oxygen vacancy 

(step 10). This step has an activation energy of 97 kJ/mol and is exothermic by 140 kJ/mol. Next, the CH2O 
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moiety is hydrogenated to CH3O via proton migration from a neighboring OH group (step 11). This step is 

endothermic by 49 kJ/mol and has a forward activation energy of 117 kJ/mol. Finally, CH3O is 

hydrogenated by the hydroxyl species obtained from H2CO2H dissociation forming methanol, which 

immediately desorbs (step 12). This concerted elementary step has an activation energy of 102 kJ/mol and 

is exothermic by ΔER =-19 kJ/mol. Finally, oxygen migration (step 13) restores the initial stoichiometric 

surface. This step has an activation energy of 120 kJ/mol and is endothermic by ΔER = 85 kJ/mol. 

CO is observed during experiments on Ni-In2O3 as a by-product of the reverse water-gas shift (rWGS) 

reaction (Figure 4a, red). On the Ni1-doped model, CO can be formed via a redox mechanism involving the 

formation of H2O (steps 1-3), adsorption of CO2 on an oxygen vacancy (step 4) and subsequent dissociation 

and desorption of CO (step 14). The energy penalty associated with replenishing one oxygen vacancy by 

CO2 , thus restoring the stoichiometric surface, is 234 kJ/mol. Ye et al. observed that the same process on 

an In2O3(110) model surface has a barrier of 1.4 eV.27,28 The higher barrier for our model is in keeping with 

the result that doping In2O3 with Ni results in a more exothermic oxygen vacancy formation energy. A 

hydrogen-assisted rWGS pathway to CO via COOH intermediate is generally also followed. We explored 

this pathway for the Ni1-doped model, however, no TS could be found for the dissociation of COOH into 

CO and OH as there is no active site to accept the OH.  

4.3.3.2 Methanol synthesis on Ni1-adsorbed In2O3 

Next, we discuss the mechanism of CO2 hydrogenation over the Ni1-adsorbed system. The reaction network 

is shown in Figure 4.3b and the PED in Figure 4b. The geometries of initial, transition and final states can 

be found in Section B9. On this surface, H2 is heterolytically dissociated to form a NiHδ- and a OHδ+ species 

(step 1), as we reported in another study.43 This step is mildly activated (ΔEa = 19 kJ/mol) and exothermic 

by -36 kJ/mol. Notably, H2 dissociation has a lower activation energy compared to the formation of two 

OH group as found for the Ni1-doped system (ΔEdoped
a = 70 kJ/mol). Next, formation of an oxygen vacancy 

proceeds by H migration from the Ni-H moiety to form H2O (step 2). This step has an activation energy of 

93 kJ/mol and a reaction energy of +27 kJ/mol. Water desorption from the surface (step 3) is associated 

with a desorption energy of 177 kJ/mol. The overall barrier and reaction energy of oxygen vacancy 

formation with respect to gas-phase H2 on this surface amount to 150 kJ/mol, which is considerably higher 

than the corresponding values for the Ni1-doped surface (70 kJ/mol and -80 kJ/mol, respectively).   

CO2 adsorbs in the oxygen vacancy coordinating to the Ni SA (step 4). In its most stable adsorption 

configuration, the carbon atom of CO2 binds to the Ni atom (ΔEads= -144 kJ/mol). A second H2 molecule 

can dissociate, forming two OH species (step 5). Homolytic dissociative adsorption of H2 is preferred 

because of steric hinderance of the Ni atom which is also involved in Ni-C bond with adsorbed CO2. This 

step has an activation energy of 19 kJ/mol and is exothermic by ΔER = -36 kJ/mol. Along the formate 
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pathway to methanol (steps 6-11), first a H species migrates from the lattice oxygen to the Ni SA and 

hydrogenates CO2 to form HCO2 (step 6). This step has a forward activation energy of 66 kJ/mol and is 

slightly exothermic (ΔER = -2 kJ/mol). The subsequent hydrogenation to H2CO2 (step 7) has a forward 

activation energy of 114 kJ/mol (ΔER = 80 kJ/mol). Notably, the formation a C-H bond on the Ni1-adsorbed 

model is easier than on the Ni1-doped model. This can be ascribed to the hydride character of the H atom 

adsorbed to Ni. Next, cleavage of a C-O bond in the H2CO2 intermediate takes place (step 8, ΔEa = 101 

kJ/mol, ΔER = 33 kJ/mol), leading to CH2O and an O atom, the latter healing the oxygen vacancy. After 

adsorption of another H2 molecule (step 9; ΔEa = 19 kJ/mol; ΔER = -36 kJ/mol), the CH2O moiety is 

hydrogenated to CH3O (step 10; ΔEa = 55 kJ/mol ΔER = -79 kJ/mol). Finally, CH3O hydrogenation to 

methanol and its subsequent desorption (step 11) take place in a single elementary reaction step with an 

activation energy of 61 kJ/mol. 

On the Ni1-adsorbed model surface, methanol can also be obtained via CO hydrogenation as seen in Figure 

4.3b. This involves steps 12-15 in the CO hydrogenation pathway followed by steps 9-11 in the formate 

pathway. Upon adsorption on an oxygen vacancy, CO2 can directly dissociate (step 12) into CO and O (ΔEa  

= 81 kJ/mol, ΔER = 3 kJ/mol), where the O replenishes the oxygen vacancy restoring the stoichiometric 

surface. From this state, CO is further hydrogenated to HCO (step 14) after adsorption of another H2 

molecule (step 13; ΔEa = 19 kJ/mol; ΔER = -36 kJ/mol). Herein, CO hydrogenation to HCO has an activation 

energy of 71 kJ/mol (ΔER = 6 kJ/mol). Subsequently, HCO is hydrogenated to CH2O (step 15), which has 

a barrier of 177 kJ/mol and is endothermic by 142 kJ/mol. The resulting CH2O fragment is part of the 

formate pathway and, thus, its subsequent hydrogenation of methanol can proceed via this pathway. 

The CO by-product can be obtained via formation of H2O (steps 1-3), followed by direct cleavage of the 

C-O bond in CO2 and subsequent desorption of CO from a stoichiometric surface (steps 12 and 20). The 

desorption of CO from a stoichiometric surface is associated with a barrier of 121 kJ/mol. In addition, a H-

assisted rWGS pathway was investigated. After adsorption of CO2 on an oxygen vacancy (step 5) and 

dissociative adsorption of H2 (step 6), protonation of CO2 takes place (step 16), yielding COOH (ΔEa = 82 

kJ/mol; ΔER = 13 kJ/mol). Next, COOH dissociates (step 17) into CO and OH (ΔEa = 45 kJ/mol, ΔER = 20 

kJ/mol). OH hydrogenation to form water (step 18) is associated with an activation energy of 140 kJ/mol 

and is endothermic by -58 kJ/mol. Finally, desorption of CO and H2O (steps 19 and 3) proceed with 

desorption energies of 51 kJ/mol and 177 kJ/mol, respectively, closing the catalytic cycle. 

4.3.3.3 Methanol synthesis on Ni8-cluster In2O3 

The network diagram and PEDs of CO2 conversion to CH3OH and CO on the Ni8-cluster model are depicted 

in Figure 4.3c and 4.4c, respectively. The geometries of initial, transition and final states can be found in 

Section B10. H2 adsorbs molecularly on the nanocluster (ΔER = -49 kJ/mol) and then homolytically 
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dissociates into H atoms (ΔEa  = 22 kJ/mol, ΔER = -40 kJ/mol). Overall, the process of H2 activation (step 

1) is exothermic by -89 kJ/mol. Notably, H2 activation on the Ni8-cluster model is more facile than on the 

SA models, which is expected for a Ni cluster with a metallic character. Next, one interfacial O atom can 

be hydrogenated to form H2O. The barriers for the two consecutive hydrogenation steps are 152 kJ/mol 

(step 2) and 140 kJ/mol (step 3). Water desorption from the surface (step 4) costs 80 kJ/mol. The oxygen 

vacancy formation involves overall reaction and activation energies of -22 and 57 kJ/mol, respectively, 

with respect to gas-phase H2. On the oxygen-defective surface, CO2 adsorbs (ΔEads = -120 kJ/mol; step 5) 

at the metal-oxide interface with the carbon coordinating to a lattice oxygen next to two Ni-H fragments. 

From this state, CO2 can be hydrogenated to methanol via a formate intermediate (steps 7-12). First, CO2 

is hydrogenated to HCO2 by a Ni-H species (step 7), which is exothermic by -25 kJ/mol and has an 

activation energy of 95 kJ/mol. Next, HCO2 is hydrogenated to H2CO2 (step 8) by another Ni-H species. 

This step features the highest forward barrier of the formate pathway (ΔEa = 177 kJ/mol) and is endothermic 

by ΔER = 138 kJ/mol. Next, cleavage of a C-O bond in the H2CO2 intermediate yields CH2O and O (step 

9), the latter replenishing the oxygen vacancy. This elementary reaction step has a barrier of 52 kJ/mol and 

is exothermic by ΔER = -30 kJ/mol. After adsorption of another H2 on the Ni8-cluster (step 10; ΔER = --89 

kJ/mol), two further hydrogenation steps towards CH3O and CH3OH with activation energies of 83 kJ/mol 

(step 11; ΔEr = 41 kJ/mol) and 124 kJ/mol (step 12; ΔEr = -39 kJ/mol), respectively, lead to methanol. 

Desorption of methanol costs 35 kJ/mol (step 13). 

Besides H-assisted CO2 dissociation via formate intermediate, C-O bond scission can also proceed in a 

direct fashion following oxygen vacancy formation. Herein, the vacancy is healed upon C-O bond scission 

in adsorbed CO2. CO2 can adsorb on the Ni8-cluster with a slightly lower adsorption energy of ΔEads = -88 

kJ/mol than on the vacancy (-120 kJ/mol). Subsequent dissociation of CO2 adsorbed on the cluster results 

in an O atom that heals the oxygen vacancy and adsorbed CO. This reaction has a barrier of 114 kJ/mol and 

is exothermic by 30 kJ/mol (step 14). This barrier is higher than the corresponding barrier over the Ni1-

adsorbed system (ΔEa,adsorbed = 81 kJ/mol). CO is a precursor for methanol synthesis along the CO-

hydrogenation pathway (Figure 4.3c and 4.4c, green). After CO2 dissociation, CO can either desorb (ΔEads 

= -130 kJ/mol; step 28), which would be representative of an alternative rWGS pathway to the one discussed 

below or be hydrogenated to either HCO (ΔEa  = 150 kJ/mol; step 16) or COH (ΔEa  = 235 kJ/mol; step 17). 

HCO can be hydrogenated towards HCOH (step 18). This step is endothermic by 30 kJ/mol and features a 

barrier of 69 kJ/mol. Alternatively, HCOH can also be formed from COH by hydrogenation involving a 

barrier of 211 kJ/mol (step 20; ΔEr = 50 kJ/mol). HCOH can subsequently be hydrogenated to H2COH (step 



Chapter 4 

108 

 

22; ΔER = -52 kJ/mol) and then to CH3OH (step 23). These two hydrogenation steps have activation energies 

of ΔEa  = 111 kJ/mol and ΔEa  = 76 kJ/mol, respectively.  

To verify our hypothesis that CO2 methanation on small In2O3-supported Ni clusters does not occur, we 

computed the barriers for direct and H-assisted CO dissociation. These step are the most likely rate-limiting 

steps in CO2 methanation.73 We included direct and H-assisted CO dissociation pathways and the result are 

reported in Table B10. The structures of the TS can be found in Table B11. We can compare these results 

to data for CO dissociation pathways on extended surfaces of Ni by Sterk et al.73. Compared to Ni(110), 

direct cleavage of the C-O bond on a Ni8-cluster model is associated with a very high barrier (ΔEa = 312 

kJ/mol for the cluster vs. ΔEa = 150 kJ/mol for Ni(110)). On the Ni8-cluster, the barrier of H-assisted CO 

dissociation via an HCO intermediate of 174 kJ/mol is more facile than the barrier for direct CO 

dissociation. However, this barrier is still significantly higher than the one computed for Ni(110) (ΔEa = 

117 kJ/mol). Furthermore, we argue that the structure of the Ni8-cluster model would also lead to high 

barriers for alternative CO dissociation reactions involving COH, H2CO and H3CO intermediates. Indeed, 

the absence of step-edge sites on the Ni8-In2O3 model results in high barriers for CO activation, in line with 

the expectations based on experimental evidence.43 

In line with the Ni1-adsorbed model, on the Ni8-cluster model CO can be obtained via formation of H2O 

(steps 1-4), followed by direct cleavage of the C-O bond in CO2 and subsequent desorption of CO from a 

stoichiometric surface (steps 14 and 28, respectively). The desorption of CO from a stoichiometric surface 

has a barrier of 130 kJ/mol. Finally, we discuss the formation of CO from CO2 via the H-assisted rWGS 

pathway. Herein, one of the oxygen atoms of the CO2 molecule is protonated to form COOH (step 24) with 

an activation energy of 62 kJ/mol. This step is endothermic by 48 kJ/mol. In turn, COOH can dissociate on 

the Ni8-cluster into CO and OH (step 25; ΔEa = 66 kJ/mol). This step is exothermic by 59 kJ/mol. The 

resulting hydroxyl fragment is hydrogenated to H2O (step 26; ΔEa = 122 kJ/mol). Finally, H2O and CO 

desorb leaving a vacancy on the surface with ΔEdes of 80 and 114 kJ/mol, respectively.  
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Figure 4.4. Potential energy diagrams of the conversion of CO2 and H2 to CO, CH3OH, and H2O on (a) Ni1-

doped, (b) Ni1-adsorbed and (c) Ni8-cluster model. Reaction barriers are reported in X/Y format wherein X 

corresponds to the forward barrier and Y to the backward barrier. All energies are given in kJ/mol. Orange: 

oxygen vacancy formation pathway; blue: formate pathway to CH3OH; green: CO hydrogenation pathway 

to CH3OH; red: rWGS (direct or H-assisted) to CO.  

4.3.4 Microkinetic simulations 

4.3.4.1 Overall kinetics  

To compare the catalytic performance of the different Ni-In2O3 models, we compute the CO2 hydrogenation 

reaction rate employing microkinetic simulations and the DFT reaction energetics. The active sites in our 

model consist of either isolated single Ni atoms, i.e. either the Ni1-adsorbed or the Ni1-doped model, or 

clusters (Ni8- and Ni6-cluster models) stabilized on the In2O3 support. We do not take migration of 

intermediates between the active sites into account. Co-adsorbed species are modelled as distinct varieties 

of a single active site. In this approximation, all elementary reaction steps are unimolecular, with exception 

of the adsorption and desorption steps. A detailed list of the elementary reaction steps is provided in 

Appendix B.  

The CO2 consumption rate and the CH3OH selectivity as a function of temperature are plotted in Figure 4.5 

for the three systems considered. The turnover frequencies (TOF) towards CH3OH and CO are given in 

Figure B9. As can be seen from Figure 4.5a, the Ni1-doped and Ni8-cluster models exhibit the highest CO2 

consumption rate below 275 oC. Above 300 oC, the Ni1-adsorbed and Ni1-doped systems are more active 
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than the Ni8-cluster model. From Figure 4.5b, it can be seen that the CH3OH selectivity for the Ni8-cluster 

is 95% at 200 oC. With increasing temperature, the rate of CO formation increases faster than the rate of 

methanol formation (Figure B9a-b), resulting in a decrease of the methanol selectivity. Above 350 oC, CO 

becomes the main reaction product, in line with experimental results. Both the Ni1-adsorbed and Ni1-doped 

models show a negligible CH3OH selectivity (Figure 4.5b), indicating that these two models are mainly 

active for the rWGS reaction.  

To highlight the promoting effect of Ni on In2O3, we constructed a microkinetic model for unpromoted 

In2O3 based on the published DFT data of Frei et al.24 The resulting predictions in terms of activity and 

selectivity are provided in Figure B10. These data clearly show the promoting effect of Ni clusters on In2O3 

for CO2 hydrogenation at relevant temperatures. Notably, these results are qualitatively in line with the 

experimental results published by Jia et al.39. Overall, this implies that the Ni8-In2O3 model presents the 

highest methanol reaction rate in line with our earlier experimental work.69  

We also verify that methane formation on the Ni8-cluster model is unlikely by performing microkinetic 

simulations using the barrier for direct CO dissociation calculated on the Ni8-cluster (312 kJ/mol) and the 

data by Sterk et al.73 for the C-H coupling steps. Sensitivity analysis shows that appreciable methane 

selectivity takes place only if the activation energy of the CO dissociation step is below 60 kJ/mol (Figure 

B11).  

 

Figure 4.5. (a) CO2 consumption rate (s-1) and (b) CH3OH selectivity as a function of temperature on 

different models (p = 50 bar, H2/CO2 ratio =5).  

The results in terms of coverage, apparent activation energy (Eapp) and reaction orders as a function of 

temperature are given in Figure 4.6. The coverages in Figures 4.6a-c should be interpreted as the fraction 
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of time the system spends in a particular state (i.e., the time average). According to the ergodicity principle 

in statistical thermodynamics, this equals the fraction of active sites that is in a particular state (i.e., the 

ensemble average). The Ni8-cluster (Figure 4.6a) predominantly resides in the HCO2+H state at lower 

temperatures (200 oC < T < 300 oC). The reaction order in H2 (Figure 4.6d) is positive, while the reaction 

order in CO2 is close to zero. A higher H2 partial pressure is beneficial, because it increases the rate of 

hydrogenation of HCO2 to methanol. As the surface is dominated by a CO2-derived intermediate, further 

increasing the CO2 partial pressure will not increase its coverage and the reaction rate, explaining the close 

to zero reaction order in this reactant. The kinetic parameters for the Ni8-cluster model lie within the range 

of values reported in the experimental literature for In2O3. For instance, Frei et al. reported a positive 

reaction order in H2 (0.33) and a close-to-zero order for CO2 at 250 oC.72 We find that, with increasing 

temperature, the reaction order in H2 decreases and the one in CO2 increases. This is because the oxygen 

vacancy state becomes the dominant state at high temperature (Figure 4.6a, in grey). In the limit of the 

empty surface, a higher partial pressure of CO2 results in a higher coverage with reaction intermediates, 

increasing the CO2 turnover rate. This behavior is also reflected in the Eapp trend (Figure 4.6d). The Eapp is 

approximately constant below 400 oC and decreases at higher temperature. This reflects a change in the 

changing coverages. By comparing Figure 4.6a and 4.6d, it can be seen that the decrease in the apparent 

activation energy goes together with an increase of the oxygen vacancies, resulting in a higher coverage of 

CO2. The exothermic energy of CO2 adsorption (ΔEads = -120 kJ/mol) lowers the apparent activation energy 

of the overall reaction. The computed Eapp for the Ni8-cluster model is in line with the experimental values 

reported on Ni-In2O3 (80 kJ/mol between 200 and 300 oC).39 We also performed simulations with either CO 

or CH3OH as key component to better understand the decrease of the Eapp with decreasing temperature 

(Figure B12). On the Ni8-cluster, the Eapp for CH3OH synthesis is lower than the one for CO production 

(Figure B12a), in line with the selectivity trend depicted in Figure 4.5b. The trends in kinetic parameters as 

shown in Figure 4.6a and 4.6d for the Ni8 cluster are also in keeping with the changing selectivity from 

CH3OH to CO. To further understand these aspects, we investigate these trends in more detail with a degree 

of rate control (DRC) and a flux analysis (vide infra). 

For the Ni1-adsorbed model (Figure 4.6b), at lower temperature, the dominant surface state features two 

adsorbed H species (NiH+H) on a stoichiometric Ni1-In2O3(111) surface. Subsequent water desorption 

along the oxygen vacancy formation pathway is associated with a relatively high barrier (ΔEdes, H2O = 177 

kJ/mol). This step is the most difficult one along the most favorable pathway as can be seen in Figure 4.3b 

and 4b. As a result, the NiH+H state is dominant. With increasing temperatures, H2O desorption will be 

easier, resulting in more vacancies where CO2 can adsorb. This results in a decreasing contribution of the 

NiH+H state in favor of intermediates in the CO2 hydrogenation pathway, such as CO2+2H and HCO2+H. 

The reasons behind the latter two states being dominant can be understood from Figure 4.3b. CO2 binds 
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strongly to the surface (ΔEads = -144 kJ/mol) and subsequent hydrogenation of CO2 to HCO2 has a low 

activation energy of only 66 kJ/mol (step 6 in Figure 4.3b), whereas the subsequent hydrogenation step to 

H2CO2 has a considerably higher activation energy of 114 kJ/mol (step 7 in Figure 4.3b). Consequently, the 

HCO2+H state together with the CO2 + 2H state, which only differ by 2 kJ/mol, are found to be the dominant 

states.  

At low temperature, the reaction orders in both CO2 and H2 (Figure 4.6e) are close to zero. Under these 

conditions, the reaction is limited by the rate of H2O removal, the last step towards oxygen vacancy 

formation (step 3 in Figure 4.3b). The rate of H2O desorption is not affected by the partial pressure of H2 

and CO2. A temperature increase thus results in formation of oxygen vacancy and CO2 adsorption (Figure 

4.6b). Under these conditions, an increased partial pressure of H2 leads to a higher rate of H adsorption 

which, together with the presence of adsorbed CO2, results in CO2+2H and HCO2+H states becoming 

dominant. However, these elementary reaction steps proceed towards a branch in the kinetic network away 

from the dominant product (CO). Thus, under these conditions the reaction order in H2 is negative. 

For the Ni1-adsorbed model, Eapp (Figure 4.6e) is constant at 175 kJ/mol for temperatures below 300 oC. 

This value corresponds to the desorption energy of H2O. As the temperature increases, the Eapp decreases. 

On this model, the Eapp for the CH3OH product is higher than the Eapp for the CO by-product (Figure B12b), 

in line with the selectivity trend depicted in Figure 4.5b. Together these findings suggest that oxygen 

vacancy formation controls the overall reaction rate at low temperature while, at high temperature, either 

CO2 activation or hydrogenation are limiting the overall rate. These aspects can be better appreciated by 

means of a DRC analysis (vide infra). 

When Ni is doped inside In2O3 (Figure 4.6c), the surface is predominantly in the CO2+2H and HCO2+H 

working states. Although CO2 hydrogenation to HCO2 is possible on the catalyst’s surface, further 

hydrogenation towards methanol is limited by the high barrier for HCO2 hydrogenation to H2CO2 (Eact = 

313 kJ/mol, ΔEr = 287 kJ/mol). The reaction order in CO2 is zero because the dominant working state (either 

CO2+2H or HCO2+H) already corresponds to intermediates derived from CO2. The reaction order in H2 is 

negative at low temperature, indicating that a higher partial pressure of H2 would push the network away 

from the dominant pathway. On the Ni1-doped model, the Eapp (Figure 4.6f) is constant to a value of 130 

kJ/mol in the explored temperature range. In line with the Ni1-adsorbed model, on the Ni1-dopped system 

the Eapp for the CH3OH product is higher than the Eapp for the CO by-product (Figure B12c). 



The promoting role of Ni on In2O3 for CO2 hydrogenation to methanol 

113 

 

 

Figure 4.6. Surface state of the model catalysts (a-c), reaction orders and apparent activation energies (d-

f) with CO2 as key component as a function of temperature.  

4.3.4.2 Rate and selectivity control of the reaction network 

In this section, we discuss in detail the reaction network that leads to CH3OH and CO formation from CO2 

hydrogenation on the three Ni-In2O3 models. We identify the elementary steps that control the overall CO2 

consumption rate and the CH3OH selectivity and investigate how these steps change with reaction 

temperature. For this purpose, we conduct a sensitivity analysis based on Campbell’s degree of rate control 

(DRC)63 and selectivity control (DSC).65,74 Under zero extent of reaction, the sum of the DRC coefficients 

is conserved at one.75 The DSC quantifies the extent to which a particular elementary reaction step 

influences the selectivity to certain products for which methanol is of our primary interest. Note that the 

sum of the DSC values of all elementary reaction steps for a single product equals zero.64 

4.3.4.2.1 Ni8-cluster 

The DRC and DSC analyses for the Ni8-cluster model are reported in Figures 7a and 7b, respectively. From 

these figures, it can be seen that at low temperature (200 oC < T < 300 oC), the rate of CO2 consumption is 

almost exclusively controlled by the rate of HCO2 hydrogenation to H2CO2 (step 8 in Figure 4.7c), which 

has the highest activation energy in the dominant pathway as seen from Figure 4.7c (pathway highlighted 

in red). Other elementary steps, such as CH2O and CH3O hydrogenation (steps 11 and 12 in Figure 4.7c) 

control the kinetics to a smaller extent. These results are consistent with the positive reaction order in H2 
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and a reaction order in CO2 of zero (Figure 4.6d). A higher partial pressure of H2 would increase the 

concentration of Ni-H states necessary for the hydrogenation reactions thus enhancing the overall rate, 

whereas a change in the partial pressure of CO2 would not affect these reactions. The DSC analysis (Figure 

4.7b) shows that the same elementary steps that are controlling the rate are also controlling methanol 

selectivity . An increased rate of HCO2 hydrogenation (step 8) would result in a higher flux in the route 

towards methanol, benefiting its formation at the expense of CO formation. With increasing temperature, a 

change in the selectivity from methanol to CO is observed (Figure 4.5b), which is reflected by the DRC 

analysis. Herein, the DRC coefficient of HCO2 hydrogenation to H2CO2 decreases as function of 

temperature, whereas the DRC coefficient of OH hydrogenation to H2O (step 26 in Figure 4.7c) increases. 

This last step pertains to the rWGS branch in the kinetic network. Thus, this step is observed to inhibit the 

selectivity towards methanol. Figure 4.7b shows that, at higher temperature, the steps of CH2O 

hydrogenation to CH3O and its further hydrogenation to CH3OH (steps 11 and 12, respectively) control the 

selectivity to the desired methanol product. These two steps require more Ni-H species to occur than HCO2 

hydrogenation (step 8). However, Ni-H species are less abundant at high temperature, as we previously 

observed (Figure 4.6a), suggesting that steps requiring less surface hydrogen, like the ones pertaining the 

rWGS pathway, are facilitated at high temperature. This can explain the observed shift in selectivity towards 

CO and is also consistent with the decrease in the computed reaction orders in H2 (Figure 4.6d). To confirm 

the effect of H2 partial pressure on CH3OH selectivity, we performed a simulation with a H2:CO2 ratio of 

1:5 (instead of 5:1) and observed that the selectivity to CH3OH decreases to 20% at 250 oC (Figure B13). 

Thus, the selectivity shift to CO observed at high temperature can be explained by the lower availability of 

Ni-H species at such temperatures. 

Figure 4.7c and 4.7d show the flux analysis at low and high temperature, respectively. Following the 

pathways with the largest molar fluxes readily reveals the dominant kinetic pathway at those conditions 

(highlighted in red). At low temperature (Figure 4.7c), the dominant pathway corresponds to methanol 

formation via formate, whereas at high temperature (Figure 4.7d) the dominant pathway shifts to the H-

assisted rWGS route. This is consistent with the activity and selectivity trends predicted by the microkinetic 

model. The reaction flux diagram also shows that the pathway of CO hydrogenation to methanol features 

significantly lower rates (2.20∙10-14 mol∙s-1; steps 14-23) than the formate pathway (2.65∙10-5 mol∙s-1; steps 

7-12), indicating that it is not taken. Indeed, hydrogenation of CO to HCO and CO to COH is associated 

with activation energies of 150 kJ/mol and 235 kJ/mol, respectively, while CO desorption is associated with 

a lower barrier of ΔEdes = 130 kJ/mol. Therefore, desorption of CO is more favorable than its further 

hydrogenation to methanol. Concerning the formation of CO, Figure 4.7c-d shows that direct CO2 

dissociation has lower rates (2.61∙10-8 mol∙s-1; step 14) as compared to the H-assisted rWGS pathway 

(4.79∙10-6 mol∙s-1; step 24). This difference can be ascribed to the higher activation energy for direct CO2 
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dissociation as compared to its hydrogenation to COOH (114 kJ/mol and 62 kJ/mol, respectively) which 

makes the H-assisted rWGS more facile. 

 

Figure 4.7. Degree of rate control (a) and degree of selectivity control (b) with CO2 as key component as a 

function of temperature for the Ni8-cluster model. (c-d) Reaction network analysis (left) and dominant 

pathways (right, highlighted in red) for CO2 hydrogenation to CH3OH, CO and H2O. (c) T = 250 oC, (d) T 

= 400 oC (ptot= 50 bar ,H2/CO2 = 5). The numbers in the arrows are molar reaction rates (s–1) and are 

normalized with respect to the amount of adsorbed CO2.  
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4.3.4.2.1 Ni1-doped and Ni1-adsorbed  

From Figure 4.5b, it was established that neither the Ni1-doped nor the Ni1-adsorbed models produce 

methanol. As such, we only consider the DRC and flux analyses as the DSC analysis will evidently only 

show coefficients close to zero for all elementary reaction steps. 

The DRC analysis and reaction flux analysis for the Ni1-adsorbed model are shown in Figure 4.8a and 

Figure 4.8b, respectively. At low temperature, the CO2 consumption rate is mostly controlled by the rate of 

H2O desorption (step 3), because this elementary step has the highest barrier among the steps pertaining to 

the oxygen vacancy formation pathway (ΔEdes = 177 kJ/mol). This result is consistent with the surface state 

of the catalyst featuring mostly adsorbed hydrogen species (NiH+H, in Figure 4.6b), which is a state that 

precedes H2O formation. At higher temperature (T > 275 oC), formation of oxygen vacancies and 

subsequent adsorption of CO2 result in a decrease in the DRC coefficient of the H2O desorption in favor of 

CO2 dissociation (step 12) which becomes the dominant rate controlling step. An increased rate of CO2 

dissociation (step 12) would result in a higher rate towards the main product CO. As can be seen in Figure 

4.8b, the branch of the mechanism going towards CO2 hydrogenation via the formate pathway features 

considerably lower rates than the one proceeding towards CO2 dissociation (2.10⋅10-6 s-1and 6.68⋅10-2 s-1, 

respectively). The formate pathway is not taken because the steps of H2CO hydrogenation to H2CO2 (step 

7) and its further dissociation into CH2O and O (step 9) are highly activated and endothermic, resulting in 

an overall reaction energy and barrier of 150 and 172 kJ/mol, respectively. The dominant pathway 

(highlighted in red in Figure 4.8b, right) on the Ni1-adsorbed model proceeds thus via direct dissociation of 

CO2 yielding CO which desorbs from the surface, closing the rWGS catalytic cycle. In line with the Ni8-

cluster model, the pathway of CO hydrogenation to methanol is not taken (steps 13-15 in Figure 4.8b). This 

is due to the step of HCO hydrogenation to CH2O being associated with high a activation energy (ΔEa = 

177 kJ/mol) and endothermic (ΔER = 142 kJ/mol). Concerning the formation of CO, the direct dissociation 

of CO2 is preferred over the H-assisted rWGS (6.54⋅10-2 s-1 and 1.05⋅10-4 s-1, respectively). This is because 

the H-assisted rWGS pathway is limited by the activation energy of OH hydrogenation (ΔEa = 140 kJ/mol) 

which is significantly higher than the one of the CO2 dissociation and subsequent CO desorption elementary 

steps (81 and 121 kJ/mol, respectively).  

The DRC analysis and reaction flux analysis for the Ni1-doped model are shown in Figure 4.8c and Figure 

4.8d, respectively. The elementary reaction step of CO2 dissociation and CO desorption (step 14) has a 

DRC coefficient of 1, thus it is the rate determining step (RDS) in the mechanism under the explored 

temperature range (Figure 4.8c). This step is rate determining because it has the highest activation energy 

in the rWGS pathway (Figure 4.3a and 4.4a). The dominant pathway for the Ni1-doped model at T = 250 

oC (Figure 4.8d right highlighted in red) involves the hydrogenation of CO2 to CO via a mechanism 



The promoting role of Ni on In2O3 for CO2 hydrogenation to methanol 

117 

 

involving the formation of an oxygen vacancy (steps 1-3), adsorption of CO2 on an oxygen vacancy (step 

4), subsequent formation of CO and healing of the vacancy (step 14). Concerning the formation of CH3OH, 

negligible reaction fluxes for the formate pathway are found (3.43⋅10-26 s-1), in line with the TOFCH3OH 

computed by the microkinetic model (Figure B7a). This is due high activation energy associated with the 

hydrogenation of HCO2 to H2CO2 (ΔEa = 313 kJ/mol, ΔER = 287 kJ/mol), which makes methanol formation 

unfavorable.  

 

Figure 4.8. Degree of rate control analysis with CO2 as key component as a function of temperature for (a) 

Ni1-adsorbed and (c) Ni1-doped model surfaces. Reaction network analysis (left) and dominant pathways 

(right, highlighted in red) for CO2 hydrogenation to CH3OH, CO and H2O for (b) Ni1-adsorbed and (d) Ni1-

doped model surfaces. (T = 250 oC, ptot= 50 bar ,H2/CO2 = 5). The numbers in the arrows are molar reaction 

rates (s–1) and are normalized with respect to the amount of adsorbed CO2. The pathways with the highest 

molar fluxes are highlighted in red. 

4.3.5 General Discussion 

The present study provides new insights into the role of promoting Ni species in the In2O3-catalyzed 

hydrogenation of CO2 to methanol. Methanol formation involves oxygen vacancies in the In2O3 support. 

Frei et al. reported oxygen vacancy formation on a In2O3(111) surface via homolytic dissociation of 

molecular hydrogen forming two surface OH groups, followed by water formation and desorption.72 

Oxygen vacancy formation has an overall barrier of 67 kJ/mol with respect to gas-phase H2.48 Heterolytic 

H2 dissociation on this surface was found to have a similar overall barrier.76 The presence of a Ni8-cluster 

on the In2O3 surface results in a lower overall barrier (57 kJ/mol) whereas when a single Ni atom is either 
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doped in or adsorbed onto the In2O3(111) surface higher overall barriers are found (70 and 150 kJ/mol, 

respectively). Since the Ni6-cluster has the same metallic character and interface with the In2O3 as the Ni8-

cluster, we infer that the overall barriers to oxygen vacancy formation on the two clusters should be similar. 

Thus, oxygen vacancies are likely to be present under reaction conditions of methanol synthesis. Their 

formation and role in the reaction mechanism were explicitly taken into account in the microkinetic models 

for methanol synthesis based on DFT calculations covering reaction mechanisms involving methanol 

formation via formates and CO. 

On the Ni8-cluster model, at relatively low temperature, the rate of CO2 consumption is mainly limited by 

the elementary step of HCO2 hydrogenation to H2CO2. The main reaction pathway to methanol on Ni8-

cluster is via low-barrier C-O bond dissociation in a H2CO2 intermediate. This results in a high methanol 

selectivity at low temperature. With increasing temperature, the selectivity shifts to CO in line with 

experimental observations.39,43 The dependence of the selectivity on the temperature is associated with the 

availability of NiHδ- species. Analysis of the surface coverages shows that, at relatively low temperature, 

hydrides mainly occupy the surface, favoring hydrogenation reactions. With increasing temperature, the 

coverage of surface hydrogen rapidly decreases, as it is used to reduce the surface by creating oxygen 

vacancies. Since the rWGS reaction requires only two hydrogenation steps, whereas methanol formation 

requires four, the former reaction becomes dominant under surface-hydrogen-lean conditions.  

The outcomes of the simulations might be affected by the size and shape of the cluster. For this reason, we 

compare our Ni8-cluster with a smaller Ni6-cluster, which was also obtained with our DFT-based genetic 

algorithm. We looked into key elementary reaction steps that are limiting the rate for the formation of CH4, 

CO and CH3OH based on the microkinetic analysis for CO2 hydrogenation on the supported Ni8-cluster. 

The forward and backward activation energies for these steps are reported in Table B12 and the structures 

of IS, TS and FS are depicted in Table B13 As can be seen from Table B12, the forward and backward 

activation energies for of the Ni6-cluster are comparable to those obtained for the Ni8-cluster. Based on 

these results, we constructed a microkinetic model for the Ni6-cluster, assuming that all the other elementary 

reaction steps are the same as for the Ni8-cluster. The results highlighted in Figure B14 show that also the 

Ni6-cluster exhibits significant selectivity to CH3OH at low temperature (50% at 200 oC). This indicates 

that the choice of an 8-atom cluster is representative of a small In2O3-supported Ni cluster. 

We also briefly discuss here our results in comparison to the findings recently reported by Shen et al., who 

investigated by DFT possible pathways of CO2 hydrogenation to methanol on a Ni4/In2O3 model catalysts.42 

In line with our work, interfacial oxygen vacancies not only contribute to the adsorption of CO2 but also 

facilitate the hydrogenation of intermediate species to methanol. Shen et al. speculated on the basis of 

energy diagrams that formation of CO from CO2 followed by its hydrogenation to methanol is favored over 
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the formate pathway. This is at odds with our finding from microkinetic simulations that CO2 hydrogenation 

to methanol involves formates.  

For the Ni1-adsorbed system, H2 dissociation is heterolytic, resulting in NiHδ- and OHδ+ species. On this 

model, oxygen vacancy formation is endothermic and is furthermore kinetically limited by H2O desorption. 

As oxygen vacancy formation is endothermic, healing the oxygen vacancy is favorable resulting in a 

relatively low barrier for direct CO2 dissociation into CO and O, the latter healing the vacancy. This, 

together with the lower availability of NiHδ- species, results in a preference for CO formation over 

hydrogenation to methanol, explaining the predicted high CO selectivity. In line with our work, Frei et al. 

suggested that Ni SA on In2O3 would be active for the rWGS reaction.41 

The Ni1-doped system also does not lead to methanol. For this model, the abundance of OHδ+ species causes 

high activation energies for formation of C-H bonds.24 For instance, a barrier of 313 kJ/mol is associated 

with HCO2 hydrogenation to H2CO2 making methanol formation unfavorable. Furthermore, because of the 

doped configuration of Ni, there is steric hindrance preventing the carbon atom to effectively bond to Ni. 

This prevents the direct involvement of Ni in catalytic reaction. The dominant pathway on the Ni1-doped 

model features the formation of CO via a redox pathway involving the formation of oxygen vacancy, 

adsorption of CO2 on such vacancy and subsequent dissociation yielding CO. On this model, the elementary 

step of CO2 dissociation is the rate determining step in the temperature range investigated. 

4.4. Conclusions 
Using DFT to compute the electronic structure and reaction energy diagrams and construct the input for 

microkinetic simulations, we investigated the promoting role of Ni on In2O3 for CO2 hydrogenation to 

methanol. As the exact location and nuclearity of the Ni promoter in Ni-In2O3 catalysts is unknown, we 

considered three representative model systems: (i) a single Ni atom doped in the In2O3(111) surface, (ii) a 

Ni atom adsorbed on In2O3(111), and (iii) a small cluster of 8 Ni atoms adsorbed on In2O3(111).With respect 

to the pristine In2O3(111) surface the Ni8-cluster model offers a lower overall barrier to oxygen vacancy 

formation whereas the Ni1-doped and Ni1-adsorbed model feature higher overall barriers. Microkinetic 

simulations reveal that significant methanol formation occurs only for the Ni8-cluster model. The metallic 

cluster allows for facile H2 activation, providing hydride (Ni-H) species needed for the formation of oxygen 

vacancies in In2O3 and hydrogenation reactions of adsorbed surface intermediates. Methanol synthesis at 

intermediate temperatures involves the hydrogenation of CO2 adsorbed on an oxygen vacancy to a H2CO2 

intermediate (formate pathway). At higher temperatures, the lack of Ni-H species at the surface results in a 

shift of the selectivity to CO via a mechanism involving a COOH intermediate. On the Ni8-cluster model, 

high barriers associated with either direct or H-assisted CO activation inhibit methane formation. We 

compared our Ni8-cluster with a smaller Ni6-cluster also obtained with our DFT-based genetic algorithm. 
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Our DFT calculations show similar barriers for key rate limiting steps for the formation of CO, CH4 and 

CH3OH for the two clusters. Based on this, we investigated the kinetics of the Ni6-cluster with microkinetic 

modeling and found appreciable selectivity to methanol at low temperature. Therefore, we conclude that 

our choice of an 8-atom cluster is representative of a small In2O3-supported Ni cluster. When a single Ni 

atom is adsorbed on the In2O3 surface, CO is the main product because a relatively low barrier for direct 

CO2 dissociation is available. When a single Ni atom is doped in the In2O3 surface, the acidic nature of the 

H atoms adsorbed on the oxygen anions of In2O3 results in high activation barriers for CO2 hydrogenation 

reactions, precluding methanol formation. 
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Appendix B 

B1: Stability of Ni SA doped in In2O3 

 

Figure B1. Substitution energy of replacing a surface In atom with a Ni atom. The coloring of atoms at the 

surface represents the energy associated with their replacement by Ni (Esub, in eV) as can be read in the 

colorbar. The most stable substitution is indicated by position 1. 

Here we have defined the substitution energy ESUB, as: 

𝐸SUB = 𝐸N𝑖/In2O3(111) + 𝐸In,bulk − 𝐸Ni,bulk − 𝐸In2O3(111)        (B.1) 

where 𝐸N𝑖/In2O3(111) is the energy of each Ni1-doped In2O3(111) surface, 𝐸In,bulk, 𝐸Ni,bulk and 𝐸In2O3(111) 

are the energies of In bulk, Ni bulk an In2O3(111) surface models, respectively. A more negative value 

indicates a stronger atomic binding.  
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Table B1. Substitution energy of Ni single atoms inside In2O3(111) As shown in Figure B1. 

Doping site Esub [eV] 

Ni-1 -0.34573437 

Ni-2 -0.19080619 

Ni-3 -0.17845143 

Ni-4 -0.15901192 

Ni-5 -0.04374681 

Ni-6 -0.03785749 

Ni-7 0.03865669 

Ni-8 0.04338165 

Ni-9 0.06744435 

Ni-10 0.17168803 

Ni-11 0.35099871 

Ni-12 0.43707849 

Ni-13 0.59568647 

Ni-14 0.60240986 

Ni-15 0.60681143 

Ni-16 0.61352356 
 

 

Figure B2. (a) Ni atom doped in the In2O3 bulk, one layer underneath the surface. (b) two Ni atoms doped 

on different positions labeled as in Figure B1. Ni atoms are highlighted in green, all the other atoms are in 

grey. 
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B2: Stability of Ni single atom adsorbed on top of In2O3 

Table B2. Adsorption energy of adsorbed single atoms on In2O3(111). 

Adsorption site Eads [eV] 

A1 -5.17 

A2 -5.17 

A3 -4.96 

A4 -4.85 

A5 -4.17 

A6 -4.20 

 

 

Figure B3. Most stable structures for (a) SA doped and (b) SA adsorbed. The Ni-O distances are depicted 

on the left.  
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Figure B4. Adsorption sites used to study the migration of Ni single atoms on the In2O3(111) surface.  

Table B3. Migration barriers of adsorbed single atoms on In2O3(111). The positions are shown in Figure B4. 

 
Ea [kj/mol] ER [eV] 

Pos1 → Pos3 95 21 

Pos3→ Pos4 165 11 

Pos4 → Pos5 142 65 

 

B3. Analysis of GA-obtained Ni-In2O3 clusters 

B3.1 Metal support interactions of Ni-In2O3 clusters 

Table B4. Cohesive energies for gas-phase (ECOH, free) and supported (ECOH, supp) Ni8- and Ni6-In2O3 models. 

Model ECOH, free [kJ/mol/atom] ECOH, supp[kJ/mol/atom] 

Ni6 249 360 

Ni8 268 358 

Table B5. Activation and reaction energies (in kJ/mol) for the removal of a single Ni atom from supported 

Ni8- and Ni6-In2O3 models. 
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Model Ea [kJ/mol] ER [kJ/mol] 

Ni6/In2O3 201 179 

Ni8/In2O3 232 192 

 

 

Table B6. Initial, transition and final states the calculations as reported in Table B5. 

Ni8-In2O3 Ni6-In2O3 

      

B3.2 Structure analysis of GA-obtained Ni-In2O3 clusters 

To assess the probability to find a structure different than the energy minimum one, we performed an 

analysis based on the Boltzmann probability distribution as given by: 

 𝒑𝒊

𝒑𝒋
= 𝒆

𝝐𝒋 −𝝐𝒊

𝒌𝑻  
(B.2) 

where 𝑝𝑖 is the probability of the system being in state 𝑖, 𝜖𝑖 is the energy of that state, 𝜖𝑗  the energy of the 

energy minimum structure, and 𝑘𝑇 is the product of Boltzmann's constant 𝑘 and temperature 𝑇. This 

function gives the probability that the system will be in a certain state (e.g., a given cluster configuration) 

as a function of the energy of that state and the temperature. The result of this analysis for In2O3-supported 

Ni8 and a Ni6 clusters are given in Figure B5a and Figure B5c, respectively. Herein, we focus on candidate 

structures having a relative probability of at least 10% with respect to the most stable cluster in the 

population. As can be seen from Figure B5a, we identified only one Ni8-cluster structure (cand_2 in Figure 

B5b) that has a sufficiently large relative probability at 400 K other than the energy minimum one. 

Similarly, for Ni6-In2O3, only one structure other than the energy minimum one has a probability of at least 

10% at 400 K (cand_2 in Figure B5d). 
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Figure B5. (a), (c) Boltzmann probability distribution of the candidate structures for In2O3-supported Ni8 and Ni6 

clusters, respectively. (b, (d) top-view of the candidate structures with at least 10% probability and their energy relative 

to the energy minimum for In2O3-supported Ni8 and Ni6 clusters, respectively. 

To perform a similarity analysis of the GA-obtained structures, a distance matrix 𝐀(𝑖) for each cluster was 

produced wherein each matrix element represents the distance between any two atoms in a single cluster. 

The similarity between any two clusters in the set can then be expressed as the minimum Hilbert-Schmidt 

(HS) norm of the difference of their distance matrices, wherein the minimum is established by evaluating 

all possible permutations over the indices for one of the distance matrices. The minimized HS norm (mHS) 

for a pair of clusters (𝐀(𝑖), 𝐀(𝑗)) is given by 

 𝒅𝒊𝒋 = 𝐦𝐢𝐧‖𝐇𝐀(𝒊)𝐇𝐓 − 𝐀(𝒋)‖
𝑭
 (B.3) 

where ‖⋅‖𝐹 is the Frobenius norm and 𝐇 is a permutation over the indices for one of the distance matrices. 
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Table B7 collects the results of the minimum Hilbert-Schmidt norm of the distance matrix for the structures 

reported in Figure B5. As can be seen from Table B7, for the Ni8-cluster, the mHS value between the 

minimum energy structure and cand_2 amounts to 0.64. Concerning a Ni6-cluster, a value of 0.18 is found. 

We can better understand this value by calculating a hypothetical minimized HS norm of an 8-atom cluster 

with a perturbation of 0.1 Å per atom with respect to an arbitrary cluster configuration. The minimized HS 

norm (equation B.3) is then given by ‖A‖𝐻𝑆 = √𝑁2 ∗ 0.1 = 0.8. Thus, a value of the HS norm of 0.64 

indicates that the coordinates of the atoms in the two clusters differ, on average, less than 0.1 Å. From a 

careful visual inspection of the cand_1 and cand_2 structures for both Ni6 and Ni8 clusters, we infer that 

these clusters have identical structure, and that CO2 hydrogenation would likely follow similar reaction 

pathways.  

Table B7. Minimum Hilbert-Schmidt norm of the distance-matrix for the structures reported in Figure B5. 

Cand_1 corresponds to the energy minimum structure. The first two lines report the results for the Ni8-

In2O3 model, while the last two lines report the results for the Ni6-In2O3 model. 

Ni8 Cand_1 Cand_2 Cand_3 Cand_4 

Cand_1 0 0.64 0.80 4.79 

Ni6     

Cand_1 0 0.18 0.91 3.83 
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B4: Electronic structure analysis of Ni-In2O3 model catalyst 

 

Figure B6. Partial density of states (PDOS) of Ni 3d, O 2p and In 4d orbitals (the O atom adjacent to Ni) in (a) Ni1-

doped, (b) Ni1-adsorbed and (c) Ni8- and (d) Ni6-cluster. The d-band center is shown with a dashed grey line. The 

Fermi level is set at zero. 

B5. Bader Charge analysis of the Ni8/In2O3 model 

Table B8. Bader charges of stoichiometric and oxygen-defective Ni8/In2O3(111) surfaces. 

Cluster q[Nix] /|e| 

Ni8-cluster stoichiometric 1.07 

Ni8-cluster with one Ov 0.67 

 

Figure B7. Bader charge analysis of (a) Ni8-cluster stoichiometric and (b) Ni8-cluster with one oxygen vacancy (Ov3) 

indicated by a dashed circle. Upon formation of an oxygen vacancy, the excess charge is redistributed towards the 

closest Ni atom from the cluster. 
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B6: pCOHP analysis of O bonding on Ni-In2O3 

 

Figure B8. Projected cystal hamiltonian population (pCOHP) analysis of Ni-O and In-O bonds. (a) In-O 

interactions for a surface oxygen on bare In2O3. (b-c) Ni-O and In-O interactions for a surface oxygen atom 

bonding the Ni1-doped (b-c) and Ni1-adsorbed (d-e), respectively. (f-g) Ni-O and In-O interactions for a 

surface oxygen atom at the Ni-In2O3 interface in the Ni8-cluster model. Positive (negative) pCOHP values 

indicate (anti)bonding interactions.The Fermi level is set at zero. The structures on the right show the 

interactions taken into account for each model surface. 
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B7. DFT Tables  

Table B9a. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni1-doped In2O3 model catalyst 

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb (kJ/mol) 

ID Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 2.51 1.79 70 364 

2 2OH∗  ⇄ H2O ∗ + O∗ 0.19 2.91 164 27 

3 H2O ∗  ⇄  H2O(g) + ∗ - - 80 - 

 Formate pathway     

4 CO2(g) + ∗ ⇄ CO2
∗  1.0 1.0 103 - 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 2.51 1.79 104 126 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 0.086 0.47 165 158 

7 HCO2
∗ + H∗  ⇄ H2CO2

∗ +∗ 0.05 0.93 313 26 

8 H2CO2 ∗ + H2(g) + 2 ∗⇄ H2CO2
∗ + 2H∗ 2.51 1.79 71 102 

9 H2CO2
∗ + 2H∗ ⇄ H2CO2H∗ + H∗   2.64 1.82 49 7 

10 H2CO2H∗ + H∗  ⇄ CH2O∗ +  H∗ +  OH∗ 1.00 1.00 97 237 

11 CH2O∗ + OH∗  +  H∗ ⇄ CH3O∗ + O∗ +  H∗ 3.453 2.16 117 69 

12 CH3O∗ + H∗  ⇄ CH3OH(g) 0.728 4.30 102 121 

13 Ni# ⇄ Ni 1.0 1.0 120 35 

 rWGS pathway     

14 CO2
∗ ⇄ CO(g) +  O∗  - - 230 - 

 Activation energies were directly obtained from DFT calculations. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 

Elementary steps ID correspond to Figure 4.3a 
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Table B9b. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni1-adsorbed In2O3 model 

catalyst. 

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb (kJ/mol) 

ID Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 0.20 0.57 19 55 

2 H∗ + OH∗  ⇄ H2O ∗ + O∗ 1.70 0.39 93 66 

3 H2O ∗  ⇄  H2O(g) + ∗ - - 177 - 

 Formate pathway     

4 CO2(g) + ∗ ⇄ CO2
∗  1.0 1.0 144 - 

5 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 0.20 0.57 19 55 

6 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 5.55 0.59 66 68 

7 HCO2
∗ + H∗  ⇄ H2CO2

∗ +∗ 0.17 1.44 114 34 

8 H2CO2
∗ + ∗⇄ CH2O∗ + O* 1.05 0.28 101 33 

9 CH2O∗ + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗ 0.20 0.57 19 55 

10 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ 0.47 0.54 55 132 

11 CH3O∗ + H∗  ⇄ CH3OH(g) 0.06 0.61 61 54 

 CO hydrogenation pathway     

12 CO∗
2 + ∗ ⇄ CO∗ + O∗ 0.52 0.17 81 78 

13 CO∗ + H2(g) +  2 ∗ ⇄ CO∗ + 2H∗ 0.20 0.57 19 55 

14 CO∗ + 2H∗ ⇄ HCO∗ + H∗ 0.52 0.17 71 65 

15 HCO∗ + H∗ ⇄ CH2O∗ + *  0.20 0.57 177 35 

 rWGS pathway     

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.31 0.02 82 69 

17 COOH∗ + ∗ ⇄ CO∗ + OH∗ 1.13 0.33 42 25 

18 CO∗ +  OH∗ + H∗ ⇄ CO∗ +  H2O∗ 1.51 0.96 140 198 

19 CO∗ ⇄ CO(g) +  Ov  - - 51 - 

20 CO∗ ⇄ CO(g) + ∗  - - 121 - 

 Activation energies were directly obtained from DFT calculations. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 

Elementary steps ID correspond to Figure 4.3b 
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Table B9c. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni8/In2O3 model catalyst.  

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb (kJ/mol) 

ID Oxygen vacancy formation pathway     

1 H2(g) + 2 ∗⇄ 2H∗ 2.51 1.79 0 89 

2 2H∗ + O ⇄ H∗ + OH∗  2.93 0.51 152 146 

3 H∗ + OH∗  ⇄ H2O ∗ +∗ 0.13 0.40 140 172 

4 H2O ∗  ⇄  H2O(g) + ∗ - - 80 - 

 Formate pathway     

5 CO2(g) + ∗ ⇄ CO2
∗  1.0 1.0 144 - 

6 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 2.51 1.79 0 89 

7 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 1.01 0.9 95 116 

8 HCO2
∗ + H∗ ⇄ H2CO2

∗  0.56 0.85 177 39 

9 H2CO2
∗ + ∗  ⇄ CH2O∗ + O∗   2.64 1.82 52 71 

10 CH2O∗  + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗  2.51 1.79 0 89 

11 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ + ∗ 1.61 4.78 83 124 

12 CH3O∗ + H∗  ⇄ CH3OH∗+* 0.82 1.31 124 94 

13 CH3OH∗ ⇄ CH3OH(g) + ∗  - - 35 - 

 CO hydrogenation pathway     

14 CO∗
2 +∗⇄ CO∗ + O∗ 1.72 0.75 114 144 

15 CO∗ + H2(g) +  2 ∗ ⇄ CO∗ + 2H∗ 2.51 1.79 0 89 

16 CO∗ + 2H∗ ⇄ HCO∗ + H∗+∗ 1.3 1.1 150 119 

17 CO∗ + 2H∗ ⇄ COH∗ + H∗ +∗ 1.2 0.54 235 120 

18 HCO∗ + H∗ ⇄ HCOH∗ + ∗ 0.48 0.90 69 39 

19 HCO∗ + H∗ ⇄ CH2O∗ + ∗ 0.48 0.51 165 10 

20 COH∗ + H∗ ⇄ HCOH∗ + ∗ 0.48 0.90 211 99 

21 HCOH∗ + H2(g) +  2 ∗ ⇄ HCOH∗ + 2H∗ 2.51 1.79 0 89 

22 HCOH∗ + 2H∗ ⇄ CH2OH∗ + H∗ 0.67 3.13 111 61 

23 CH2OH∗ + H∗ ⇄ CH3OH∗ +∗ 1.0 1.0 76 128 

 rWGS pathway     

24 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.73 0.89 62 14 

25 COOH∗ +∗⇄ CO∗ + OH∗ 7.32 3.55 66 125 

26 CO∗ + OH∗ + H∗ ⇄ H2O∗+CO∗+∗ 0.67 0.67 122 172 

27 CO∗ ⇄ CO(g) +  Ov  - - 114 - 

28 CO∗ ⇄ CO(g) + ∗  - - 130 - 

 Activation energies were directly obtained from DFT calculations. Pre-exponential factors were estimated by transition 

state theory at T = 550 K. Elementary steps ID correspond to Figure 4.3c 
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B8. Geometries of elementary reaction steps on Ni1-doped model 

 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

      

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐 + ∗ ⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝟐

∗ +  𝐇∗ 

  
  

  

7. 𝐇𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝟐

∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝟐
∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐇𝟐𝐂𝐎𝟐

∗ +  𝟐𝐇∗ 

  
 

   

9. 𝐇𝟐𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝟐 𝐇∗ +  𝐇∗   10. 𝐇𝟐𝐂𝐎𝟐 𝐇 + ∗ +𝐇∗  ⇄ 𝐇𝟐𝐂𝐎∗ + 𝐎𝐇∗  + 𝐇∗ 

      

11. 𝐂𝐇𝟐𝐎∗ + 𝐇∗ + 𝐎𝐇∗ ⇄ 𝐂𝐇𝟑𝐎∗  + ∗ 𝐎𝐇∗ 12. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗ 
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13. 𝐍𝐢# ⇄ 𝐍𝐢 14. 𝐂𝐎𝟐
∗ + ∗ ⇄ 𝐂𝐎(𝐠) + 𝐎 ∗ 

    

 

 

B9. Geometries of elementary reaction steps on Ni1-adsorbed model 

 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 

  

 

   

 

 

3.  𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐂𝐎𝟐(𝐠) + ∗⇄ 𝐂𝐎𝟐
∗ +  

 

 

  

 

 

5. 𝐂𝐎𝟐
∗ +  𝟐 ∗  +𝐇𝟐  ⇄ 𝐂𝐎𝟐

∗ + 𝟐𝐇 6. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝟐

∗ + ∗  +𝐇∗ 

      

7. 𝐇𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝟐

∗ + ∗ 8. 𝐇𝟐𝐂𝐎𝟐
∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   
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9. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 10. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + ∗  

      

11. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗  

   

   

12. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 13. 𝐂𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐎∗ + 𝟐𝐇∗ 

      

14. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎∗ + 𝐇∗ 15. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎∗ + ∗ 

      

 

16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 

      

18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 19. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) +  𝐎𝐯  
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20. 𝐂𝐎∗ ⇄ 𝐂𝐎(𝐠) + ∗     

 

 

 

   

B10. Geometries of elementary reaction steps on Ni8-cluster model 

 

1. 𝐇𝟐 + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝟐𝐇∗ + 𝐎 ⇄ 𝐇∗ + 𝐎𝐇∗  

 
     

3. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎 ∗ 

   
 

 

 

5. 𝐂𝐎𝟐 + ∗ ⇄ 𝐂𝐎𝟐
∗ + 6. 𝐂𝐎𝟐

∗ + 𝐇𝟐(𝐠) ⇄ 𝐇𝐂𝐎𝐎∗ +  𝟐𝐇∗ 

 

 

  

 

 

7. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝐂𝐎𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ +  𝐇∗ +∗ 
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9. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   10. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 

    

 

 

11. 𝐂𝐇𝟐𝐎∗ + 𝟐𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + 𝐇∗ +  ∗ 12. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇∗ 

 
  

   

13. 𝐂𝐇𝟑𝐎𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗ 14. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 

 

 

    

15. 𝐂𝐎∗
𝟐 + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐎∗ + 𝟐𝐇∗ 16. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎∗ + 𝐇∗ 

 

 

    

17. 𝐂𝐎∗ + 𝟐𝐇∗ ⇄ 𝐂𝐎𝐇∗+𝐇∗ 18. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐇∗ + ∗ 

      

19. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎∗ + ∗ 20. 𝐂𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐇∗ +∗ 
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21. 𝐇𝐂𝐎𝐇∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐇𝟐𝐂𝐎𝐇∗ + 𝟐𝐇∗ 22. 𝐇𝐂𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐇∗ +∗ 

 

 

    

23. 𝐂𝐇𝟐𝐎𝐇∗ + 𝐇∗ ⇄ 𝐂𝐇𝟑𝐎𝐇∗ +∗  

   

   

24. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗  25. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 

      

26. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 27. 𝐂𝐎∗ + 𝐇𝟐𝐎(𝐠) ⇄∗ +𝐂𝐎(𝐠) + 𝐇𝟐𝐎∗ 
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Table B10. Forward and backward activation energies (in kJ/mol) for CO activation elementary steps. A 

comparison with Sterk et al.1 is included. 

Elementary Reaction Step 𝑬𝐚   𝑬𝐛    Ref 

𝐂𝐎∗(𝟑𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝟑𝐟)  312 265 This work 

𝐂𝐎∗(𝟐𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝟑𝐟) 231 135 This work 

𝐂𝐎∗(𝟑𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝐈𝐧) 241 75 This work 

𝐂𝐎𝐇∗ + ∗ ⇄  𝐇𝐂∗ + 𝐎∗ N.A. N.A. This work 

𝐇𝐂𝐎∗ + ∗ ⇄  𝐇𝐂∗ + 𝐎∗ 174 34 This work 

𝐇𝟐𝐂𝐎∗ + ∗ ⇄  𝐇𝟐𝐂∗ + 𝐎∗ N.A. N.A. This work 

𝐇𝟑𝐂𝐎∗ + ∗ ⇄  𝐇𝟑𝐂∗ + 𝐎∗ N.A. N.A. This work 

𝐂𝐎∗ + ∗ ⇄  𝐂∗ + 𝐎∗ 150 99 Ni(110)1 

𝐂𝐎𝐇∗ + ∗ ⇄  𝐇𝐂∗ + 𝐎∗ 154 32. Ni(110)1 

𝐇𝐂𝐎∗ + ∗ ⇄  𝐇𝐂∗ + 𝐎∗ 117 31 Ni(110)1 

𝐇𝟐𝐂𝐎∗ + ∗ ⇄  𝐇𝟐𝐂∗ + 𝐎∗ 82 68 Ni(110)1 

𝐇𝟑𝐂𝐎∗ + ∗ ⇄  𝐇𝟑𝐂∗ + 𝐎∗ 182 198 Ni(110)1 

 

Table B11. Structures of IS, TS and FS for the CO dissociation elementary reaction steps 

  

𝐂𝐎∗(𝟑𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝟑𝐟) 𝐂𝐎∗(𝟐𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝟑𝐟) 

      

𝐂𝐎∗(𝟑𝐟) + ∗ ⇄  𝐂∗(𝟑𝐟) + 𝐎∗(𝐈𝐧) 𝐇𝐂𝐎∗ + ∗ ⇄  𝐇𝐂∗ + 𝐎∗ 
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B11. Further microkinetic simulations 

 

Figure B9. (a) TOF to CH3OH (s-1) and (b) TOF to CO (s-1) as a function of temperature obtained by the 

microkinetic model for the three Ni-In2O3 model catalysts. 

Figure B10. (a) CO2 consumption rate (s-1) and (b) CH3OH selectivity as a function of temperature on 

different models (p = 50 bar, H2/CO2 ratio =5). The data for In2O3-bare are taken from reference [2] 
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Figure B11. Methane selectivity as a function of the temperature. Blue: Eact(CO diss) = 30 kJ/mol; light 

red: Eact(CO diss) = 40 kJ/mol, dark red: Eact(CO diss) = 50 kJ/mol, brown: Eact(CO diss) = 60 kJ/mol. 

Figure B12. Apparent activation energy with CH3OH (blue) or CO (red) as key component for (a) Ni8-

cluster, (b) Ni1-adsorbed and (c) Ni1-doped.  

 

Figure B13. Methanol selectivity at lower H2 partial pressure (H2:CO2 = 1:5). 
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B12. Comparison with Ni6-cluster model 

Table B12. Forward and backwards activation energies (in kJ/mol) for key elementary reaction steps on 

Ni8- and Ni6-In2O3 models. 

 Ni8 Ni6 

Elementary Reaction Step 𝑬𝐚   𝑬𝐛    𝑬𝐚  𝑬𝐛    

𝐂𝐎∗ + ∗ ⇄  𝐂∗ + 𝐎∗  231 135 270 154 

𝐇𝐂𝐎𝟐
∗ + 𝐇∗  ⇄  𝐇𝟐𝐂𝐎𝟐

∗ +∗ 177 40 133 76 

𝐂𝐎𝟐
∗ + ∗ ⇄  𝐂𝐎∗ + 𝐎∗ 114 144 98 121 

 

Table B13. Initial, transition and final states the calculations on Ni6-In2O3 as reported in Table S8. 

  

𝐂𝐎∗ + ∗ ⇄  𝐂∗ + 𝐎∗  𝐇𝐂𝐎𝟐
∗ + 𝐇∗  ⇄  𝐇𝟐𝐂𝐎𝟐

∗ +∗ 

      

𝐂𝐎𝟐
∗ + ∗ ⇄  𝐂𝐎∗ + 𝐎∗  
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Figure B16. Methanol selectivity for different Ni clusters as a function of temperature. Red: Ni6-In2O3; 

blue: Ni8-In2O3. 
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CHAPTER 5 

Microkinetic modeling of the reverse water-gas shift on Ni-In 

catalysts 

Abstract 

The reverse water-gas shift (rWGS) reaction can significantly contribute to renewable energy storage based 

on CO2 hydrogenation, because synthesis gas is a platform to the production of a wide range of fuels and 

chemicals. Ni-In bimetallic catalysts are highly active and CO-selective catalysts. Herein, we investigated 

the hydrogenation of CO2 to CO, CH3OH and CH4 on a NiIn(100) surface using density functional theory 

and microkinetic simulations. The NiIn alloy surface converts CO2 to CO with a high CO selectivity, 

predominantly involving a redox mechanism where one of the C-O bonds of CO2 is directly cleaved. The 

O atom is removed by O hydrogenation followed by OH disproportionation. Formation of methane is 

suppressed by the high activation energy for C-O bond cleavage. These barriers are high because of the 

dilution of the Ni surface with less reactive In atoms as verified by additional calculations that the barrier 

for CO dissociation on a step-edge NiIn(101) surface is also too high. CH3OH formation is inhibited by the 

high barriers for the hydrogenation of CO2 or CO.  
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5.1 Introduction 
Controlling CO2 emissions is key to fight global warming and its negative impact on the climate.1–3 

Capturing CO2 from combustion processes or directly from air and transforming it into liquid fuels and 

chemicals allows reducing such emissions. The use of carbon in a circular manner can lead to the 

replacement of fossil fuels by renewable energy sources. CO2 conversion to fuels and chemicals can be 

achieved by thermochemical reduction with hydrogen obtained from renewable resources.4–6 Catalytic 

hydrogenation of CO2 can be used to obtain C1 products via the reverse water-gas shift reaction (rWGS, 

CO2+H2⇌CO+H2O), methanation (CO2+4H2⇌CH4+2H2O) and methanol synthesis 

(CO2+3H2⇌CH3OH+H2O).1,3,7–11 The topic of CO2 hydrogenation to C1 products has been reviewed 

recently.11–15 An alternative approach is to convert CO2 directly to longer hydrocarbons and aromatics.3,16 

This can also be done in an indirect manner via synthesis gas (CO + H2), which is a common feedstock for 

the already commercial methanol and Fischer-Tropsch processes. Given that several processes based on 

synthesis gas are practiced at a large scale, it is clear that rWGS to convert CO2 to CO will grow in 

importance.  

The rWGS reaction is an equilibrium-limited endothermic reaction (ΔHR = +41.17 kJ/mol). Therefore, high 

temperatures in the range of 400–800 oC are typically required to achieve a high CO2 conversion and CO 

selectivity. Practical implementation of the rWGS reaction requires the development of active and selective 

catalysts. Precious metal-based catalysts such as Rh,9 Au,17 Pd,18,19 and Pt20 are known to be active catalysts 

for the rWGS reaction. However, methane may be easily produced on some of these metals due to their 

ability to dissociate the C-O bond in the desired CO product as well.21–23 Bimetallic alloys based on these 

metals have also been investigated.24–26 For instance, alloying Co with Pt increases the CO selectivity during 

CO2 hydrogenation from 82% (Co-only) to 100% (PtCo) at the expenses of the methane selectivity.24 

Bimetallic PdIn on SiO2 shows lower activity but higher selective to CO compared to a Pd/SiO2 catalyst.27 

A density functional theory (DFT) study revealed that a PdIn alloy is less active for H2 dissociation than 

Pd. This together with the weaker adsorption of CO on PdIn alloy compared to Pd resulted in a lower 

hydrogenation rate of CO to CH4 on PdIn. Given the scarcity of precious group metals, it would be 

advantageous to replace them with more Earth-abundant transition metals.28  As Cu is widely used in low-

temperature WGS reactors, supported Cu catalysts have also been explored as rWGS catalysts. A major 

problem is the rapid sintering of the active Cu phase under the harsh conditions of the rWGS reaction (high 

temperature, high water partial pressure).29 Alloying Cu with Fe can increase the CO selectivity and the 

CO2 conversion.30,31 Bimetallic CuIn on ZrO2 exhibited significantly higher CO2 conversion than a Cu/ZrO2 

catalyst.32 DFT calculations suggested that oxygen removal is improved in Fe–Co mixed oxides compared 

to a Co(001) surface 33 Another example is the alloying of Mo with Fe, resulting in a higher activity than 

the Fe-only catalyst..26,30 Although Ni is active in the rWGS reaction, its high activity in the hydrogenation 
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of CO2 to methane makes pure Ni catalysts a less obvious choice.35 As such, promoting Ni with other metals 

has been explored to decrease CH4 formation. For instance, combining Ni with In can result in a higher 

selectivity to CO and CH3OH. 36-37 A InNi3C0.5 catalyst was found to enhance CO2 dissociation on Ni-C 

sites, leading to high CO selectivity by suppressing methanation pathways.38 A computational study 

reported that bilayer structures with the InNi3 composition placed on the In2O3(111) surface can increase 

methanol reaction rates by providing hydride species, whereas extended surfaces of InNi3 and Ni favor CO 

and CH4 formation, respectively.39 In a recent experimental study of CO2 hydrogenation on silica-supported 

Ni catalyst, we found that a 50:50 Ni-In alloy gave the best result in terms of high activity and negligible 

methane selectivity. However, understanding of the active phase and reaction mechanism of CO2 

hydrogenation on NiIn catalysts is still lacking.  

In the present study, we employ DFT calculations in combination with microkinetic modeling to investigate 

the mechanism of CO2 hydrogenation to CO, CH3OH and CH4 on a NiIn(100) surface model. We calculated 

the energetics of the elementary reaction steps for CO2 conversion with H2. Based on the reaction energetics, 

we construct microkinetic models to predict the CO2 consumption rate and the product distribution as a 

function of temperature. We perform a sensitivity analysis of the kinetic network to identify the elementary 

steps that control the rate of CO2 consumption and product selectivity. The key finding is that the reaction 

involves a direct redox mechanism where one of the C-O bonds in CO2 is cleaved, followed by O 

hydrogenation to H2O. The formation of CH4 is suppressed by the high activation energy for CO 

dissociation on NiIn surfaces. CH3OH is not formed on such surfaces due to the high barriers associated 

with hydrogenation of either CO2 or CO.  

5.2 Computational Methods 

5.2.1 Density Functional Theory Calculations 

All DFT calculations were conducted using the projector augmented wave (PAW) method40 and the 

Perdew–Burke–Ernzerhof (PBE)41 exchange-correlation functional as implemented in the Vienna Ab Initio 

Simulation Package (VASP) code.42,43 Solutions to the Kohn-Sham equations were calculated using a plane-

wave basis set with a cut-off energy of 450 and 400 eV for the NiIn bulk and NiIn surfaces, respectively. 

All calculations were spin-polarized. The Brillouin zone was sampled using a 9x9x9 and a 7x7x1 

Monkhorst-Pack grid for the NiIn bulk and NiIn surfaces, respectively. An energy cut-off of 400 eV and 

convergence criteria of the force on each relaxed atom below 0.05 eV Å−1 were found to give converged 

results in the current work. Van der Waals interactions were accounted for by the semiempirical DFT-D3 

method.44 The electronic energies of gas-phase H2, H2O, CO, CO2 and CH3OH were calculated using a 

cubic unit cell with lattice vector of 8 Å. The Brillouin zone was sampled using a 1x1x1 Monkhorst-Pack 

grid (G-point only). Gaussian smearing was employed. Electronic energies were corrected for zero-point 
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energies of adsorbates and gas-phase molecules and finite-temperature contributions of the translational 

and rotational energies of gas-phase molecules. 

NiIn has a hexagonal P6/mmm crystal structure. The bulk lattice constant of NiIn was optimized, yielding 

a value of 5.72 Å.45 The InNi(100) surface was modelled as a 4-layer and 2×2 slab with periodic boundary 

conditions. A 15 Å vacuum region was introduced in the c-direction to avoid the spurious interaction of 

neighbouring super cells. It was verified that the electron density approached zero at the edges of the 

periodic super cell in the c-direction.  

The stable states of the elementary reaction steps pertaining to CO2 hydrogenation were calculated using 

the conjugate-gradient algorithm. Adsorption energies of adsorbates (Δ𝐸X
ads) are defined as: 

 Δ𝐸X
ads = 𝐸X+slab − 𝐸slab − 𝐸X . (5.1) 

where 𝐸X+slab is the electronic energy of the catalyst plus adsorbate system, 𝐸slab is the reference energy 

of the NiIn slab and 𝐸X  is the DFT-calculated energy of the adsorbate in the gas phase. Herein, we include 

the electronic energy and the zero-point energy correction. 

The stable states in the chemo-kinetic network were calculated using the conjugate-gradient algorithm. 

Transition states were determined using the climbing-image nudged elastic band (CI-NEB) method.46 A 

frequency analysis was performed to all states. Specifically, it was verified that stable states have no 

imaginary frequencies and transition states have a single imaginary frequency in the direction of the reaction 

coordinate.47 The Hessian matrix in this frequency analysis was constructed using a finite difference 

approach with a step size of 0.015 Å for displacement of individual atoms along each Cartesian coordinate. 

The corresponding normal mode vibrations were also used to calculate the zero-point energy (ZPE) 

correction and the vibrational partition functions.  

Partial Density of State (pDOS) and projected Crystal Orbital Hamiltonian Population (pCOHP) analysis 

are conducted to analyze the electronic structure of each Ni and NiIn surface using the Lobster package.48,49 

The atomic charges of Ni atoms were calculated using the Bader charge method.50  
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5.2.2 Microkinetic simulations 

Microkinetic simulations were conducted based on the DFT-calculated activation energies and reaction 

energies to investigate the kinetics of CO2 hydrogenation to methanol. The chemo-kinetic network was 

modelled using a set of ordinary differential equations involving rate constants, surface coverages and 

partial pressures of gas-phase species. Time-integration of the differential equations was conducted using 

the linear multistep backwards differential formula method with a relative and absolute tolerance of 10-8.51–

53  

For the adsorption processes, the net rate of a gas-phase species 𝑖 was calculated as: 

 𝑟𝑖 = 𝑘𝑖,ads𝜃∗𝑝𝑖 − 𝑘𝑖,des𝜃𝑖  (5.2) 

where 𝜃∗ and 𝜃𝑖  are the fraction of free sites and the fraction of coverage species 𝑖, respectively.  𝑘𝑖,ads/des 

is the rate constant for the adsorption/desorption process and 𝑝𝑖 is the partial pressure of species 𝑖.  

To derive a rate for the adsorption processes, we assumed that the adsorbate loses one translational degree 

of freedom in the transition state with respect to the initial state. From this assumption, the rate of adsorption 

derived from transition state theory can be expressed as follows: 

 
𝑘i,ads =

𝑝 𝐴st

√2𝜋𝑚i𝑘B 𝑇
 , 

(5.3) 

where 𝐴𝑠𝑡 and 𝑚𝑖 are the effective area of an adsorption site and the molar mass of the gas species, 

respectively. 𝑝 and 𝑇 are the total pressure and temperature, respectively, and 𝑘B is the Boltzmann constant. 

The gas-phase entropy of the adsorbates was calculated using the thermochemical Shomate equation as 

given by  

𝑆0 = 𝐴 ∙ ln(𝑇) + 𝐵 ∙ 𝑇 +  
𝐶 ∙  𝑇2

2
+

𝐷 ∙  𝑇3

3
−

𝐸

2 ∙ 𝑇2
+ 𝐺, 

(5.4) 

where 𝑆0 is the standard molar entropy.54 The parameters A-G from equation (5.4) were obtained from the 

NIST Chemistry Webbook.55 32 For the corresponding desorption processes, we assumed that the species 

gains two translational degrees of freedom and three rotational degrees of freedom in the transition state 

with respect to the initial state. From this assumption, the rate of desorption derived from transition state 

theory can be expressed as follows: 

 
𝑘des =

𝑘B ∙  𝑇3

ℎ3
∙

𝐴st(2𝜋𝑚𝑘B)

𝜎 𝜃rot
∙  𝑒

Δ𝐸des
𝑘B𝑇  

(5.5) 
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Herein, 𝑘des is the rate constant for the desorption of the adsorbate, ℎ is the Planck constant, 𝜎 is the 

symmetry number and corresponds to the number of rotational operations in the point group of each 

molecule. 𝜃rot the rotational temperature, and Δ𝐸ads the desorption energy. 𝐴st is equal to 1⋅10-19 m2. 

Finally, the rate constant (𝑘) of an elementary reaction step is given by 

 
𝑘 =

𝑘B𝑇

ℎ

𝑄≠

𝑄
 e

(
−𝛥𝐸act

𝑘B𝑇
)
, 

(5.6) 

where 𝑄≠ and 𝑄 are the partition functions of the activated complex and its corresponding initial state, 

respectively, and 𝛥𝐸act is the ZPE-corrected activation energy.  

To identify the steps that control the CO2 consumption rate and the product distribution, we employed the 

concepts of the degree of rate control (DRC) developed by Kozuch and Shaik56,57 and popularized by 

Campbell.58,59 

Herein, the degree of rate control coefficient is defined as 

 
XRC,i = (

𝜕ln𝑟𝑖

𝜕ln𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

 
(5.7) 

A positive DRC value for a particular elementary reaction step indicates that this step limits the reaction 

rate. A decrease in the activation energy for the transition state of this elementary reaction step would 

increase the overall rate. Negative DRC values point to rate-inhibiting elementary reaction steps. Lowering 

the barrier of such a reaction step decreases the overall reaction rate. Under zero extent of reaction, the sum 

of the DRC coefficients is conserved at one.45 When a single elementary reaction step has a DRC coefficient 

of 1, this step is identified as the rate-determining step. 

5.3 Results and discussion 

5.3.1 Bulk and surface NiIn models 

To select representative surface models of NiIn catalysts, we calculated the surface free energy of several 

surface terminations obtained from a NiIn bulk model. NiIn crystallizes in the bulk forming a hexagonal 

structure belonging to the P6/mmm space group (Figure C1). Ni is bonded to 10 other metal atoms, i.e., 4 

equivalent Ni and 6 In atoms. All Ni–Ni bond lengths are 2.61 Å. There are two shorter (2.61 Å) and 4 

longer (2.64 Å) Ni–In bond lengths. There are two different In sites in this structure. One type of In is 6-

fold coordinated to exclusively Ni atoms, while the second type is bonded in a hexagonal planar geometry 

to 6 Ni atoms. 
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Based on an optimized bulk structure of NiIn, we computed the surface free energies for the low-index 

surface terminations, i.e. (101), (100), (110), (111), (211) and (321) of NiIn (Table C1). The resulting 

surface free energies of these NiIn surface terminations are listed in Table C1. Based on these results, we 

chose the NiIn(100) and as model for a flat surface (Figure 5.1). This surface exposes the same number of 

Ni and In atoms. As can be seen from Figure 1, the NiIn(100) facet contains a threefold fcc site composed 

of two Ni atoms and one In atom (fcc_Ni2In) and three different bridge sites (b_Ni2, b_In2 and b_NiIn). For 

completeness, we mention that the step-edge NiIn(101) surface also exposes the same number of Ni and In 

atoms. In contrast, other surfaces such as (100), (111), (211) and (321) can expose Ni and In atoms in 

different ratios (Table C1).  

Figure 5.1. Schematic representation of the NiIn(100). (a) top view and (b) side view. Adsorption sites 

include threefold-fcc (fcc_Ni2In) and bridge sites (b_Ni2, b_In2 and b_NiIn).  

5.3.2 Reaction mechanism 

We then used DFT to calculate the energetics of the elementary reaction steps in the hydrogenation of CO2 

hydrogenation to methanol, methane, carbon monoxide and water for the NiIn(100) surface. The reaction 

network explored in this study is depicted in Figure 5.2. Based on previous computational studies,38,60,61 we 

investigated two different pathways for the reverse water-gas shift (rWGS) reaction leading to CO. CO 

formation can take place either via direct cleavage of one of the C-O bonds in CO2 (redox pathway) or via 

a H-assisted pathway involving the COOH intermediate (carboxyl pathway). The removal of oxygen as 

H2O is also taken into account. Furthermore, several pathways for the hydrogenation of CO2 to CH3OH via 

H2CO2, H2COH, COHOH or CO intermediates were considered. Finally, we investigated the formation of 

CH4 via CO2 hydrogenation via formates and CO hydrogenation.  

We will discuss the elementary reaction steps of this network. The activation energies are given with respect 

to the most stable adsorbed state for each intermediate. A full list is provided in Table C2. The geometries 

corresponding to initial, transition and final states are reported in section C3 in Appendix C.  
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Figure 5.2. Complete reaction network for CO2 hydrogenation to CO, CH4 and CH3OH. Dark red: redox 

pathwya to CO; light red: carboxyl pathway to CO; orange: oxygen removal via H2O formation; light blue: 

formate pathway to CH3OH; dark green: CO hydrogenation pathway to methanol; purple: HCO2H patwhay 

to CH3OH; light green: COHOH pathway to CH3OH; dark grey: CO2 methanation pathway.  

5.3.2.1 CO formation 

The rWGS reaction was modeled based on the redox62–64 and carboxyl (COOH) mechanisms.65,66 Formate 

intermediates are usually considered to be spectators not actively participating in the formation of CO.67,68 

The redox mechanism is represented by steps 1-3, while steps 8-9 constitute the carboxyl mechanism. 

Oxygen removal via H2O formation is considered by steps 4-7. The potential energy diagrams for these 

reactions are given in Figure 5.3-5.  

The adsorption energy of CO2 of ΔEads -32 kJ/mol is similar to the value obtained in a previous 

computational study on a bimetallic NiIn model surface.38 Moreover, this value is comparable to the CO2 

adsorption energy on a Ni(110) surface.60 39 On the NiIn(100) model, the C atom and one of the O atoms 

bind to the Ni atom, while the other O atom binds to an adjacent In atom. In the redox mechanism, direct 

dissociation of CO2 to CO and O (step 2) has an activation energy of 127 kJ/mol and is exothermic by ΔER 
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= -55 kJ/mol. This activation energy is considerably higher than values of 49 and 78 kJ/mol for respectively 

terrace Ni(111) and stepped Ni(311) surfaces.40 In the transition state (TS), one of the O atoms resides in a 

quasi-bridge configuration between Ni and In. In the final state (FS), the CO product occupies a bridge site 

between two Ni atoms (b_Ni2 ), whereas the O atom is located in a bridge site between two In atoms (b_In2). 

O removal proceeds via H2O formation. Dissociative adsorption of H2 is barrierless and results in the 

formation of 2 Ni-H species (ΔER = -89 kJ/mol). The O adsorbate is hydrogenated to OH (step 4, ΔEa = 

120 kJ/mol), which occupies a fcc threefold site (fcc_Ni2In). Next, OH can be hydrogenated to H2O 

adsorbed on a b_Ni2 site (step 5, ΔEa = 121 kJ/mol). Alternatively, H transfer between two OH adsorbates 

can yield H2O and again an O atom (step 6, ΔEa = 77 kJ/mol). Compared to direct OH hydrogenation, the 

latter proton migration has a lower barrier, as also found for extended metal surfaces of Rh and Ru.69,70 The 

desorption of CO and H2O (steps 3 and 7, respectively) close the rWGS pathway. These elementary steps 

are associated with desorption energies of 171 and 39 kJ/mol, respectively. These adsorption energies are 

comparable with values reported for extended Ni surfaces.60 In the carboxyl mechanism, cleavage of the C-

O bond in CO2 takes place via a H-assisted pathway involving a COOH intermediate. This pathway involves 

protonation of adsorbed CO2 to form COOH (step 8). This elementary step features a forward barrier of 

168 kJ/mol and is endothermic by ΔER = 34 kJ/mol. Next, COOH dissociates into CO and OH (step 9) with 

an activation energy of 132 kJ/mol (ΔER = - 26 kJ/mol). A comparison of the two pathways shows that the 

direct redox pathway has a lower overall barrier than the carboxyl pathway.  

 
Figure 5.3. Potential energy diagrams of the conversion of CO2 and H2 to CO and H2O via the rWGS 

pathway. Red: redox mechanism. Ped: carboxyl mechanism.  

5.3.2.2 Methanol formation 

As shown in Figure 5.2, CH3OH can be obtained from CO2 and H2 following different pathways. The 

corresponding PEDs are depicted in Figure 5.4a-b. The geometries of IS, TS and FS are reported in Table 

S3 of the SI. On the NiIn(100) surface, methanol can be obtained from CO2 and H2 via formate (steps 10-

15). The C atom in CO2 is hydrogenated by a surface hydride to form HCO2, occupying a b_Ni2 site (step 

10). This step has an activation energy of 162 kJ/mol and is slightly exothermic (ΔER = -7 kJ/mol). Next, 

HCO2 can be further hydrogenated by another hydride to form H2CO2 (step 11). This elementary reaction 
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step has a very high forward barrier of 242 kJ/mol and is endothermic by 124 kJ/mol. The resulting H2CO2 

can dissociate into CH2O and O (step 12) with an activation energy of 87 kJ/mol and a reaction energy of 

ΔER = 12 kJ/mol. In the FS, the O occupies a fcc_Ni2In site and the CH2O moiety a b_Ni2 site. The CH2O 

moiety can be hydrogenated to CH3O and CH3OH in two consecutive steps (steps 13-14) with respective 

activation energies of 80 and 119 kJ/mol. The CH3O and CH3OH adsorbates occupy b_Ni2 sites. Methanol 

desorption (step 15) closes the catalytic cycle and is associated with a desorption energy of 52 kJ/mol.  

Methanol can also be obtained via a pathway involving a HCO2H intermediate (steps 16-21). One of the O 

atoms of the COOH intermediate can be protonated to form HCO2H, which occupies a b_Ni2 site (step 16). 

This elementary step has an activation energy of 94 kJ/mol and is endothermic by 25 kJ/mol. Protonation 

of one of the O atoms in HCO2 (step 17) can occur with a lower barrier (ΔEa = 80 kJ/mol, ΔER = 53 kJ/mol). 

The resulting HCO2H moiety binds to the surface by forming an O-In bond. Further hydrogenation to 

H2CO2H (step 18) is associated with a barrier of 249 kJ/mol and is endothermic by 57 kJ/mol. Notably, this 

step has the highest forward barrier for the HCO2H pathway. The dissociation of H2CO2H into CH2O and 

OH has a barrier of 71 kJ/mol and is endothermic by 31 kJ/mol (step 19). In the FS, the CH2O and OH 

intermediates occupy b_Ni2 and fcc_Ni2In sites, respectively. The resulting CH2O intermediate can be 

hydrogenated towards CH2OH (step 20; ΔEa = 103 kJ/mol, ΔER = 29 kJ/mol). The last hydrogenation step 

from CH2OH to CH3OH (step 21) has an activation energy of 76 kJ/mol and is exothermic by ΔER = -25 

kJ/mol. Alternatively, CH2O can be hydrogenated to CH3O and CH3OH in two steps (steps 13-14) as 

discussed previously. 

Methanol can also be obtained via a pathway involving adsorbed CO (steps 22-27) obtained via direct 

cleavage of the C-O bond in CO2 (step 2), followed by oxygen removal via H2O formation (steps 4-7) . 

From this state, CO can be hydrogenated to either HCO (step 22, ΔEa = 128 kJ/mol, ΔER = 118 kJ/mol) or 

COH (step 23, ΔEa = 209 kJ/mol, ΔER = 157 kJ/mol). In the FS, both HCO and COH occupy a b_Ni2 site. 

Notably, C-H bond formation is more facile than O-H bond formation, as also observed in a previous 

computational work.70 The HCO intermediate can be hydrogenated to CH2O (step 24, Eact = 77 kJ/mol, ΔER 

= 58 kJ/mol), which is also an intermediate in the formate pathway for methanol formation. Alternatively, 

HCO can be hydrogenated to HCOH (step 25). This step is endothermic by 41 kJ/mol and features a barrier 

of 142 kJ/mol. The HCOH intermediate can also be obtained from COH hydrogenation (step 26) with a 

lower barrier (ΔEa = 111 kJ/mol, ΔER = 9 kJ/mol). Two subsequent hydrogenation steps of the HCOH 

intermediate lead to methanol. The C atom in HCOH can be hydrogenated to CH2OH (step 27, ΔEa = 64 

kJ/mol, ΔER = 46 kJ/mol), followed by further hydrogenation to CH3OH (step 21, ΔEa = 76 kJ/mol, ΔER = 

-25 kJ/mol).  
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CH3OH can also be obtained from CO2 via a COHOH intermediate according to steps 28-29. In this 

pathway, adsorbed CO2 is protonated twice, resulting first in COOH (step 10, rWGS pathway) and then in 

COHOH (steps 33). The first protonation step yielding COOH was discussed earlier. The second 

protonation step to form COHOH is associated with an activation energy of 151 kJ/mol and is endothermic 

by 62 kJ/mol. In the FS, the COHOH moiety occupies a b_Ni2 site. The subsequent dissociation of COHOH 

into COH (step 29) and OH has an activation energy of 150 kJ/mol and endothermic by 25 kJ/mol. In the 

FS, the COH and OH moieties occupy a b_Ni2 and a fcc_Ni2In site, respectively. Next, COH can be 

hydrogenated to CH3OH following the steps 30-32 as discussed earlier. 

 

Figure 5.4. Potential energy diagrams of the conversion of CO2 and H2 to CH3OH via (a) HCO2 (light blue) 

and HCO2H (purple), (b) CO (green) and COHOH (orange). 

5.3.2.3 Methane formation 

The hydrogenation steps of CO2 to methane are given in Figure 5.2 (steps 30-35) in the form of a network 

diagram. Figure 5.5 shows the corresponding PEDs. The geometries of IS, TS and FS are reported in Table 

C3. Adsorption and dissociation of CO2 result in adsorbed CO (steps 1-2). Upon removal of the O via H2O 

formation (steps 4-9), adsorbed CO is obtained, which adsorbs linearly on a b_Ni2 site. From this state, 

direct CO dissociation, leading to atomic carbon and O is associated with an activation energy of 350 kJ/mol 

and is endothermic by 234 kJ/mol (step 30). In the FS, the C and O atom occupy b_Ni2 and fcc_Ni2In sites, 

respectively. Furthermore, compared to extended Ni surfaces, the barrier for CO activation on NiIn(100) is 

significantly higher irrespectively of the Ni surface termination considered 
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This CO dissociation barrier is prohibitively high and points to the inability of the alloyed surface to 

dissociate CO. Various CO dissociation pathways are possible on extended Ni suraces.43,44 An alternative 

mode of CO dissociation involves hydrogenation of CO to HCO (step 22), followed by C-O bond 

dissociation to yield CH and O (step 33). This elementary reaction step has a forward barrier of 201 kJ/mol 

and is endothermic by 98 kJ/mol. Thus, a significantly lower barrier is obtained for the H-assisted pathway. 

The preference for the H-assisted pathway has also been reported for extended Ni surfaces.60 After removal 

of adsorbed O via H2O formation, atomic C can be hydrogenated to CH (step 31, ΔEa = 74 kJ/mol, ΔER = 

-52 kJ/mol). Consecutive hydrogenation steps lead to CH2 (step 32, ΔEa = 99 kJ/mol, ΔER = -6 kJ/mol), 

CH3 (step 34, ΔEa = 62 kJ/mol, ΔER = 11 kJ/mol) and gas-phase CH4 (step 35, ΔEa = 87 kJ/mol, ΔER = -37 

kJ/mol).  

 

Figure 5.5. Potential energy diagrams of CO2 methanation on NiIn(100). Dark grey: direct CO dissociation, 

light grey: H-assisted CO dissociation via HCO.  

5.3.4 Microkinetic simulations 

5.3.4.1 Overall kinetics  

To systematically evaluate the catalytic activity of the Niin(100) model surface, we compute the CO2 

hydrogenation reaction rate using microkinetic simulations with the DFT reaction energetics as input. In 

our simulations, a total pressure (ptot) of 1 bar and a H2/CO2 ratio of 4 were chosen.38 The calculated turnover 

frequencies (TOF) of CO, CH3OH and CH4 formation and the product distribution as a function of 

temperature are shown in Figure 5.6a. The microkinetic model predicts the highest TOF for CO, while 

formation of CH3OH and especially CH4 proceeds at very low rates. As a result, the model predicts a CO 

selectivity close to 100% (Figure 5.6b). The CO selectivity predicted by the microkinetic model is in good 

agreement with experimental observations. Cheng et al. reported a selectivity of 100% to CO on a InNi3C0.5 

catalyst.38  
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Figure 5.6. Results of the microkinetic model as a function of temperature on NiIn(100). (a) Turnover 

frequency (s-1) and (b) selectivity calculated for CO (red), CH3OH and CH4 (grey) (ptot = 1 bar, H2/CO2 

ratio =4:1). 

The analysis of the surface state, apparent activation energy and reaction orders as a function of temperature 

is given in Figure 5.7. At low temperature, the surface is mainly covered by H with a coverage of 0.60 at 

250 oC (Figure 5.7a). The H adatoms occupy b_Ni2 sites on the NiIn(100) surface. Adsorbed O and CO 

occupy the surface to a smaller extent as can be seen by their lower coverages of 0.1 and 0.02, respectively, 

at 250 oC. At higher temperature, the coverage of H decreases in favour of the fraction of free sites, the 

latter becoming dominant for T > 300 oC.  

Concerning the reaction orders, we observe that at low temperature (T < 400 oC) the reaction order H2 is 

negative because the surface is mainly covered by adsorbed H species (Figure 5.7b). Increasing the 

temperature leads to a lower H coverage, explaining the higher reaction order with respect to H2 that is 

nearly zero for T > 400 oC. The reaction order in CO2 is positive and reaches one for T > 250 oC indicating 

that CO2 dissociation might be rate-limiting (vide infra). The microkinetic model predicts an apparent 

activation energy ranging between 120 and 40 kJ/mol in the temperature range investigated. 
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Figure 5.7. (a) Surface coverage and (b) reaction orders of CO2 and H2 and apparent activation energy with 

CO2 as key component as a function of temperature. (ptot = 1 bar, H2/CO2 ratio = 4).  

5.3.4.2 Sensitivity analysis of the kinetic network 

In this section, we discuss in detail the reaction network that leads to CO, CH3OH and CH4 from CO2 

hydrogenation on NiIn(100). We identify elementary steps that control the overall CO2 consumption rate 

and investigate how these steps change with reaction temperature. To this aim, we conduct a detailed 

sensitivity analysis based on Campbell’s degree of rate control (DRC).35  

The results of this analysis are shown in Figure 5.8. At low temperature (200 oC < T < 250 oC), the CO2 

consumption rate is mostly limited by CO2 dissociation (step 2) with CO desorption (step 3) and OH 

disproportionation (step 6) also contributing slightly to the rate control. At T > 250 oC, the CO2 dissociation 

step has a DRC coefficient of approximately 1, reflecting it has become the rate-determining step (RDS) of 

the reaction. 

The dominant pathway for CO formation in CO2 hydrogenation for the NiIn(100) surface is shown in Figure 

5.8b. First CO2 adsorbs on a b_NiIn site (step 1) where one of the two C-O bonds is broken (step 2) followed 

by desorption of CO (step 3). Oxygen is removed by formation of water proceeding via hydrogenation of 

O to OH (step 4) followed by a disproportionation of two OH moieties (step 6) and H2O desorption (step 

7). Direct OH hydrogenation is not taken because it has a significantly higher activation energy compared 

to the disproportionation step (ΔEa = 121 kJ/mol and ΔEa = 76 kJ/mol, respectively). Hydrogenation of CO2 

to CO via the carboxyl pathway contributes only little to CO formation, because CO2 hydrogenation to 

COOH is more difficult than direct CO2 dissociation with respective barriers of 168 and 127 kJ/mol. 

Furthermore, our calculations also confirm that formate intermediates are not relevant for CO formation  
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The most favorable pathway for methanol formation involves the hydrogenation of CO obtained by direct 

CO2 dissociation (Figure 5.8b) to HCO and CH2O (steps 22 and 24), followed by further hydrogenation 

steps to CH3O and CH3OH (steps 153-15). The contribution of methanol formation is very low, because 

hydrogenation of CO to CH2O via HCO has an overall barrier of 209 kJ/mol with respect to adsorbed CO 

and H. This overall barrier is significantly higher compared to CO2 dissociation (ΔEa = 127 kJ/mol). Direct 

hydrogenation of CO2 to methanol via formates does not occur because HCO2 hydrogenation to H2CO2 and 

HCO2H hydrogenation to H2CO2H are associated with very high barriers (ΔEa = 242 kJ/mol and ΔEa = 249 

kJ/mol, respectively). The pathway to methanol via COHOH intermediate is not taken because high barriers 

are associated with protonation of CO2 to COOH (ΔEa = 168 kJ/mol) and COOH to COHOH (ΔEa = 151 

kJ/mol).  

The rate of methane formation via CO hydrogenation (step 22), cleavage of C-O in HCO (step 33) followed 

by sequential hydrogenation to CH4 (steps 32, 34-35) is very low. The overall barrier for CO2 methanation 

with respect to adsorbed CO and H amounts to 311 kJ/mol resulting in low molar fluxes. Direct CO 

dissociation is also not feasible with a barrier of 350 kJ/mol. 

 

Figure 5.8.(a) Degree of rate control analysis of the mechanism of CO2 hydrogenation to CO, CH4, and 

CH3OH on NiIn(100) with CO2 as keycomponent as a function of temperature. (b) Reaction flux analysis 

at T = 225 oC. The dominant pathway is highighted in red.  

5.3.4.3 CO dissociation on Ni and NiIn surfaces  

It is well established that stepped surfaces are key to C-O bond dissociation on metal nanoparticles.60,71,72,57 

As such, such reactions are often controlling the reaction rate in CO2 methanation. Our results so far for the 

close-packed NiIn(100) highlight the difficulty in cleaving the C-O bond in CO, although this can be due 

to the alloying of the less reactive In metal with Ni. To understand whether a different topology of the NiIn 

surface could lead to lower barriers for CO dissociation, we compare direct CO dissociation on flat and 
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stepped surface terminations for both NiIn and Ni. The NiIn(100) and NiIn(101) are the most stable low-

index surfaces and represent respectively flat and step-edge surfaces (Table C1 and Figure C2). We compare 

the CO dissociation barriers of these two surface with those on Ni(111) and Ni(311) surface from an earlier 

study.60 The results of this analysis are shown in Figure 5.8. Further details such as the CO adsorption 

energy, the forward activation energy and the reaction energy can be found in Table C3. Compared to a flat 

NiIn(100) surface, the activation energy on a step-edge NiIn(101) is lower by 35 kJ/mol (Figure 5.8a). In 

contrast, the difference in activation energy between Ni(311) and Ni(100) amounts to 115 kJ/mol (Figure 

5.8b). We thus find that the presence of a step-edge NiIn surface does not lead to a substantial lowering of 

the activation energy of CO dissociation. 

 

Figure 5.8. Potential energy diagram and structures for direct CO dissociation on (a) NiIn and (b) Ni 

surfaces. The reference state is adsorbed CO to the surface. Nickel: green, indium: brown, carbon: black, 

oxygen: red.  

To rationalize the differences in CO activation energies, we studied the electronic structure of the initial 

state for each of these models. In Figure C3, the partial density of states (pDOS) for the Ni and/or In upon 

adsorption of CO is shown. Compared to Ni surfaces, the d-band of NiIn surfaces is narrower which is to 

be expected because less Ni atoms are available for the latter surfaces to supply d-electrons. Furthermore, 

we observe that the average d-band position of the stepped surfaces lies closer to the Fermi level in 

comparison to the flat surfaces. This is caused by the presence of low-coordinated surface metal atoms for 

the step-edge models. Thus, when CO binds to these low-coordinated active sites, it acquires more electron 

density compared to adsorbption on a terrace site. This is reflected by the the calculated Bader charges of 
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CO on NiIn(100) and NiIn(101), that are -0.18 |e| and -0.22 |e|, respectively. A similar difference is observed 

for the pure Ni surface, wherein we observe a charge on CO of -0.40 |e| and -0.44 |e| for Ni(111) and 

Ni(311), respectively. As expected, electron back-donation from Ni is larger than for NiIn, which can 

explain the trends in the CO dissociation energies, namely an increase of the electron density on the CO 

molecule in the initial state correlates with a decrease of the activation energy. 

To understand the latter relation, we performed a pDOS analysis of the adsorbed CO molecule (Figures 

5.9a-9e) and a Crystal Orbital Hamiltonian Population (COHP) analysis for the C-O bond (Figures 5.9f-

9j). Comparing gas-phase CO (Figure 5.9a) and adsorbed CO (Figures 5.9b-9e) shows that the 3σ, 4σ and 

1π molecular orbitals of CO do not change significantly upon adsorption to the metal surface. In contrast, 

the 5σ, 6σ and 2π* molecular orbitals strongly mix with the metallic d-states leading to significant 

broadening of the DOS. The value of the integrated pDOS (ipDOS) reported in Figure 5.9a-e at the Fermi 

level is in very good agreement with the computed Bader charges. Differences between the two are caused 

by the different partitioning schemes used to divide the total electron denisty among the atoms. More 

electron density resides on the CO molecule for Ni, as also discussed above. From the COHP analysis 

(Figure 5.9f-j) we observe that, in all cases, the bonding 3σ, 4σ and 1π molecular orbitals become less 

bonding upon interaction with the surface. Morever, the electron density originally corresponding to the 

anti-bonding 5σ, 6σ and 2π* molecular orbitals for CO in the gas phase has become a broadened anti-

bonding feature upon adsorption. The bonding character of the 3σ, 4σ and 1π molecular orbitals is less 

bonding for step-edge surfaces compared to flat surfaces. Furthermore, the anti-bonding character of the 

broadened band above 1π (6σ and 2π*) becomes more anti-bonding for step-edge surface compared to flat 

ones. Figures 5.9f-9j also show the integrated COHP for each of the peaks and shoulders. To analyze the 

total (anti-)bonding of the molecular orbitals of CO, we use the value for the integrated COHP (iCOHP) at 

Fermi level. We find that the weakening of the CO bond is more prominent on Ni surfaces (iCOHPNi(111) = 

-17.74 and iCOHPNi(311) = -16.51) compared to weakening on NiIn surfaces (iCOHPNiIn(100) = -19.02 and 

iCOHPNiIn(101) = -18.52). This is in line with the higher C-O bond scission activation energies for the alloys 

(Figure 5.8). Thus, adding In to Ni results in a narrower d-band (Figure C2), which implies that less 

electronic density can be donated to weaken the C-O bond (Figure 5.9). This increases the barrier of CO 

dissociation compared to Ni surfaces. 
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Figure 5.9. COHP and DOS spectra (a, e) gas-phase CO, (b, g) CO bond on NiIn(100), (c, h) CO on NiIn(101), (d, i) 

CO on Ni(111) and (e, j) CO on Ni(311). The Fermi level is set at zero. The gray dashed line is the IDOS (a-d) or the 

ICOHP (e-j). The ICOHP and IDOS at the Fermi level are shown by the value above the black line at zero energy at 

the red dot. The value right from each individual peak, defined by black markers, is the peak area obtained through 

integration. The labels of CO’s molecular orbitals are indicate in the figures. 

5.4 Conclusions 
We explored the reaction mechanism of CO2 hydrogenation to CO, CH3OH and CH4 on a NiIn(100) surface, 

representing a NiIn alloy, using DFT and microkinetic simulations. NiIn(100) catalyzes the formation of 

CO, which follows the redox mechanism involving adsorption of CO2 on isolated Ni sites surrounded by 

In atoms. Subsequent CO2 dissociation yields the CO product. The O atom is removed by forming H2O via 

a disproportionation mechanism involving two OH moieties. At low temperature, the dominant rate-

limiting step is CO2 dissociation with a small contribution of OH disproportionation. Formation of methane 

is suppressed by high activation energies of the C-O bond dissociation step in CO-type intermediates. 

Comparison with a step-edge NiIn(101) surface revealed that a surface topology conducive to facile CO 

dissociation does not lead to strongly decreased barriers that would allow for CH4 formation. Partial density 

of state, Bader charge and Crystal Orbital Hamiltonian Population analysis of adsorbed CO NiIn and Ni 

surfaces show that on NiIn surfaces less charge is transferred to CO than on Ni ones. This results in less 
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destabilization of the C-O bond on NiIn surfaces. The formation of CH3OH is inhibited by the high barriers 

of subsequent elementary steps of hydrogenation of CO to HCO and H2CO. As such, the present data 

explain the preference of CO formation during CO2 hydrogenation on NiIn alloys.  
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Appendix C 

C1. NiIn bulk and surface models 

 

Figure C1. Unit cell bulk structure of the bimetallic NiIn phase. (a)Topview and (b) sideview of NiIn 

(P6/mmm). Green: Ni; brown: In. 
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The surface energy was determined for a sampling of surface cut-offs. Crystal surface energy was calculated 

as stated in equation C.1 

 
𝐸surf =

𝐸slab − N𝐸bulk

2𝐴surf
 

(C.1) 

Table C1. Surface energies of three different surface termination of InNi intermetallic catalyst. Green: Ni; 

brown: In. 

  

Surface termination Side view Esurf (J/m2) 
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100 
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C2. Structures of reaction intermediates and transition states  

  

1. 𝐂𝐎𝟐(𝐠) + ∗ ⇄ 𝐂𝐎𝟐
∗    2. 𝐂𝐎𝟐

∗ + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 

 

 

    

3. 𝐂𝐎(𝐠) + ∗ ⇄ 𝐂𝐎∗ 4. 𝐇∗ + 𝐎∗  ⇄ 𝐎𝐇∗ + ∗ 

 

 

 
   

5. 𝐇∗ + 𝐎𝐇∗ ⇄ 𝐇𝟐𝐎∗ +∗ 6. 𝐎𝐇∗ + 𝐎𝐇∗ ⇄ 𝐎∗ + 𝐇𝟐𝐎∗  

   
   

7. 𝐇𝟐𝐎 + ∗ ⇄ 𝐇𝟐𝐎∗  8. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗ 

 

  

   

9. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 10. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝟐

∗ + ∗ 

     
 

11. 𝐇𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝟐 ∗ + ∗ 12. 𝐇𝟐𝐂𝐎𝟐

∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   

 
 

     

13. 𝐇𝟐𝐂𝐎∗ + 𝐇∗  ⇄ 𝐇𝟑𝐂𝐎∗ + ∗ 14. 𝐇𝟑𝐂𝐎∗ + 𝐇∗  ⇄ 𝐇𝟑𝐂𝐎𝐇∗  + ∗ 
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15. 𝐇𝟑𝐂𝐎𝐇(𝐠) + ∗ ⇄ 𝐇𝟑𝐂𝐎𝐇∗ 16. 𝐂𝐎𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝟐𝐇∗ + ∗ 

 

 

    
17. 𝐇𝐂𝐎𝟐

∗ + 𝐇∗  ⇄ 𝐇𝐂𝐎𝟐𝐇∗ + ∗ 18. 𝐇𝐂𝐎𝟐𝐇∗ + 𝐇∗  ⇄ 𝐇𝟐𝐂𝐎𝟐𝐇∗ + ∗ 

      
19. 𝐇𝟐𝐂𝐎𝟐𝐇∗ +∗⇄ 𝐂𝐇𝟐𝐎∗ +  𝐎𝐇∗ 20. 𝐂𝐇𝟐𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟐𝐎𝐇∗ +  ∗ 

      
21. 𝐂𝐇𝟐𝐎𝐇∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇∗ + ∗ 22. 𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎∗ ∗ 

      
23. 𝐂𝐎∗ + 𝐇∗ ⇄ 𝐂𝐎𝐇∗ +∗ 24. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐂𝐇𝟐𝐎∗ + ∗ 

      
25. 𝐇𝐂𝐎∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐇∗ + ∗ 26. 𝐂𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐇∗ + ∗ 

      
27. 𝐇𝐂𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐇∗ +∗ 28. 𝐂𝐎𝐎𝐇∗ + 𝐇∗ ⇄ 𝐂𝐎𝐇𝐎𝐇∗ + ∗  
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29. 𝐂𝐎𝐇𝐎𝐇∗ +∗⇄ 𝐂𝐎𝐇∗ +  𝐎𝐇∗ 30. 𝐂𝐎∗ +∗ ⇄ 𝐂∗ +  𝐎∗ 

      

31. 𝐂∗ +  𝐇∗  ⇄ 𝐂𝐇∗ +∗ 32. 𝐂𝐇∗ + 𝐇∗ ⇄ 𝐂𝐇𝟐
∗ +∗ 

   
   

33. 𝐇𝐂𝐎∗  + ∗ ⇄ 𝐂𝐇∗ + 𝐎∗ 34. 𝐂𝐇𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐇𝟑

∗ +∗ 

  
 

   

35. 𝐂𝐇𝟑
∗ + 𝐇∗ ⇄ 𝐂𝐇𝟒 (𝐠) +∗  
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Table C2: Parameters for the microkinetic model of CO2 hydrogenation over NiIn(100). The activation and 

reaction energies are given in kJ/mol. 

 Elementary Reaction Step 𝚫𝑬𝐚   𝚫𝑬𝐛    𝚫𝑬𝐑  QTS/QIS QTS/QFS 

1 𝐂𝐎𝟐(𝐠) + ∗ ⇄  𝐂𝐎𝟐
∗   - - -32 - - 

2 𝐂𝐎𝟐
∗  + ∗ ⇄  𝐂𝐎∗  +  𝐎∗ 127 182 -55 1.51 10-1 1.51 10-1 

3 𝐂𝐎(𝐠) + ∗ ⇄  𝐂𝐎∗ - - -171 - - 

4 𝐎∗ + 𝐇∗  ⇄  𝐎𝐇∗  + ∗  120 102 18 1.33 100 7.49 10-1 

5 𝐎𝐇∗  +  𝐇∗    ⇄  𝐇𝟐𝐎∗  + ∗ 121 111 10 2.65 100 7.49 10-1 

6 𝐎𝐇∗  +  𝐎𝐇∗     ⇄  𝐇𝟐𝐎∗  + ∗ 77 86 -9 1.73 100 3.87 10-1 

7 𝐇𝟐𝐎(𝐠) + ∗ ⇄  𝐇𝟐𝐎∗ - - -39 - - 

8 𝐂𝐎𝟐
∗  +  𝐇∗  ⇄  𝐂𝐎𝐎𝐇∗ + ∗ 168 134 34 4.95 100 3.73 100 

9 𝐂𝐎𝐎𝐇∗ + ∗ ⇄  𝐂𝐎∗  +  𝐎𝐇∗ 106 132 -26 1.75 100 1.30 100 

10 𝐂𝐎𝟐
∗  +  𝐇∗  ⇄  𝐇𝐂𝐎𝟐

∗ + ∗ 162 169 -7 1.59 100 1.11 100 

11 𝐇𝐂𝐎𝟐
∗  + 𝐇∗  ⇄  𝐇𝟐𝐂𝐎𝟐

∗ + ∗ 242 118 124 1.30 10-1 6.07 10-1 

12 𝐇𝟐𝐂𝐎𝟐
∗ + ∗ ⇄  𝐂𝐇𝟐𝐎∗  +  𝐎∗ 87 75 12 8.69 10-1 1.27 10-1 

13 𝐂𝐇𝟐𝐎∗  + 𝐇∗  ⇄  𝐂𝐇𝟑𝐎∗ + ∗ 80 96 -16 1.12 100 2.51 100 

14 𝐇𝟑𝐂𝐎∗  + 𝐇∗  ⇄  𝐇𝟑𝐂𝐎𝐇∗ + ∗ 119 97 22 3.65 10-0 7.49 10-1 

15 𝐂𝐇𝟑𝐎𝐇(𝐠) + ∗ ⇄  𝐂𝐇𝟑𝐎𝐇∗ - - -52 - - 

16 𝐂𝐎𝐎𝐇∗  +  𝐇∗  ⇄  𝐇𝐂𝐎𝟐𝐇∗ + ∗ 94 69 25 5.93 10-1 6.22 10-2 

17 𝐇𝐂𝐎𝟐
∗  + 𝐇∗  ⇄  𝐇𝐂𝐎𝟐𝐇∗ + ∗ 80 27 53 2.16 100 2.45 10-1 

18 𝐇𝐂𝐎𝟐𝐇∗  +  𝐇∗  ⇄  𝐇𝟐𝐂𝐎𝟐𝐇∗ + ∗ 249 192 57 5.84 10-1 2.49 10-1 

19 𝐇𝟐𝐂𝐎𝟐𝐇∗ + ∗ ⇄  𝐂𝐇𝟐𝐎∗  +  𝐎𝐇∗ 71 40 31 8.65 10-1 1.99 10-1 

20 𝐂𝐇𝟐𝐎∗   +  𝐇∗  ⇄  𝐂𝐇𝟐𝐎𝐇∗ + ∗ 103 75 28 2.65 10-1 1.49 100 

21 𝐂𝐇𝟐𝐎𝐇∗  +  𝐇∗  ⇄  𝐂𝐇𝟑𝐎𝐇∗ + ∗ 76 101 -25 3.55 10-1 7.49 10-2 

22 𝐂𝐎∗  + 𝐇∗  ⇄  𝐇𝐂𝐎∗ + ∗ 128 10 118 7.62 10-1 3.49 10-1 

23 𝐂𝐎∗  + 𝐇∗  ⇄  𝐂𝐎𝐇∗ + ∗ 209 52 157 2.65 10-1 1.49 100 

24 𝐇𝐂𝐎∗  +  𝐇∗  ⇄  𝐂𝐇𝟐𝐎∗  + ∗   77 19 58 4.15 10-1 3.44 10-1 

25 𝐇𝐂𝐎∗  +  𝐇∗ ⇄  𝐇𝐂𝐎𝐇∗  + ∗    142 101 41 1.45 10-1 1.19 100 

26 𝐂𝐎𝐇∗  +  𝐇∗ ⇄  𝐇𝐂𝐎𝐇∗  + ∗    111 102 9 4.51 10-1 7.49 10-1 

27 𝐇𝐂𝐎𝐇∗  +  𝐇∗ ⇄  𝐂𝐇𝟐𝐎𝐇∗  + ∗    64 18 46 6.00 10-1 3.79 10-1 

28 𝐂𝐎𝐎𝐇∗  +  𝐇∗  ⇄  𝐂𝐎𝐇𝐎𝐇∗ + ∗ 151 89 62 1.14 100 1.57 100 

29 𝐂𝐎𝐇𝐎𝐇∗  + ∗ ⇄  𝐂𝐎𝐇 ∗ + 𝐎𝐇∗ 150 125 25 1.14 10-1 7.49 10-1 

30 𝐂𝐎∗  + ∗ ⇄  𝐂∗  +  𝐎∗ 350 116 234 2.65 10-2 7.49 10-1 

31 𝐂∗  +  𝐇∗  ⇄  𝐂𝐇∗  + ∗ 74 126 -52 2.65 100 7.49 10-1 

32 𝐂𝐇∗  +  𝐇∗  ⇄  𝐂𝐇𝟐
∗  + ∗ 99 105 -6 2.65 100 7.49 10-1 

33 𝐂𝐇𝐎∗  + ∗⇄ 𝐂𝐇∗ + 𝐎∗ 201 103 98 2.75 100 1.55 100 

34 𝐂𝐇𝟐
∗  + 𝐇∗  ⇄  𝐂𝐇𝟑

∗  + ∗ 62 51 11 9.14 10-1 4.78 10-1 

35 𝐂𝐇𝟑
∗  + 𝐇∗  ⇄  𝐂𝐇𝟒(𝐠)  + ∗ 87 124 -37 2.65 100 7.49 10-1 
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Table C3 Activation and reaction energies (in kJ/mol) of the elementary reaction step of CO dissociation 

over Ni and NiIn surfaces. 

Model ΔEa (CO → C+O) ΔER  

Ni(111) 259 148 

Ni(311) 144 29 

NiIn(100) 350 214 

NiIn(101) 315 300 

 
Figure C2. Schematic representation of the NiIn(100). (a) top view and (b) side view. Adsorption sites 

include threefold-fcc (fcc_Ni2In) and bridge sites (b_Ni2, b_In2 and b_NiIn). 
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Figure C3. Partial density of states (PDOS) of Ni 4s, 3p and 3d obitals on (a) Ni(111), (b) Ni(311), (c) NiIn(100) and 

(d) NiIn(101). The Fermi leven is set at zero. The value of the d-band center is indicated by an orange line. The values 

of the single integrated peaks is also reported. In all cases, the Ni and In atoms directly binding the CO molecule are 

considered for the DOS analysis. 
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CHAPTER 6 

On the role of Ni-In clusters on In2O3 during CO2 hydrogenation to 

methanol 
Abstract 

Highly dispersed metal phases are known to promote the hydrogenation of CO2 to methanol in In2O3 

catalysts. Besides Ni clusters, also alloys of Ni and In have been implicated in this reaction. To understand 

the influence of the composition of NiIn alloy clusters on CO2 hydrogenation, we employed density 

functional theory (DFT) and microkinetic modeling. From a database of many 8-atom NiIn clusters on the 

In2O3(111) surface optimized by a combination of DFT and artificial neural networks, we selected two 

clusters, a Ni-rich one (Ni6In2) and an In-rich one (Ni2In6). The reaction energetics for methanol and CO 

formation were computed. The presence of NiIn alloy clusters increases the overall barrier of oxygen 

vacancy formation compared to the pristine In2O3(111) surface. Microkinetic simulations reveal that only 

the supported Ni6In2 cluster can lead to high methanol selectivity. On this model, hydride species obtained 

by facile H2 dissociation on the exposed Ni atoms are involved in the hydrogenation of adsorbed CO2 to 

formate intermediates, which are subsequently converted to methanol. At higher temperatures, the 

decreasing hydride coverage leads to a shift in the selectivity to CO. On the Ni2In6 model, Ni species allow 

for facile CO2 dissociation and subsequent CO desorption. Methanol formation is inhibited by high barriers 

for hydrogenation reactions. On both clusters, formation of methane is inhibited by high barriers for CO 

bond dissociation. 
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6.1 Introduction 
Controlling anthropogenic CO2 emissions is recognized as a crucial technological challenge to mitigate the 

negative effects of climate change.1–3 Capturing CO2 from combustion processes or directly from air and 

transforming it into liquid hydrocarbons and chemicals can reduce such emissions and close the carbon 

cycle. Upgrading of CO2 to hydrocarbons requires the use of hydrogen obtained from renewable energy 

sources such as solar and wind,4–6 which can contribute to the replacement of fossil transportation fuels. 

CO2 can also be hydrogenated to chemicals that can serve as feedstock to various industrial chemical 

processes.7–10 In this context, methanol is particularly attractive, because it can be used as a fuel, a chemical 

building block and a precursor to common commodity chemicals such as olefins and aromatics.11–13 

Currently, large-scale methanol production is achieved by converting synthesis gas (CO/CO2/H2) over a 

Cu/ZnO/Al2O3 catalyst at temperatures of 473–573 K and pressures of 50–100 bar.14 Challenges arise, 

however, in the hydrogenation of CO2-rich feeds to CH3OH. Cu-based catalysts show significant activity 

for the reverse water-gas-shift reaction (rWGS) and suffer from deactivation by sintering of the active 

phase.15,16,17 Recently, indium oxide (In2O3) has emerged as a promising new catalyst for CO2 

hydrogenation to methanol.18-19,21,22,22–24 Advances in CO2 hydrogenation to methanol by In2O3 have been 

reviewed recently.25 Promoting In2O3 by metals can improve the rate of H2 activation and CO2 conversion. 

Due to the reducibility of In and the low melting temperature of In metal, the formation of alloys has been 

reported in metal-promoted In2O3 catalysts. For instance, Snider et al. combined experiments with density 

functional theory (DFT) calculations to show that the active sites in Pd-In catalysts are located at the 

interface between alloyed In−Pd particles and In2O3.26 Modification of the In2O3 support has also been 

investigated.  Frei et al. proposed that single atom (SA) Pd doped inside the In2O3 lattice can stabilize 

clusters of a few Pd atoms on the In2O3 surface, enhancing H2 activation and, therefore, CH3OH reaction 

rates.27 Similar results have been reported for Pt-promoted In2O3.28–30 Dostagir et al. showed that Rh atoms 

doped in In2O3 can promote the formation of oxygen vacancies and methanol formation via formates.31,32 

Given their price, it would be advantageous to replace the often used precious group metals by Earth-

abundant alternatives, preferably cheap first-row transition metals. Bavykina et al. showed that alloying of 

Co with In can shift the selectivity from methane to methanol synthesis in CO2 hydrogenation.33 Jia et al. 

prepared highly dispersed Ni-In2O3 catalysts, which showed a higher activity in CO2 hydrogenation while 

preserving high methanol selectivity.34 In such catalysts, methane formation could be avoided by using a 

highly dispersed Ni phase. Recently, we showed that one of the role of Ni promoters for In2O3 is to facilitate 

H2 dissociation on small Ni clusters.35 Characterization of such Ni-In2O3 revealed the presence of Ni-In and 

Ni-Ni interactions in the used samples, suggesting the presence of small NiIn clusters. Snider et al. observed 

a higher activity of bimetallic Ni–In catalysts for CO2 hydrogenation to CH3OH compared to bare In2O3, 

which was attributed to the synergistic interactions between a Ni–In alloy and In2O3.26 Frei et al. showed 
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that highly dispersed InNi3 patches enhance methanol reaction rates on In2O3 by facilitating H2 activation. 

This theoretical finding was contrasted with the predominant formation of CO and methane on extended 

surfaces of InNi3 and Ni, respectively.36 As it might be difficult to control the actual Ni/In ratio in the 

reduced catalysts, it is worthwhile investigating the role of this ratio on the structure and reactivity of NiIn 

clusters supported on In2O3. 

In the present study, we employ DFT in combination with artificial neural networks (ANN), genetic 

algorithms (GA) and microkinetic modeling to systematically investigate the nature of the active sites and 

the mechanism of CO2 hydrogenation to methanol and CO on NiIn clusters with different Ni/In ratios placed 

on the most stable In2O3 surface. To understand the nature of NiIn clusters on the In2O3(111) surface, we 

first explored stable structures of 8-atom NiIn cluster in the gas phase and supported on In2O3 using Genetic 

algorithms based on neural networks and DFT. Then, we selected two model systems representative of an 

In-rich and a Ni-rich cluster, namely Ni2In6 and Ni6In2. DFT calculations were then used to determine the 

energetics of the elementary reaction steps for CO2 hydrogenation to CH3OH, CO and H2O. Microkinetic 

models based on this reaction energetics were constructed to predict the CO2 consumption rate and the 

product distribution as a function of temperature. We perform a sensitivity analysis on the kinetic network 

to identify the elementary steps that control the rate of CO2 consumption and CH3OH selectivity. We herein 

show the factors underlying different activity and selectivity patterns on NiIn-In2O3 model catalysts during 

CH3OH synthesis from CO2 hydrogenation. This study highlights that NiIn clusters with exposed Ni atoms 

are the most active and selective to methanol, whereas clusters wherein Ni atoms are encapsulated by In 

atoms catalyze mainly CO formation.  

6.2. Computational Methods 

6.2.1 Density Functional Theory Calculations 

All DFT calculations were conducted using the projector augmented wave (PAW) method37 and the 

Perdew–Burke–Ernzerhof (PBE)38 exchange-correlation functional as implemented in the Vienna Ab Initio 

Simulation Package (VASP) code.39,40 Solutions to the Kohn-Sham equations were calculated using a plane-

wave basis set with a cut-off energy of 400 eV. The valence 5s and 5p states of In were treated explicitly 

as valence states within the scalar-relativistic PAW approach. All calculations were spin-polarized. The 

Brillouin zone was sampled using a 3x3x1 Monkhorst-Pack grid. Electron smearing was employed using 

Gaussian smearing with a smearing width (σ) of 0.1 eV. We chose the In2O3(111) surface termination, 

because it is more stable than the (110) and (100) surfaces, as shown in a previous computational study.41 

The stoichiometric In2O3(111) surface was modelled as a two-dimensional slab with periodic boundary 

conditions. A vacuum region of 15.0 Å was introduced in the c-direction (perpendicular to the surface) to 

avoid spurious interactions between neighbouring supercells. It was verified that the electron density 
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approached zero at the edges of the periodic super cell in the c-direction. The bottom two of the four layers 

were frozen. The dimensions of the supercell are 14.57 Å × 14.57 Å × 26.01 Å. The In2O3(111) slab 

consisted of 96 O atoms and 64 In atoms, distributed in four atomic layers on top of which the NiIn clusters 

were placed. The electronic energies of gas-phase H2, H2O, CO, CO2 and CH3OH were calculated using a 

cubic unit cell with lattice vector of 8 Å. The Brillouin zone was sampled using a 1x1x1 Monkhorst-Pack 

grid (G-point only). Gaussian smearing was employed. Electronic energies were corrected for zero-point 

energies of adsorbates and gas-phase molecules and finite-temperature contributions of the translational 

and rotational energies of gas-phase molecules. 

The global minimum structure of various Ni-In compositions was obtained using artificial neural network 

(ANN) potentials and genetic algorithms (GA).42,43 These ANN potentials were used to accelerate the GA 

algorithm by offering a cheaper evaluation method to sample points in the phase space of cluster 

configurations. For constructing the ANN potential, we started with a dataset composed of In2O3-supported 

Ni8 clusters from an earlier study.44 This dataset was expanded with bimetallic clusters by randomly 

substituting Ni with In in the clusters in the original set. Using the expanded dataset, reparameterization of 

the ANN potential was carried out. A GA method was then deployed to identify stable structures based on 

the ANN potential, which substitutes DFT calculations and, therefore, considerably speeds up the 

computations. DFT was still used to calculate the energies for structures that differ significantly from the 

training dataset. Specifically, this is done by reparametrizing the ANN potential with DFT for structures 

with a sample error exceeding the 2σ-range of the ANN dataset. In this way, new structures are added 

iteratively to the training dataset during the exploration of various Ni-In compositions. This allows the ANN 

to benefit from information obtained during earlier GA steps. Technical details of the ANN-GA process 

can be found in section D1 of the Appendix. 

The influence of oxygen vacancies on the reaction energetics in the NiIn-In2O3 models was investigated by 

removing oxygen atoms from the In2O3(111) lattice. The energy required to remove a surface oxygen to 

form a vacancy (Δ𝐸Ov) was calculated using either O2 or H2O as reference, according to the following two 

equations for the oxygen vacancy formation energy 

 Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸1/2O2
, (6.1) 

 Δ𝐸Ov = 𝐸defective slab − 𝐸stoichiometric slab + 𝐸H2O − 𝐸H2
, (6.2) 

where 𝐸defective slab is the electronic energy of the catalyst containing one oxygen vacancy and 

𝐸stoichiometric slab is the reference energy of the stoichiometric slab. 𝐸1/2O2
, 𝐸H2O and 𝐸H2

 are the DFT-

calculated energies of gas-phase O2, H2O and H2, respectively.  
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The stable states were calculated using the conjugate-gradient algorithm. To find candidate transition states 

we employed the climbing-image nudged elastic band (CI-NEB) method.45 A frequency analysis was 

performed for the stable and transition states. Specifically, it was verified that stable states have no 

imaginary frequencies and transition states have a single imaginary frequency in the direction of the reaction 

coordinate.46 The mass-weighted Hessian matrix in this frequency analysis was constructed using a finite 

difference approach with a step size of 0.015 Å for displacement of individual atoms along each Cartesian 

coordinate. The corresponding normal mode vibrations were also used to calculate the zero-point energy 

(ZPE) correction and the vibrational partition functions.  

Partial density of states (pDOS) analysis are conducted to analyze the electronic structure of each NiIn-

In2O3 model catalyst using the Lobster package.47,48 The atomic charges of Ni atoms were calculated using 

the Bader charge method.49 

6.2.2 Microkinetic simulations 

Microkinetic simulations were conducted based on the DFT-calculated activation barriers and reaction 

energies to investigate the kinetics of CO2 hydrogenation to methanol. The chemo-kinetic network was 

modelled using a set of ordinary differential equations involving rate constants, surface coverages and 

partial pressures of gas-phase species. Time-integration of the differential equations was conducted using 

the linear multistep backwards differential formula method with a relative and absolute tolerance of 10-8.50–

52 

For the adsorption processes, the net rate of a gas-phase species 𝑖 was calculated as: 

 𝑟𝑖 = 𝑘𝑖,ads𝜃∗𝑝𝑖 − 𝑘𝑖,des𝜃𝑖  (6.3) 

where 𝜃∗ and 𝜃𝑖  are the fraction of free sites and the fraction of coverage species 𝑖, respectively.  𝑘𝑖,ads/des 

is the rate constant for the adsorption/desorption process and 𝑝𝑖 is the partial pressure of species 𝑖.  

To derive a rate for the adsorption processes, we assumed that the adsorbate loses one translational degree 

of freedom in the transition state with respect to the initial state. From this assumption, the rate of adsorption 

derived from transition state theory can be expressed as follows: 

 
𝑘i,ads =

𝑝 𝐴st

√2𝜋𝑚i𝑘B 𝑇
 , 

(6.4) 

where 𝐴𝑠𝑡 and 𝑚𝑖 are the effective area of an adsorption site and the molar mass of the gas species, 

respectively. 𝑝 and 𝑇 are the total pressure and temperature, respectively, and 𝑘B is the Boltzmann constant. 
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The gas-phase entropy of the adsorbates was calculated using the thermochemical Shomate equation as 

given by  

𝑆0 = 𝐴 ∙ ln(𝑇) + 𝐵 ∙ 𝑇 +  
𝐶 ∙  𝑇2

2
+

𝐷 ∙  𝑇3

3
−

𝐸

2 ∙ 𝑇2
+ 𝐺, 

(6.5) 

where 𝑆0 is the standard molar entropy.53 The parameters A-G from equation (6.5) were obtained from the 

NIST Chemistry Webbook.54 For the corresponding desorption processes, we assumed that the species 

gains two translational degrees of freedom and three rotational degrees of freedom in the transition state 

with respect to the initial state. From this assumption, the rate of desorption derived from transition state 

theory can be expressed as follows: 

 
𝑘des =

𝑘B ∙  𝑇3

ℎ3
∙

𝐴st(2𝜋𝑚𝑘B)

𝜎 𝜃rot
∙  𝑒

Δ𝐸des
𝑘B𝑇  

(6.6) 

Herein, 𝑘des is the rate constant for the desorption of the adsorbate, ℎ is the Planck constant, 𝜎 is the 

symmetry number and corresponds to the number of rotational operations in the point group of each 

molecule. 𝜃rot the rotational temperature, and Δ𝐸ads the desorption energy. The value of Ast is equal to 

9⋅10-19 m-2. 

Finally, the rate constant (𝑘) of an elementary reaction step is given by 

 
𝑘 =

𝑘B𝑇

ℎ

𝑄≠

𝑄
 e

(
−𝛥𝐸act

𝑘B𝑇
)
, 

(6.7) 

where 𝑄≠ and 𝑄 are the partition functions of the activated complex and its corresponding initial state, 

respectively, and 𝛥𝐸act is the ZPE-corrected activation energy.  

To identify the steps that control the CO2 consumption rate and the product distribution, we employed the 

concepts of the degree of rate control (DRC) developed by Kozuch and Shaik55-56 and popularized by 

Campbell57 as well as the degree of selectivity control (DSC).57–59 

Herein, the degree of rate control coefficient is defined as 

 
XRC,i = (

𝜕ln𝑟𝑖

𝜕ln𝑘𝑖
)

𝑘𝑗≠𝑖 ,𝐾𝑖

 
(6.8) 

A positive DRC coefficient indicates that the elementary reaction step is rate-controlling, whereas a 

negative coefficient suggests that the step is rate-inhibiting. When a single elementary reaction step has a 

DRC coefficient of 1, this step is identified as the rate-determining step. Under zero extent of reaction, the 

sum of the DRC coefficients is conserved at one.60  
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The DSC quantifies the extent to which a particular elementary reaction step influences the selectivity to 

certain products for which methanol is of our primary interest. The DSC of a particular key component is 

expressed as 

 𝑋SC,𝑖,𝑐 = (
𝜕𝜂𝐶

𝜕 ln 𝑘𝑖
)

𝑘𝑗≠𝑖,𝐾𝑖

, (6.9) 

where 𝑋SC,𝑖,𝑐 is the DSC of product 𝐶 due to a change in the kinetics of elementary reaction step 𝑖, and 𝜂𝐶 

is the selectivity towards a key product (methanol in this work). Note that the relationship between DRC 

and DSC coefficient is given by 

𝑋SC,𝑖,𝑐 = 𝜂𝐶(X𝑐,i −  Xreactant,𝑖). (6.10) 

Note that the sum of the DSC values of all elementary reaction steps for a single product equals zero.58 

6.3 Results and discussion 

6.3.1 NiIn-In2O3 models 

The ANN-GA method was used to identify stable structures for 8-atoms clusters, exploring the whole range 

of Ni/In ratios. The 10 most stable structures for each cluster composition are displayed in the Appendix D 

(Tables D3-5). We focus in this work on clusters with the following compositions, i.e. Ni8, In8, Ni2In6, and 

Ni6In2. For comparison, we also determined the most stable structures of the clusters in the gas phase (Figure 

6.1). the free In8-cluster adopts a cubic structure (Figure 6.1a). Bulk metallic In exists in tetragonal and 

cubic forms.31 On the In2O3(111) surface, the most stable In8-cluster adopts a flat shape in which the number 

of In-In bonds is lowered compared to the gas-phase cluster due to the formation of In-O bonds (Figure 

6.1b). The change in the morphology is driven by the stronger In-O (320 kJ/mol) compared to the In-In 

bond (100 kJ/mol) based on formation enthalpies of In2O3 and In metal .61 In accordance with this, the 10 

most stable ANN-GA structures for In8-In2O3 reported in Table D5 show that less stable clusters contain 

more In-In bonds. In the most stable gas-phase Ni2In6 cluster, the two Ni atoms form a Ni-Ni bond at the 

center of the cluster, whilst each Ni atom is coordinated by 4 In atoms (Figure 6.1c). This configuration can 

be explained by the stronger Ni-Ni bond in bulk Ni (262 kJ/mol) than the In-In bond in bulk In (100 

kJ/mol).61 The Ni-Ni distance in the cluster is 2.31 Å, which is signficiantly shorter than the Ni-Ni distance 

in bulk Ni. The supported Ni2In6 cluster is shown in Figure 1d. The two Ni atoms bind directly to the 

In2O3(111) surface. Two In atoms adsorb on top of the two Ni atoms forming Ni-In bonds pointing away 

from the surface, while the other 4 In atoms adsorb around the Ni atoms binding to surface O atoms in 

different configurations. One of the In atoms has detached from the cluster. On average, each Ni atom is 

now coordinated by 1 O atoms of the support and 3 In atoms. The Ni-Ni distance in this configuration is 

2.42 Å, which is slightly longer than the Ni-Ni distance in the gas-phase Ni2In6 cluster. The In atoms in the 
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Ni2In6 cluster carries a partial positive charge, while the Ni neighbors carry a slightly negative charge 

(Figure D2). The positive polarization of the In atoms is due to the different electronegativity between Ni 

and In (1.91 vs 1.78 on the Pauling scale, respectively), in line with an earlier theoretical work on PdIn 

alloys.62 The most stable Ni6In2 cluster in the gas phase contains a core of 6 Ni atoms with the two In atoms 

being three-fold coordinated on this core. The most stable Ni6In2 cluster placed on the In2O3 support adopts 

a bilayer structure, in line with previous work on a Ni8-In2O3 cluster.44 The bottom layer directly interacting 

with the support O atoms is formed by 4 Ni atoms with the other two Ni atoms being located in three-fold 

sites in the second layer (Figure 6.1f). The two In atoms occupy bridge and four-fold Ni sites. The In and 

Ni atoms in the Ni6In2-cluster carry a partial positive charge, in line with a Ni8-cluster (Figure D2). Higher 

energy structures of the Ni6In2 clusters feature different adsorption positions for the In atoms and are more 

flat compared to the energy-minimum structure (Table D4). For completeness, we also show the most stable 

forms of the Ni8 cluster in the gas phase (Figure 1g) and on the In2O3(111) support (Figure 6.1h) taken from 

earlier work. The free Ni8-cluster has a square bipyramidal shape in line with an earlier computational 

study.63 On the support the Ni8-cluster adopts a bilayer structure where 6 Ni atoms form the bottom layer 

with the other two Ni atoms placed on three-fold sites of the first Ni layer.  

To determine the occurrence of configurations different from the minimum energy structure, we determined 

the Boltzmann probability distribution for the structures (section D2.2 of the Appendix). This analysis 

demonstrates that the most stable structure will be predominant (occurrence >90%) at a temperature at 400 

K (Figure D3). Higher energy structures are thus not likely to occur at relevant temperatures. Accordingly, 

we focused only on the minimum energy structures of the clusters in our investigation of the kinetic 

mechanism. We noted that the Ni atoms the most stable Ni2In6-clusters are surrounded by either In atoms 

from the cluster (in the gas phase, Figure 6.1c) or by atoms of the support and In atoms from the cluster (in 

the supported case, Figure 1d). Visual inspection of less stable structures shows that the Ni atoms are then 

also exposed (Table D5), suggesting that the low-energy structures expose more of the less reactive In metal 

atoms. To quantitatively understand these differences, we employed a statistical analysis. We first calculate 

the O or In atom with the smallest sum of squared distances with respect to the atoms in the cluster. We 

denote these atoms as O’ and In’. We then determine the average distance of Ni and In atoms in the cluster 

with respect to O’ and In’. The analysis reported in Figure D4 shows that both the In-O’ and In-In’ distances 

are on average always larger than the Ni-O’ are Ni-In’ ones. This indicates that, on average, Ni atoms are 

closer to the support, whereas In atoms are farther away from it. For the 50 most stable clusters, there are 

only six clusters for which the Ni-O’ distance is larger than the In-O’ distance (Figure D5a). These clusters 

have clearly exposed Ni atoms and are higher in energy (less stable) in comparison to the minimum energy 

structure (Table D6).  
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To gauge the stability of the supported clusters, we also calculated the energetics of removing one of the 

Ni or In atoms from the perimeter of the cluster. The results of these calculations are reported in Table D7-

10. Removing a Ni atom from the clusters (Tables D7-8) is associated with high barriers (ΔEa,Ni2In6 = 201 

kJ/mol and ΔEa,Ni2In6 = 251 kJ/mol) and is strongly endothermic (ΔER,Ni2In6 = 219 kJ/mol and ΔER,Ni2In6 = 

231 kJ/mol). This is in line with the energy needed to remove a Ni atom from the Ni8 cluster reported in an 

earlier study (ΔEa,Ni8 = 232 kJ/mol and ΔER,Ni8 = 192 kJ/mol).44 On the contrary, removing an In atom is 

much easier with activation energies of 64, 59 and 51 kJ/mol for Ni2In6, Ni6In2 and In8, respectively (Table 

D9-10). The reactions are endothermic for Ni2In6 (ΔER,Ni2In6 = 32 kJ/mol) and Ni6In2 (ΔER,Ni6In2 = 59 kJ/mol) 

and nearly energy neutral for the In8 cluster (ΔER, In8 = -1 kJ/mol). The low barriers for migration of In is in 

line with the low In-O binding energy ref and the experimental observation of high mobility of reduced In 

species under CO2 hydrogenation conditions.64  
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Figure 6.1. Energy minima structures obtained by the ANN-GA for gas-phase (a, c, e) and supported (b, d, 

f) In8, Ni2In6 and Ni6In2 clusters, respectively. Red: O; light grey: In atoms in In2O3; dark grey: In atoms in 

the cluster; green: Ni. 
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6.3.2 Oxygen vacancy formation  

Previous experimental and theoretical works have clearly shown the important role of oxygen vacancies 

(Ov) in the In2O3 surface for CO2 hydrogenation. 18,20,21 The oxygen vacancy (Ov) formation energies (EOv, 

in eV) were calculated for the NiIn-In2O3 surfaces and compared with values for the In2O3(111) surface 

(Figure 6.2). As the oxygen vacancies in In2O3 are mainly obtained by reduction in H2 leading to water 

formation, we report the EOv values with respect to gas-phase water. On the bare In2O3(111) surface (Figure 

6.2a), the energy needed to remove an oxygen atom ranges between -0.65 and 0.99 eV.41 For the In8 cluster 

on In2O3, the EOv values are significantly higher, namely between 0.36 and 1.29 eV (Figure 6.2b). The same 

holds for the Ni2In6 cluster on In2O3 with values between 0.18 and 1.04 eV (Figure 6.2c). For the Ni-rich 

Ni6In2 cluster, oxygen vacancy formation becomes easier with values ranging between -0.59 and 1.01 eV 

(Figure 6.2d). For comparison, we mention that the corresponding range for Ni8-In2O3 is -0.22-0.99 eV.44 

Overall, the presence of the Ni2In6 and Ni6In2 clusters on the In2O3(111) surface results in changes in the 

oxygen vacancy formation energy. The oxygen vacancy formation process is endothermic referenced to 

water formation for the In8 and Ni2In6 clusters, whereas it is exothermic for the Ni6In2 and Ni8 clusters. 

Despite these differences, the energetics are not unfavorable with respect to oxygen vacancy formation 

under typical CO2 hydrogenation conditions as discussed before.44 To understand the role of these oxygen 

vacancies during CO2 hydrogenation, we studied the elementary reaction steps leading to oxygen vacancy 

formation as part of the CO2 hydrogenation mechanism to various products by DFT. The reaction energetics 
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will then be used in microkinetic simulations for the most stable Ni2In6 and Ni6In2 clusters placed on the 

In2O3 support.  

 

Figure 6.2: Oxygen vacancy formation energies (EOv) for the 12 surface oxygens on (a) bare In2O3, (b) In8-

In2O3 (c) Ni2In6-In2O3 (d) Ni6-In2O3. The computed energies are referenced to gaseous O2 and H2O. The 

coloring of the 12 surface oxygen atoms represents their EOv. Ni atoms are colored in dark grey, while all 

other atoms are colored in light grey. The Ni species are highlighted inside dashed circles. 

6.3.3 Reaction mechanism 

We performed DFT calculations to elucidate the reaction mechanism of CO2 hydrogenation to methanol 

(CH3OH), carbon monoxide (CO) and water (H2O). As methane was not observed in experiments for 

catalysts containing small Ni clusters placed on In2O3
32,34and, moreover, the use of NiIn alloys blocks 

methane formation pathways as compared to Ni,66 we did not explore the full reaction pathways towards 

methane. In a previous theoretical study, we could explain the absence of methane formation for small Ni 

clusters to the very high barriers associated with C-O bond scission in adsorbed CO.44 To verify that CO2 

methanation on small NiIn clusters is also difficult, we included direct CO dissociation as the most likely 

rate-limiting step in CO2 methanation in the present study. The reaction network explored in this study is 

depicted in Figure 3. Based on previous computational studies, we investigated specific pathways for the 
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formation of oxygen vacancies via H2O formation, the formation of CH3OH via formate, and the reverse 

water-gas shift (rWGS) reaction leading to CO.67–69 The latter can take place either via direct C-O bond 

cleavage in CO2 (redox pathway) or via an H-assisted pathway involving the COOH intermediate (carboxyl 

pathway). We discuss these steps for the Ni2In6 and Ni6In2 models to compare a Ni-lean and a Ni-rich 

cluster. We do not study the mechanism on the In8-cluster as it does not contain Ni atoms. We highlight the 

main trends in activation energies and transition state structures and compare key elementary reaction steps 

with those found for the In2O3-supported Ni8-cluster.44 The structures corresponding to initial, transition 

and final states for all elementary reaction steps are shown in Appendix D (Section D5-6). 

 

Figure 6.3. Full kinetic networks for CO2 hydrogenation to CO and CH3OH for (a) Ni6In2-In2O3 and (b) 

Ni2In6-In2O3 models. The numbers correspond to the elementary reaction steps as listed in Tables S11a-c. 

6.3.3.1 Oxygen vacancy formation 

We first discuss formation of an oxygen vacancy via formation of H2O (steps 1-3). For each of the 

considered NiIn-In2O3 surfaces, we removed the oxygen with the lowest EOv (Figure 6.2). On Ni2In6-In2O3, 

dissociative adsorption of H2 to form 2 Ni-H groups (step 1) has an activation energy of ΔEa = 56 kJ/mol 

and a reaction energy of ΔER = -62 kJ/mol. In the final state (FS), one H atom occupies a bridge site between 

two Ni atoms, while the other H atom is at a bridge site between Ni and In. H2 dissociation on In sites is 

associated with a high barrier (112 kJ/mol). This is expected as metallic indium is hardly capable of 

activating H2 as reported in an earlier theoretical study.70 

H2 activation on Ni6In2-In2O3 is spontaneous and results in two Ni-H moieties (ΔER = -83 kJ/mol). This is 

in line with an earlier work on Ni clusters on In2O3 that highlighted how facile H2 activation is a key factor 

in promoting methanol synthesis.44 In the FS, both H atoms occupy threefold Ni sites. As a next step, we 

studied hydrogenation of the oxygen atom of the support with the lowest EOv to yield OH (step 2). The 

barrier for OH formation is 178 kJ/mol for both clusters. On Ni2In6, this step is endothermic (ΔER = 85 

kJ/mol) and results in a OH group bonded in bridge configuration between Ni and In. This step is 
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exothermic on Ni6In2 (ΔER = -32 kJ/mol), which can be explained by the stronger binding of the OH group 

to only a Ni atom. The subsequent H2O formation step (step 3) has a barrier of 119 kJ/mol (ΔER = -19 

kJ/mol) on Ni2In6, while this step has a high barrier of 169 kJ/mol (ΔER = 51 kJ/mol) on Ni6In2. Water 

desorption from the surface (step 4) costs 23 and 41 kJ/mol on Ni2In6 and Ni6In2, respectively. The overall 

barriers for oxygen formation with respect to gas-phase H2 are 122 kJ/mol for Ni6In2 and 123 kJ/mol for 

Ni2In6. The corresponding overall reaction energies are -13 kJ/mol for Ni6In2 and +28 kJ/mol for Ni2In6. 

The corresponding values for the Ni8-cluster on In2O3(111) are ΔEa = 57 kJ/mol (ΔER = -22 kJ/mol) and for 

the unpromoted In2O3(111) surface an overall barrier of ΔEa = 57 kJ/mol (ΔER = -64 kJ/mol) is found.44,67 

6.3.3.2 Methanol formation  

We start to explore methanol formation from the surfaces with an oxygen vacancy by adsorbing CO2 (step 

5). The potential energy diagram is shown in Figure 6.4. On Ni2In6, CO2 adsorbs at the oxygen vacancy 

with the carbon atom coordinating to a lattice oxygen and the oxygen atoms bonding to In atoms of the 

cluster. On Ni2In6, CO2 also adsorbs with its C atom in the oxygen vacancy and the oxygen atoms in CO2 

binding to In atoms of the cluster. Adsorbed CO2 on the Ni2In6-cluster also occupies the oxygen vacancy 

but the O atoms in CO2 bind to Ni atoms of the cluster. The CO2 adsorption energy are -20 kJ/mol for Ni2In6 

and -81 kJ/mol for Ni6In2. This is in line with the notion that the Ni–O bond (396 kJ/mol) is stronger than 

the In–O bond (320 kJ/mol) in the bulk oxides.71 On both clusters, another H2 molecule dissociatively 

adsorbs on Ni next to adsorbed CO2 (steps 6) similar to step 1. Next, CO2 can be hydrogenated to formate, 

which is a precursor to methanol (steps 7-12). On Ni2In6, the HCOO intermediate is obtained by proton 

migration via the In atom (step 7). This step has a high barrier of 229 kJ/mol and is endothermic by 90 

kJ/mol. The HCOO intermediate binds only to In atoms of the cluster. On Ni6In2, CO2 is hydrogenated by 

Ni-H, resulting in a lower barrier of 104 kJ/mol (ΔER = 24 kJ/mol). The resulting HCOO intermediate binds 

to Ni atoms. Next, HCOO is hydrogenated to H2COO (step 8). On Ni2In6, hydrogenation by an In-H has a 

barrier of 193 kJ/mol (ΔER = 23 kJ/mol). On the Ni6In2-cluster, hydrogenation by a Ni-H results again in a 

lower barrier of 122 kJ/mol (ΔER = 106 kJ/mol). Next, cleavage of a C-O bond in the H2CO2 intermediate 

yields CH2O with the O atom healing the oxygen vacancy (step 9). On Ni2In6, this step has a barrier of 134 

kJ/mol and is energy neutral. The barrier Is higher on Ni6In2 (ΔEa = 178 kJ/mol and ΔER = 92 kJ/mol). 

Dissociative adsorption of another H2 molecule on the cluster (step 10) leads to the CH2O+2H state from 

which methanol is obtained via two consecutive hydrogenation steps. CH3O formation on Ni6In2 (step 11) 

has an activation energy of 30 kJ/mol and is endothermic by ΔER = 7 kJ/mol. On Ni2In6, this step is 

associated with a higher barrier of ΔEa = 94 kJ/mol and exothermic by ΔER = -39 kJ/mol. The last 

hydrogenation event to adsorbed CH3OH (step 12) features barriers of 174 and 93 kJ/mol on Ni2In6 and 

Ni6In2, respectively, with respective reaction energies of ΔER = 111 kJ/mol and ΔER = -5 kJ/mol. An 

important corollary of the findings so far is that hydrogenation involving Ni-H for the Ni6In2 cluster results 
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in lower barriers for hydrogenation as compared to In-H species for the Ni2In6 cluster. Desorption of 

methanol (step 13) closes the catalytic cycle of methanol synthesis with desorption energies of 5 and 41 

kJ/mol on Ni2In6 and Ni6In2, respectively. 

To verify that CO2 methanation on small In2O3-supported Ni clusters does not occur, we computed the 

barriers for direct CO dissociation. This step is anticipated to be the key rate-limiting step in CO2 

methanation.72 The results are reported in Table D12. The structures of the IS, TS and FS can be found in 

Table D13. We can compare these results to data for CO dissociation pathways on In2O3-supported Ni 

clusters and extended surfaces of Ni by Sterk et al.72 The barriers for direct CO dissociation on Ni2In6 and 

Ni6In2 are close to 300 kJ/mol, close to the value of 312 kJ/mol for the Ni8-cluster on In2O3(111).44 In 

contrast, a significantly lower value is found on a Ni(110) surface (ΔEa = 150 kJ/mol) by Sterk et al.72   

 

Figure 6.4. Potential energy diagrams of the conversion of CO2 and H2 to CH3OH, and H2O. 

6.3.3.3 CO formation  

Two pathways were considered for CO formation via the rWGS reaction namely the redox (PED in Figure 

6.5a) and carboxyl (PED in Figure 6.5b) mechanism. The redox pathway involves the formation of an 

oxygen vacancy via H2O formation (steps 1-4), adsorption of CO2 (step 5) and subsequent dissociation of 

CO2 and desorption of CO (steps 14 and 15, respectively). On both models, CO2 dissociation takes place 

on the cluster. CO2 adsorbs weaker on the clusters than on the Ov sites. CO2 adsorption energies are -11 

and -39 kJ/mol for Ni2In6 and Ni6In2, respectively, compared to typical values of -81 and -20 kJ/mol for 

adsorption in the Ov sites. Attempts to identify transition states for C-O dissociation in CO2 adsorbed on 

an oxygen vacancy were not successful. Direct C-O bond scission in CO2 is associated with a forward 

barrier of 49 kJ/mol on both clusters. On Ni2In6, this step is energy neutral with the CO finally binding to 

two Ni atoms. However, on Ni6In2 this step is exothermic by ΔER = -81 kJ/mol, which relates to the stronger 

adsorption of CO in a three-fold site. CO desorption is endothermic by 34 and 201 kJ/mol on Ni2In6- and 

Ni6In2-In2O3, respectively. 
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Alternatively, CO can be obtained via the carboxyl mechanism involving a COOH intermediate, which 

occurs on the clusters, in line with an earlier work on In2O3-supported Ni clusters.44 No TS could be found 

for the redox pathway starting from CO2 adsorbed on the oxygen vacancy site.  First, one of the oxygen 

atoms of the adsorbed CO2 molecule is protonated to form COOH (step 16). This step has an activation 

energy of 128 and 197 kJ/mol for Ni2In6 and Ni6In2, respectively. Furthermore, this step is endothermic for 

both systems (ΔER, Ni2In6= +53 kJ/mol and ΔER, Ni6In2 = +106 kJ/mol). Next, the COOH intermediate 

dissociates into CO and OH (step 17). On Ni2In6, this step is associated with a barrier of 174 kJ/mol and is 

endothermic (ΔER = +152 kJ/mol). In the FS, CO and OH occupy bridge Ni-Ni and bridge In-In sites, 

respectively. This step is exothermic on Ni6In2 by ΔER = -162 kJ/mol with an activation energy of ΔEact = 

60 kJ/mol. Both CO and OH moieties end up binding to Ni atoms of the cluster. The formation of Ni-O 

bonds results in a more stable FS compared to the Ni2In6 cluster where In-O bonds are formed. 

Hydrogenation of OH originating from COOH scission leads to the formation of H2O (step 18). On Ni2In6, 

this step has an activation energy of 43 kJ/mol and is endothermic by ΔER = +44 kJ/mol. On Ni6In2, this 

step has a higher barrier of 133 kJ/mol and a reaction energy of ΔER, Ni6In2= +44 kJ/mol. Finally, CO desorbs 

(step 19) with a desorption barrier of 114 and 260 kJ/mol on Ni2In6 and Ni6In2, respectively.  

Figure 6.5. Potential energy diagrams of the conversion of CO2 and H2 to CO and H2O. (a) redox pathway 

and (b) carboxyl pathway. 

6.3.4 Microkinetic simulations 

6.3.4.1 Overall kinetics  

To compare the catalytic performance of the different NiIn-In2O3 models, we compute the CO2 

hydrogenation reaction rate employing microkinetic simulations based on the DFT-computed reaction 

energetics. The active sites in our model consist of clusters placed on the In2O3 support. We do not take 

migration of intermediates between the active sites into account. Co-adsorbed species are modelled as 

distinct varieties of a single active site. In this approximation, all elementary reaction steps are 

unimolecular, with exception of the adsorption and desorption steps. A detailed list of the elementary 

reaction steps is provided in Appendix D.  
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The CO2 consumption rate and the CH3OH selectivity as a function of temperature are shown in Figure 5. 

Herein, we also compare the current reaction kinetics to those obtained for bare In2O3 based on published 

DFT data by Frei et al.67 and for a Ni8-cluster on In2O3 based on our previous data.44 Furthermore, the 

turnover frequencies (TOF) towards CH3OH and CO are given in Figure D6. For T < 300 oC, the CO2 

conversion rate decreases in the order Ni8 > Ni6In2 = In2O3 > Ni2In6 (Figure 6.5a). Concerning methanol 

selectivity (Figure 6.5b), In2O3 is the most selective (100% methanol selectivity at T = 200 oC) followed by 

the Ni8- and Ni6In2-cluster (methanol selectivity of 95% and 92% at T = 200 oC, respectively). Notably, 

these results are qualitatively in line with the experimental results published by Jia et al for Ni-In2O3 

catalysts.34 

 

Figure 6.5. (a) CO2 consumption rate (s-1) and (b) CH3OH selectivity as a function of temperature on 

different models (p = 50 bar, H2/CO2 ratio =5). The data for In2O3-bare are taken from reference [73] while 

the data for Ni8-In2O3 is taken from reference.44 

The results in terms of coverage, apparent activation energy (Eapp) and reaction orders as a function of 

temperature are given in Figure 6.6. The dominant state on the Ni2In6-cluster for T < 500 oC features two 

adsorbed H species (Figure 6.6a). This is because the two subsequent steps of hydrogenation of a lattice 

oxygen to form H2O in the oxygen vacancy formation pathway (steps 2-3) are associated with high barriers 

(178 and 119 kJ/mol, respectively). These steps are the most difficult ones in the oxygen vacancy pathway 

(Figure 3a). At T > 500 oC, formation of H2O is easier, leading to more oxygen vacancies. This results in a 

decrease in the coverage of 2H in favor of the Ov state (Figure 6.6a). At low temperature, the reaction 

orders in both CO2 and H2 are close to zero (Figure 6c). Under these conditions, the reaction is limited by 

the rate of OH hydrogenation (step 2) which is not affected by the partial pressures of H2 and CO2. 



Chapter 6 

198 

 

Furthermore, sufficient H is available on the surface, as follows from Figure 6.6a. At higher temperature (T 

> 500 oC), a positive reaction order in CO2 is observed. As under these conditions adsorption of CO2 on the 

surface becomes more difficult, a higher partial pressure of CO2 would increase the overall rate. On the 

Ni2In6-cluster, the apparent activation energy (Eapp) is constant at 178 kJ/mol for temperatures below 500 

oC (Figure 6.6c). This value corresponds to the activation energy of OH hydrogenation (178 kJ/mol). As 

the temperature increases this step becomes more kinetically accessible and, as a result, Eapp decreases. 

The Ni6In2 cluster predominantly resides in the HCO2+H state at T < 400 oC (Figure 6.6b). The reason for 

this is that hydrogenation of HCO2 to H2CO2 has a a high barrier (ΔEa = 122 kJ/mol). Furthermore, the 

subsequent step of H2CO2 dissociation into CH2O+O is associated with a high barrier (ΔEa = 178 kJ/mol). 

This results in an overall barrier associated with converting the HCO2+H state to the CH2O+O state of 201 

kJ/mol, limiting the progress of the overall reaction. For T > 400 oC, the coverage of HCO2+H decreases in 

favor of the CO2 and Ov states. The latter becomes dominant for T > 575 oC. At low temperature, the 

reaction order in both H2 and CO2 is close to zero because the surface is mainly covered by HCO2+H , 

originating from CO2 hydrogenation (Figure 6.6d). Thus, further increasing the partial pressure of the 

reactants will not affect the reaction rate. With increasing temperature, the reaction order in H2 becomes 

negative indicating that an increase in the partial pressure of this reactant would push the reaction away 

from the dominant product. At high temperature (T > 500 oC), the reaction order in CO2 becomes positive. 

Under these conditions, a higher partial pressure of CO2 results in a higher coverage of reaction 

intermediates derived from CO2, increasing the CO2 turnover rate. This behavior is also reflected in the Eapp 

trend (Figure 6.6d). The Eapp is approximately constant below 400 oC and decreases at higher temperature. 

By comparing Figure 6.6b and 6.6d, it can be seen that the decrease in the Eapp goes together with an increase 

of the oxygen vacancies, resulting in a higher coverage of CO2. The exothermic energy of CO2 adsorption 

(ΔEads = -81 kJ/mol) lowers the apparent activation energy of the overall reaction. 
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Figure 6.6. Surface state of different model catalysts (a-b) and reaction orders and apparent activation 

energies (c-d) with CO2 as key component as a function of temperature.  

6.3.4.2 Rate and selectivity control of the reaction network 

In this section, we discuss in detail the reaction network that leads to CH3OH and CO formation from CO2 

hydrogenation on the two NiIn-In2O3 models. We identify the elementary steps that control the overall CO2 

consumption rate and the CH3OH selectivity and investigate how these steps change with reaction 

temperature. For this purpose, we conduct a sensitivity analysis based on Campbell’s degree of rate control 

(DRC)57 and selectivity control (DSC).59,74  

6.3.4.2.1 Ni2In6-cluster 

The DRC analysis and reaction flux analysis for the Ni2In6-cluster model are shown in Figure 6.7a and 6.7b, 

respectively. At T < 500 oC, the CO2 consumption rate is mostly controlled by the rate of OH hydrogenation 

(step 2), because this elementary step has the highest barrier in the oxygen vacancy formation pathway (ΔEa 

= 178 kJ/mol). This result is consistent with the surface state of the catalyst featuring mostly adsorbed 

hydrogen species (2H, Figure 6.6b). At higher temperature (T > 500 oC), formation of oxygen vacancies 
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and subsequent adsorption of CO2 result in a decrease in the DRC coefficient of OH hydrogenation (step 2) 

in favor of CO2 dissociation (step 14, ΔEa = 49 kJ/mol). The dominant pathway (Figure 6.7b, right) proceeds 

via a redox pathway involving formation of an oxygen vacancy (steps 1-3), direct dissociation of CO2 and 

subsequent CO desorption (steps 14 and 19, respectively). The redox pathway is preferred over the carboxyl 

pathway for CO formation because CO2 hydrogenation to COOH is associated with a higher barrier 

compared to CO2 direct dissociation (128 and 49 kJ/mol, respectively). Compared to the dominant pathway 

to CO, the formate pathway to methanol has very low fluxes. This pathway is not taken because the 

hydrogenation of CO2 to HCO2 (step 7) is associated with a high barrier (ΔEa = 229 kJ/mol) inhibiting 

methanol formation. The preference of the redox pathway to CO over the formate pathway to methanol 

results in a negligibly low methanol selectivity as shown in Figure 6.5b. 

 

Figure 6.7. (a) Degree of rate control analysis with CO2 as key component as a function of temperature for 

the Ni2In6-In2O3 model. (b) Reaction network analysis for CO2 hydrogenation to CH3OH, CO and H2O at 

T = 200 oC. Herein, the dominant pathway is highlighted in purple, whereas the other paths are in grey. The 

numbers in the arrows are molar reaction rates (s–1) and are normalized with respect to the amount of 

adsorbed CO2.  

6.3.4.2.2 Ni6In2-cluster 

The DRC and DSC analyses for the Ni6In2-cluster model are reported in Figures 8a and 8b, respectively. 

At low temperature (200 oC < T < 300 oC), the rate of CO2 consumption is mainly controlled by the rate of 

H2CO2 dissociation into CH2O+O (step 9, Figure 6.8a). This step has the highest activation energy in the 

dominant pathway as seen from Figure 8b (ΔEa =178 kJ/mol). With respect to the dominant state (HCO2+H, 

Figure 6b), the overall barrier of the main rate-limiting step to methanol formation amounts to 201 kJ/mol. 

The step of CO2 dissociation (step 14, ΔEa =49 kJ/mol) controls the overall rate to a smaller extent as can 

be seen by its lower DRC coefficient. This result is in line with the reaction order in H2 and CO2 of zero 
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predicted by the model (Figure 6.6d). An increase in the partial pressure of the reactants would not affect 

this elementary step and thus the overall rate. The DSC analysis (Figure 6.8c) shows that the same 

elementary steps that are controlling the rate are also controlling methanol selectivity. An increased rate of 

H2CO2 dissociation would result in a higher flux in the route towards methanol, benefiting its formation at 

the expense of CO formation. With increasing temperature, a change in the selectivity from methanol to 

CO is observed (Figure 6.5b), which is reflected by the DRC analysis. Herein, the DRC coefficient of 

H2CO2 dissociation decreases, whereas the DRC coefficient of CO2 dissociation (step 14, ΔEa = 49 kJ/mol) 

increases. This last step pertains to the rWGS branch in the kinetic network and thus inhibits the selectivity 

towards methanol. The selectivity shift towards CO at high temperature can be explained on the basis of 

the surface state of the Ni6In2-In2O3 model. At high temperature, Ni-H species are less abundant, as we 

previously observed (Figure 6.6a). This suggests that steps requiring less surface hydrogen, like the ones 

pertaining to the rWGS pathway are preferred over steps of the formate pathway. To confirm the effect of 

H2 partial pressure on CH3OH selectivity, we performed a simulation with a H2:CO2 ratio of 1:5 (instead of 

5:1) and observed that the selectivity to CH3OH decreases to 45% at 250 oC (Figure D7). Thus, the 

selectivity shift to CO observed at high temperature can be explained by the lower availability of Ni-H 

species at such temperatures. This is in line with our earlier work on Ni clusters on In2O3.44 

Figures 6.8b and 6.8d show the flux analysis at low and high temperature, respectively. At low temperature 

(Figure 6.8b), the dominant pathway features the formation of an oxygen vacancy (steps 1-4), followed by 

CO2 adsorption (step 5) and hydrogenation to methanol via formate (steps 6-13). At high temperature 

(Figure 8d), the dominant pathway features the formation of an oxygen vacancy, followed by adsorption 

and dissociation of CO2 (steps 5 and 14, respectively) and subsequent CO desorption (step 15). The redox 

pathway is preferred over the carboxyl pathway for the formation of CO because hydrogenation of CO2 to 

COOH is associated with a higher barrier compared to direct CO2 dissociation (197 and 49 kJ/mol, 

respectively).  
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Figure 6.8. (a) DRC and (b) DSC analysis with CO2 as key component as a function of temperature for the 

Ni6In2-In2O3 model.  Reaction network analysis for CO2 hydrogenation to CH3OH, CO and H2O at (a) T = 

200 oC and (b) T = 400 oC. Herein, the dominant pathway is highlighted in pink, whereas the other paths 

are in grey. The numbers in the arrows are molar reaction rates (s–1) and are normalized with respect to the 

amount of adsorbed CO2.  

6.3.4.3 General Discussion 

The present study provides new insights into the role of Ni-In clusters in the In2O3-catalyzed hydrogenation 

of CO2 to methanol. The explored reaction mechanism includes a direct route for CO2 hydrogenation to 

methanol (formate pathway) and the competing reverse water-gas shift (rWGS) reaction. The latter can take 

place either via direct C-O bond cleavage in CO2 (redox pathway) or via an H-assisted pathway involving 

the COOH intermediate (carboxyl pathway). A key result of this study is that an In2O3-supported Ni6In2 

cluster (representing Ni-rich clusters) mainly catalyzes methanol formation, whereas a Ni2In6 cluster 

(representing In-rich clusters) mainly catalyze CO formation.  
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Methanol formation involves oxygen vacancies in the In2O3 support. Frei et al. reported oxygen vacancy 

formation on an In2O3(111) surface via homolytic dissociation of molecular hydrogen forming two surface 

OH groups, followed by water formation and desorption.73 Oxygen vacancy formation has an overall barrier 

of 67 kJ/mol with respect to gas-phase H2.41 Heterolytic H2 dissociation on this surface was found to have 

a similar overall barrier.75 The presence of Ni2In6 or Ni6In2 clusters increases the overall barrier to 122 and 

123 kJ/mol, respectively. Notably, these values are also higher than the ones found for a In2O3-supported 

Ni8 cluster (57 kJ/mol) in an earlier work.44  

On the Ni6In2cluster, at relatively low temperature, the formate pathway to methanol is preferred over the 

rWGS reaction, resulting in high methanol selectivity. We compare the results in terms of TOFCH3OH of the 

Ni6In2 cluster with the supported Ni8 cluster reported in an earlier work.44 Although methanol is the main 

product at low temperature for both cases, the Ni6In2 cluster exhibits a lower TOFCH3OH at low temperature 

(Figure D6). This can be explained by differences in the overall barrier of the rate-determining step for 

methanol formation with respect to the dominant state, which is in both cases the HCO2+H state. The overall 

barrier is higher for the Ni6In2 cluster (201 kJ/mol) compared to the Ni8-cluster (177 kJ/mol). With 

increasing temperature, the selectivity shifts to CO (Figure 6.5b) in line with experimental observations for 

typical Ni-In2O3 catalysts.34,35 The dependence of the selectivity on the temperature relates to the presence 

of hydride species on exposed Ni sites (NiHδ). At relatively low temperature, there are sufficient hydrides 

present, which are involved in hydrogenation reactions. With increasing temperature, the H coverage 

decreases. As the rWGS reaction requires less H atoms than methanol formation, the selectivity shifts to 

CO when the H coverage decreases. We find that small Ni and (Ni-rich) NiIn clusters on In2O3 catalyze 

methanol formation via the same mechanism.  

On the Ni2In6 cluster model, oxygen vacancy formation is endothermic and is furthermore kinetically 

limited by OH hydrogenation. The presence of Ni sites surrounded by inactive In atoms results in a lower 

coverage with H. The dominant pathway is a redox mechanism involving formation of oxygen vacancies, 

direct CO2 dissociation and CO desorption. Compared to this, the formate pathway to methanol has very 

high barriers, resulting in a very low methanol selectivity. We explain the higher barrier for the formate 

pathway on Ni2In6 in comparison to Ni6In2 using Bader charges (BC) for the atoms involved in the 

elementary step of CO2 hydrogenation to HCOO (step 6 in Figure 6.3). The results are shown in Figure D8. 

As previously discussed, the In atoms in the Ni2In6 cluster carry a slightly positive charge due to the 

electronegativity difference between Ni and In. In the initial state of step 6, the C atoms the CO2 and the 

neighboring In atom (d(C-In) = 2.8 Å) carry the charges +2.1 |e| and +0.6 |e|, respectively (Figure D8a). 

This leads to electrostatic repulsion between the adsorbate and the neighboring In atom, which destabilizes 

the TS, resulting in a high barrier (ΔEa,Ni2In6 = 229 kJ/mol). On top of this electrostatic repulsion, the In 
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atoms in the cluster weaken adsorption of CO2 due to the absence of d-orbitals in their valence shell. In 

contrast, on the Ni6In2 cluster, adsorbed CO2 (BC(C) = +2.1 |e|) neighbors a Ni atom (d(C-Ni) = 2.7 Å) 

which has a lower charge (BC(Ni) = +0.3 |e|, Figure D8b) compared to the charge on the In atom in the 

Ni2In6 cluster. This results in a lower destabilization effect on the TS and, thus, in a lower barrier compared 

to the Ni2In6 cluster (ΔEa,Ni6In2 = 104 kJ/mol). Similar considerations can explain the different barriers of 

other steps of the formate pathway (steps 8, 11-13) for the two models. 

We also discuss here our results in comparison to those recently reported in the literature. Large Ni particles 

mainly catalyze methane formation in CO2 hydrogenation due to the presence of step-edge sites, which can 

catalyze C-O bond scission with relatively low barriers.76 With decreasing Ni particle size, the number of 

step-edge sites decreases, resulting in a lower methane selectivity.72 In earlier works, we reported that small 

Ni clusters promote H2 dissociation, resulting in enhanced methanol formation compared to the unpromoted 

oxide.44,65 Such clusters are inactive for CO bond dissociation and thus do not lead to methane product. 

Thanks to the reducibility of In and its mobility due to the low melting point of In, it is likely that Ni-In 

alloys are formed, which has been experimentally confirmed.36,65 Frei et al. reported that InNi3 patches on 

the In2O3(111) surface supply neutral hydrides to the In2O3, thereby boosting methanol formation at the 

expense of CO formation. This is in line with our findings that an interface between Ni-rich bimetallic 

phases (Ni6In2) and In2O3 would mainly lead to methanol. In contrast, the presence of Ni sites surrounded 

by In atoms (Ni2In6) results in CO as the main reaction product.  

6.4. Conclusions 
The role of NiIn clusters on In2O3 for CO2 hydrogenation to methanol was investigated using DFT and 

microkinetic simulations. We explored the structure of a range of 8-atom clusters containing Ni and In 

placed on the most stable In2O3 termination using artificial neural networks and genetic algorithms. We 

selected two clusters, one rich in In, Ni2In6, and one rich in Ni, Ni6In2. The presence of such clusters 

increases the overall barrier of oxygen vacancy formation compared to the pristine In2O3(111) surface. 

Microkinetic simulations reveal that the Ni-rich Ni6In2 cluster is conducive to the formation of methanol, 

while the In-rich one only leads to CO formation. The mechanism involves oxygen vacancy formation in 

the support, CO2 adsorption and hydrogenation to formates that further react to methanol. The decreasing 

H coverage at higher temperature leads to a shift in the product distribution to CO. CO formation involves 

direct CO2 dissociation on oxygen vacancies. The lower stability of H species on the Ni2In6 cluster precludes 

formation of methanol and, henceforth, CO is the dominant product.  
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Appendix D 

D1. Details of the ANN-GA 

The workflow for generating structures using the transfer dataset ANN/GA method is presented in Figure 

D1. The initial dataset of structure geometries comprised 200 Ni8 structures obtained during a DFT-GA 

study performed in earlier work.1 These structures were used to generate clusters for Ni6In2, Ni2In6 and In8 

through random substitution of In and Ni atoms. 500 clusters were generated initially. Single-point 

calculations are performed on these clusters. The DFT energies are then used to train an ANN. The training 

process is described in an earlier publication.2 Training statistics are provided in Table S1. 

Table D1: RMSE and bias for the prediction of energies within the training subsets for the ANN of clusters 

supported on In2O3(111). Values are provided in meV/atom.  

System  Training  Validation  Test  

Error  Bias  Error  Bias  Error  Bias  

Ni6In2  1.321  0.031  1.352  -0.021  1.422  0.033  

Ni2In6  1.350  0.029  1.374  -0.025  1.423  -0.018  

In8  1.193  0.025  1.216  0.030  1.278  0.027  
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Figure D1. Flow chart of the ANN-GA algorithm used to generate In2O3-supported NiIn clusters. 

The ANN is used to perform the energy calculations for the GA. The GA is configured to generate 40 

structures per cycle. The GA runs until at least 1000 clusters are generated. Once this target has been 

achieved, the GA is set to converge when the global energy minimum remains unchanged for 10 cycles. 
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During the GA cycles, if structures are encountered that differ significantly from the dataset, the energy of 

these samples is verified using DFT. Structures are compared based on their CSR distance: 

Da  = min
b

 ∑  

N

i

|
Gi

a − Gi
b

N ⋅  Gi
b

| 
(D.1) 

Where G the ANN input-vector, a denoting the candidate and b the dataset samples. This metric finds the 

sample with the closest-matching fingerprint in the known dataset. Structures with a minimum distance 

exceeding 20% are ver0ified using DFT. If the sample-error is found to exceed the 2σ-range of the ANN, 

it is added to the dataset and the ANN is re-parametrised. By this process, the geometric dataset is iteratively 

compiled. This improves the quality of the 1st ANN parametrisation for each system, thereby reducing the 

number of (slow) DFT stages. The final dataset contained 800 samples. The GA generated 103-105 samples 

per system. Once the GA had converged, the LEME set is made to comprise the 100 clusters with the lowest 

energy (for each composition). These structures are optimised with DFT to eliminate any residual bias and 

to validate the ANN predictions. 

For the proceeding Boltzmann analysis of the LEME set, a 0.2 eV search-window contains 99.7% of the 

accessible structures at 400 K. During convergence testing, no new structures were identified within this 

operating window during the final 10 cycles. As such, the LEME distributions can be considered converged 

to within the limits of the GA. The results of the ANN/GA conducted in the presence of a surface oxygen 

vacancy are presented in Table D2.  

 

Table D2: RMSE and bias for the prediction of energies within the training subsets for the ANN of clusters 

supported on In2O3(111) in the presence of an oxygen vacancy. Values are provided in meV/atom.  

System  Training  Validation  Test  

Error  Bias  Error  Bias  Error  Bias  

Ni6In2  1.311  0.033  1.322  0.041  1.374  0.022  

Ni2In6  1.334  0.031  1.316  0.035  1.363  -0.018  

In8  1.188  0.022  1.221  0.040  1.233  0.017  
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D2. Structure analysis of ANN-GA-obtained NiIn-In2O3 clusters 

D2.1 ANN-GA obtained NiIn-In2O3 clusters 

Table D3. Most stable candidate structures and their energy relative to the minimum energy structure 

(kJ/mol) for the Ni8- Ni7In1- and Ni6In2-In2O3 models. 

ID Ni8 Ni7In1 Ni6In2 

1 

ΔE = 0 

 

ΔE = 0 ΔE = 0 

2 

 

ΔE = 7 

 

ΔE = 49 

 

ΔE = 21 

3 

 

ΔE = 9 

 

ΔE = 50 

 

ΔE = 36 
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4 

 

ΔE = 11 
 

ΔE = 55 

 

ΔE = 46 

5 

 

ΔE = 17 
 

ΔE = 57 

 

ΔE = 61 

6 

 

ΔE = 21  
 

ΔE = 79 

 

ΔE = 64 

7 

 

ΔE = 23 
 

ΔE = 82 

 

ΔE = 67 
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8 

 

ΔE = 26  

ΔE = 83 

 

ΔE = 68 

9 

 

ΔE = 27 

 

ΔE = 88 

 

ΔE = 69 

10 

 

ΔE = 28 ΔE = 88 
 

ΔE = 70 

 

Table D4. Most stable candidate structures and their energy relative to the minimum energy structure 

(kJ/mol) for the Ni5In3-, Ni4In4- and Ni3In5-In2O3 models. 

ID Ni5In3 Ni4In4 Ni3In5 

1 

 

ΔE = 0 

 

ΔE = 0 

 

ΔE = 0 
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2 

 

ΔE = 7 

 

ΔE = 19 

 

ΔE = 11 

3 

 

ΔE = 9 

 

ΔE = 22 

 

ΔE = 16 

4 

ΔE = 11 ΔE = 25 ΔE = 44 

5 

 

ΔE = 13 

 

ΔE = 37 

 

ΔE = 48 
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6 

 

ΔE = 26 

 

ΔE = 49 

 

ΔE = 51 

7 

 

ΔE = 29 

 

ΔE = 52 

 

ΔE = 59 

8 

 

ΔE = 34 

 

ΔE = 63 

 

ΔE = 61 

9 

 

ΔE = 35 

 

ΔE = 68 

 

ΔE = 63 
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10 

 

ΔE = 40 

 

ΔE = 88 

 

ΔE = 64 

 

Table D5. Most stable candidate structures and their energy relative to the minimum energy structure 

(kJ/mol) for the Ni2In6-, Ni1In7- and In8-In2O3 model. 

ID Ni2In6 Ni1In7 In8 

1 

 

ΔE = 0 

 

ΔE = 0 

 

ΔE = 0 

2 

 

ΔE = 15 

 

ΔE = 52 

 

ΔE = 27 

3 
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ΔE = 17 ΔE = 57 ΔE = 28 

4 

 

ΔE = 18 

 

ΔE = 61 

 

ΔE = 37 

5 

 

ΔE = 41 

 

ΔE = 62 

 

ΔE = 41 

6 

 

ΔE = 45 

 

ΔE = 64 

 

ΔE = 42 

7 
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ΔE = 47 ΔE = 77 ΔE = 43 

8 

 

ΔE = 50 

 

ΔE = 88 

 

ΔE = 46 

9 

 

ΔE = 51 

 

ΔE = 91 

 

ΔE = 47 

10 

 

ΔE = 52 

 

ΔE = 92 

 

ΔE = 55 

 



On the role of Ni-In clusters on In2O3 during CO2 hydrogenation to methanol  

221 

 

 

Figure D2. Bader charge analysis of different models. (a) Ni2In6-, (b) Ni6In2- and (c) Ni8-cluster. 

D2.2. Statistical Analysis of NiIn-In2O3 clusters 

To assess the probability to find a structure different than the energy minimum one, we performed an 

analysis based on the Boltzmann probability distribution as given by: 

 𝑝𝑖

𝑝𝑗
= 𝑒

𝜖𝑗 −𝜖𝑖

𝑘𝑇  
(D.2) 

where 𝑝𝑖 is the probability of the system being in state 𝑖, 𝜖𝑖 is the energy of that state, 𝜖𝑗  the energy of the 

energy minimum structure, and 𝑘𝑇 is the product of Boltzmann's constant 𝑘 and temperature 𝑇. This 

function gives the probability that the system will be in a certain state (e.g., a given cluster configuration) 

as a function of the energy of that state and the temperature.  



Chapter 6 

222 

 

 

Figure D3. Analysis of GA-computed candidate structures. (a) Boltzmann probability distribution of the candidate 

structures; the inset shows more in detail the structures closest to the energy minimum (ΔE < 0.2 eV). (b) top-view of 

the candidate structures with at least 10% probability and their energy relative to the energy minimum (cand_1). 

To find the quadratically closest O (O’) we evaluate the following for each O atom in the lattice (96 atoms): 
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distO = ∑(𝑋𝑂,𝑖 − 𝑋𝑐𝑙𝑢𝑠,𝑗 )
2

8

𝑗=1

 

 

(D.3) 

Where 𝑋𝑂′,𝑖 is the coordinate of an oxygen atom in the lattice and 𝑋𝑐𝑙𝑢𝑠,𝑗 is the coordinate of an atom in the 

csluter. By finding the minimum of the resultsing 1x96 array, the clostest oxygen atom to the clusuter is 

found. 

Similarly, to find the quadratically closest In (In’) we evaluate the following distance for each In atom in 

the lattice (64 atoms): 

 

distIn = ∑(𝑋𝐼𝑛,𝑖 − 𝑋𝑐𝑙𝑢𝑠,𝑗 )
2

8

𝑗=1

 

 

(D.4) 

Where 𝑋𝐼𝑛,𝑖is the coordinate of an indium atom in the lattice. By performing a minimization, we obtani the 

clostest oxygen atom to the clusuter.  

Next, we determine the average distance of Ni or In atoms in the cluster with the closest oxygen or indium 

atom that are plotted in Figure D4 for the energy-minimum Ni2In6 cluster and in Fiugre D4 for a set of 50 

clusters. 
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Figure D4. Distance between an In (a) and Ni (b) atom in the cluster and quadratically closest O atom on 

the support. Distance between an In (c) and Ni (d) atom in the cluster and quadratically closest In atom on 

the support  

 

 

Figure D5. Relation between (a) the Ni-O’ and In-O’ distance and (b) Ni-In’ distance and In-In’ distance.  
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Table D6. Ni2In6 structures with exposed Ni phases and their energy relative to the energy minimum 

structure. 

ID Structure E – Emin [kJ/mol] 

1 

 

48 

2 

 

96 

3 

 

120 

4 

 

128 
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5 

 

138 

6 

 

201 

 

D2.2 Stability of NiIn-In2O3 clusters 

Table D7. Activation and reaction energies (in kJ/mol) for the removal of a single Ni atom from the 

perimeter of the cluster on Ni6In2 and Ni2In6. 

Model Ea [kJ/mol] ER [kJ/mol] 

Ni6In2 201 219 

Ni2In6 251 231 

 

Table D8. Initial, transition and final states the calculations as reported in Table D7. 

Ni6In2-In2O3 Ni2In6-In2O3 
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Table D9. Activation and reaction energies (in kJ/mol) for the removal of a single In atom on different 

models. 

Model Ea [kJ/mol] ER [kJ/mol] 

Ni2In6-In2O3 64 32 

Ni6In2-In2O3 59 59 

In8-In2O3 51 -1 

 

Table D10. Initial, transition and final states the calculations as reported in Table D9. 

Ni2In6-In2O3 Ni6In2-In2O3 

   
 

  

In8-In2O3 
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D4. DFT data  

Table D11a. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni2In6-In2O3 model.  

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb (kJ/mol) Er 

(kJ/mol) 

ID Oxygen vacancy formation pathway      

1 H2(g) + 2 ∗⇄ 2H∗ 1.00 1.00 56 118 -62 

2 2H∗ + O ⇄ H∗ + OH∗  1.45 0.065 178 93 85 

3 H∗ + OH∗  ⇄ H2O ∗ +∗ 0.26 0.11 119 138 -19 

4 H2O ∗  ⇄ H2O(g) + ∗ 1.00 1.00 - - 41 

 Formate pathway      

5 CO2 (g) ∗ ⇄ CO2
∗  1.00 1.00 - - -20 

6 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 1.00 1.00 56 118 -62 

7 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 2.26 0.05 229 139 90 

8 HCO2
∗ + H∗ ⇄ H2CO2

∗  0.09 0.32 193 170 23 

9 H2CO2
∗ + ∗  ⇄ CH2O∗ + O∗   3.41 3.41 134 135 -1 

10 CH2O∗  + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗  1.00 1.00 56 118 -62 

11 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ + ∗ 0.06 0.1 94 133 -39 

12 CH3O∗ + H∗  ⇄ CH3OH∗+* 0.28 0.02 174 63 111 

13 CH3OH∗ ⇄ CH3OH(g) + ∗  1.00 1.00 - - 5 

 rWGS pathway      

14 CO∗
2 +∗⇄ CO∗ + O∗ 0.87 4.79 49 47 2 

15 CO∗ ⇄ CO(g) +  Ov  1.00 1.00 - - 114 

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.82 0.03 128 74 53 

17 COOH∗ +∗⇄ CO∗ + OH∗ 0.36 0.03 174 23 152 

18 CO∗ + OH∗ + H∗ ⇄ H2O∗+CO∗+∗ 0.03 0.67 43 -5 48 

19 CO∗ ⇄ CO(g) + ∗  1.00 1.00 - - 34 

 Activation energies were directly obtained from DFT calculations. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 

 Elementary steps ID correspond to Figure 6.3a 
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Table D11b. Kinetic parameters for CO2 hydrogenation to CH3OH, CO and H2O over Ni6In-In2O3 model.  

 Elementary steps QTS/QIS QTS/QFS Ef (kJ/mol) Eb (kJ/mol) Er 

(kJ/mol) 

ID Oxygen vacancy formation pathway      

1 H2(g) + 2 ∗⇄ 2H∗ 1.00 1.00 - - -83 

2 2H∗ + O ⇄ H∗ + OH∗  10.36 1.00 178 209 -32 

3 H∗ + OH∗  ⇄ H2O ∗ +∗ 0.75 0.25 169 118 51 

 

4 H2O ∗  ⇄  H2O(g) + ∗ 1.00 1.00 - - 41 

 Formate pathway      

5 CO2 (g) ∗ ⇄ CO2
∗  1.00 1.00 - - -81 

6 CO2
∗ + H2(g) +  2 ∗ ⇄ CO2

∗ + 2H∗ 1.00 1.00 - - 89 

7 CO2
∗ + 2H∗  ⇄ HCO2

∗ + H∗ +∗ 1.74 0.03 104 128 -24 

8 HCO2
∗ + H∗ ⇄ H2CO2

∗  0.22 1.25 122 16 106 

9 H2CO2
∗ + ∗  ⇄ CH2O∗ + O∗   4.71 0.09 178 86 92 

10 CH2O∗  + H2(g) +  2 ∗ ⇄ CH2O∗ + 2H∗  1.00 1.00 - - 89 

11 CH2O∗ + 2H∗  ⇄ CH3O∗ + H∗ + ∗ 0.01 0.01 30 23 7 

12 CH3O∗ + H∗  ⇄ CH3OH∗+* 0.16 1.54 93 98 -5 

13 CH3OH∗ ⇄ CH3OH(g) + ∗  1.00 1.00 - - 41 

 rWGS pathway      

14 CO∗
2 +∗⇄ CO∗ + O∗ 0.44 0.07 49 130 -81 

15 CO∗ ⇄ CO(g) +  Ov  1.00 1.00 - - 265 

16 CO∗
2 + 2H∗ ⇄ COOH∗ + H∗ +∗ 0.67 0.01 197 91 106 

17 COOH∗ +∗⇄ CO∗ + OH∗ 0.01 0.04 60 222 -161 

18 CO∗ + OH∗ + H∗ ⇄ H2O∗+CO∗+∗ 0.04 0.03 133 89 44 

19 CO∗ ⇄ CO(g) + ∗  1.00 1.00 - - 201 

 Activation energies were directly obtained from DFT calculations. 

Pre-exponential factors were estimated by transition state theory at T = 550 K. 

Elementary steps ID correspond to Figure 6.3b 

 

 

 

  



Chapter 6 

230 

 

D5. Ni2In6-In2O3 

  

1. 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝟐𝐇∗ + 𝐎 ⇄ 𝐇∗ + 𝐎𝐇∗  

      

3. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐇𝟐𝐎(𝐠) + ∗ ⇄ 𝐇𝟐𝐎 ∗ 

    

 

 

5. 𝐂𝐎𝟐 + ∗ ⇄ 𝐂𝐎𝟐
∗ + 6. 𝐂𝐎𝟐

∗ + 𝐇𝟐(𝐠) ⇄ 𝐇𝐂𝐎𝐎∗ +  𝟐𝐇∗ 

 

 

  

 

 

7. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝐂𝐎𝐎∗ + ∗ 8. 𝐇𝐂𝐎𝐎∗ + 𝟐𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝐎∗ +  𝐇∗ +∗ 

      

9. 𝐇𝟐𝐂𝐎𝐎∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   10. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 
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11. 𝐂𝐇𝟐𝐎∗ + 𝟐𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + 𝐇∗ +  ∗ 12. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇∗ + ∗ 

      

13. 𝐂𝐇𝟑𝐎𝐇(𝐠) +∗ ⇄ 𝐂𝐇𝟑𝐎𝐇∗ 14. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 

 

 

    

15. 𝐂𝐎(𝐠) + ∗ ⇄ 𝐂𝐎∗ 16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗ 

 

 

    

17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐂𝐎∗ + 𝐇𝟐𝐎∗ +∗ 

 
     

19. 𝐂𝐎∗ + 𝐇𝟐𝐎(𝐠) ⇄∗ +𝐂𝐎(𝐠) + 𝐇𝟐𝐎∗  
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D6. Ni6In2-In2O3 

  

1. 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝟐𝐇∗ 2. 𝟐𝐇∗ + 𝐎 ⇄ 𝐇∗ + 𝐎𝐇∗  

 

 

    

3. 𝐇∗ + 𝐎𝐇∗  ⇄ 𝐇𝟐𝐎 ∗ 4. 𝐇𝟐𝐎(𝐠) + ∗ ⇄ 𝐇𝟐𝐎 ∗ 

    

 

 

5. 𝐂𝐎𝟐 + ∗ ⇄ 𝐂𝐎𝟐
∗ + 6. 𝐂𝐎𝟐

∗ + 𝐇𝟐(𝐠) + 𝟐 ∗⇄ 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ 

 

 

  

 

 

7. 𝐂𝐎𝟐
∗ + 𝟐𝐇∗ ⇄ 𝐇𝐂𝐎𝟐

∗ +  𝐇∗ 8. 𝐇𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐇𝟐𝐂𝐎𝟐

∗ + ∗ 

      

9. 𝐇𝟐𝐂𝐎𝟐 ∗  ⇄ 𝐂𝐇𝟐𝐎∗ + 𝐎∗   10. 𝐂𝐇𝟐𝐎∗ + 𝐇𝟐(𝐠) + 𝟐 ∗ ⇄ 𝐂𝐇𝟐𝐎∗ +  𝟐𝐇∗ 
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11. 𝐂𝐇𝟐𝐎∗ + 𝟐𝐇∗  ⇄ 𝐂𝐇𝟑𝐎∗ + 𝐇∗ +  ∗ 12. 𝐂𝐇𝟑𝐎∗ + 𝐇∗  ⇄ 𝐂𝐇𝟑𝐎𝐇∗ + ∗ 

      

13. 𝐂𝐇𝟑𝐎𝐇(𝐠) +∗ ⇄ 𝐂𝐇𝟑𝐎𝐇∗ 14. 𝐂𝐎∗
𝟐 + ∗ ⇄ 𝐂𝐎∗ + 𝐎∗ 

 

 

 
 

 
 

15. 𝐂𝐎(𝐠) + ∗ ⇄ 𝐂𝐎∗ 16. 𝐂𝐎𝟐
∗ + 𝐇∗ ⇄ 𝐂𝐎𝐎𝐇∗ + ∗ 

 

 

    

17. 𝐂𝐎𝐎𝐇∗ + ∗⇄ 𝐂𝐎∗ + 𝐎𝐇∗ 18. 𝐂𝐎∗ + 𝐎𝐇∗ + 𝐇∗ ⇄ 𝐇𝟐𝐎∗+𝐂𝐎∗ 

    
  

19. 𝐂𝐎∗ + 𝐇𝟐𝐎(𝐠) ⇄∗ +𝐂𝐎(𝐠) + 𝐇𝟐𝐎∗  

 

 

 

   

  



Chapter 6 

234 

 

Table D12. Forward and backward activation energies (in kJ/mol) for direct CO dissociation for different 

models. 

Elementary Reaction Step 𝑬𝐚   𝑬𝐛    

Ni2In6-In2O3 302 165 

Ni6In2-In2O3 298 178 

 

Table D13. Structures of IS, TS and FS for the CO dissociation elementary reaction steps from Table S10. 

Ni2In6-In2O3 Ni6In2-In2O3 

      

D7. Microkinetic simulations 

 

Figure D6. (a) TOFCH3OH and (b) TOFCO (s-1) as a function of temperature on different models (p = 50 bar, 

H2:CO2 ratio =5). The data for the data for Ni8-In2O3 is taken from reference.1  
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Figure D7. Methanol selectivity on the Ni6In2-In2O3 model at different H2:CO2 ratios. 

 

Figure D8. Bader charge analysis of the IS of the elementary step of CO2 hydrogenation to HCOO on (a) 

Ni2In6 and (b) Ni6In2. Pink: In, grey: Ni, black: C, red: O, white: H. 

References: 

(1)  Cannizzaro, F.; Hensen, E. J. M.; Filot, I. A. W. The Promoting Role of Ni on In2O3 for CO2 Hydrogenation 

to Methanol. ACS Catal. 2023, 13, 1875–1892.  

(2)  Klumpers, B.; Hensen, E. J. M.; Filot, I. A. W. Lateral Interactions of Dynamic Adlayer Structures from 

Artificial Neural Networks. J. Phys. Chem. C 2022, 126 (12), 5529–5540.  

(3)  Frei, M. S.; Capdevila-Cortada, M.; García-Muelas, R.; Mondelli, C.; López, N.; Stewart, J. A.; Curulla Ferré, 

D.; Pérez-Ramírez, J. Mechanism and Microkinetics of Methanol Synthesis via CO2 Hydrogenation on 

Indium Oxide. J. Catal. 2018, 361, 313–321.  
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Summary and Outlook 

Summary 
Due to the depletion of fossil fuels and environmental concerns related to CO2 emissions, converting CO2 

with hydrogen to methanol is considered as a key technology for the sustainable energy transition. Methanol 

produced from CO2 with H2 derived from renewable energy sources could act as a sustainable energy carrier 

and green chemical intermediate for the manufacture of chemicals that modern society heavily depends on.  

Heterogeneous catalysts play a key role in current commercial methanol production. Recently, indium oxide 

(In2O3) has emerged as a highly selective catalyst for CO2 hydrogenation to methanol. Oxygen vacancies 

on the surface of In2O3 play a critical role in determining the high selectivity and activity toward CH3OH. 

Furthermore, adding metal promoters to In2O3 can significantly enhance methanol production. However, 

the kinetic mechanism of this process and the nature of the active site remain still poorly understood. 

The rapid increase in computing power allows for studying of comprehensive chemical networks such as 

that of CO2 hydrogenation to methanol and CO on metal-promoted In2O3 catalysts. This can be done by 

constructing microkinetic simulations based on computed molecular reactivity data. Based on these 

simulations, the dominant mechanism, critical active site configurations and the most important elementary 

reactions steps can be elucidated. In conjunction with detailed electronic structure analysis, important 

insights can be derived that not only offer new insights into existing processes, but also aids in future 

catalyst design. 

In this thesis, the focus has mainly been on Ni to promote In2O3. In contrast to expensive noble-metal 

promoting agents, Ni is earth-abundant and therefore significantly less expensive. In Chapter 3 we studied 

single atoms (SA) catalysts supported on a In2O3(111) surface. We herein compared the CO2 hydrogenation 

activity and selectivity of Ni in comparison to three commonly used Pt-group metals, i.e. Pd, Pt and Rh. 

The explored reaction mechanism includes a direct route for CO2 hydrogenation to methanol (formate 

pathway), a pathway to methanol via CO hydrogenation and the competing reverse water-gas shift (rWGS) 

reaction. Microkinetic simulations reveal that CO is the main product on all models and is obtained via a 

redox mechanism involving formation of oxygen vacancies followed by CO2 adsorption and dissociation. 

The carboxyl pathway is not taken because removing of OH resulting from COOH dissociation is associated 

with high barriers. Furthermore, all SA-In2O3 models show a negligibly low methanol selectivity because 

hydrogenation of formates is associated with high barriers compared to the dominant pathway. 

In Chapter 4, we investigated the promotional effect of sub-nanometer Ni catalysts on In2O3 catalyst with 

a combination of computational methods. The model catalysts included in our investigations are: (i) a 

single-atom Ni doped inside the In2O3 lattice, (ii) a Ni single atom adsorbed on top of the In2O3 and (iii) a 

cluster of 8 Ni atom on top of In2O3. Genetic algorithms are used to identify optimum structure of the Ni 
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clusters on the In2O3 surface. Microkinetic models reveal that small Ni clusters mainly catalyze methanol 

formation via hydrogenation of a formate intermediate. At higher temperatures, the lack of Ni-H species at 

the surface results in a shift of the selectivity to CO via a mechanism involving a COOH intermediate. 

Single atoms of Ni either doped in or adsorbed on the In2O3 surface mainly catalyze CO formation via a 

redox mechanism.  

In Chapter 5, we explored the effect of alloying Ni with In on catalyzing CO2 hydrogenation. DFT-based 

microkinetics showed that the formation of isolated Ni sites results in facile CO2 dissociation and high 

activity for the rWGS reaction. The activity to methane is severely hampered by high barriers associated 

with CO activation. The results of Chapter 5 are further expanded in Chapter 6 where we provided insights 

into the role of bimetallic Ni-In clusters in In2O3 during CO2 hydrogenation to methanol. We studied two 

representative 8-atoms cluster models supported on the In2O3(111) surface: (i) a Ni2In6 and (ii) a Ni6In2 

cluster. Genetic algorithms based on density functional theory and artificial neural networks are used to 

identify optimum structures of the supported clusters with different Ni/In ratio. Microkinetic simulations 

revealed that significant methanol formation occurs only for the Ni6In2-cluster model. Exposed Ni atoms 

of the Ni6In2-cluster catalyze methanol synthesis at intermediate temperatures via a mechanism involving 

oxygen vacancies and hydrogenation of CO2 via formates. These results are in line with the Ni8-cluster 

reported in Chapter 4. On the Ni2In6-cluster, lack of hydride species and facile CO2 dissociation on isolated 

Ni sites result in the rWGS pathway being preferred leading to negligibly low methanol selectivity.  

Outlook 
Investigating catalytic phenomena requires the combination of different methods on different time and 

length scales, i.e. a multiscale approach. The combination of density functional theory calculations and 

microkinetic simulations is such a multiscale approach. It provides an essential tool to develop an atomistic 

understanding of catalytic performance. In a multiscale approach, the molecular properties such as 

electronic energies are bridged with macroscale properties such as reaction kinetics. In this thesis, we show 

applications of this approach in studying the active phase and reaction mechanism of Ni-In2O3 catalysts. 

However, any kind of multiscale method is inherently bound to assumptions as the very reason why we 

construct such models is because a single method is incapable of describing larger length- and time-scales. 

Such assumptions may influence the overall results. 

Our microkinetic simulations rely on the assumption of a static catalytic surface. In reality, the formation 

of surface alloys between In and the metal promoters and the catalyst deactivation due to excessive 

reduction could lead to a surface restructuring process. To better understand these mechanisms, 

computational models that describe the dynamic evolutions of atomic systems over time are required. 

Ideally, molecular dynamics (MD) would be used for these simulations. However, when the phenomena of 

interest occur over relatively long time-scales, MD simulations become intractable. This limitation could 
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be overcome by kinetic Monte Carlo (kMC) schemes by exploiting the fact that long-time dynamics 

typically consist of different jumps between states. Nevertheless, to ensure an accurate chemical description 

of the catalytic phenomenon on large scales, quantum chemical calculations will be required. This comes 

at a high computational cost that limits quantum chemical calculations to relatively small system sizes and 

time scales.  

Future research should focus on better understanding the effect of oxygen vacancies and interfacial sites on 

the catalytic mechanism. These sites can offer different kinetic pathways towards chemical conversion and 

are thus important to investigate, yet poorly understood. Furthermore, even if these sites are not active in 

the catalytic mechanism, they can change the electron density of neighboring active sites resulting in 

different activation energies. This modulating effect on the electron density of neighbor sites might be a 

very attractive design tool to enhance catalytic conversion. However, fundamental knowledge on this topic 

is still lacking. To unravel the effect of defects and interfacial sites on the mechanism detailed analysis of 

the electronic structure such as partial density of states or crystal orbital Hamiltonian population, is 

necessary.  

Another ambitious point for future development involves the creation of algorithms for automatic 

generation of reaction mechanisms. By using pattern recognition algorithms, possible active sites can be 

found on which adsorbates can be placed to study the elementary reaction steps. Machine learning could 

support this, however sufficiently large databases with reaction and activation energies are still lacking. 

Recent advance in this direction include the ReaxPro project,1 an automatic reaction pathway exploration 

methods with an interface to kinetic Monte Carlo  implemented in the Amsterdam Modeling Suite.2 

However, for the time-being, chemical intuition remains crucial in studying reaction mechanism on 

catalytic surfaces. 

 

References 
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Materials https://www.scm.com/about-us/eu-projects/reaxpro-multiscalereactormodeling/ (accessed Feb 23, 2023). 

(2)  Amsterdam Modeling Suite Making Computational Chemistry Work For You Software for Chemistry & 

Materials https://www.scm.com/ (accessed Feb 23, 2023). 
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