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Abstract

This thesis puts forward novel frameworks with regards to ethically informed AI

governance for both academia and the policy community in the EU. In doing so: (1)

it provides relevant context and investigates the international proliferation of the

term ‘trustworthy AI’, as advanced by the EU in government discourse, suggesting

that the EU currently holds a “first mover” advantage in this space; (2) it conducts

an in-depth analysis and review of key policy, investment and regulatory decisions

informed by ethical considerations in the EU and what this may mean for the

future; (3) it advocates for the concept of ‘Actionable Principles’ and proposes a

number of elements to develop a suitable mechanism to achieve them; (4) it

advocates for the application of an ‘incompletely theorized agreement’ for the

purpose of achieving a sufficiently cohesive and strong AI policy and scholarly

community, regardless of diverging perspectives on AI impact and finally, (5) it

advocates for the importance of institution building as one component of achieving

future impact on AI governance and puts forward a blueprint for potential future

organizations, many of which would be tasked with the implementation and

execution of the aforementioned projects.

AI governance in the EU is a multifaceted and evolving field: it is in need of further

research and perspectives across a multitude of areas. I aim to contribute to several

of these perspectives and hope that future researchers expand on these areas, in

cooperation with technical researchers, ethicists, lawyers and government officials.
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Introduction

1. Why do we need to think about ethically informed AI governance?

Recent years have seen a steady increase in scholarly (Coeckelbergh, 2020; Maas,

2021; Müller, 2020a) and policy work (Askell et al., 2019; Buyers, 2018; Cihon, 2019;

Coeckelbergh, 2020; Cremer & Whittlestone, 2021) that (a) delineates ethical,

societal and technical concerns about AI and (b) proposes a variety of solutions to

those concerns. Various approaches have been proposed as to how society can

ensure that AI systems are developed and deployed in a manner that evades

negative downstream effects while increasing positive impact (Brundage et al.,

2020; Bryson, 2018; Fischer et al., 2021; Turner, 2018). In particular, there has been

a surge in academic literature examining ethical consideration with regards to AI

(Boddington, 2017; Fjeld et al., 2020; Floridi et al., 2018; Jobin et al., 2019), mostly

in direct response to — or anticipation of — real-world events. The academic

literature in the field has equally indicated a need for a clearer framework to be

implemented within which AI technologies can be governed to avoid and minimize

existing and future shortcomings (Buolamwini & Gebru, 2018; Cihon et al., 2021;

Cowls et al., 2021). The ubiquity of AI across sectors, as well as recent advances in

the capability of general-purpose AI systems
1

(Amodei et al., 2016; Gruetzemacher

& Whittlestone, 2019; O’Keefe et al., 2020), underline the importance of developing

an overarching model and methods to ensure the technologies’ beneficial coexistence

and alignment with the values of the society in which they are deployed (Ess, 2006;

Gabriel, 2020). Establishing such a model is not a straightforward feat. Value

alignment (Christian, 2021), the known and unknown range of incidents one must

1
“General-purpose AI” has no clearly defined technical definition, so various operational definitions

are used depending on the given context and the utility of operationalizing in one way or another.

OpenAI, one of the leading companies developing these AI systems, defines general-purpose AI as

“highly autonomous systems that outperform humans at most economically valuable work”.
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safeguard against,
2

and the cross-border nature of these AI systems renders this a

complex task in dire need of investigation and meaningful action. As indicated,

there exists a wealth of academic scholarship outlining the societal impacts and

near-term effects of AI (Crawford, 2021) and providing an ethical analysis (Jiang et

al., 2021; Ryan & Stahl, 2020). This thesis, in comparison, approaches these topics

through the lens of AI governance. It pulls together existing research to inform a

future-oriented framework for ethical AI governance, specific to democratic

governments with a focus on the European Union (EU).

Although the discussion of AI ethics is not new (Samuel, 1960; Wiener, 1960),

advances in technology have inspired a more recent surge in proposed policy

measures (Müller, 2020b). AI systems have been able to automate (and in some

cases improve upon) human performance in narrow but domain-transferable tasks

such as pattern recognition, anomaly detection, prediction, optimization, and

autonomous operation. While the breadth of its potential application underlies

much of AI’s potential for doing good (Livingston & Risse, 2019; Rolnick et al., 2019;

Vinuesa et al., 2019), it also means that AI raises issues in almost every sphere of

human activity and society. The space of ethical and policy concerns raised is vast

(Müller, 2020b; Tasioulas, 2019). Important issues that fall within the overlap of

technical, ethical and policy concern include: algorithmic bias (Barocas & Selbst,

2016; Berk et al., 2018; Crawford et al., 2019), transparency and explainability

(Doran et al., 2017; Gebru et al., 2021), the use of social robotics, the safety of

autonomous vehicles (Anderson et al., 2016; Nyholm & Smids, 2016), or the

potential of AI systems to be used in (or susceptible to) malicious or criminal

activities (T. King et al., 2018). Further challenges are anticipated in the near

future, as societies may increasingly have to reckon with: (a) privacy concerns in the

face of widespread surveillance (Calo, 2010; Gasser, 2016), (b) the economic and

political effects of technological unemployment (Danaher, 2019; Frey & Osborne,

2017), (c) the erosion of the global legal order by the comparative empowerment of

2
See: https://partnershiponai.org/workstream/ai-incidents-database/.
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authoritarian states (Danzig, 2017; Deeks, 2020; Maas, 2019), and (d) the possibility

that the military use of AI technology in war could create new legal or ethical

problems, operational risks, or upset strategic balances of power (Garcia, 2018;

Horowitz, 2018, 2019; Horowitz et al., 2019; Lewis et al., 2016).

Another key issue, especially in the context this thesis’ focus on the EU, is the

potential for AI to erode democracy by way of ‘computational propaganda’ or

‘deepfakes' (Chesney & Citron, 2019; Helbing et al., 2017; Nemitz, 2018). For

example, in the ongoing war in Ukraine, Russia launched a deepfake video of

president Volodymyr Zelensky announcing his surrender.
3

Although this deepfake

was quickly spotted due to its unnatural appearance, future deepfakes may well not

be and could influence wars and high-stakes decisions alike.

Malicious use, or misuse, is an unfortunate byproduct of AI development and

deployment, even if the developers’ intentions (for the product) are ‘good’. This

creates tricky ethical, technical and policy scenarios and echoes a familiar adage:

“with great power comes great responsibility.” This is scarily well illustrated by

another recent case of (well-intended) misuse. In 2022, a group of scientists

purposefully flipped the reward function on an AI system used for drug discovery.

Within six hours, the altered AI system proposed 40,000 molecules that appeared to

include known or plausible chemical weapon agents, illustrating “how artificial

intelligence (AI) technologies for drug discovery could be misused for de novo design

of biochemical weapons” (Urbina et al., 2022). The risk of misuse is especially

salient with DeepMind allowing AlphaFold to be open sourced.
4

Both areas —

deepfakes and whether or not to regulate research and development — are ongoing

topics of discussion when it comes to regulating AI in the EU and have been

discussed at length in scholarly discourse (Helbing et al., 2019; Nemitz, 2018;

Whittlestone & Ovadya, 2019).

4
Certain capabilities of AlphaFold have been limited, possibly due to misuse potential. See:

  https://www.deepmind.com/blog/alphafold-reveals-the-structure-of-the-protein-universe.

3
See: https://www.wired.com/story/zelensky-deepfake-facebook-twitter-playbook/.
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All this is to say that a select number of issues regarding the development and

deployment of AI systems which have long spurred ethical debate among scholars

have now become concrete topics within policy making. Despite existing and

unresolved issues, technological progress continues and governments are forced to

address an increasing number of (at times, avoidable) failures involving AI systems,

and therefore grapple with translating many of the ongoing discussions within AI

ethics into government policy and strategy. It is this combination of (a) existing

academic literature, (b) real ripple effects of AI incidents and (c) a dramatic shift in

the capabilities of AI systems that has rightly caused ethically-informed AI

governance to become a feature of the field, deserving of further strengthening.

AI governance concerns itself with the development and implementation of the

framework (Calo, 2017; Gutierrez & Marchant, 2021), methods (K. G. Greene &

Gretchen Greene, 2022; Walz & Firth-Butterfield, 2019) and measures (Jelinek et

al., 2020; Schiff et al., 2020) various actors can use to steer the direction of AI

development and deployment. For the purpose of this thesis, the concept of

governance will be explored in relation to the actions governmental actors may

take, ranging from drawing up agreements, proposing regulations, developing

subject specific policy,
5

and undertaking standardization efforts to set up new

institutional infrastructures. The field of AI governance is relatively nascent and

many published works are just starting to grapple with applied governance

questions (Bollock, 2022). Concurrently, governments are laying novel groundwork

to tackle AI, often directly reliant on previous academic and ethical investigation, as

described in Chapters II and III of this thesis. Overall, the timing and focus of this

thesis matches the pace of scholarly work and policy developments, aiming to

provide relevant and actionable insights and frameworks. This thesis draws from

scholarly work (ranging from AI ethics to political science), governmental policy and

5
This means that AI policy is considered as a subset of AI governance. It is one of the predominant

levers governments can use to steer AI development and deployment, in particular.
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political efforts. Without claiming any one of these areas as the main field of

investigation, it instead attempts to draw them together, bridging those fields and

putting forward a broadly applicable yet modular framework for ethically informed

AI governance.

Extrapolating from the pace of development of AI systems, it is likely that AI will

become a deeply transformative technology for humankind (Russell, 2019),

impacting all ways of life as we know them. It is, therefore, important to set

meaningful safeguards now, to ensure that path dependencies unfold to allow a

sufficient degree of control, oversight and cooperation between a number of key

actors, contributing to beneficial outcomes. So, one of the core questions motivating

this thesis is: how can governments and governance practitioners ensure meaningful

safeguards for AI development and deployment?

It is difficult, if not impossible, to know with a high degree of certainty what

measures must be implemented to avoid catastrophic failures or unforeseen

negative impacts of AI systems in the coming years and decades. This is why

implementing good governance measures matters, now. Indeed, even simple

algorithms can have devastating impacts on individuals (T. C. King et al., 2020;

Stanley, 2019), marginalized groups (Buolamwini & Gebru, 2018; Raso et al., 2018)

and democratic institutions (Nemitz, 2018). Countermeasures and research on these

effects almost always happen post fact, demonstrating how challenging it is to

predict an AI system’s functionality and side effects (Brundage et al., 2018). The

post fact nature of our countermeasures also highlights the fragile stability which

we seemingly still take for granted as a society, namely that we are and will be in a

position to mitigate those effects after they have happened and after we have

become aware of them. The success of this manner of working relies on an

assumption that all incidents are salvageable or can be successfully known a priori

and avoided. Given the ubiquitous nature of AI systems and their increasing

capabilities (Grace et al., 2018; Pennachin & Goertzel, 2007), it is highly unlikely
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that this method of working will suffice in the not-so-distant future.

It should be reasonably clear, however, that we cannot know all possible negative

impacts of AI systems before they happen and, consequently, that we cannot be

certain what a comprehensive and complete framework to avoid negative outcomes

would look like. This thesis grapples with the feasibility of establishing such a

framework. By drawing on a variety of fields and approaches, it looks to propose a

number of considerations and scaffolding that could contribute to a more complete,

agile and future-proof AI governance framework. The chapters and associated

investigations follow a layered approach that could be followed in order to think

through a select number of considerations. Equally, they can function as

independent ‘blueprint structures’ and proposals. This is intentional. While the goal

is to address a specific academic and policy audience familiar with these issues, I

hope that those who are just familiarizing themselves with these issues can equally

benefit from these chapters. They are intended to be self-contained and suitable to

inform interested parties (such as government officials) at many levels of expertise.

To recapitulate, the intent of this thesis is to provide an agile and coherent set of

measures and considerations for policymakers, AI governance scholars, and other

relevant practitioners to draw on to think about or develop an adaptable AI

governance framework, informed by ethical considerations. For this thesis to have

its intended impact, the measures, approaches and considerations proposed herein,

while informed by academic research, need to be practical in their application and

applicable in existing real-world settings. All chapters, therefore, examine their

central concern through a practical lens. They examine, for example, a lack of

operationalizability of AI ethics guidelines and principles, turf wars between

communities working on AI ethics and policy concerns with diverging timelines and

the calcified infrastructure through which many AI governance efforts will come

into force. The chapters offer concrete steps to address these topics. They also

elaborate on a range of considerations that AI governance practitioners could use to

15



address underlying cruxes.

The primary audience for this thesis are academics working on AI governance and

policy practitioners. The latter includes, but isn’t limited to, policymakers,

regulators, government officials and those groups and individuals lobbying

governments regarding the steering of AI progress and impact. Each chapter

addresses a different subgroup. For example, Chapter III focuses on the interplay

between policymakers and the broader AI community. Chapter IV focuses on

academic scholars and their diverging projections of the future-impacting policy

efforts and Chapter V focuses on governments broadly defined.

Another aspect of the thesis’ academic contribution is motivated by the

understanding that, in this particular subfield, much of the most important

academic work that has been recently published, while often quite technical and

subfield-specific, is relevant to a broad academic AI governance community,

including policymakers and governments. From a purely academic perspective, this

thesis contributes to: (1) the mapping and understanding of interdisciplinary AI

governance research on international decision-making to increase societal benefice

in Chapter I (Feijóo et al., 2020); (2) structural reviews of AI-ethics-adjacent policy

efforts in Chapter II (Roberts et al., 2021); (3) a range of framing and mapping

efforts for the intersection of AI ethics and guidelines in Chapter III (Madaio et al.,

2020); (4) disentangling and reframing timeline concerns with regards to AI ethics

and AI governance issues in Chapter IV (C. Prunkl & Whittlestone, 2020) and (5) to

the study of institution-building applied to AI governance in Chapter V (Cihon et

al., 2020). Moreover, the chapters of this thesis serve to strike connections (i)

between different communities within AI ethics scholarship, (ii) between academic

AI ethics scholarship and existing literatures on political science and institutional

design and (3) between AI ethics scholarship and AI governance practitioners,

which must be a mutual relationship if the intention is to ensure good governance

for AI. This field is not just about translating philosophical insights into terms
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policymakers can work with; it is also about making AI ethics scholars more aware

and mindful of the practical constraints and opportunities that face AI governance

initiatives in the world.

Despite differing opinions on AI progress (Müller & Bostrom, 2016) and thus the

capabilities one should prepare for, there is a general agreement that we should

avoid the development and deployment of AI that where the harm to individuals,

sentient beings, society at large or the environment outweighs the benefits (see

further discussion in Chapter I). However, the prescription of concrete actions to

ensure that the technology (and the humans involved in developing and deploying

it) adhere to this general sentiment has been an ongoing topic of discussion for

ethics, policy and, most recently, legislation.

2. The difficulty of future-oriented governance interventions

Making decisions and policies that take the future and future lives into account

demands a certain degree of foresight. In fact, foresight is needed to address most, if

not all, concerns that impact society’s future, such as climate change,

general-purpose AI systems, soil erosion, and (engineered) pandemics. While some

government agencies and departments, as well as some international organizations,

are indeed tasked with the handling of a subset of these issues, many of these

struggle due to their set up, scope and structure (van Aaken, 2015) to take a

distinctly longer view. Taking the far future into account would require accepting

and managing more imminent tradeoffs and applying foresight to all internal and

external decision-making processes.

When it comes to AI, governments — by virtue of functioning on the basis of

predominantly reactive policy to AI incidents and the political voting cycle —

largely focus on imminent 5–10 year increments. AI incidents occurring now are
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indeed urgent and should be addressed and safeguarded against. However, by

extrapolation of the capability and ubiquity of these systems in past incidents, it is

likely that potential future AI incidents could have an outsized negative effect on

society in comparison. Indeed, the pace of development and difficulty of capturing

and establishing appropriate frameworks in this space has become strikingly

evident in the recent political discussions between the European Parliament, the

Council of the European Union and the European Commission on the European

Commission’s proposal for a regulatory Act on AI (European Commission, 2021).

While the initial regulatory proposal contained no reference whatsoever to

general-purpose AI, various political actors have since added and amended Articles

on general-purpose AI systems. This led to an animated, difficult and – at the

writing of this thesis ongoing – discussion between academics,
6

civil society

organizations (ALLAI, 2021) and regulators as to how these systems could and

should be captured, accounting for their current (known) and eventual (unknown)

capabilities.

That is precisely why it matters whether AI governance is ethically informed,

future-oriented and resilient. But how difficult could this task really be? To put it in

context, let us briefly consider another overarching and pressing area where various

governance efforts have been attempted and failed throughout the past decade.

The movement for the rights of future generations
7

has, in recent years, undertaken

efforts to set up governance frameworks to ensure longer-term thinking within

various areas of policymaking and regulation. This includes areas that have become

imminently pressing even for this generation such as climate change, where, for

example, Germany’s Federal Constitutional Court recently ruled that the

7
See for example: https://www.appgfuturegenerations.com/.

6
See the discussion between Stuart Russell and Max Tegmark on the AI Act and general-purpose AI

systems:

https://www.facebook.com/futureoflifeinstitute/videos/future-proofing-the-eu-ai-act-eu-parliament-he

aring-highlights/1966144016926247/.
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government’s climate protection mechanisms are insufficient to protect future

generations.
8

This movement advocates for the development and implementation of

robust governance frameworks to safeguard future generations’ wellbeing, speaking

on behalf of those who cannot speak for themselves and those who are already

excluded by the shorter-term and narrow thinking of governments. In that sense, it

is comparable to the process of establishing AI governance frameworks from

scratch, accounting for known, unknown and future risks to society and individuals.

Both movements aim to adjust existing governance methods or developing new ones

so that an uncertain future is more likely to be net positive than not.

The movement for the rights of future generations provides an interesting case

study, underscoring the difficulty of incorporating longer-term considerations into

governance. It also underscores the urgency of starting this work sooner than later,

and the variety of potential approaches. Many of the goals of the two areas are

overlapping, such as: (i) the inclusion of both shorter- and longer-term concerns

— and their respective trade-offs — in governance efforts, (ii) the inclusion and

consideration of various individuals and groups that are disproportionately affected

by these concerns and (iii) institution-building for novel governance measures.

Moreover, the history of advocacy for future generations demonstrates the

importance of thinking these concerns through now and, therefore, the relevance

and timeliness of the research outlined in this thesis.

It may be difficult, if not impossible, to change the structures and path

dependencies that governments are setting up now at a later stage. By way of

comparison, there have been multiple efforts over the past decade to ‘tag on’

mechanisms into existing infrastructures to start taking future generations into

account in governance and policy decisions. However, a lot of these efforts have been

short-lived, possibly because they were poorly conceived but more plausibly because

they were proposed too late, and lost to the existing institutional infrastructure,

8
See: https://www.bundesverfassungsgericht.de/SharedDocs/Pressemitteilungen/EN/2021/bvg21-031.html.
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power distributions and, therefore, ingrained mechanisms. Among these, several

efforts have lasted short of one election cycle. A striking example is the case of the

Hungarian Commissioner for Future Generations whose independent role was

discontinued after four years by the new political parties in power. Bigger efforts

have faced insurmountable issues too. The Israel Commission for Future

Generations, for example, was disestablished shortly after their five-year mandate,

apparently due a lack of budget (Göpel & Pearce, 2013). At the time of this writing,

the movement for the rights of future generations has made only two interventions

whose effects have (so far) lasted. It helped establish the UK’s APPG on Future

Generations and the Welsh Commissioner for Future Generations. These

interventions’ actual impact on policymaking remains uncertain, however.

Without belaboring these attempts, it seems reasonable to assume that once a

governance framework is in place, it can be difficult to amend, adjust or add

governance mechanisms. Therefore, and in light of existing developments from a

variety of international governments, thinking through informed, agile and

future-oriented AI governance efforts matter now.

3. The European Union’s lead role in the conversation about AI governance

I focus on the European Union (EU) throughout this thesis. The main reason for

this is that the EU is one of the main governmental actors for which a coherent

narrative from ethical considerations to government measures, such as regulation

can be drawn. This is explored in Chapters II and III. The likelihood that the EU’s

measures will affect international decision making is explored in Chapter I. The EU

has a history of successfully embedding values in governance (see e.g. the

precautionary principle
9
). The Brussels effect (Bradford, 2020) demonstrates that

9
See: https://eur-lex.europa.eu/EN/legal-content/summary/the-precautionary-principle.html.

20

https://paperpile.com/c/8eSrlt/OMNI


the EU is capable of influencing external non-EU actors to adopt its laws and

policies. A salient example of this is the European General Data Protection

Regulation, which California emulated when it passed its own version.
10

While it is

uncertain to what degree the AI Act, and, therefore, the EU will influence other,

non-EU governments on the topic of AI, there are some indicators. For example,

there is an increasing number of existing work streams between the US and the EU

which will be influential in co-shaping a mutual vision of AI regulation and are

aligned with many aspects proposed in the AI Act itself. More concretely, the Tech

and Trade Council between the US and the EU will host working groups on

standardization efforts towards trustworthy AI, which seems aligned with the

overall ambition of the EU’s AI Act. Moreover, it is noteworthy that the US NIST AI

Risk Management Framework
11

strongly matches areas described in the conformity

assessment of the AI Act. This combination of timeliness, potential impact and

coherent strategy, aligned with the ambition of this thesis, resulted in the EU being

the most promising governmental actor to focus on.

4. Overview of chapters

The chapters of this thesis have all been published as peer-reviewed papers or book

chapters throughout the past 3 years of this dissertation. They are rooted in three

areas: establishing the current landscape, analysis of existing approaches, and

guidance for ongoing and future efforts. Given the difficulty of predicting the future

capabilities of AI, and its corresponding effects, the next best thing is to develop

generally robust response capabilities that can withstand some number of

unexpected outcomes. This thesis explores a number of response capabilities, and,

together, they form one approach to developing a framework for informed decision

making on AI governance, in light of rapid technological change and uncertainty.

11
See: https://www.nist.gov/itl/ai-risk-management-framework.

10
See: https://techcrunch.com/2019/11/14/californias-new-data-privacy-law-brings-u-s-closer-to-gdpr/.
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The stages each chapter in this thesis puts forward build on top of each other, from

micro- to macro-level investigation. Each chapter put forward in this thesis

functions as an individual building block that can be implemented in existing or

future governance frameworks independently or in combination. Herein, I examine

five approaches, perspectives and their resulting contributions towards achieving

ethically informed AI governance. In the following section, I briefly summarize the

core ideas, before presenting them in more depth in their dedicated chapters. The

core proposals relate to each other and build on one another. First, I explore the

opportunities, concerns and impact surrounding the conceptualization of

‘trustworthy AI’ to talk about AI ethics in governance and define the field (Chapter

I). Following that, I review the larger context in which AI ethics efforts both arose

within and directly informed the EU’s policy-making and legal process (Chapter II).

Building on Chapter I and Chapter II, I review and propose novel approaches

towards ensuring that AI ethics principles, as developed across hundreds of

institutions and governments in the past years (Corrêa et al., 2022; Schiff et al.,

2021), can be better and more efficiently operationalized in AI governance measures

(Chapter III). Next, I look at existing AI research communities operating under

different AI timelines and their divergent opinions on AI governance measures,

putting forward a proposal for collaboration in light of the topic’s urgency (Chapter

IV). Finally, all of the actions, measures and policy concerns mentioned in Chapters

I through IV must be ‘housed’ to function in the longer run. Chapter V explores the

institutional landscape within which all of this is to be implemented. It reviews

existing institutions and puts forward a blueprint for ensuring adaptive, agile and

future-proof institutions for ethical AI governance.
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Chapter I. Artificial intelligence by any other name: a brief history of the

conceptualization of ‘trustworthy artificial intelligence’

One of the original, core questions in the AI governance dialogue is how to delineate

and encourage only the type of AI systems that should be developed and deployed.

That is, how can we implement concerns surrounding the impact of AI on

fundamental rights, ethics, society, law and the environment into policy discourse.

What’s in a name?

Chapter I examines the recent conceptualization of ‘trustworthy artificial

intelligence’ as a term increasingly ubiquitous in policy and governance dialogue. In

doing so, it proposes that AI ethics and AI governance efforts are deeply

intertwined. Specifically, Chapter I explores the conceptualization of the EU’s

approach towards achieving ethically informed AI and the impact this has had

internationally. It sets the scene for normative claims and prioritizations presented

in subsequent chapters.

The chapter begins by contextualizing the term, briefly investigating other, similar

terminologies that have been used by governments and academics, such as ‘AI for

Good’ or ‘Beneficial AI’ (Cowls et al., 2021; O’Keefe et al., 2020). Next, I explore how

ethical considerations have informed the concept of ‘trustworthy AI’ and in doing so

contributed to a unique perspective. By providing this background, the chapter

outlines (i) the strategic factors that led the EU to adopt this term and (ii) the

precise definition and range of concrete concepts that the term builds upon. Next, I

critically examine the term. I raise several concerns about the term (such as

conceptual conflations), before demonstrating the memetic appeal this initial

conceptualization had when it comes to international dialogue on AI governance. In

fact, it has built a first bridge between AI ethics and AI governance. I review more
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than a dozen policy documents to track the term’s impact.

Chapter I introduces the reader to the author’s concerns about the term, its

proliferation, and its potential misuse. It also primes an understanding of the

broader space within which this thesis is located. It concludes with takeaways

indicative of the future impact of the EU in this sphere, where I propose that it is

likely, given the investigation in this chapter, that the EU will have an outsized

impact on international considerations surrounding AI governance.

Most notably, the suggested impact of the EU’s actions in this space has been

corroborated by a new report which focuses on the EU’s AI Act (Siegmann. &

Anderljung, 2022) and the likelihood that it will diffuse across international

governance making. Given that this regulatory framework is directly informed by

‘trustworthy AI’, as explained in Chapter I and further explored in Chapter II, this

may contribute to a dissemination of binding and ethically informed AI governance

at an international level.

Chapter II. The ghosts of AI governance past, present and future: AI

governance in the European Union

The conventional wisdom is that the main players in the international policy

context surrounding AI are the US and China. But given the EU’s track record in

the protection of individuals’ rights, its current efforts towards AI regulation and

the beginning of what could be a Brussels effect (Bradford, 2020) on AI regulation,

this chapter poses and answers the question: but what about the EU (Brattberg et

al., 2020; Cath et al., 2018)? In doing so, it also complements the review of the

memetic impact of the EU’s “trustworthy AI” concept on international governance,

as presented in Chapter I.
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Chapter II provides an in-depth review of the EU’s approach to ethical AI

governance. This serves to (i) demonstrate why the EU has been chosen as the main

governmental actor within this thesis and (ii) provide a comprehensive overview of

previous efforts before focusing on three specific interventions in the subsequent

chapters.

The chapter undertakes a comprehensive review of the past, present and future of

AI governance in the EU, weaving together policy and legal texts from a range of

key actors. In doing so, it demonstrates the EU’s coherent and expansive approach

to ethically informed AI governance. In short, the EU ensures and encourages

ethical, trustworthy and reliable technological development. It has done so in the

past and there are sufficient indicators to suggest that it will continue to do so. The

review covers a range of key documents and policy tools that lead to the arguably

most crucial effort of the EU to date: to regulate AI with all its implications

(Neuwirth, 2022; Veale & Zuiderveen Borgesius, 2021). In closing, the chapter

highlights the EU’s drive towards digital sovereignty through the lens of both

regulation and infrastructure. It concludes by offering several preliminary

considerations to achieve good and ethical AI governance in the EU. Among them

are: AI megaprojects and lighthouses, AI agencies and standards. Since the writing

of this chapter, all three of the identified areas have become concrete topics of

discussion in academic, industry and policy discourse.

For example: a lighthouse for “safe and secure AI” has been established by a large

cohort of research and academic institutes across the EU, the UK and

Switzerland;
12

the establishment of a forward-looking AI Agency-model with a

particular focus on general-purpose AI systems has been proposed by Members of

the European Parliament Pernando Barrena Arza and Cornelia Ernst (“Navigator

12
See: https://cispa.de/en/elsa.
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Programme for General Purpose AI”);
13

and the European Telecommunications

Standards Institute appears to have recommended that standardization

organizations should be tasked with the technical definition of AI, as well as the

description of a categorization framework for high-risk AI, in a letter to the

European Commission on the AI Act.
14

Chapter III. Actionable principles for artificial intelligence policy: three

pathways

What could be done in order to more meaningfully operationalize AI ethics principles

with an eye to AI governance? In the development of governmental policy for AI, the

most common sector-agnostic avenue that has been pursued is drawing up AI ethics

principles. These are informed by the values, ethics and relevant lived experience of

the group developing them (Adamson et al., 2019; Jobin et al., 2019). However,

these AI ethics principles often fail to be implemented in governmental policy,

despite a staggering 700 international policy initiatives to date
15

with over 200

international AI ethics principles.

Chapter III explores and proposes a novel framework for the development of

‘Actionable Principles for AI’. My approach acknowledges the relevance of AI ethics

principles and homes in on methodological elements to increase their practical

implementability in policy processes. The investigation and lessons learned are

important to (a) clarify how the existing work on AI ethics can be better

operationalized in the increasing number of governance efforts and (b) benefit from

existing expertise. Moreover, the model of an expert group, which is investigated in

15
See: https://oecd.ai/en/dashboards.

14
See:

https://www.google.com/url?q=https://www.euractiv.com/section/digital/news/standardisation-body-cal

ls-for-ai-definition-categorisation-to-be-decided-as-standards/&sa=D&source=docs&ust=1660646478

553021&usg=AOvVaw11rTRTHqlwIeoiFJcYOIKs.

13
See: Amendment 2286 of the tabled amendments. See here:

https://www.europarl.europa.eu/legislative-train/theme-a-europe-fit-for-the-digital-age/file-regulation

-on-artificial-intelligence.
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this chapter, provides insights into governance mechanisms that arose after the

publication of this chapter as a stand alone paper in AI and Ethics in 2021. For

example, it can serve to provide relevant considerations for (a) transatlantic expert

groups — which will involve technical, governance and ethical talent — such as in

the US-EU Tech and Trade Council and (b) European working groups with a similar

mix of key expertises as envisioned for the working groups supporting the upcoming

European AI Board.
16

The chapter makes use of the most impactful expert group for AI ethics and policy

in the EU to date: the European Commission’s High Level Expert Group on AI (AI

HLEG). It evaluates their working processes for developing the Ethics Guidelines

for Trustworthy AI (AI HLEG, 2019) to extract relevant procedural lessons.

Subsequently, the working processes are evaluated in light of their ability to

contribute to a prototype framework for the development of 'Actionable Principles

for AI'. The chapter also reviews several shortcomings of the work of the AI HLEG.

As a result of this chapter’s investigation, I propose the following three components

of forming such a prototype framework: (1) preliminary landscape assessments; (2)

multi-stakeholder participation and cross-sectoral feedback; and, (3) mechanisms to

support implementation and operationalizability. In doing so, Chapter III also

complements investigations undertaken and conclusions drawn in Chapters I and II

by virtue of proposing supplementary processes to ensure that ethical approaches to

AI governance such as those championed by ‘trustworthy AI’ become more

implementable and concrete.

Since the publication of this chapter, academic research has increasingly focused on

specific ethical concerns outlined in AI ethics principles and how these can be

technically implemented, with a promising rise in discussions of ‘audits’ and their

implications (Costanza-Chock et al., 2022; Raji et al., 2022). Similarly, policy

16
The European AI Board will be supporting the development and implementation of the AI Act and

will be advised by a range of expert working groups as per Art. 57 and 58 in COM/2021/206 final.
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discourse has heavily drawn on AI ethics principles, especially in the EU. As

projected in this chapter, the Ethics Guidelines for Trustworthy AI (AI HLEG, 2019)

have directly inspired law-making. Not only do several ethical requirements closely

match the legal obligations outlined in the AI Act (European Commission 2020), the

second compromise text proposed by the Czech presidency of the Council of the

European Union to the AI Act
17

directly references the influence of the content of

the Ethics Guidelines for Trustworthy AI (AI HLEG, 2019) and the AI HLEG on

new legal provisions, which will ultimately directly impact AI development and

deployment in the EU:

“More specifically, Article 6(3) has been extended and it now contains new

provisions inspired by ideas from the AI HLEG and from the OECD classification

framework of AI systems, according to which the significance of the output of the AI

system in relation to the decision or action taken by a human, as well as the

immediacy of the effect should also be taken into account when classifying AI

systems as high risk.”
18

A ‘general-approach’ has been reached in the Council of the European Union since,

and this paragraph has been implemented and removed throughout several

iterations.
19

Chapter IV. The case for an ‘incompletely theorized agreement’ on AI

governance

Given the goal of ensuring that AI doesn’t negatively affect society, now and in the

19
See the final ‘general-approach’ here:

https://data.consilium.europa.eu/doc/document/ST-14954-2022-INIT/en/pdf

18
An exploration of the impact of the AI HLEG’s work on the OECD’s work (as referred to here) can

be found in Chapter I. I argue that there is significant reason to believe that the OECD’s work was

shaped by the AI HLEG.

17
See the Czech document dated 15/07/2022 here: https://www.kaizenner.eu/post/aiact-part3.
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distant future, how can advocates of the near-term and longer-term future work

together to achieve the overarching goal of developing ‘trustworthy AI’ ?

It is clear that recent progress in AI raises a wide array of ethical and societal

concerns. Accordingly, a range of appropriate policy interventions are needed and, in

some cases, developed by governments, as explored in Chapters II and III. While

there has been a wave of scholarship in this field, Chapter IV proposes that the

research community at times appears divided between those who emphasize

‘near-term’ concerns and those focusing on ‘long-term’ concerns and corresponding

policy measures. This increasing tension — and the associated policy, financial and

research impacts — merits a deeper exploration. Ideally, those concerned with the

near-term and far-term could collaborate meaningfully on their shared higher-level

goal.

In Chapter IV, I work with a co-author to map and critically examine this apparent

‘gulf ’, with a view to understanding the practical space for inter-community

collaboration on AI policy. There is an increasing sense that premature

fragmentation of this relatively nascent field can become a detriment to achieving a

comprehensive, coherent and appropriate approach to governing AI. In particular,

given the stakes, lessening fragmentation where it isn’t vital appears to be an

important workstream to achieve an overarching framework to safely develop and

deploy AI for the benefit of all. This chapter culminates in a proposal to make use of

the legal notion of an ‘incompletely theorized agreement’. In using this notion, the

chapter suggests that on certain issue areas, scholars working with near-term and

long-term perspectives can converge and cooperate on selected, mutually beneficial

AI policy projects, all the while maintaining divergent perspectives.

This chapter was inspired by the underlying worry that the future of AI governance,

as a field, relies on a variety of scholars (e.g. technical, ethical and legal experts)

and policy actors (e.g. regulators) who may have strongly divergent opinions as to
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what should be done. Unfortunately, this concern has been substantiated in recent

times. A wide range of very public disagreements that appear to be unsettled, with

parties creating increasingly entrenched positions of opposition regarding research,

funding and direction of the field have surfaced in classic media,
20

blogs,
21

and on

social media.
22

Chapter V. Foundations for the future: institution building for the purpose

of artificial intelligence governance

As governance efforts for AI are becoming increasingly concrete, it is becoming

increasingly crucial to draw on a variety of approaches and instruments. These

include hard regulation; standardization efforts and mitigating challenges from

risky AI systems, their practical coming into force and monitoring. To implement

these and other efforts, new institutions will need to be established on a national

and international level.

Chapter V draws on the lessons learned throughout the previous chapters and

builds towards a bigger picture. Concretely, it examines how new institutional

frameworks can be established so as to ensure that AI governance mechanisms

(such as those explored and proposed in Chapters I through IV) are possible and

will function well. The chapter proposes blueprints for various institution building

scenarios and investigates three key components of any future AI governance

institutions, exploring the benefits and drawbacks of each. In particular, it

examines: (1) “purpose,” relating to the institution’s overall goals and scope of work

or mandate); (2) “geography,” including questions of participation and the reach of

22
See: https://twitter.com/jackclarkSF/status/1555980661499908096; and here:

https://twitter.com/timnitGebru/status/1486093692741980160.

21
See: https://spectrum.ieee.org/timnit-gebru-dair-ai-ethics; and discussions here:

https://www.lesswrong.com/posts/R3tXGhSCgYbp3kXm2/jack-clark-s-spicy-ai-policy-takes.

20
See: https://www.vox.com/future-perfect/2022/8/10/23298108/ai-dangers-ethics-alignment-present-future-risk.
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jurisdiction and (3) “capacity,” which depends on each institution’s infrastructure

and staff. Subsequently, it highlights noteworthy aspects of various institutional

roles, with a focus on “purpose.” In order to explore what these proposals could look

like in practice, the chapter concludes by placing these debates in a European

context and proposing different iterations of a potential European AI Agency. In

doing so, it also builds on several predictions Chapter II made in its conclusion.

Novel efforts to achieve bilateral cooperation have been launched. For example,

there is the Tech and Trade Council between the US and the EU, the nascent

international cooperation on AI through the OECD’s AI observatory and

international fora, such as the new working groups via the Global Partnership on

AI. These networks have shaped how we envision new institutional mechanisms

that encourage safe and beneficial cross-border AI development and deployment, as

well as our belief as to the efficiency with which we expect them to function and

implement concrete actions.

The real and felt importance of suitable institution building can be equally found in

recent academic publications, such as in the Stanford Human-Centered AI

Institute’s white paper (Zhang et. al, 2022) on building a Multilateral AI Research

Institute (MAIRI) in the US, to boost the US’s leadership for AI research and AI

governance models. A similar model to what a European AI Agency could achieve,

as investigated in Chapter V, has been recently proposed under the concept of an ‘AI

Control Council’, for the US context (Korinek, 2021).
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Chapter I

Artificial intelligence by any other name: A

brief history of the conceptualization of

“Trustworthy Artificial Intelligence”

………………..

Forthcoming: Collection on National AI Strategies, Discover Artificial Intelligence, Springer.

………………..

Introduction

Recent years have seen an increase in artificial intelligence (AI) capabilities and

incidents. Correspondingly, there has been an influx of government strategies,

panels, dialogues and policy papers, including efforts to regulate and standardize AI

systems (Fischer et al., 2021; Dafoe, 2020; Brundage et al., 2020; Maas, 2021). A

first step in most of these efforts is to delineate the scope of the resulting document,

typically by either outlining a range of standard technical definitions of AI (Wang,

2019; Samoili et al., 2020) or referencing existing scholarly work (Russell & Norvig,

1995). After defining their scope, many policy documents published by governments

delve deeper into the ‘type’ of AI they wish to solicit from industry players and

deploy nationally or globally. This largely serves to ensure that the strategies, policy

discussions and AI-related milestones sketched within these documents are guided

by a ‘north star’, or overarching goal. The north star should be comprehensible to all

who read and implement the document. Describing the north star allows a
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non-technical audience to follow and partake in the relevant policy discussions,

though it does not replace technical definitions. Although more could be said as to

why this is being done and whether it is sensible, such discussion is outside the

scope of this paper. Instead, I focus on and contextualize some of these ‘north star’

definitions themselves. In particular, I explore one of the most prominent recent

descriptions: the EU’s concept of “trustworthy AI.” I explain its background, its

international effects and its drawbacks in more depth. What is in a name? What is

in “trustworthy AI?”

1. Other terms

To provide proper context, this section describes a number of terminologies that

political decision makers have used to reference the type of AI they desire to

encourage. This serves two purposes. First, it primes the subsequent investigation

of the term “trustworthy AI.” Second, it highlights the difficulty of choosing and

solidifying an appropriate term for use in governmental contexts. Below is a

non-comprehensive selection of some of the most prominently used terms within the

past couple of years. It should be noted that different groups are responsible for

coining and/or advocating for each term. This is to say that these terms have not

necessarily been originated by governments, though they have been picked up by

governmental discourse. Moreover, the terms refer to varying objectives and

measures as to how to achieve those objectives. A commonality across all these

terms is that they look to describe and capture AI systems that will bring benefits to

society — those that presumably will make the world a better place in the near

future and for future generations.

1.1. Ethical AI
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Following a wave of AI ethics documents, charters and public AI ethics discussions

(Schiff et al., 2020; Ryan & Stahl, 2020; Hagerty & Rubinov, 2019), one increasingly

popular term is “ethical AI.”

The term “ethical AI” has been widely used to refer to AI systems that are in line

with our moral values (Christian, 2021; Coeckelbergh, 2020; Müller, 2021). The

term has had one of the earliest, strongest and most continuous influences on public

and governmental discourse. The nascent field of AI ethics is increasingly crucial as

we tackle the manifold potential harms society has suffered by AI systems — and as

we work to preempt potential harms. For example, the following concerns have

deeply impacted various groups in recent times: algorithmic bias (Barocas & Selbst,

2016; Crawford et al., 2019; Berk et al., 2018); transparency and explainability

(Doran et al., 2017; Gebru et al., 2021); the safety of autonomous vehicles (Anderson

et al., 2016; Nyholm & Smids, 2016); privacy concerns in the face of widespread

surveillance (Calo, 2010; Gasser, 2016), and the economic and political effects of

technological unemployment (Frey & Osborne, 2017; Danaher, 2019).

It should be noted that, while most interpret “ethical AI” to refer to AI that is in line

with at least a subset of common ethical considerations,
23

some may (mis)interpret

it as AI that exhibits ‘ethical’ behavior and, by extension, is a moral agent.
24

Having

said that, it is a challenge to explore “ethical AI” as a concept per se. The term’s

ambiguity simultaneously minimizes the true nature of the field and maximizes the

appeal of the term, without creating responsibility within the user to clearly define

it. Accordingly, the term has indeed been co-opted, especially in media and speaker

circuit discourse. The large and shifting scope of the term may explain why other,

equally popular terms have arisen. Presumably, there has been a need for terms

that more clearly delineate suggested concepts and goals.

24
This interpretation is explicitly not explored or understood to be referenced throughout this paper.

23
Discussions around finding agreement on which issues are the most important and universally

agreed upon, as well as shortcomings of and complexities in that process, are outside the scope of this

paper.
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1.2. AI for good

For example, another commonly used term, particularly from the earlier days of AI

policy discourse, is “AI for good.” This term has been particularly appealing to

discourse within industry, though it has been equally popular with governmental

actors. Whether the term is positive or negative in terms of strategic messaging and

impact is outside the scope of this paper.

“AI for good” has become a hallmark for the United Nations International

Telecommunications Unit (UN ITU) in particular. The UN has built a digital

platform around the term, which is designed to encourage discussions and projects

aimed at finding practical solutions for the UN’s Sustainable Development Goals

(SDGs) through AI (Vinuesa et al., 2020). The term “AI for good” then, in this

context, refers to AI systems that help solve previously identified, complex global

issues for society, thus benefiting humankind (SDG, 2015). Those working to

develop AI for good measure their success by their AI systems’ ability to help society

reach certain goals.

1.3. Beneficial AI

Another popular term, initially promoted more by the research community than by

governments, is “Beneficial AI.”

“Beneficial AI” was spearheaded through the Future of Life Institute’s Asilomar

Conference on Beneficial AI. This conference also yielded one of the very first sets of

AI Principles, the Asilomar AI Principles
25

which were signed by 5720 people,

including 1797 AI and robotics researchers. Given the principles described in the

document, the term initially appears to have had a close connection to technical AI

25
See: https://futureoflife.org/2017/08/11/ai-principles.
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research. In particular, it referred to topics that fall under the research field of AI

safety (Amodei et al., 2016; Leike et al., 2017; Christiano et al., 2017.), as well as

topics related to the long-term future.
26

Outside of this research space, the term has

been co-opted to broadly reference AI systems that benefit society and the

environment, while avoiding definable and undefinable harm.

1.4. Responsible AI

A fourth commonly used term is “responsible AI.” While the previously mentioned

terms refer mainly to AI systems, “responsible AI” more often refers to the actions,

and actors, involved in developing and deploying those systems.

“Responsible AI” seems a more sophisticated term, perhaps due to the general

connotations of “responsibility.” It has been used to refer to many of the mechanisms

or methods by which it could feasibly be achieved, such as responsible design and

development for AI (Barredo Arrieta et al., 2020; Dignum, 2019). It seems this term

most often refers to processes that result in technical achievement and meet certain

standards of responsibility. Some actors, particularly industry actors, likely feel that

this term is more precise than terms that invoke ethics. It may be a preferable term

from a communications perspective as it, similar to “trustworthiness,” references a

particular kind of behavior we regard as good when it is displayed by individuals or

organizations.

To a degree, all of the aforementioned terms are open to interpretation, which may

be welcome (or even intended) by some actors using these terms (cf., for example,

discussions of ethics washing and ethics shopping (Morley, Kinsey, et al., 2021;

Morley, Elhalal, et al., 2021).

But what about “trustworthy AI?” The following section summarizes this term’s

26
See: https://www.bbvaopenmind.com/en/articles/provably-beneficial-artificial-intelligence/.
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history and the scope of its original definition, demonstrating that, in principle, it is

very clearly defined. Subsequently, Section 3 critically examines some downsides of

the term and places its impact on the international AI governance debate in

context.

2. “Trustworthy AI:” the origin story

Following the publication of its AI Strategy (European Commission, 2018a), and the

aim outlined therein to put forward an ethical and regulatory framework for AI, the

European Commission established an independent expert group to fulfill part of

this commitment. The expert group, the High-Level Expert Group on AI

(henceforth: AI HLEG), was tasked with a number of projects. Most notably and

relevant to this paper, their primary task under their initial mandate was to

develop ethics guidelines for AI.

The AI HLEG, composed of 52 subject experts from various sectors and fields of

expertise, began a comprehensive and iterative process to establish what ultimately

became a building block for AI governance in the EU. Although a majority of the

work was conducted internally, the AI HLEG shared their progress in meetings

open to institutional observers. They solicited feedback on their first draft of the

ethics guidelines half a year into the process via the AI Alliance (Stix 2021a, Stix

2021b), a platform through which the public and institutional actors were able to

interact with the AI HLEG. In that first draft (AI HLEG, 2018), the

conceptualization proposed by the AI HLEG was that AI should: (1) “respect

fundamental rights, applicable regulation and core principles and values, ensuring

an ‘ethical purpose’” and (2) “be technically robust and reliable since, even with good

intentions, a lack of technological mastery can cause unintentional harm.” The

framework outlined to achieve trustworthy AI was built around (i) ethical purpose
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based on values and principles as enshrined in human rights law and other relevant

charters, (ii) realization of trustworthy AI through technical and non-technical

methods and (iii) an assessment list with use cases for developers, deployers and

users operationalizing trustworthy AI.

Following the implementation of public feedback, the AI HLEG presented their

final Ethics Guidelines for Trustworthy AI in April 2019 (AI HLEG, 2019).

The final Ethics Guidelines for Trustworthy AI proposed, for the first time, a

complete conceptual understanding and agreement as to what type of AI should be

encouraged within the EU. While the document is strongly anchored in EU values

and fundamental rights, as enshrined in the Charter of Fundamental Rights of the

European Union,
27

the core concept of trustworthy AI is novel.

Trustworthy AI, in its final form, is defined as being composed of three parts. In

order for an AI system to count as “trustworthy,” (1) it must be lawful; that is,

adhering to all legal obligations which are binding and required at that time, (2) it

should be ethical; that is, adhering to and fulfilling all ethical key requirements

that have been put forward in the Ethics Guidelines for Trustworthy AI (AI HLEG,

2019), and (3) it should be robust, both from a technical and a social perspective.

The last means that it should be robust in functionality, accurate, reliable, resilient

to attack and other cybersecurity and security considerations. Equally, it should be

robust within society and the environment; it should support beneficial societal

processes and encourage cohesion and a well-functioning society. This corresponds

to pillar 2 in the draft Guidelines (AI HLEG, 2018).

Given the depth and scope of these three pillars, it is clear that the

conceptualization has to do a lot of heavy lifting. After all, the second pillar alone —

the ethical component — is itself composed of seven key requirements that were

27
See: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:12012P/TXT.
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spelled out by the AI HLEG in the very same document. In order for an AI system

to adhere to the second pillar alone, it must meet standards in the following areas:

Human Agency and Oversight; Technical Robustness and Safety; Privacy and Data

Governance; Transparency; Diversity, Non-Discrimination and Fairness; Societal

and Environmental Well-Being; and Accountability. These key requirements, as

they are referred to in the Ethics Guidelines for Trustworthy AI (AI HLEG, 2019),

were themselves distilled from four core principles the AI HLEG agreed upon in

correspondence with feedback from the AI Alliance and other actors: Respect for

Human Autonomy, Prevention of Harm, Fairness and Explicability.

The three pillars take a lifecycle approach, requiring monitoring and adherence

from the research stage to deployment and long after, even as new standards and

regulations are developed. They also impose a range of active prescriptive

requirements on a range of different actors, such as technical researchers,

governments and users.

This paper’s aim is not to evaluate to what degree these pillars are sufficient or,

indeed, the best ones to use as reference points (see further work on this by e.g.

Mökander et al., 2022; Salo-Pöntinen & Saariluoma, 2022). Rather, it looks to

demonstrate that there has been a proliferation of terms similar to “trustworthy AI”

in government dialogue, and that the EU was the first (and so far, only)

governmental actor that has delineated its preferred term in terms of clear,

identifiable, and verifiable requirements.
28

Looking ahead, the conceptual clarity

and coherence of “trustworthy AI” within the work of the EU, as well as its wide

adoption, may provide some insight as to the EU’s influence over international AI

policy making.

28
It should be mentioned that, outside of governmental dialogue, various AI-relevant research

communities have developed multiple frameworks and conceptualizations. Indeed, as the AI HLEG

itself was composed of various experts from diverging research fields, the conceptualization of

trustworthy AI was certainly inspired by, and building on, those research communities’ work.
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3. “Trust in AI,” “trusted AI” or “trustworthy AI:” Promises, perils and

problems

While the term “trustworthy AI” now refers to a clear enumeration of values, rights

and technical specifications, the word “trustworthy” may itself be reason for some

concern. “Trustworthy” is, arguably, extremely open to interpretation and, as such,

likely to cause unwitting confusion, or to be misinterpreted or misused,

intentionally or not. Unfortunately, this ambiguity could undermine the clear

definition (and the crisp intention and requirements) it is supposed to provide, as

investigated in 3.1.a. The risk of misinterpretation or misuse is even higher when

“trustworthy AI” is reused, amended and adopted in international policy contexts

without the original relation to the three pillars and their corresponding

requirements, or with only partial reference to them. The wide adoption of the term

runs the risk of diluting its meaning beyond recognition and backfiring on serious

policy efforts, by way of losing both the original intent and the core content the

terminology is meant to encourage after all.

3.1. Come hell or waters high: Is this trustworthy AI?

This subsection highlights some initial concerns around the term “trustworthy AI.”

It proposes two overarching concerns. First, various meanings of the term,

depending on actor and context, can easily get conflated, effectively creating

different meanings and understandings which can mislead. Second, the term could

easily be ‘washed out’ of its original meaning through repetition,
29

whether or not

this is the underlying intent from a strategic and self-interested perspective of an

29
Akin to the ‘telephone’ word repetition game in which the original sentence gets lost after sharing

it too often along a chain of individuals.
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agent. In short, one concern is with the word “trustworthy” itself, another with the

repeated usage of the word and its associated definition. This creates the backdrop

for the subsequent review in Section 3.2., which examines the dissemination of the

term and how it has seemingly been re-used in various political contexts, as well as

the results of that usage.

3.1.a. Conflation

The term “trustworthy AI” conflates at least five meanings:

● trust in the proper functioning and safety of the technology;

● the technology being worthy of the trust of the humans making use of it or

encountering it otherwise;

● humans making use of it or encountering it seeing the technology as

trustworthy;

● humans making use of it or encountering it experiencing the technology as

trustworthy;

● the technology that is worthy of trust to all.

What does “trustworthy” mean in different contexts and to different actors? It is

questionable whether any technology can even be trustworthy, given that this is a

concept predominantly applied to human-human interactions (Bryson, 2018). More

specifically, the term is typically applied to interactions in which we cannot be

certain of the intentions of another person, but we assume they are innocuous based

on the person’s past actions and other social signals (Lockey et al., 2021). When we

step onto a plane or into a car, we do not necessarily describe these technologies as

“trustworthy.” Instead, we rely on the fact that they have been sufficiently tested

and passed all necessary thresholds to be safe for us to use (Winter et al., 2021;

ÓhÉigeartaigh et al., 2020). If anything, we trust the humans that have been

involved in ensuring these technologies are safe (Brundage et al., 2020). By
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extension, we trust the institutions, organizations and processes they have set up,

are involved in and are accountable to.

Calling an AI system “trustworthy” seemingly personifies the technology. Just as we

may have to resort to trusting a person when we cannot know their intentions,

trusting an AI system seems to imply that it has inaccessible intentions that we

have no control over, and that we are fine with that status quo. This implicitly

assigns human-like properties to the AI and weighs them more heavily than is

desirable. Moreover, calling an AI system “trustworthy” downgrades the

expectations we might rightly have about being able to access a sufficient

understanding of the full complexities, mechanisms and safety implications of the

AI systems we encounter, by virtue of ‘assumed trust’ through the AI system’s

trustworthiness.

Moreover, those using the term “trustworthy AI” risk conflating the meanings of

trusted and trustworthy. An individual such as the Tinder Swindler (Tinder

Swindler [documentary], Netflix 2022) appears to have been (unfoundedly) trusted

but he was not actually trustworthy. As humans trusting other humans we mostly

deal with incomplete sets of information about the individual. We have to infer

through past actions, behaviors, social networks and adjacent signals whether

engaging with an individual is safe. While the concept of trustworthy AI is

intuitively appealing, “trustworthy” does not suffice in a space where we need to

have a reliably and sufficiently complete set of information — either directly or

validated through experts — to ensure that indeed, the technology we engage with

is sufficiently safe and desirable. In particular, there is a nagging worry that the

term appeals to an intrinsically human concept and strongly overemphasizes the

degree to which we should trust an AI system without expert supervision and access

to empirical facts.
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Even for some experts of the AI HLEG, the range of interpretations of “trustworthy”

and its relation to various actors in the ecosystem remain manifold and in need of

clarification. ALLAI, an organization founded by three members of the AI HLEG,

recently provided feedback on the European Commission’s proposal for a horizontal

regulation for AI stating that (ALLAI, 2021): “First of all, in the current wording

the scoring should be aimed at evaluation or classification of trustworthiness of

people. While we like the term trustworthiness for obvious reasons, in this context

it is vague. What is considered the trustworthiness of a person?” (p. 11).
30

Indeed,

what is the trustworthiness of a person? If we can’t measure the trustworthiness of

a person, why would we use this term to evaluate a technology, particularly when

we seek to establish an evaluative framework that has clear, contextualized and

verifiable metrics? The overall goal should be to encourage AI systems that function

as expected, designed and deployed for, and are legal and robust. The goal is not to

encourage systems that are trustworthy in the intuitive, colloquial sense. This

would also match the actual work and suggestions of the AI HLEG.

Another tempting (mis)interpretation may be that an AI system is in a way

responsible for its ‘trustworthiness’. It should be noted that this is somewhat

speculative and not reflective of any ongoing discussion in policy discourse. The

speculative risk here, especially when it comes to using this term within a lay

population, is that “trustworthy AI” subtly but distinctly deflects from who and

what we want to trust. The terminology is capable of being interpreted, in a very

subtle way, such that the responsibility to be trustworthy falls onto the AI system

itself. As previously stated, presumably, what we do want to trust is that all the

technical aspects of an AI system — everything that contributes to its functioning

— have been adequately tested and developed. We want to trust that these

technical aspects fulfill and pass all requirements necessary, that eventual misuses

have been tested for and prevented to the best of the current state of the art of the

30 The use of “trustworthiness” also appears in the proposal for a horizontal regulation for AI under 5

(1) c.
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technical research available. We want to trust that the AI system has been deployed

in a manner that is in line with fundamental rights, the law and ethics. Presumably

who we actually want to trust are the researchers, the individuals involved in the

entire lifecycle of the AI system, those deploying it on the market and those testing

the systems for benchmarks, certifications and standards. We want to ensure that

they have good intentions and that their work is accessible for third parties to verify

the accuracy and intent of it. And the way to do this is to verify our trust by

outsourcing it to existing methods, be that audits, employment contracts, existing

regulation or otherwise.

3.1.b. Rinse and repeat: ‘Washing out’ any distinct meaning

Finally, there is a danger that the seductive graspability and familiarity of the term

“trustworthy” could be weaponized by some actors to obfuscate the development

process of their AI systems. While the EU has been incredibly clear as to what

obligations an AI system’s life cycle needs to fulfill for the system itself to be

trustworthy, the meaning of the term is becoming more vague as it becomes

increasingly popularized. Therefore, it can fall prey to being “green washed” (Ramus

& Montiel, 2005) or “ethics washed” (Morley, Elhalal, et al., 2021; Bietti, 2021). The

term may be misused to reassure consumers about an AI system that may not

actually adhere to any of the expected guardrails or checks. There is no law

surrounding what can and cannot be called “trustworthy AI.” In fact, the

terminology might end up being used as a marketing tool more than to convey

factual information about the AI system. In doing so, economic appeal may usurp

ethical and legal rationales.

This is particularly salient as a consideration for the review undertaken in the next

section, 3.2. In particular, it helps to place this concern within real-world

circumstances, demonstrating that in fact the term already seems to be used as a
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marketing tool despite good intentions, and underlining why the high-level adoption

of this term in international policy discourse, as discussed in Section 3.2.d., may

actually backfire on the original ambition of this term.

3.2. Are you for real? It all boils down to memetic appeal

Short of finding a new term, all of the points put forward under Section 3.1. suggest

that it could be (at minimum) worth changing the term when used in its original

sense (i.e. to indicate adherence to all three pillars as advocated by the AI HLEG).

For example, we could adopt the term “trustworthy AI™.” Such a division would

allow us to effectively distinguish between what the original term conceptualizes

versus what people may change it to mean. “Trustworthy AI™” in its original

composition appears to have had significant appeal to policymakers across the globe

as Sections 3.2b-d will highlight similar terms, ideas and concepts that have

populated the policy discourse in recent times.

The following sections build on the aforementioned concerns about the conflation of

meanings. In particular, they build the case that the term is prone to being ‘washed

clear’ of its original meaning. In doing so, it investigates the shift “trustworthy

AI™” has undergone in international policy discourse and how the term has been

(mis)appropriated and changed throughout the course of its adaptation into

different contexts.

In the following sections, I establish the salience and timeliness of this discussion.

First, I briefly introduce two regulatory developments to highlight the rapidly

changing strategic and political landscape within which this term is being used. I

will then highlight a number of relevant international policy efforts that seem to

make use of versions of “trustworthy AI™” and are adjacent in intent to the EU’s

original ambition. This will provide a better understanding of (1) how the EU’s
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conceptualization may have shaped international conversation and (2) how the term

has been (re)used to hold multiple meanings and was consequently watered down to

a suitcase word (Minsky, 2007), void of specific meaning, content and subsequently,

actionable intent.
31

3.2.a. Political shifts: Salience and timeliness

Recent research indicates that the number of bills passed into law containing

references to “AI” rose from 1 in 2016 to 18 in 2021 across 25 countries (Zhang et.

al., 2022). This includes approaches to tackle ethical concerns related to AI. Over

the past years, we have seen an increase in concern about the use of AI-based

technology in hiring decisions due to their opaqueness and associated ethical issues

such as a lack of ability to challenge the algorithm, potential bias, etc. One legal

example that tackles this is the Artificial Intelligence Video Interview Act (820

ILCS 42, 2020).
32

It is the first US state law regulating the use of AI during the

evaluation of prospective employees’ interviews. Depending on the algorithm and

the intellectual property (IP), it is often difficult or impossible to gain a full

understanding of the reasoning that leads to an applicant’s final outcome, rank or

score. This is particularly relevant to requirement II of the Artificial Intelligence

Video Interview Act, denoting that each job applicant shall be informed of how the

AI-based system works and what characteristics it uses to evaluate candidates. In

short, the law requires employers to: (i) notify applicants in a written format that

AI may be used to analyze their video interview, (ii) give the applicants information

about the workings of the AI and the characteristics it uses for evaluation of the

32
It should be noted that the law does not define ‘artificial intelligence’ — creating difficulties to

clearly delineate which systems the law applies to — and that the law solely addresses artificial

intelligence-based technology used in videos recorded of the interview by the employer.

31
Without actionable intent it will be difficult, if not impossible, to hold governments and industry

accountable if they fail to live up to their promises. They will always be able to minimize what the

term means. It should be noted that this is happening with multiple AI-related terms and not only

with the term that is the focus of the paper. Other terms that come to mind are “explainability” and

“accountability,” which can denote quite different things depending on context and audience and are

often used without any clear reference point, leading to confusion for the reader.
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interview, and (iii) obtain the applicant’s consent to use the aforementioned

artificial intelligence. Applicants can request the deletion of their video file and

employers are prohibited to share the video file beyond those actors necessary to

evaluate it.

More recently, the EU has become the first governmental actor to put forward a

horizontal regulatory framework for high-risk AI systems and a ban for certain AI

systems with the AI Act (European Commission, 2021). In this regulatory proposal,

a number of proposed legal obligations have been outlined which a high-risk AI

system must fulfill through a conformity assessment before it can be deployed on

the EU market.
33

An AI system is considered “high-risk” if it falls under certain

categories outlined in Annex III of the AI Act (such as certain areas of access to

education or employment).
34

This regulatory proposal is currently discussed in the

European Parliament, the Council of the European Union and the European

Commission. Amendments have already been proposed by various member states

holding the presidency of the Council of the EU, ranging from tackling general

purpose AI systems to real world testing. It has also received over 3000 tabled

amendments in the European Parliament following the first published report

(European Parliament, 2022) on the AI Act by the two lead committees on the file,

the Committee on Internal Market and Consumer Protection and the Committee on

Civil Liberties, Justice and Home Affairs.

Developments such as the aforementioned corroborate the overall sense that there

is increased attention and concern about AI and its impacts on society from

governments, policymakers and legislators alike. With the increased discussion, it is

34 Interestingly, the legal obligations in the AI Act closely match the seven key requirements outlined

in the Ethics Guidelines for Trustworthy AI proposed by the AI HLEG, presented earlier in this

paper.

33
Interestingly, the legal obligations in the AI Act closely match the seven key requirements outlined

in the Ethics Guidelines for Trustworthy AI proposed by the AI HLEG, presented earlier in this

paper.
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increasingly important to ensure that concepts, terminology, methods and measures

are accurate and coherent.

3.2.b. EU-adjacent efforts

Many EU member states have adopted the EU’s concept for use within their own AI

strategies and policy documents. These member states include Czechia (Czech

Republic, 2019), Luxembourg (Luxembourg, 2019), Malta (Malta, 2019a-d), and the

Netherlands (Netherlands, 2019). This is unsurprising given (a) the novelty of the

concept at a time when many countries did not yet have fully fleshed-out AI

strategy and (b) the fact that the EU mandated a similar and cooperative approach

to AI governance to combat fragmentation, as outlined in the Declaration on

Cooperation (European Commission, 2018c) and the EU’s Coordinated Plan

(European Commission, 2018b).

Relatedly, the recent AI Act (European Commission, 2021) indicates that standards

could play a crucial role in the conformity assessment procedures of high-risk AI

systems. It leaves scope for standards or technical specifications to replace

matching aspects in the conformity assessment, which high-risk AI systems would

need to undergo otherwise. Currently, no matching standards exist. However, in

light of the overall discussion in this paper, many of the legal obligations in the AI

Act’s (European Commission, 2021) conformity assessment match the areas under

“trustworthy AI™.” This means that the original conceptualization has been highly

influential beyond ethical considerations, feeding into regulatory and

standardization efforts. It is noteworthy then, that standardization committees

have now started working on trustworthy AI as a topic.

One group that has adopted the term at a high level is the ISO Committee IEC TR

24028:2020
35

on “Information technology — Artificial intelligence — Overview of

35
See: https://www.iso.org/standard/77608.html.
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trustworthiness in artificial intelligence.” This working group predominantly

focuses on areas related to the legal obligations for the conformity assessment

outlined in the AI Act under Art. 11, “Annex IV Technical Documentation,” and Art.

15, “Accuracy, Robustness and Cybersecurity.” This matches at least one of the

ethical key requirements outlined in the Ethics Guidelines for Trustworthy AI (AI

HLEG, 2019) and demonstrates how the term’s original conceptualization has

affected concrete policy action. Moreover, it indicates that standards committees

have adopted some of the terminology and thinking of the EU to, at the very least,

preempt upcoming regulation such as the AI Act (European Commission, 2021).

Other standardization efforts, such as the US Senate Bill “S.1849 — Leadership in

Global Tech Standards Act of 2021” (S.1849, 2021), do not make any reference to

trustworthy AI.

3.2.c. International partnerships, agreements and cooperation pipelines

Many international partnerships have used the term since its inception, often

diluting and modifying the original meaning.

The OECD Recommendations on AI (OECD, 2019), signed by over 35 countries,

recognize that “the trustworthiness of AI systems,” (p. 6) is a key factor of AI

diffusion and consider it vital to foster the “adoption of trustworthy AI in society

and to turning AI trustworthiness into a competitive parameter in the global

marketplace,” (p. 6) Not only is the adoption of the original term evident, it is,

moreover, clear that the trustworthiness of AI systems is seen as a competitive

advantage. This matches policy documents from the EU, such as the

Communication on Building Trust in Human Centric AI (European Commission,

2019). There, the EU envisions its approach to trustworthy and human-centric AI

as one that strengthens its reputation for safe, reliable and ethical products. At the
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same time, although the OECD Recommendations on AI (OECD, 2019) match many

of the original requirements outlined in the Ethics Guidelines for Trustworthy AI

(AI HLEG, 2019), it does not match the full scope of “trustworthy AI™.”

The 2019 G20 Ministerial Statement on Trade and Digital Economy (G20, 2019)

reflects the EU’s vision as well. In particular, the section on the G20 AI Principles

(G20, 2019) focuses on the “responsible stewardship of trustworthy AI,” (p. 1) and

“national policies and international co-operation for trustworthy AI,” (p. 3). These

Principles refer back to the OECD Recommendations on AI (OECD, 2019), and do

not define trustworthy AI. As such, they have completely detached themselves from

the original meaning of “trustworthy AI™,” adopting what appears to be an

intermediary use of the term without its original context.

The 2022 UNESCO Recommendations on the Ethics of Artificial Intelligence

(UNESCO, 2022) also mention that the “the trustworthiness and integrity of the life

cycle of AI systems is essential to ensure that AI technologies will work for the good

of humanity, individuals, societies and the environment and ecosystems, and

embody the values and principles set out in this Recommendation,” (p. 18).

Most recently, the term has permeated international cooperation discourse, as

evidenced by the EU-US Trade and Technology Council’s inaugural Pittsburgh

statement (EU-US Trade and Technology Council, 2021). This states that “The

European Union and the United States affirm their willingness and intention to

develop and implement trustworthy AI and their commitment to a human-centered

approach that reinforces shared democratic values and respects universal human

rights, which they have already demonstrated by endorsing the OECD

Recommendation on AI.” (p.11). It is interesting that despite the EU being one of

the two main leads in this discourse, the document itself refers back to the OECD
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Recommendations on AI (OECD, 2019) and not to the Ethics Guidelines for

Trustworthy AI (AI HLEG, 2019) when referring to trustworthy AI.

3.2.d. International actors

Beyond international fora, AI strategies of international powers such as the United

States have equally explored versions of trustworthy AI. There appears to have

been a distinct uptake in the use of the term in US policy documents subsequent to

the publication of the draft version of the final Ethics Guidelines for Trustworthy AI

(AI HLEG, 2018).
36

A preliminary review compared and contrasted documents published before and

after the draft Ethics Guidelines for Trustworthy AI (AI HLEG, 2018), which first

mentioned the concept of trustworthy AI. The documents covered were the

following: Preparing for the Future of Artificial Intelligence (NSTC, 2016a); The

National Artificial Intelligence Research and Development Strategic Plan (NSTC,

2016b); Artificial Intelligence, Automation, and the Economy (  Executive Office of

the President, 2016); The FUTURE of Artificial Intelligence Act of 2017 (US Senate,

2017); the Algorithmic Accountability Act of 2019 (H.R.2231, 2019); Supporting the

development of guidelines for ethical development of Artificial Intelligence (HRES

153, 2019); notes from the Office of Science and Technology’s Select Committee on

Artificial Intelligence’s inaugural meeting June 27, 2018; AI Principles;
37

Recommendations on the Ethical Use of Artificial Intelligence by the Department of

Defense Defense (DIB, 2019); National Security Strategy of the United States of

America (White House, 2017); Summary of the 2018 Department of Defense

Artificial Intelligence Strategy: Harnessing AI to Advance Our Security and

37 See: https://epic.org/wp-content/uploads/privacy/ai/WH-AI-Select-Committee-First-Meeting.pdf.

36
However, given the number of similar sounding terminologies that have been in use, including

aspects discussed in Section 1 of this paper, it is difficult to say with certainty whether the US policy

space’s frame of reference has indeed been shaped by the EU or whether they decided to use this

term independently.
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Prosperity (DoD, 2018), and the request for comments on a Draft Memorandum to

the Heads of Executive Departments and Agencies on the subject of ‘Guidance for

Regulation of Artificial Intelligence Applications’.
38

It should be noted that none of

these documents published prior to the draft Ethics Guidelines for Trustworthy AI

(AI HLEG, 2018) mention a variation of ‘trustworthy AI’, this includes two reviewed

documents put forward after the publication of the Ethics Guidelines for

Trustworthy AI (AI HLEG, 2019).

In publications under the Trump administration, trustworthy AI as a concept

notably begins featuring in the 2019 Interim report of the National Security

Commission on Artificial Intelligence (NSCAI, 2019); the Executive Order on

Promoting the Use of Trustworthy Artificial Intelligence in the Federal Government

(E.O. 13960, 2020); the National Artificial Intelligence Research and Development

Strategic Plan: 2019 Update (NITRD, 2019); and in the NIST’s U.S. Leadership in

AI: A Plan for Federal Engagement in Developing Technical Standards and Related

Tools (NIST, 2019). The Executive Order on Maintaining American Leadership in

Artificial Intelligence (E.O. 13859, 2019), which was published prior to the final

Ethics Guidelines for Trustworthy AI (AI HLEG, 2019) but subsequent to their draft

version (AI HLEG, 2018) does not use the term “trustworthy AI.” Yet, it comes close

by referencing the “development of technical standards and related tools in support

of reliable, robust, and trustworthy systems that use AI technologies” (p. 3970).

Similar to other documents introduced under Section 3.2. many international policy

documents ended up using “trustworthy AI” without properly defining it or

referencing the EU’s definition. For example, the Executive Order on Promoting the

Use of Trustworthy Artificial Intelligence in the Federal Government (E.O. 13960,

2020) has “trustworthy AI” in its title, but lacks concrete conceptualization

throughout the the text. On the other hand, the NIST’s U.S. Leadership in AI: A

Plan for Federal Engagement in Developing Technical Standards and Related Tools

(NIST, 2019) mentions “reliable, robust, and trustworthy AI technology

38
See: https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf.
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development” (p. 4, p. 22). While it never concretizes the term, “reliability” and

“robustness” match a subset of the original “trustworthy AI’s™” three pillars (i.e.

pillar three).

Looking at AI governance efforts in China, according to CSET’s translation of the

2021 Ethical Norms for New Generation Artificial Intelligence
39

(original text

source: MOST, 2021) published by the PRC’s Ministry of Science and Technology,

this policy document references trustworthiness at large. In particular, Art. IV of

the document outlines norms for “Assurance of Controllability and

Trustworthiness.” However, it does not use the term “trustworthy AI” or refer to the

EU’s efforts in that space.

3.3. Lessons

There appear to be two intertwined lessons we can draw from the preceding

sections. First, given the rapid rise in AI strategies, there was a significant policy

vacuum that raised new considerations. This contributed to a situation in which

governments and policymakers were under significant time pressure to develop

relevant discourse. This, in turn, made it more appealing to align work with that of

others who faced similar issues and to handle them in a similar manner, be that in

concept or content. One area where this ‘copy-paste’ discourse was especially

evident was in the development of Ethics Guidelines. Because all actors arrived at

similar conclusions and were inconspicuously inspired by similar texts, almost all

Ethics Guidelines ended up developing a similar subset of areas (Hagendorff, 2020;

Jobin, Ienca and Vayena, 2019).
40

Generally speaking, it makes sense that well

thought-out and researched ideas would proliferate similar discourse and inspire

adjacent strategies and documents. In many cases, this may even be a good thing,

40 It should be noted, however, that it is difficult to capture an entire field and that this coherence

may also be due to a simplification and accessibility concern for audiences.

39 See: https://cset.georgetown.edu/publication/ethical-norms-for-new-generation-artificial-intelligence-released/.
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particularly if the original concept or idea is robust and translated into many

different documents by virtue of reference or adaptation, without it being watered

down or amended. A similar process applied to the conceptualization of what

overarching class of AI systems governments wish to encourage, and thus

“trustworthy AI™” inspired a class of efforts to use a variation of the term in their

own documents and processes, for better or worse.

Second, the preceding sections demonstrate that the EU has an opportunity to

shape the AI policy space. Section 3 supports the idea that the EU has been

wielding some degree of soft power with “trustworthy AI™” (albeit only in

description and not in content). This may be indicative of the vacuum with regards

to good AI policy approaches, as described above, as well as of the memetic appeal of

the original term.

The belief that the EU has some capability of influencing non-EU actors to adopt its

laws and policies is often referred to as the “Brussels effect” (coined by Anu

Bradford (Bradford, 2020) and similar to the California effect
41

in the US).
42

Extrapolating from the memetic effect the term “trustworthy AI” has had, it will be

interesting to see the degree to which policy proposals or regulatory proposals —

such as the AI Act (European Commission, 2021) — will shape international policy

discourse and development. For example, with regard to the AI Act (European

Commission, 2021), there is already some concrete evidence that supports the

Brussels effect. In particular, the Canadian government recently published their

Artificial Intelligence and Data Act (Bill C-27, 2022), a draft act to regulate AI. This

draft act clearly orients itself on the AI Act (European Commission, 2021) by taking

a risk-based approach to regulating AI and proposing requirements that a select

group of AI systems would need to adhere to (described as “high impact”, in the AI

42 One of the most commonly cited examples of the Brussels Effect is the European General Data

Protection Regulation which California emulated when it passed the CCPA:

https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375.

41
See: https://en.wikipedia.org/wiki/California_effect.
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Act these would be described as “high-risk”). Most recently, the Brussels effect has

been explored in scholarly discourse evaluating how the EU may shape strategic

regulatory interventions internationally against a specific set of criteria (Siegmann

& Anderljung, 2022).

It should be noted for completeness that the AI Act itself builds on previous

formulations of risk-based governance approaches, such as the German national AI

strategy (German Federal Government, 2020; Lütge et al., 2022).

4. Conclusion

This paper provides the background of the development, conceptualization, and

proliferation of the term “trustworthy AI,” as advanced by the EU in government

discourse. It elaborates on similar terminologies that arose during the same time

frame and puts forward a select number of concerns with regard to the term. In

reviewing various international efforts, both collaborative and individual, this paper

illustrates that the term has had broad appeal to policymakers across and outside of

the EU. While it is too early to tell, it is likely that the memetic impact of this term,

and the EU’s first mover advantage in defining it, will be replicated in the EU’s

more consequential policy and regulatory efforts, most notably the AI Act (European

Commission, 2021), suggesting a possible Brussels effect.
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Chapter II

The ghosts of AI governance past, present and

future: AI governance in the European Union

………………..

In: Justin Bullock & Valerie Hudson (eds.), Oxford University Press Handbook on AI

Governance, Section 9: International Politics and AI Governance

(Oxford University Press, forthcoming).

………………..

Introduction

This chapter will provide a simplified overview of the past, present and future of AI

governance in the EU. It will give the reader a solid background understanding of

how the EU reached the current status as global leader in the regulation of AI, how

all the different pieces are interconnected and where the EU might go next. Section

1 will discuss a select number of EU policy efforts of the past years and illustrate

how they built on each other. It is argued that, by virtue of spearheading

‘trustworthy AI’, the EU has occupied a position where it has been able to shape the

discourse on global AI governance discourse early on. Section 2 will introduce the

history of the EU’s AI regulation, proposed in April 2021, highlighting its

connection to previous policy efforts, and its roots in adjacent measures to

strengthen the EU’s technological ecosystem. Finally, in Section 3, the author will

turn to the future, considering and exploring a number of AI governance areas that

are prime candidates to become crucial for AI governance in the EU in the coming

decade.
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1. The Past

Taking stock: the roads towards the EU’s AI governance

This section will highlight the most relevant and recent EU policy developments

with regard to AI, illustrate how they contributed to shaping both the broader

narrative for the EU and how they set the cornerstones for AI governance in the

EU. It will be suggested that the AI Act (European Commission, 2021c), the

European Commission proposal for a horizontal AI regulation and the

accompanying policy measures in the EU form a coherent and strategically aligned

link in a chain of policies which were initiated many years ago. To that end, some of

these policy documents will be revisited in Section 2, which presents the different

elements that form the bigger picture of current AI governance in the EU.

While going through the formative policy developments, it is worth underlining that

the European Commission has invested in and funded AI and AI-related research

and innovation projects for much longer than they have been focusing on the

governance of AI, notably, under Horizon 2020 and before. With that in mind, the

following paragraphs will set out the main elements that led to the EU to push for

ethical governance of AI and to make it their guiding principle for accompanying

policy measures.

1.1. The roads that led us here

The earliest key policy document is the resolution by the European Parliament with

‘Recommendations to the Commission on Civil Law Rules on Robotics’ in 2017

(henceforth: ‘Civil Law Rules on Robotics’, European Parliament, 2017). Although

not yet referring to AI directly in the title, the resolution laid one of the first

cornerstones for the succeeding process from the European Parliament’s side, by

suggesting that the EU’s legal framework should be updated and complemented by

ethical principles on the topic, that the environmental impact of AI and robotics
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should be kept low, and that the societal and economic impacts of future systems

deserve heightened attention.
43

Shortly thereafter, the European Economic and Social Committee (EESC) presented

their ‘Opinion on AI’ (European Economic and Social Committee, 2017). The

‘Opinion on AI’ (European Economic and Social Committee, 2017) discusses the

need to verify, validate and monitor AI, as well as AI-based systems, advocates for

an overarching “human-in-command” approach and leans into the necessity for

ethical, societal and safety considerations. Accordingly, recommendations cover the

development of a code for ethics, a ban on Lethal Autonomous Weapons Systems

and the development of suitable standardization systems for AI.

On evaluation, we can already see that while they are among the earliest EU policy

documents on the topic, the EP’s ‘Civil Law Rules on Robotics’ (European

Parliament, 2017), and the EESC’s ‘Opinion on AI’ (European Economic and Social

Committee, 2017) have some overlaps. These include a demand for inclusion of the

ethical dimension in the discussion and an acknowledgement of the societal impact,

alongside proposals for recourse.

The shift towards EU AI governance as a topic largely independent of robotics from

the perspective of EU institutions, was further solidified through the European

Group on Ethics in Science and New Technologies (EGE) Statement on ‘Artificial

Intelligence, Robotics and Autonomous Systems’ (henceforth: Statement; European

Group on Ethics in Science and New Technologies, 2018). An independent advisory

body to the European Commission, the EGE advises it on the intersection of science

and emerging technologies with ethical, societal and fundamental rights issues. In

their ‘Statement’ (European Group on Ethics in Science and New Technologies,

2018), they echoed the need to establish an overarching framework on AI in the EU

with an ethical dimension. The goal would be to tackle the ethical, legal and societal

43
We will revisit the role this Report continues to play in Section 3.
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governance issues, ensuring that AI is created with “humans in mind” (European

Group on Ethics in Science and New Technologies, 2018). Therefore, in a sense

building on the resolution on 'Civil Law Rules on Robotics’ (European Parliament,

2017) and ‘Opinion on AI’ (European Economic and Social Committee, 2017), they

proposed the development of several ethical Principles for AI based on fundamental

European values. This proposal was both quintessentially European, outlining the

importance of fundamental rights and values, and well timed to fit within the

broader international landscape, where principles for AI were starting to see their

advent (Fjeld et al., 2020; Hagendorff, 2019; Schiff et al., 2020; Zeng et al., 2018).

These three documents together could be seen as the first heralds of where the EU

is now: regulating AI with a focus on human-centricity and ethics. They

demonstrated what aspects of AI were considered important by the EU’s legislative

body, the EU’s civil society organization body and the main EU group on ethics at

that point. This is a convergence point where demonstrable attention has begun

from a legislative angle, a societal angle and an ethical angle. As we will see in

Section 2 this interplay has since continued, and even been strengthened. At this

point in time it became strikingly evident that the EU policy space was alert to the

challenges posed by AI, as much as to the opportunities AI could hold, and the

necessity for a more methodological approach became pressing.

What followed were major leaps. First, the European Commission presented the

‘Digital Day Declaration on Cooperation on AI’ (European Commission, 2018c) in

April 2018. Second, they responded to the call from the European Council to “put

forward a human-centric approach to AI”
44

by presenting their AI strategy in the

Communication entitled ‘Artificial Intelligence for Europe’ (European Commission,

2018a), in the same month. I propose that these documents foreshadow current EU

AI governance mechanisms. The ‘Digital Day Declaration on Cooperation on AI’

(henceforth: ‘Declaration’; European Commission, 2018c) anticipated the

44
See: https://www.consilium.europa.eu/media/21620/19-euco-final-conclusions-en.pdf.
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‘Coordinated Plan on AI’ (European Commission, 2018b), whereas the

‘Communication on AI for Europe’ (European Commission, 2018a), in some sense

preceded the proposal for a regulatory framework, the AI Act (European

Commission, 2021c).

So, how did these documents set out the European Commission approach to AI

governance?

In the ‘Declaration’ (European Commission, 2018c), signed by all 28 Member States

in 2018 (at that time including the United Kingdom) as well as Norway, the

countries agreed to engage in close dialogue with the European Commission on the

topic of AI and coordinate their actions. I propose that this is the first instance

internationally where a significant number of countries agreed to coordinate on AI

governance.
45

International, later-stage efforts to coordinate among multiple

countries such as the Global Partnership on AI (GPAI) or the OECD included the

EU by way of representation through the European Commission, as well as a subset

of member states. As of this writing, there is no other international AI governance

effort that envisages the same level of coordination, alignment of approach, and

pooling of resources as the one started with the ‘Declaration’
46

and signed off by the

member states.
47

We have seen that the ‘Opinion on AI’ (European Economic and Social Committee,

2017) called for a “human in command” approach and that the EGE ‘Statement’

(European Group on Ethics in Science and New Technologies, 2018) called for AI to

be made with “humans in mind”. This notion of human-centric AI is revisited in the

‘Declaration’ (European Commission, 2018c), committing signatories to ensure that

‘humans remain at the center of AI development’, and to prevent the “harmful

47
It should be noted that the Declaration is non-binding. However, any other international efforts

are equally non-binding at the time of this writing.

46
This Declaration has been expanded on significantly in the Coordinated Plan on AI and its follow up.

45
Of course, such coordination may be seen as implicit by virtue of these countries being Member

States of the European Union.
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creation and use of AI applications.”

Echoing topics outlined in the resolution on ‘Civil Law Rules of Robotics’ (European

Parliament, 2017) and the ‘Opinion on AI’ (European Economic and Social

Committee, 2017), the ‘Declaration’ (European Commission, 2018c) focuses on the

development of a collaborative framework to coordinate on relevant areas such as

sustainability, labor market, funding and ethics. Alongside the necessary mitigation

of ethical risks, it also touches upon legal and socio-economic risks of AI. All of this

is underlined with the recognition that the existing ecosystem needs to be boosted

in order for the EU to remain competitive and agile for future challenges.

The ‘Communication on AI for Europe’ (henceforward: AI Strategy; European

Commission, 2018a) picked up on this and presented the EU’s three-pronged

strategy for AI taking into account the ecosystem, civil society as well as ethics and

regulation. In short, it recommended to “(1) boost Europe’s technological and

industrial capacity; (2) to prepare Europe for the socio-economic changes associated

with AI; and (3) to ensure that Europe has an appropriate ethical and legal

framework to deal with AI development and deployment” (European Commission,

2018a).

The AI strategy (European Commission, 2018a) also outlined many ambitions that

are currently relevant, such as the development of regulatory sandboxes (eventually

key for a horizontal EU AI regulation) or a commitment to support centers for data

sharing (for example, the EU Data Hubs).

In order to tackle the third pillar of its AI strategy (European Commission, 2018a),

the European Commission set up an independent High-Level Expert Group on
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Artificial Intelligence (AI HLEG) tasked with, amongst other deliverables, the

development of Ethics Guidelines.
48

Moreover, the AI strategy (European Commission, 2018a) also served to present, for

the first time, a clear ‘European way for AI’ vis-a-vis the international stage. It

clearly outlined the role that the EU envisages for itself when it comes to AI

governance. It stated that;

“the EU must therefore ensure that AI is developed and applied in

an appropriate framework which promotes innovation and respects

Union’s values and fundamental rights as well as ethical principles

such as accountability and transparency. The EU is also well

placed to lead this debate on the global stage. This is how the EU

can make a difference - and be the champion of an approach to AI

that benefits people and society as a whole.”

The EU clearly positioned itself as an actor on the international stage who will put

ethical considerations and fundamental rights at the core of AI governance.

Finally, we end this section by pulling some of the threads together while leaving

space to investigate the regulatory efforts in Section 2. Many of the efforts

highlighted culminate or find resonance in the European Commission’s ‘Coordinated

Plan on the Development and Use of Artificial Intelligence Made in Europe’

(henceforth: Coordinated Plan; European Commission, 2018b) published in late

2018.

The ‘Coordinated Plan’ (European Commission, 2018b) picks up where the

‘Declaration’ (European Commission, 2018c) left off. It too was agreed on by all

48 These will be further explored in Subsection 1.2. Another deliverable not discussed in this chapter

are the Policy Recommendations for Trustworthy AI.
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Member States as well as Norway and Switzerland and is to be updated on a rolling

basis. It echoes plans mapped out in the AI strategy (European Commission,

2018a), namely that a European approach to AI should be built upon ethical and

societal values derived from the Charter of Fundamental Rights. Moreover, going

above and beyond the perspective of previous policy documents, it puts a strong

emphasis on what should become the European northstar for AI, by highlighting

what it perceives to be interconnected concepts of “trusted AI” and “human-centric

AI” (European Commission, 2018b).

The ‘Coordinated Plan’ (European Commission, 2018b) paints a picture of how the

Member States can coordinate their AI strategies, define a common vision and

encourage synergies between ongoing efforts in the Member States – with an eye to

increasing the EU’s global competitiveness and to counteracting fragmentation and

competition between like-minded actors. The preliminary framework for

coordination homes in on a couple of focus areas such as on commonly shared

societal challenges, increased diffusion of AI, support to AI excellence, data

availability and a regulatory framework. The last aspect is described as a ‘seamless

regulatory environment’ in other parts of the text, and we will see in Section 2 what

the EU has developed on that front. The ‘Coordinated Plan on AI’ (European

Commission, 2018b) also contained a commitment on the EU’s side to invest EUR

20bn into AI by 2020, and scale up towards yearly investments of that sum from

then until 2027.
49

In an adjacent stream, in early 2019, the European Parliament’s Committee on

Industry, Research and Energy (ITRE) had their report on ‘A comprehensive

European industrial policy on artificial intelligence and robotics’ (European

Parliament, 2019) adopted, which articulated a clear need for a “robust legal and

ethical framework for AI,” and which amongst other things called for ethical

49
This includes investment on Member State-level, as well as public-private partnerships, the

Digital Europe Programme and Horizon Europe funding (the latter two both run between

2021-2027).
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principles that are in compliance with relevant EU and national law. Along these

lines it also welcomes the work of the AI HLEG, further outlined in Section 1.2.

Furthermore, it proposes aspects related to e.g. personal data and privacy,

consumer protection, transparency, explainability and bias. In tandem with the

EU’s approach (as mapped so far), the industrial policy stresses the importance of

human-centric technology and to encourage ethical values with regards to AI

development and deployment. Indeed, this may set the EU apart and propel it to

take lead on an international stage.

Combining the various policy efforts and taking a bird’s-eye view, clear directions

are emerging that concern the role the EU has set for itself generally and on the

international stage. Ethical concerns, fundamental rights and values play a vital

role in the EU’s AI governance future. To account for this, the next subsection

focuses on the development of ethical principles for AI in the EU – and their

subsequent impact.

The topic covered in the next subsection should be seen as an adjacent stream of

work that resulted out of the landscape built by the policy initiatives outlined here

which became a policy effort in its own right, eventually feeding back into the

current landscape mapped in Section 2.

1.2. Coining “trustworthy AI”

This section explores how the EU came to adopt and pioneer the term “trustworthy

AI” from its ethical investigations, and what this shift marked.

Subsequent to its ambition to develop an appropriate ethical and legal framework

for AI, the European Commission set out to establish two groups to support the AI

strategy described in its Communication on AI: the High-Level Expert Group on AI

(AI HLEG) and the European AI Alliance. The latter was set up as an accessible
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online multi-stakeholder platform with the goal of contributing to the work of the

European Commission and the AI HLEG.

The AI HLEG, on the other hand, was set up as an independent expert group by the

European Commission, populated through a selection process (Stix, 2021). The AI

HLEG was tasked with the primary goal of developing ethics guidelines. The result

of their work, especially the ‘Ethics Guidelines for Trustworthy AI’ (AI HLEG, 2019)

and the ‘Assessment List for Trustworthy AI’ (henceforth: Assessment List; AI

HLEG, 2020), were core to the recent model of AI governance in the EU as the

following paragraphs will demonstrate. To that end, the focal point for the following

paragraphs will be on the ‘Ethics Guidelines for Trustworthy AI’ (A HLEG, 2019)

and the associated ‘Assessment List for Trustworthy AI: for Self-Assessment’ (AI

HLEG, 2020), and how the conceptualization of ethical AI contained in them

contributed to Europe’s vision of ‘trustworthy AI’.

Tasked with the development of ethics guidelines, the AI HLEG, composed of 52

experts representing various sectors and types of expertise, underwent a

comprehensive process to take a unique step towards a framework for the ethical

governance of AI. Although the work was conducted internally, the AI HLEG did

share their progress in meetings open to institutional observers and solicited

feedback on their first draft version of the Ethics Guidelines half a year into the

process via the AI Alliance.
50

Following the implementation of this public feedback,

the AI HLEG presented their final ‘Ethics Guidelines for Trustworthy AI’

(henceforth: Ethics Guidelines; AI HLEG, 2019) in April 2019.

The ‘Ethics Guidelines’ (AI HLEG, 2019) constituted the first document that

proposed a clear conceptual understanding and framing of what type of AI should be

encouraged within the EU. While the document is strongly anchored in EU values

50
A feedback mechanism was also used in the case of the Assessment List, for which feedback was

received through two online questionnaires and through in-depth interviews with different types of

organizations.
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and fundamental rights as enshrined in the Charter of Fundamental Rights of the

European Union, the core concept is that of ‘trustworthy AI’. In this reading,

‘Trustworthy AI’ is to fulfill three conditions: (i) it should be lawful, (ii) it should be

ethical and (iii) it should be robust (both from a technical and social perspective).

While the ‘lawful’ aspect is left to existing regulation and future regulatory efforts,

the document proceeds to outline the other components. In particular, our focus will

be on the ethical component. The AI HLEG distilled a number of core values, which

informed four principles. These are; Respect for Human Autonomy, Prevention of

Harm, Fairness and Explicability. From these four ethical principles, they derived

their seven key requirements to achieve ‘trustworthy AI’ and to operationalize these

four identified principles.

The seven key requirements covered:

● Human Agency and Oversight, which relates to the principle of Human

Autonomy and requires that AI system’s allow for human oversight, support

the user’s agency and foster fundamental rights.

● Technical Robustness and Safety, which relates to the principle of Prevention

of Harm. It addresses concerns such as resilience to attack (e.g. through data

poisoning or model leakage), the need for suitable fallback plans, reliability

and reproducibility.

● Privacy and Data Governance, which links to the principle of Prevention of

Harm. It tackles the initial stages of data collection (e.g. regarding the

quality and integrity of the data), as much as the need for data protocols to

govern data access, and overall privacy measures throughout the AI life cycle.

● Transparency, which links to the principle of Explicability. This means,

among other things, that traceability should be ensured and that capabilities

and intentions (both from a technical POV and from an industry perspective)

should be clearly communicated.
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● Diversity, Non-Discrimination and Fairness, which links to the principle of

Fairness. It states that all affected stakeholders throughout the AI life cycle

need to be taken into consideration and duly involved. This means e.g.

ensuring equal access and equal treatment.

● Societal and Environmental Well-Being, which relates to both the principle of

Fairness and the principle of Prevention of Harm. It relates to the broadest

range of stakeholders, the environment and the wider society. Considerations

are e.g. AI’s social impact and the sustainability of the current AI supply

chain.

● Accountability, which is the last key requirement and ties all the previous

requirements together. It is informed by the principle of Fairness. It focuses

on redress mechanisms, trade-offs between principles and the need to have

adequate mechanisms in place to report potential negative impacts.

At this point, the threads started with the report on ‘Civil Law Rules on Robotics’

(European Parliament, 2017), the ‘Opinion on AI’ (European Economic and Social

Committee, 2017) and the AI Strategy (European Commission, 2018a) have come to

reach a fuller picture: the EU’s ambition to create an ethical approach towards the

development and deployment of AI and an appropriate ethical framework has

become a reality.

In order to operationalize these key requirements further, the ‘Ethics Guidelines’

(AI HLEG, 2019) also contained a draft Assessment List which was piloted and

revised in the second year of the group’s mandate.
51

The final ‘Assessment List for

Trustworthy AI: for Self-Assessment’ (henceforth: ‘Assessment List’; AI HLEG,

51
The European Commission opened a broad stakeholder consultation process where feedback was

solicited through three different streams: (a) a quantitative stream, (b) a qualitative stream and (c) a

holistic stream. The quantitative stream consisted of two surveys, one for developers and deployers,

and one for other stakeholders. The qualitative stream allowed for 50 in-depth day long interviews

with selected companies trialing the Assessment list on use-cases. Finally, the last channel allowed

for feedback from the broader community, discussion papers, white papers, blog posts and reports

were provided alike from entities as broad as individual researchers to international industry.
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2020) is the first tool in the EU that took ‘trustworthy AI’ into account throughout

an AI system’s lifecycle and outlined how an assessment of that could take shape. It

was also among the earliest serious attempts to translate ethical principles for AI

into actionable measures for all stakeholders involved throughout the AI lifecycle,

be that researchers, industry, government or civil society.

The concept of ‘trustworthy AI’, in the way that the AI HLEG defined it, became a

cornerstone for AI governance in the EU. Building on its previous emphasis on

‘human-centric AI’ (as we have seen in the European Council’s call to the European

Commission,
52

the ‘Declaration’ (European Commission, 2018c) and the

‘Coordinated Plan’ (European Commission, 2018b)) the European Commission

adopted this conceptual approach and expanded upon it in the Communication on

‘Building Trust in Human-Centric AI’ (European Commission, 2019). In that

Communication, the European Commission supports the key requirements and the

concept of trustworthy AI, stating that;

“Only if AI is developed and used in a way that respects

widely-shared ethical values, it can [sic] be considered

trustworthy.”

This can be understood – and as we will see, is reflected in subsequent governance

documents and decisions – as the European Commission embracing the concept of

‘trustworthy AI’ as a core component of its strategic vision.
53

Equally, it doubles down on the reputation of the European Union as a region that

produces “safe and high-quality products” (European Commission, 2019). To

consolidate its place as a leader on ‘trustworthy AI’ on an international stage, the

Communication on ‘Building Trust in Human-Centric AI’ (European Commission,

53
It should be noted that the key requirements and Ethics Guidelines are of a non-binding format.

52
See: https://www.consilium.europa.eu/media/21620/19-euco-final-conclusions-en.pdf.
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2019) furthermore launched a consensus building an ‘International Alliance for a

human-centric approach to AI’.
54

Its goal is to share the EU’s vision and ambitions

with like-minded international partners.

Beyond that, the Communication on ‘Building Trust in Human-Centric AI’

(European Commission, 2019) further expands on elements of documents such as

the ‘Coordinated Plan’ (European Commission, 2018b). It reiterates the core foci to

boost the ecosystem, such as an increase in joint ventures, pooling of data and other

building blocks for AI, as well as the strengthening of synergies across Member

States. It proposed to launch a set of networks of AI research excellence centers

under the Horizon 2020 research and innovation framework programme, to set up

networks of AI-focused Digital Innovation Hubs (DHIs) and to develop and

implement a model for data sharing and common data spaces amongst Member

States and other stakeholders. These suggestions directly shape the current state of

affairs as we will see in Section 2.

2. The Present

The third way: the EU’s AI northstar

We have now reviewed the recent historical backdrop of the current EU’s regulatory

strategy, discussing both its roots and predecessors. This brings us to today. The EU

is looking to develop an attractive alternative to US and Chinese approaches to AI

governance. In order to gain a bird's-eye view of that third way, this section will

highlight a select number of important and current developments, illustrating how

they contribute to the EU’s direction.

54
See:

https://digital-strategy.ec.europa.eu/en/funding/international-alliance-human-centric-approach-artific

ial-intelligence.
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On 19th February 2020, the European Commission published a comprehensive

package consisting of: the ‘European Strategy for Data’ (European Commission,

2020a), the report on ‘Safety Liability and Implications of AI, the Internet of Things

and Robotics’ (European Commission, 2020f), and the ‘White Paper on Artificial

Intelligence: A European Approach to Excellence and Trust’ (henceforth: White

Paper on AI; European Commission, 2020d). Due to the limited scope of this

chapter, we will focus on the ‘White Paper on AI’ (European Commission, 2020d).

This ‘White Paper on AI’ (European Commission, 2020d) followed European

Commission president von der Leyen's promise in her political agenda to put

forward ”legislation for a coordinated European approach on the human and ethical

implications of Artificial Intelligence.”
55

It solidified the commitment to

human-centric and ‘trustworthy AI’, adding the first step towards a future

legislative framework built on the concept of ‘trustworthy AI’ to the new EU AI

governance portfolio. The ‘White Paper on AI’ (European Commission, 2020d) is

divided into two main sections, one on an Ecosystem of Trust, focusing on the first

proposal for a regulatory framework, and one on an Ecosystem of Excellence,

focusing on supporting the European AI ecosystem. Both of these closely match

ambitions outlined in previous policy documents in Section 1, such those in Europe’s

AI strategy (European Commission, 2018a), and fit in with other recent governance

efforts. I will therefore use the ‘White Paper on AI’s’ (European Commission, 2020d)

duality of policy and infrastructure to highlight how far the EU AI policy has come

in each area since this chapter’s introductory section and how they build on one

another to make the EU a hub for ‘trustworthy AI’.

On 21st April 2021, the European Commission published its package on a European

approach for AI containing: a ‘Communication on Fostering a European Approach to

Artificial Intelligence’ (European Commission, 2021a); a ‘Coordinated Plan on AI:

2021 review’ (European Commission, 2021b); and, the highly anticipated proposal

55
See: https://ec.europa.eu/info/sites/default/files/political-guidelines-next-commission_en_0.pdf.

91



for a ‘Regulation on a European approach for Artificial Intelligence (AI Act)’

(European Commission, 2021c). The ‘Coordinated Plan on AI: 2021 review’

(European Commission, 2021b) builds on the ‘Coordinated Plan’ (European

Commission, 2018b) and dramatically expands its scope and ambitions, and the

‘Regulation on a European approach for Artificial Intelligence (AI Act)’ (European

Commission, 2021c) builds on the ‘White Paper on AI’ (European Commission,

2020d) and subsequent impact assessments conducted by the European

Commission.
56

We will now see how all of this shapes up to form the context and the

ecosystem for future AI governance in the EU.

2.1. Trust and the EU’s AI governance

The chapter in the ‘White Paper on AI’ (European Commission, 2020d) dedicated to

the Ecosystem of Trust outlined the European Commission’s policy proposals for a

potential regulation prior to the final publication of the proposal for a ‘Regulation on

a European approach for Artificial Intelligence (AI Act)’ (European Commission,

2021c) on 21st April 2021. The chapter was strongly inspired by the conceptual idea

of ‘trustworthy AI’ and heavily referenced the work of the AI HLEG.

The core proposal suggested that in an envisioned horizontal legislation mandatory

legal requirements should apply to high-risk cases of AI only. These high-risk AI

cases were defined by the following cumulative criteria: if the sector itself is high

risk (e.g. healthcare, transport and if the intended use involves high risk (e.g.

injury, death, significant material/immaterial damage).

The mandatory legal requirements largely reflect the ‘Ethics Guidelines’ (AI HLEG,

2019) seven key requirements and are composed of the following: a requirement for

adequate training data; a requirement for data and record keeping; a requirement

56
See: https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=PI_COM:Ares(2020)3896535&from=EN.
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for the provision of information; a requirement for robustness and accuracy; and, a

requirement on human oversight. The final requirement was specifically laid out for

the case of remote biometric identification. High-risk AI systems would be subject to

conformity assessment (e.g. testing, inspection and certification) accounting for

these requirements before they would be able to enter the EU market.

The ‘White Paper on AI’ (European Commission, 2020d) also outlined strategies for

non-high-risk AI systems. It was suggested that these could partake in a voluntary

labeling scheme which could build upon or implement the ‘Assessment List’ (AI

HLEG, 2020). We see that the building blocks and vision sketched in Section 1 are

starting to take considerable shape building the EU’s AI governance future.

Soon after, the legal affairs committee of the European Parliament adopted several

aligned reports. These tackled an ethical framework for AI, civil liability claims

against operators of AI systems and the protection of intellectual property rights

with regards to AI.
57

It is noteworthy that the first report’s guiding principles

strongly resembled those of the ‘Ethics Guidelines’. We can infer that the vision of

EU AI governance is coherent across the EU institutions, which is important
58

as

we move to the most recent and high-profile policy development on the European

Commission’s side: the ‘Regulation on a European approach for Artificial

Intelligence (AI Act)’ (European Commission, 2021c).

Following the publication of the ‘White Paper on AI’ (European Commission,

2020d), the European Commission conducted impact assessments and opened a

stakeholder consultation to receive feedback on the ‘White Paper on AI’ (European

58
The proposal for a Regulation on a European approach for Artificial Intelligence will need to pass

through the European Parliament and the Council. Once these two institutions agree on a final text,

the regulation will be adopted.

57 See:

https://www.europarl.europa.eu/news/en/press-room/20200925IPR87932/making-artificial-intelligenc

e-ethical-safe-and-innovative. The second legislative initiative is on ‘liability for AI causing damage’,

focusing on civil liability claims against AI-systems, and the third report addresses intellectual

property rights (IPRs) with relation to AI, suggesting that AI lacks a legal personality, and therefore

inventorship should be exclusive to humans.
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Commission, 2020d). This feedback shaped the subsequent proposal for a

regulation.

The proposed ‘Regulation on a European approach for Artificial Intelligence (AI

Act)’ (henceforth: ‘AI Act’; European Commission, 2021c) introduces the European

Union’s legislation for AI, specifically high-risk AI systems. It is a risk-based

regulation which covers stand alone AI systems that are considered high-risk which

are elaborated on in Annex III to the ‘AI Act’ and cover use cases such as in law

enforcement for individual risk assessment, education and vocational training for

determining access to educational or training institutions or specific cases of access

to essential public and private services and benefits. In short, Annex III lists a

number of areas and specific use cases in those areas where stand-alone AI systems

will automatically be considered high risk due to their potentially adverse impact on

health, safety or fundamental rights of persons or groups. The other case of

high-risk AI systems are those that are not stand-alone AI systems but those that

are safety components of products or systems, or those that are products or systems.

Both of these types of high-risk AI systems need to comply with a number of

requirements the ‘AI Act’ (European Commission, 2021c) lays down in Title III

Chapter II, although the manner in which that compliance is achieved, documented

and assessed (conformity assessment) is different between stand-alone and

integrated high-risk AI systems. In the case of high-risk AI systems that are safety

components of products or systems, or are themselves products or systems, the

harmonized ‘AI Act’ (European Commission, 2021c) adjusts to fit with the existing

sectoral procedures, rules and regulations.

The scope of this ‘AI Act’ (European Commission, 2021c) encompasses a range of

actors: providers that place their AI system on the EU market, users of AI systems

in the EU (except those that use it in a personal, non-professional activity) and

providers and users of AI systems that are not based in the EU but where the

output of their AI system is used in the EU.
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All high-risk AI systems need to fulfill the requirements set out in the ‘AI Act’

(European Commission, 2021c) Title III Chapter II. These requirements closely

match those that were previously proposed in the ‘White Paper on AI’ (European

Commission, 2020d) and, as we have seen, are therefore closely connected to the

requirements within the ‘Ethics Guidelines’ (AI HLEG, 2019). The requirements

listed in the ‘AI Act’ are: Data and Data Governance; Technical Documentation;

Record Keeping; Transparency and Provision of Information to Users; Human

Oversight; and Accuracy, Robustness and Cybersecurity.

Whilst they are not described in this format, I would like to propose that the

requirements can be thought of in two categories: those that are procedural and

those that are informative. Data and Data Governance, Human Oversight and

Accuracy, Robustness and Cybersecurity are procedural. They concern themselves

with the workings of the algorithm throughout its lifecycle and how these can be

affected in a positive manner to avoid negative impacts. By contrast, Technical

Documentation, Record Keeping and Transparency and Provision of Information to

Users can be considered as informational requirements. They track procedural

information, check it and monitor it throughout the AI system’s life cycle.

Those actors that are responsible for ensuring that a high-risk AI system complies

with the ‘AI Act’ have to fulfill certain conditions on top of adherence to the

requirements mentioned previously. In short, they have to first build their AI

system in accordance with the requirements from Title III Chapter II, then they

have to undertake an internal conformity assessment of the AI system which

encompasses paper trails and documentation generated in the first step and

developed as a framework for the AI system throughout its functioning. That will

entail a Quality Management System which ensures compliance with the ‘AI Act’

(European Commission, 2021c), a Risk Management system which acts as a

continuous iterative process throughout the AI system’s lifecycle, and Technical

Documentation which covers elements such as detailed descriptions,
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pre-determined changes of the AI system and the performance, as well as

monitoring, functioning and control of the AI system. Third, the provider or relevant

other actor needs to establish a post-market monitoring system for the AI system

once it has been put on the market or placed into service. This post-market

monitoring system will collect logs produced by the AI system, act as a supervisor to

the AI system and report serious incidents if they occur. Finally, before the AI

system can be put on the market or placed into service it must be registered in the

EU database, and EU Declaration of Conformity must be filled out to describe its

adherence to the ‘AI Act’ (European Commission, 2021c) and it should be affixed

with a CE marking to indicate that it has passed its conformity assessment.

In addition to requirements and procedures for high-risk AI systems, the ‘AI Act’

(European Commission, 2021c) also lays down a number of AI systems that are

prohibited for use in the EU under certain conditions. Without enumerating them in

detail, these prohibited AI system cover those that deploy subliminal techniques

that could cause harm, those that exploit vulnerabilities in a manner that would

cause harm and those that public authorities could use to evaluate the

trustworthiness of an individual, leading to unfavorable treatments in different

contexts or treatment that is disproportionate. Moreover, it includes ‘real-time’

biometric identification systems if they are used in publicly accessible spaces and

for the purpose of law enforcement. However, noteworthy exceptions to the latter

are cases where there is a targeted search for potential victims of crime, where it is

in the public interest to prevent specific, substantial and imminent threats and to

detect certain perpetrators.

Akin to the proposals in the ‘White Paper on AI’ (European Commission, 2020d), the

‘AI Act’ (European Commission, 2021c) also briefly concerns itself with voluntary

Codes of Conduct for non-high risk AI systems, with the intention to foster

‘trustworthy AI’ and, therefore, compliance to the ‘AI Act’ within the broader

ecosystem. The next subsection will discuss how the corresponding environment

within the EU is boosted in order to establish the overarching framework that these
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policy and legislative ambitions would fit in with. Section 3 will then concern itself

in more detail with specific elements of the ecosystem that are likely to become

crucial to the EU’s success in AI governance in the near future.

2.2. Strengthening the AI ecosystem

In recent years, it has become clear that the EU does not solely wish to rely on their

regulatory expansionism, exporting norms and legislative approaches towards

‘trustworthy AI’ on an international stage. Acknowledging that its ecosystem has, at

times, difficulty competing with tech giants developing or established outside of the

EU, it is increasingly moving towards Digital Sovereignty. This encompasses the

broader AI landscape in the EU. In order to have a truly comprehensive and

integrated approach towards AI governance, ethical, policy and regulatory efforts

must be boosted in tandem with the existing and foreseen landscape. In short, an

increase in relevant EU infrastructure for AI development, deployment and use,

equals an increase in ownership of the technology, an increase in the ability to

shape it directly through norms for trustworthy AI (through soft and hard law) and

a decrease in reliance on outside actors. Keeping this in mind, the following

paragraphs will sketch how the EU is building this infrastructure and what benefit

this may yield, starting with the chapter in the ‘White Paper on AI’ on an

Ecosystem of Excellence and expanding it further with efforts outlined in the

‘Coordinated Plan on AI: 2021 review’ (henceforth: ‘Coordinated Plan: 2021 review’;

European Commission, 2021b) and adjacent initiatives.

Many of the areas below directly link back to aspects mentioned in Section 1 such in

the ‘Declaration’ (European Commission, 2018c), the ‘Coordinated Plan’ (European

Commission, 2018b) and in the AI Strategy (European Commission, 2018a), which

all outlined the need to boost the ecosystem, to combine resources and to increase
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technical capabilities to ensure the EU’s leadership in human-centric and

‘trustworthy AI’.

The ‘White Paper’s’ (European Commission, 2020d) chapter on an Ecosystem of

Excellence concerns itself with technical infrastructure as well as with ecosystem

building. On the latter, it especially focuses on building new infrastructures. On the

more research-oriented side, it proposed work on establishing a lighthouse center of

research, innovation and expertise, to combat a seemingly fragmented AI research

community in the EU. Looking at industry, small and medium-sized enterprises

(SME) and start-ups, it calls for the development of testing and experimentation

facilities (TEFs), building out capacity via the Digital Innovation Hubs (as

mentioned in the ‘Coordinated Plan’; European Commission, 2018b), a recently

funded AI-on-Demand platform
59

and engagement of key stakeholders through a

Public-Private Partnership on AI, data and robotics in the context of Horizon

Europe.
60

It also touches on turning the ‘Assessment List’ (AI HLEG, 2020) into an

indicative curriculum for those developing AI, and an ambition to keep talent and

attract talent to the EU through new education networks under the Digital Europe

programme.
61

In accordance with the ‘European Data Strategy’ (European Commission, 2020a),

the ‘White Paper on AI’ also puts an emphasis on the role of data in AI development

("compliance of data with the FAIR principles will contribute to build trust and

ensure re-usability of data"; European Commission, 2020d), as well as the

importance of computing infrastructure. This will be explored in more detail at the

end of this section.

61
See: https://digital-strategy.ec.europa.eu/en/activities/digital-programme.

60
Horizon Europe is the current Multiannual Financial Frameworks programme and runs from

2021-2027 to support research, science and innovation with EUR 95.5 bn.

59
See: https://cordis.europa.eu/project/id/825619.
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Every single one of these proposed efforts ties in with the ‘Coordinated Plan: 2021

review’ (European Commission, 2021b) and demonstrates the EU’s efforts to build

an infrastructure that can match its ambition on the governance side to promote the

development of human-centric, sustainable, inclusive and trustworthy AI. While the

‘Coordinated Plan’ (European Commission, 2018b) mapped out the initial areas in

which the Member States should pool their resources and coordinate their actions,

the ‘Coordinated Plan: 2021 review’ (European Commission, 2021b) moves towards

an action-oriented approach with concrete joint actions focusing on the

implementation of concrete measures and the removal of remaining fragmentation.

It is built around four key pillars: (1) to set enabling conditions for AI development

and uptake; (2) to make the EU a place where excellence thrives from the lab to the

market; (3) to ensure that AI works for people and society as a force for good; and

(4) to build strategic leadership in high-impact sectors. These high-impact sectors

encompass areas such as smart mobility, law enforcement, migration and asylum,

climate and the environment. In tandem with the third pillar, which encompasses a

promotion of ‘trustworthy AI’ globally and nurturing of talent and skills, it could be

seen as a reflection of the second component in the ‘Communication on AI in

Europe, that is the EU’s initial AI strategy, which focused on socioeconomic changes

associated with AI. Although the focus on scaling up the EU technical

infrastructure is evidenced across all four pillars, the first is of particular relevance.

The policy document homes in on governance coordination frameworks and,

crucially, on data infrastructures and computing capacities in order to create an

enabling environment for AI development and uptake.

Referring back to the ‘European Strategy for Data’ (European Commission, 2020a),

which aims to establish a single market for data within the EU and and the

‘Proposal for a regulation on European data governance (Data Governance Act)’

(European Commission, 2020e), which proposes several regulatory measures to
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increase society’s trust in data sharing, the ‘Coordinated Plan: 2021 review’

(European Commission, 2021b) outlines a number of core actions for data and an

associated cloud infrastructure. These actions include establishing a new European

Alliance for Industrial Data, Edge and Cloud,
62

co-investing with the Member

States in common European data spaces and a European cloud federation and

investigating the opportunity to set up an Important Project of Common European

Interest (IPCEI) for next generation cloud infrastructures.

Prior to the ‘Coordinated Plan: 2021 review’ (European Commission, 2021b), at the

end of 2020, 27 Member States signed a joint ‘Declaration on Building the next

generation cloud for businesses and the public sector’ (European Commission,

2020c) where they expressed their intention to establish a secure, trustworthy and

competitive cloud infrastructure in Europe for public administration, businesses

and citizens alike. It addresses efforts aligned with those in the ‘Coordinated Plan:

2021 review’ (European Commission, 2021b), such as pooling of EU, national and

private investment and shaping the process in accordance with the European

Alliance on Industrial Data and Cloud,
63

and fostering technical solutions and policy

norms for an interoperable pan-European cloud service.

Adjacent to this is Gaia-X,
64

an independent European platform for cloud

infrastructure launched by France and Germany
65

intends to increase European

cloud competitiveness vis-a-vis the US and China.

With an eye to infrastructure, the ‘Coordinated Plan: 2021 review’ (European

Commission, 2021b) looks to support the development of High Performance

65
See:

https://www.euractiv.com/section/digital/news/digital-brief-the-gaia-x-generation/?utm_content=1591

278775&utm_medium=eaDigitalEU&utm_source=twitter.

64
See: https://www.data-infrastructure.eu/GAIAX/Navigation/EN/Home/home.html.

63
See: https://digital-strategy.ec.europa.eu/en/news/towards-next-generation-cloud-europe.

62
See:

https://digital-strategy.ec.europa.eu/en/library/cloud-and-edge-computing-different-way-using-it-broc

hure.
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Computing capabilities, as well as AI hardware. The latter encompasses investment

in micro-electronics for AI chips, neuromorphic computing, photonics and projects

under the Electronic Components and Systems for European leadership Joint

Undertaking (ECSEL JU).
66

More specifically, actions call for the launch of an

Industrial Alliance on Microelectronics, supporting research and innovation actions

for low-power edge AI, and investing in processor and semiconductor technologies.

In fact, as part of its goal of achieving Digital Sovereignty, the EU quite evidently is

aiming to advance its capabilities and to lessen its reliance on international actors

when it comes to the design and production capabilities of low-power processors for

AI and towards 2nm processor technologies. In late 2020, 18 Member States signed

a ‘Declaration on a European Initiative on Processors and Semiconductor

Technologies’ (European Commission, 2020b) to consolidate resources and boost the

EU’s electronics and embedded systems value chain.

The ‘Coordinated Plan: 2021 review’ (European Commission, 2021b) also accounts

for High-Performance Computing. It encourages Member States to continue

developing large-scale High-Performance Computing infrastructure and references

the importance of the EuroHPC Joint Undertaking.
67

A proposed new independent Regulation for the EuroHPC
68

is expected to lead to an

increase in the acquisition and development of supercomputers in the EU,

rebalancing the scale in favor of the EU. Overall, it aims to develop exascale

supercomputers with over ‘1 billion billion’ operations per second (10^18

ops/second), to support the development of quantum and hybrid computers (also

described in the 2018 regulation, section 21) and to create 33 ‘national competence

68
See: https://ec.europa.eu/commission/presscorner/detail/en/ip_20_1592.

67
See: https://eurohpc-ju.europa.eu/.

66
See:

https://www.ecsel.eu/what-we-do-and-how#:~:text=The%20ECSEL%20Joint%20Undertaking%20%2

D%20the,era%20of%20the%20digital%20economy.
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centers’ which will help to provide easier access to HPC opportunities locally and

strengthen knowledge and expertise.

The second pillar in the ‘Coordinated Plan: 2021 review’s’ (European Commission,

2021b) focuses on knowledge transfer and horizontal actions to support research

and innovation (R&I). Its actions cover stakeholder collaboration, expanding and

mobilizing research capacities, building up suitable TEFs and funding AI solutions

and ideas. Stakeholder collaboration will range from the Public-Private Partnership

on AI, Data and Robotics
69

to a co-programmed European Partnership on

Photonics,
70

supporting the EU’s drive towards technological sovereignty. Whereas

the European Commission already invested over €50 million in AI excellence

centers through Horizon 2020,
71

it suggests funding more AI excellence centers and

encourages Member States individually to set up regional and national excellence

centers. Reminding ourselves of this chapter’s earlier section on the importance of

‘trustworthy AI’ for EU AI governance, it needs to be highlighted that the document

suggests that funded programmes for AI under Horizon Europe are expected to

adhere to the ‘ethics by design’ principle, including ‘trustworthy AI’. We can see that

various earlier threads are starting to come together. Finally, as mentioned in the

‘White Paper on AI’ (European Commission, 2020d) and the earlier ‘Coordinated

Plan’ (European Commission, 2018b) Digital Innovation Hubs (DIHs) play a role in

strengthening the ecosystem. To that end, alongside TEFs for specific sectors, such

as edge AI or agri-food, the European Commission will support a scaling up of

existing DIHs and set up new networks for what it terms European Digital

Innovation Hubs (EDIHs) with AI expertise. These EDIHs will connect SMEs and

start-ups with resources made available via the AI-on-Demand platform and

relevant TEFs to make the AI system ready for deployment within the EU market.

71
See: https://digital-strategy.ec.europa.eu/en/news/towards-vibrant-european-network-ai-excellence.

70
See:

https://www.photonics21.org/#:~:text=The%20European%20Technology%20Platform%20Photonics21,

growth%20and%20jobs%20in%20Europe.

69
See: https://ai-data-robotics-partnership.eu/.
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Finally, an investment of €1 billion from Horizon Europe and the Digital Europe

programmes is expected between 2021-2027. The Digital Europe programme overall

budget funds artificial intelligence (€2.1bn), HPC (€2.2bn) and cybersecurity

(€1.7bn). The ambition remains the same as in the earlier ‘Coordinated Plan’

(European Commission, 2018b), namely to raise this to €20bn per year through

public and private investment. Other institutions that are expected to fund AI in

the EU are the European Innovation Council,
72

the European Investment Bank
73

(via the European Innovation Fund
74

) and the European Institute of Innovation and

Technology.
75

One issue the EU has historically faced is that promising companies are often

purchased by foreign companies before they reach their full potential, gobbling up

talent, and knowledge in the process. Although this is not an explicit part of

strengthening the EU’s AI landscape nor mentioned in the ‘Coordinated Plan: 2021

review’ (European Commission, 2021b) it is relevant to quickly mention the EU’s

regulatory framework to screen foreign direct investment (FDI).
76

This FDI

framework aims to protect the EU’s strategic interests and came into force at the

end of 2020. Of particular relevance, in light of the EU’s shift towards achieving

digital sovereignty
77

and scaling its technical infrastructure, is that this framework

covers assets that are ‘critical technologies and dual use items’.
78

This includes

amongst others AI, robotics and semiconductors.

From Sections 2.1 and 2.2 it is evident that the EU is both (1) serious in its pursuit

to strengthen its vision of human-centric ‘trustworthy AI’ by shaping the AI

governance framework through regulation, policy and certification; and, (2) willing

78 As defined in Article 2.1 of Regulation (EC) No 428/2009.

77
See: https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age_en.

76
See: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32019R0452.

75
See: https://eit.europa.eu/.

74
See: https://ec.europa.eu/clima/policies/innovation-fund_en.

73
See: https://www.eib.org/en/index.htm.

72
See: https://eic.ec.europa.eu/index_en.
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to build out the entire ecosystem in support of this vision, positioning itself as a

future sovereign digital actor and third way between the US and China.

3. The Future

Sketching the future of AI governance in the EU

In the previous two sections we saw how the EU built up its strategy and how all of

the elements fit in with the larger tapestry of the EU’s approach to AI governance.

Section 3 will be based on the current dynamic that the EU is exhibiting and briefly

sketch three AI governance areas that are prime candidates to become crucial for AI

governance in the EU in the coming decade.

The finalization and implementation of the ‘AI Act’ (European Commission, 2021b)

over the coming months and years is a clear candidate, but there are other less

obvious but equally relevant ones. The following paragraphs pick them out, polish

them and highlight their importance in the future pathways for EU AI

governance.
79

3.1. AI Megaprojects: a CERN for AI and AI lighthouses

Multiple experts have called for megaprojects within the EU over the past few

years. Most notably, for a CERN for AI.
80

Certainly, such a project would be very

ambitious. Nevertheless, upon careful reading of recent EU policy documents and

the general drive to boost the technical landscape and ecosystem (as outlined in

Section 2.2) a budding AI megaproject may be on the cards.

80
See: https://www.steven-hill.com/why-we-need-a-cern-for-ai/.

79
It should be noted that this section is the personal opinion of the author and the likelihood of the

proposed sketches coming into fruition varies.
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There are roughly two shapes such a project could take: being centralized within a

Member State who has suitable technical infrastructure and is well located or

broadly distributed across Member States, with one centralized headquarter. Given

the existing ecosystem, ongoing efforts to boost research capacity and technical

infrastructure and recent advocacy from large research groups within the EU,
81

both options may be viable.

As described earlier, the EU plans to build out their existing DIHs into EDIHs with

significant focus on AI EDIHs. This would lead to a stark increase in the number of

facilities where research can be conducted and where AI systems can be developed

and experimented upon by SMEs and start-ups. Moreover, the European

Commission has recently funded a large scale project called ELISE,
82

the European

Network of AI Excellence Centers. ELISE collaborates with the European

Laboratory for Learning and Intelligent Systems (ELLIS), a large network of

European researchers, and closes the gaps between AI institutes in Europe. This

adds to a previously funded network, TAILOR
83

(Foundations of Trustworthy AI -

Integrating Learning, Optimization and Reasoning) whose goal is to create a

network across Europe on the “Foundations of Trustworthy AI”.

Efforts such as these evidence that there is fertile ground to establish a centralized

large-scale headquarter from an increasingly powerful network and

quasi-independent nodes.

Another key reason for why a large-scale AI project might be both on the cards and

meaningful for the EU to establish can be found in the ‘AI Act’ (European

Commission, 2021b). In tandem with new regulatory requirements, more TEFs will

83
See: https://liu.se/en/research/tailor/about.

82
See: https://cordis.europa.eu/project/id/951847.

81
See: https://claire-ai.org/wp-content/uploads/2020/02/CLAIRE-Press-Release-11.pdf;

https://www.timeshighereducation.com/news/scientists-split-europe-paves-way-cern-of-ai;

https://sciencebusiness.net/news/call-cern-ai-parliament-hears-warnings-risk-killing-sector-over-regu

lation.
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be needed. This ranges from TEFs specialized to test and assess for specific aspects

of the conformity assessment, as well as those that can assess an AI system’s entire

regulatory fitness. Building out existing facilities for testing and experimentation

and establishing novel ones will eventually lead to a dense landscape of distinct but

similar institutions across the EU’s Member States. It might be in the EU’s best

interest to centralize these facilities and locate them alongside big industrial efforts

such as the European Cloud efforts, European Data Spaces and the HPC Joint

Undertaking. Such a localization could: increase efficiency and provide economies of

scale for using data, research engineering, and other supporting infrastructure;

enable more ambitious research, testing and experimentation efforts; and,

encourage a lasersharp alignment between policy and practice.

Indeed, the European Commission has indicated ambitions to develop something

akin to a CERN for AI in several policy documents, for example in the ‘White Paper

on AI’ (European Commission, 2020d), and most recently in the ‘Coordinated Plan

on AI: 2021 review’ (European Commission, 2021b). In particular, the development

of AI Lighthouse Centers (or, a center) within the EU is championed. This would be

a large-scale research facility for AI.

It would be promising for the EU’s ambitions on a global playing field to establish

an AI lighthouse center, a CERN for AI or another version of a large-scale facility

for AI research and development. Most importantly, this could lead to the EU

becoming a truly unified player where fragmentation between various European

research institutes is superseded (Stix, 2018), significant chunks of the aimed for

EUR 20bn per year funding for AI could be centralized for ambitious projects, and

new talent could be attracted to the EU (Stix, 2019).

Considering a future landscape with an increasing number of networked

institutions, mounting calls from large AI research networks within the EU, and the
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policy proposals from the European Commission, the future of EU AI governance

may well hold an AI megaproject.

3.2. AI Agencies: regulation, measurement and foresight

The idea of a large European AI Agency is not new. The very first document

presented in this chapter, the resolution on ‘Civil Law Rules on Robotics’ (European

Parliament, 2017), already called for the establishment of an EU Agency for

Robotics and AI in “order to provide the technical, ethical and regulatory expertise

needed to support the relevant public actors, at both Union and Member State level,

in their efforts to ensure a timely, ethical and well-informed response to the new

opportunities and challenges, in particular those of a cross-border nature”.

Similarly, the 2019 European Parliament report ‘A comprehensive European

industrial policy on artificial intelligence and robotics’ (European Parliament, 2019)

called for the establishment of a European regulatory agency for AI and algorithmic

decision-making. With this backdrop, and tracing the institutional landscape

mapped out by the ‘AI Act’ (European Commission, 2021c) it is likely that the EU

will eventually establish a new institution, specifically for the governance of AI. The

‘AI Act’ (European Commission, 2021c) envisions a complex institutional interplay

to sustain the regulatory measures for AI. This encompasses various national

institutions: those that fall under the National Competent Authorities, which would

be the National Supervisory Authority, the Notifying Authority and various Notified

Bodies (official conformity assessment bodies); Market Surveillance Authorities;

and, from the European Commission’s side a novel European AI Board (where e.g.

member states will be represented) and an expert group. All of these will play a

crucial role for the application of the horizontal regulation for AI within the EU and

will have different scopes and powers. Some will have investigative power and some

will assess the suitability of AI systems for the European market. Of course, many

of these institutions cannot (and should not) be merged. Nevertheless, after an
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initial phase of getting to know the ropes of the final agreed upon regulation, it is

likely that there will be a time window in which an EU AI Agency would be built to

combat fragmentation, pool expertise and streamline various workflows.

Beyond the aforementioned scopes, the ‘AI Act’ (European Commission, 2021c) also

has a provision which ensures that new AI systems can be added to the list of

high-risk AI systems as and when deemed appropriate. In order to ensure that

timeliness and foresight are underlining this power, and more generally, to ensure

that policy making matches technological progress, I propose that another version of

an EU AI Agency -- which has not been part of any EU-level discussions yet --

should be considered: a European AI observatory.

Historically, observatories were established to measure and survey natural

occurrences e.g. astronomical, geophysical or meteorological events. An AI

observatory as envisaged here, on the other hand, would monitor, measure and

benchmark AI progress, a technology created by humans.

Although the EU is involved in OECD efforts towards an international AI policy

observatory and has its own body, the AI Watch,
84

this does not yet live up to what

an EU AI observatory could look like. As envisaged here, a EU AI observatory

should have the capacity and ambition of conducting independent forecasting and

measurement exercises. These in turn would ensure that policy making, regulation

and other governance efforts in the EU are aligned with the technical state of the

art of AI systems and sufficiently future proof.

As previously indicated, in order for policymakers and regulators to make suitable

and timely decisions to add potential future high-risk AI systems to the ‘AI Act’

(European Commission, 2021c), either to regulate them or to ban them, they need to

84 A joint initiative between the European Commission’s Joint Research Center (JRC) and the

Directorate General for Communications Networks, Content and Technology (DG CONNECT). See

more: https://knowledge4policy.ec.europa.eu/ai-watch/about_en.
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be aware of ongoing technical developments. One way of doing so from a

government’s perspective could be to monitor the technical landscape, measure

technical progress, and therewith notice crucial shifts that could indicate a cause for

concern or intervention.

Overall, AI governance in the EU, through regulation, standards, certification or

other efforts could be significantly more impactful, agile and anticipatory if it

narrowed the pacing gap between technological progress and governance efforts

(Marchant et al., 2011). Furthermore, metrics can be seen as comparatively

non-threatening and could encourage information sharing between countries and

institutions, indirectly promoting collaboration and cooperation. Taking these

aspects into consideration, I suggest that an EU AI observatory would be vastly

beneficial to the EU’s AI ambitions and could be seen as a contributing factor for

better regulatory measures in the future.

3.3. Standards

Lastly, standards will play an important role in the future of the EU’s AI

governance. While standardization efforts are not a ‘European-only’ effort, they are

likely to meaningfully shape the EU market for AI systems. Crucially, the ‘AI Act’

(European Commission, 2021c) notes that if suitable standards exist
85

that would

cover one, or more of the relevant legal requirements for an AI system to pass

conformity assessment (outlined in Section 2.2.) then an adherence to those

standards can be considered as an adherence to the legal requirement(s) in

question. Of course, if a provider chooses not to follow an existing standard or,

where a standard does not exist then they must prove suitable and sufficient

adherence to the legal obligations in a different manner. This goes to say that actors

involved in standardization bodies and those directly working on standards will

85
Those standards would have to be published in the Official Journal of the European Union.
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have some non-negligible leeway in shaping the future mechanisms with which

many of those adhering to the regulatory framework for AI will tackle their

conformity assessments. Standardization efforts might framing some of the hurdles

a high-risk AI system needs to pass before it enters the EU market and shape the

manner in which relevant actors think about assessing high-risk AI systems.
86

I

propose that it is a key lever for upcoming governance measures within the EU.

4. Conclusion

In conclusion, this chapter first introduced the background of the EU’s AI

governance ambitions, drawing together the different elements and highlighting

how they interconnect, together developing the tapestry out of which the EU’s vision

and current governance efforts result. Subsequently, it introduced the two-pronged

recipe the EU pursues for AI. There, it discussed the corresponding roles of

‘trustworthy AI’ and regulatory efforts with the associated scaling of the technical

infrastructure within the EU. Together, it demonstrated how these choices support

the EU’s ambition to be a leader on ethical and human-centric AI on an

international stage. Finally, the author sketched three possible future directions

they envision the EU moving towards: AI research megaprojects, new AI Agencies,

and an increasing importance of standardization efforts.

86
Assuming the provider chooses to use standards or technical specifications for their conformity

assessment. However, if standards are available it is likely that most providers will choose to adhere

to the standards to streamline and minimize their workflows between various geographical regions.
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Introduction

Recent years have seen a veritable surge of Ethics Principles
87

for artificial

intelligence
88

(AI) (Fjeld et al., 2020; Hagendorff, 2020; Ryan & Stahl, 2020; Jobin et

al., 2019; Zeng et al., 2018; Morley et al., 2019). This in turn led to critical debates

over the usefulness and impact of such instruments, with a particular focus on what

is often held as a lack of implementation of such AI Ethics Principles into actual

policy-making. In response, this paper will propose a preliminary framework to

support and improve the implementation of AI Ethics Principles in governmental

policy at this critical time.

The appeal of AI Ethics Principles lies in their promise to condense complex ethical

considerations or requirements into formats accessible to a significant portion of

society, including both the developers and users of AI technology. To live up to this,

however, these principles face two high-level challenges: (a) they must achieve a

88
For the purpose of this paper, the author follows the definition of AI of the European Commission

(European Commission, 2018, p.1) stating that AI systems “display intelligent behavior by analyzing

their environment and taking actions – with some degree of autonomy – to achieve specific goals” .

87
For the purpose of this paper, “AI Ethics Principles” encompass all documents outlining policy for

the development and deployment of AI, based on ethical considerations.
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succinct condensation of broad and deep ethical theories into an accessible number

of principles, and (b) they must strike a balance between pursuing an ideal

hypothetical outcome, and working to secure workable pragmatic outcomes. In

doing so, it is important to recognize that while ‘workable pragmatic outcomes’ may

rightly be perceived as suboptimal from a strict ethical perspective, they will often

form the critical basis to moving AI Ethics Principles forwards into practical policy.

This paper focuses on helping AI Ethics Principles strike such a balance, by

complementing previous work (which focuses largely on identifying the ideals to be

pursued) with a perspective that enables the achievement of 'workable pragmatic

outcomes' in AI policy. To do so, it proposes one avenue to increase AI Ethics

Principles’ operationalizability into policy, ensuring these are actionable for

governmental actors. It therefore limits itself to exploring one particular bottleneck

that AI Ethics Principles face, and does not claim to resolve other, equally pressing

shortcomings. In short, the goal is not to explore what precisely should be in AI

Ethics Principles per se, but examine one angle as to how they should be developed

to be actionable in a specific domain.

This paper puts forward an initial framework for the development of what it calls

Actionable Principles for AI Policy. To do so, it will proceed as follows: in section

“Case Study: The Ethics Guidelines for Trustworthy Artificial Intelligence” it will

present three key procedural elements of the ‘Ethics Guidelines for Trustworthy

Artificial Intelligence’ (henceforth: ‘Ethics Guidelines’, AI HLEG, 2019b) presented

in 2019 by the European Commission’s independent High Level Expert Group on

Artificial Intelligence (AI HLEG). Reviewing these procedural instruments, this

paper will subsequently expand and build thereon. On this basis, section “A

Preliminary Framework for Actionable Principles” will culminate in a proposal for

an initial framework for Actionable Principles for AI.
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Actionable Principles for AI

In many areas, including AI, it has proven challenging to bridge ethics and

governmental policy-making (Müller 2020, 1.3). To be clear, many AI Ethics

Principles, such as those developed by industry actors or researchers for

self-governance purposes, are not aimed at directly informing governmental

policy-making, and therefore the challenge of bridging this gulf may not apply.

Nonetheless, a significant subset of AI Ethics Principles are addressed to

governmental actors, from the 2019 OECD Principles on AI (OECD, 2019) to the US

Defense Innovation Board’s AI Principles adopted by the Department of Defense

(DIB, 2019). Without focusing on any single effort in particular, the aggregate

success of many AI Ethics Principles remains limited (Rességuier and Rodriques

2020). Clear shifts in governmental policy which can be directly traced back to

preceding and corresponding sets of AI Ethics Principles, remain few and far

between. This could mean, for example, concrete textual references reflecting a

specific section of the AI Ethics Principle, or the establishment of (both enabling or

preventative) policy actions building on relevant recommendations. A charitable

interpretation could be that as governmental policy-making takes time, and given

that the vast majority of AI Ethics Principles were published within the last two

years, it may simply be premature to gauge (or dismiss) their impact. However,

another interpretation could be that the current versions of AI Ethics Principles

have fallen short of their promise, and reached their limitation for impact in

governmental policy-making (henceforth: policy).

It is worth noting that successful actionability in policy goes well beyond AI Ethics

Principles acting as a reference point. Actionable Principles could shape policy by

influencing funding decisions, taxation, public education measures or social security

programs. Concretely, this could mean increased funding into societally relevant

areas, education programs to raise public awareness and increase vigilance, or to

rethink retirement structures with regard to increased automation. To be sure,
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actionability in policy does not preclude impact in other adjacent domains, such as

influencing codes of conduct for practitioners, clarifying what demands workers and

unions should pose, or shaping consumer behavior. Moreover, during political shifts

or in response to a crisis, Actionable Principles may often prove to be the only (even

if suboptimal) available governance tool to quickly inform precautionary and

remedial (legal and) policy measures.

There exist concrete examples demonstrating that some select AI Ethics Principles

already do possess a degree of actionability. For instance, the Ethics Guidelines (AI

HLEG, 2019b) have had a significant policy impact within the European Union

(EU). They influenced both the political Agenda of Commission President Von der

Leyen (2019) and informed the initial legislative framework proposal for AI. The

latter used the Ethics Guidelines’ seven key requirements for ‘trustworthy AI’
89

to

form the basis for the legal obligations which any ‘high-risk’ AI system would need

to fulfill in order for it to be deployed within the EU (European Commission 2020).

Arguably, these Ethics Guidelines were among the chief documents available to

inform and guide the content of this legislative proposal. The aforementioned

highlights the potential importance — and promise — of how future Actionable

Principles could be set to significantly shape the development, deployment and use

of AI by virtue of their influence on policy.

This paper will inevitably touch on a variety of concerns that afflict AI Ethics

Principles beyond their lack of actionability. These are often intertwined with (if not

the result of) procedural shortcomings that affect actionability. Some of these are,

for example, a lack of clarity which can contribute to divergent interpretations

(Whittlestone et al., 2019) or a lack of balanced participation which can contribute

to ‘ethics washing’ (Floridi et al., 2018). The latter practice is commonly alleged

with regards to industry-driven AI Ethics Principles, and can result in superficial

89 Defined by the AI HLEG as being (i) ethical, (ii) lawful, and (iii) robust from a socio-technical

perspective.
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proposals that mask themselves as ethical, but may, in fact, be commercially or

politically motivated (Floridi et al., 2018, p. 187).

Finally, it should be noted that underlying all this, there are a multitude of parallel

discussions about the best governance approaches towards AI — and whether novel

AI Ethics Principles are even the best tool in the first place. For instance, one

prominent proposal is to use the international human rights framework as the basis

for setting the ground for ethical AI systems. Indeed, this tool could be a valuable

angle given the existing legitimacy and consensus this approach can draw from.

Nevertheless, this paper takes a different angle and focuses on improving the

ability of AI Ethics Principles to shape a given governance framework. It does not

make a judgment on the relative value of various approaches in AI governance, but

instead focuses on the improvement of one specific approach. Current AI Ethics

Principles have been critiqued for the fact that, while they “may guide the entities

that commit to them, […] they do not establish a broad governance framework.”

(Donahoe & Metzger 2019, p. 118). To that end, this paper proposes a concept of

‘Actionable Principles’. Inevitably, some suggestions for Actionable Principles will

draw on what has been successful in the past, and therefore stands to be promising

in the future. These procedural elements, such as proposals for multi-stakeholder

and cross-sectoral dialogue (Donahoe & Metzger, 2019; Yeung et al., 2019), are

likely to overlap with, for example, ongoing suggestions for the establishment of an

international human rights based framework for the purpose of AI governance.

Building a framework for policy-effective Actionable Principles for AI is therefore

not meant to be in competition with other approaches, but rather to complement

them.

1. Case study: The Ethics Guidelines for Trustworthy Artificial Intelligence
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This section focuses on the development process of the AI HLEG’s Ethics Guidelines

(2018–2019), in order to highlight three promising procedural elements, which will

be subsequently developed in section “A Preliminary Framework for Actionable

Principles.” The Ethics Guidelines are selected because they arguably advanced the

state-of-the-art of AI Ethics Principles by virtue of directly informing policy-making

within the EU (European Commission 2020), and because they are grounded in the

protection of fundamental rights (AI HLEG, 2019a, b; AI HLEG, 2020). The Ethics

Guidelines therefore constitute a promising case to draw transferable or

generalizable lessons from for Actionable Principles.

Of course, it has to be noted that neither the Ethics Guidelines nor their

development process are void of criticism. Various critiques have been raised to it,

from their alleged development under outsized industry influence (Hidvegi &

Leufer, 2019; Article 19, 2019) and the obfuscation of ‘red lines’ (Metzinger, 2019;

Klöver & Fanta, 2019), to a lack of matching governance structures to achieve real

impact (BEUC, 2019; Veale, 2020). As such, it is important to note that although the

framework for Actionable Principles proposed in this paper is informed by certain

procedural elements of the Ethics Guidelines, it makes no assumption about the

relative value of existing criticism of the Ethics Guidelines as a whole.

1.1. Diversity

The AI HLEG was a large group of experts from multiple sectors, ranging from

ethicists, lawyers, to machine learning researchers, trade unionists, and various

other stakeholders.
90

This diversity allowed the AI HLEG to provide informed

recommendations sensitive to a variety of concerns. Moreover, the AI HLEG

benefited from continuous engagement (including on earlier drafts of the Ethics

Guidelines) with the European AI Alliance, a multi-stakeholder platform with over

90
See: https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence.
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4000 entities and various subject experts across Europe.
91

Notwithstanding that,

there is room for improvement in the establishment of groups developing Actionable

Principles, especially in light of concerns over dominant representation of industry

friendly voices (Hidvegi, Leufer, 2019) and a lack of sufficient representation of AI

Ethicists (Metzinger, 2019) within the AI HLEG. While the European Commission

has a strict selection process with different types of membership criteria during

open calls,
92

it could, in the future, improve a lack of representation especially from

civil society voices such as the European Network Against Racism, by explicitly

hand-selecting them outside of public calls. Such a procedure could be within the

remit of considering it an “overriding priority” that certain groups are adequately

represented in given expert groups through membership.

1.2. Working methods

The AI HLEG solicited public feedback not once, but twice, both during the

development process, but also after publishing the final document. The first public

consultation concerned the draft Ethics Guidelines, made available for public

feedback roughly half a year into the writing process. Such an intermittent

solicitation, though beneficial to inform the development process, is not the norm.

The vast majority of groups tasked with the development of AI Ethics Principles

solicit feedback ex ante (if at all). Generally, little to no leeway is given for

amendments during the writing process, although some other notable exceptions

can be found in e.g. the Australian AI Ethics Framework (DISER, 2019) or the New

Zealand Draft Algorithm Charter (New Zealand Government, 2020). With the AI

HLEG, this dynamic procedure allowed for amendments of initial propositions and

engaged stakeholders to co-create an ethical framework, taking their concerns,

unique expertise and suggestions into consideration.

92
See: https://ec.europa.eu/transparency/regexpert/index.cfm?do=faq.faq&aide=2.

91
See: https://ec.europa.eu/digital-single-market/en/european-ai-alliance.
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Subsequently, the AI HLEG presented revised Ethics Guidelines in April 2019.

Shortly thereafter, the AI HLEG continued to work in an agile manner,

stress-testing the suitability of their recommendations in the real world. More

precisely, in June 2019, two months post-publication of their final Ethics

Guidelines, the European Commission opened a ‘piloting phase’ on behalf of the AI

HLEG. This phase concerned itself with the third section of the Ethics Guidelines,

which contained an assessment list meant to support the actionability of the Ethics

Guidelines’ key requirements, i.e. the main recommendations. As such, this piloting

phase was meant to trial the usefulness, comprehensiveness and suitability of this

list. The goal was to receive feedback that would allow the AI HLEG to improve the

assessment list encouraging better actionability (AI HLEG 2020). Feedback was

solicited through a three-pronged approach: (i) via 50 in-depth day-long interviews

with selected companies; (ii) two quantitative surveys for technical and

non-technical stakeholders; and, (iii) a dedicated space on the AI Alliance where

feedback could be submitted. Together, this allowed for a breadth of

multidimensional input.

1.3. Toolboxes

The ‘toolboxes’ of mechanisms accompanying the Ethics Guidelines enabled

operationalisability of the key requirements. These toolboxes contained both

technical and non-technical methods and recommendations which could be used

independently, simultaneously, or, consecutively. The technical toolbox proposed to

make use of e.g. architectures for trustworthy AI, testing and validation methods,

explainable AI (XAI) research, as well as Quality of Service indicators. The

non-technical toolbox ranged from public awareness and diversity measures, to

efforts that can be undertaken by governments such as standardization,

certification, and regulation. The fact that the AI HLEG included non-technical

methods demonstrates that the responsibility to co-create, maintain and deploy

trustworthy AI extends well beyond the technical arena. Similarly, the range of
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methods proposed reflected the range of stakeholders that are necessary to develop

‘trustworthy AI’: from governments with the mandate to create regulation, to

researchers with their ability to shape the implications and features of their AI

development process, and from industry actors who are in a position to create more

diverse hiring processes (Crawford, 2016), to civil society actors with their power to

demand and engage in multi-stakeholder dialogues.

In summary, the AI HLEG process highlighted the following procedural

mechanisms: (i) involvement of diverse voices, both between the experts and

through open public feedback; (ii) agile development process through interim and ex

post feedback processes; and, (iii) mechanisms and methods to support actionability.

These aspects appear particularly promising components for grounding and

supporting an initial approach to developing Actionable Principles.

2. A preliminary framework for Actionable Principles

The above brief review of the development process of the Ethics Guidelines

indicates three promising elements: support of diversity, allowance for agile

development and support for implementation. This section builds on these

elements, in order to generalize them and expands their scope. It proposes a

preliminary framework towards Actionable Principles composed of the following: (1)

preliminary landscape assessments; (2) multi-stakeholder participation and

cross-sectoral feedback; and (3) mechanisms to support implementation and

operationalizability.

These steps cover crucial turning points at each stage of the development process

towards Actionable Principles, from inception to development, to their
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post-publication stage. A (1) preliminary landscape assessment addresses the

contextual environment within which Actionable Principles arise. Once that has

been established, (2) multi-stakeholder participation and cross-sectoral feedback

addresses the composition and working methods of those parties which draft any

sets of Actionable Principles. Finally, (3) support of implementation and

operationalizability addresses the direct move towards Actionable Principles’

implementation into governmental policy-making post publication. In discussing

each of the three elements of this prototype framework in turn, it can be seen how

they also relate to - or provides insights on - some of the common critiques of

existing AI Ethics Principles.

2.1. Development of preliminary landscape assessments

Actionable Principles benefit from what this paper calls a ‘landscape assessment’.

This could inform their development process, and serve to place Actionable

Principles within the particular environment (geopolitical, societal, legal etc.) in

which they are implemented, as well as to identify blindspots or practical

difficulties before they arise. In a similar manner to government departments

comparing various policy options in order to decide on the best one to implement, or

to conduct impact assessments prior to introducing new regulation, landscape

assessments can support foresight and analysis in the drafting of Actionable

Principles, making them more impactful and applicable.

Landscape assessments therefore create a bridge between what should ideally be

done, and what can be done (and how), supporting a step change into the right

direction. Promising areas for a landscape assessment include the technical

state-of-the-art, identifying which capabilities and applications exist, what societal,

economic and political factors may affect their potential proliferation or market
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penetration to various actors, and the resulting timelines of sociotechnical change;

such assessments also include the societal environment, to determine what are the

public’s and policymaker’s overall understanding, range of concerns, and ability to

engage with issues. Finally, it could serve to review the legislative status quo, to

understand the scope of issues already covered (Gaviria 2020).

Overall, landscape assessments are likely to concretize and strengthen an ethical

principle such as ‘an AI should not unduly influence human agency’ which

otherwise might be too broad (that is, not specific enough about its requirements),

or too overarching in the scope of the AI applications it seeks to apply to in order for

it to be actionable and functional in policy. For example, a landscape assessment

could address the technical state-of-the-art for synthetic media, identifying a lack of

technical tools to adequately capture all synthetic audio and visual products, and

point towards civil society being insufficiently educated about this technological

capability. A landscape assessment might also identify that the Californian B.O.T.

Act (Bolstering Online Transparency Act, 2018) requires bots on the internet to

self-identify in order to not mislead humans, however, highlight that this is not

generally applicable to all ‘output’ derived from an AI agent.

Similarly, an assessment of the state-of-the-art of energy-efficient learning in AI,

and tradeoffs between beneficial AI applications now versus the impact of climate

change going forwards, would have value. For example, this could ensure that

ethical considerations for future generations or tensions between developing

technological solutions now at a potential longer-term cost can be clearly flagged

and evaluated in advance. In short, a landscape assessment could support the

identification of practical issues that map onto more theoretical aspects, facilitating

more actionable policy. Actionable Principles informed by landscape assessments

can serve to form the backbone for timely and evidence-based policy making.

Moreover, they address a common criticism that AI Ethics Principles lack access to

adequate information necessary to make impactful recommendations.
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A lack of adequate and pertinent information, or the ability, resources and authority

to gather such, underlying the development process of any set of AI Ethics

Principles, can jeopardize the resulting impact significantly. In particular, it could

hinder the ability to foresee practical second-order issues that may result out of the

recommendations provided, or to make truly impactful and actionable

recommendations.

Looking back over the past years, various cases illustrate how a lack of advanced

landscape assessments can constrain the downstream impact of AI Ethics

Principles. In 2017, New York City enacted bill “Int. 1696”, establishing an

Automated Decision Systems Task Force (ADS). The goal of this task force was to

develop recommendations reviewing New York City’s use of automated

decision-making systems, including individual instances of “harm”. However, their

final report was subject to critique, which amongst other points homed in on its

weak recommendations, which were partially traced back to the lack of resources

the ADS had initially been allocated to conduct an appropriate landscape

assessment. On this basis, AI Now Institute’s Shadow Report on the ADS’s work

(Richardson, 2019) emphasized that any task force or group meant to “review,

assess and make recommendations” should be empowered to receive all necessary

information to the fulfillment of their task in order to be able to appropriately

evaluate the landscape and provide informed outputs. This includes access to

existing laws, policies and guidelines. Going forwards, stakeholder groups drafting

Actionable Principles need to be able to ensure that the impact of their work is not

minimized by a lack of, or, ability to conduct a landscape assessment.

A landscape assessment could address practical hurdles of actionability that result

from a lack of access to sufficiently comprehensive and relevant information. It

therefore constitutes the first pillar in formulating Actionable Principles for AI.
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However, while necessary, it is not sufficient by itself to ensure actionability. For

this, we must turn to additional mechanisms.

2.2. Multi-stakeholder participation and cross-sectoral feedback

In order to achieve an outcome that works for all, the stakeholder group developing

Actionable Principles must be diverse and representative. This allows for a broad

(and relevant) range of concerns and recommendations to be taken into account and

accurately reflected. After all, one goal of Actionable Principles is to encourage good

policy-making that works for all of society. Despite being a relatively diverse multi

stakeholder group, the AI HLEG’s composition could have been improved, e.g. when

it came to the balance between civil society and industry representatives (Hidvegi &

Leufer, 2019). Indeed, during the composition of multi-stakeholder groups, special

care should be taken that those who are most likely to be adversely affected due to

the development, deployment and application of certain AI systems are adequately

represented, have their opinions heard, and can have an outsized say on the issue

at hand.

Intra-group diversity is necessary, it is not sufficient. Instead of focusing on the

ideal building blocks for intra-group diversity, this paper will explore an expansion

to this goal. For Actionable Principles this could take the form of significant agile

engagement with multiple cross-sectoral stakeholders outside of the group,

consulting them on their expertise, insights and unique point of view. Elsewhere,

such an approach has also been proposed for ‘human rights-centered design,

deliberation and oversight’ of AI (Yeung et al., 2019). It ensures that a much larger

diversity of voices is captured that otherwise would be missing in the process,

regardless of the composition or size of the group. This is an important

consideration for the development of Actionable Principles because no group, no
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matter how diverse, can possibly reflect the knowledge and expertise of hundreds of

diverse stakeholders. Moreover, shortcomings such as group think are more likely

when groups are unable to actively engage with outside stakeholders.

The predominant method of soliciting external expertise is to conduct a public

consultation. Broadly speaking, there appear to be three different approaches: (i)

consultations prior to the drafting stage; (ii) consultations during the drafting stage;

and, (iii) consultations post publication stage.

Most commonly, (i) consultations are conducted prior to the drafting stage. These

consultations often take the form of either presentations to the stakeholder group

tasked with the drafting, or the submission of written position papers. These

submissions are often based on a set of questions meant to inform and guide their

content. For example, the report of the Select Committee on AI from the House of

Lords (House of Lords, 2018) was written based on feedback received in this

manner.

While not replacing a comprehensive landscape assessment, an ex ante consultation

can act to inform of the concerns, suggestions and existing difficulties that multiple

stakeholders experience or foresee in the nearer future on a range of topics. Indeed,

in the context of broader technology policymaking, the paradigm proposed by the

Responsible Research and Innovation Framework has long emphasized such

consultations (Owen et al., 2013; Stilgoe et al., 2013), suggesting they should play a

crucial role in structural frameworks for the development of Actionable Principles.

At the same time, ex ante consultations, particularly without a preliminary

landscape assessment to guide them, suffer from shortcomings that could negate

their usefulness. In particular, they often shift the burden of knowing what could

constitute ‘useful’ information on the person or entity submitting information. They

equally force the stakeholder group soliciting that information to already have a

clear sense of the type of information they need, by virtue of asking the ‘correct’
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questions or call for input. This can lead to two issues that constitute reverse sides

of the same coin: those submitting may submit overly generic feedback, and the

stakeholder group may ask overly broad questions. Both ultimately lead to types of

feedback that may end up lacking (or swamping) the information that would have

been relevant in hindsight.

A consultation prior to the drafting stage would therefore benefit from building on a

preliminary landscape assessment. This would increase the clarity as to what type

of additional information is sought from stakeholders and ensure that time on

submissions is well spent, especially bearing in mind that some groups may not be

able to spend significant amounts of time on submissions. This type of consultation

would also benefit from being supplemented by the second and third type of

consultation — an (ii) intermittent consultation during the drafting stage and a (iii)

consultation post-publication stage, ensuring a flexible development process and

timely feedback loop. Unfortunately, both (ii) and (iii) are rarely if ever made use of.

The following paragraphs will outline why Actionable Principles would, however,

benefit from these tools.

An (ii) intermittent consultation during the drafting stage can serve to stress test

an initial proposal and steer the work towards actionability, in accordance with

valid critiques and additional information derived from the consultation. Such a

dynamic feedback loop can serve to elevate work from expert led to

multi-stakeholder led with crowdsourced input. In addition to such an intermittent

consultation on the Ethics Guidelines, stakeholders had the opportunity to engage

directly with the AI HLEG via the European AI Alliance. Elements such as these

could be useful to increase the comprehensiveness of Actionable Principles.

The third avenue of consultation, (iii) post publication stage, likewise remains

missing from most published AI Ethics Principles. Such a consultation could assist

in understanding reasons for a potential lack of implementation, or pinpoint
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omissions, outdated assumptions, or areas that require revision since the moment of

publication. This type of consultation could support either a revision of the outcome

or serve as a guiding structure for future attempts. For the purpose of achieving

Actionable Principles, the former would be preferable as it has the potential to

refine and adapt the document over time, strengthening it and encouraging the

interplay between ethics and agile policy making.

All three avenues for consultation support the inclusion of different types of

expertises, cross-sectoral dialogues and understandings, while counteracting a

potential ‘ivory tower mentality’ which a stakeholder group closed to engagement

with those external to the group may easily fall prey to.

One angle of concern, or criticism, is whether existing AI Ethics Principles

accurately capture public and expert led-consensus. It should be noted that on many

topics, consensus may be impossible to reach despite broad stakeholder inclusion.

Green (2018) argues that there are certain topics which may wrongly be perceived

as a constant, when they are actually a dynamic social construct. Take, for example,

‘safety’. In an analysis by Fjeld et al. (2020) of AI Ethics Principle-type documents,

over 81% contained some recommendations in favor of ‘safety’ and ‘security’. Despite

this apparent high-level commonality and agreement, they all suffer from a major

deficit in light of Green’s (2018) argument. Specifically, he argues that perceptions

of what constitutes safety thresholds differ amongst people and societies. This

would entail that e.g. AI would need to pass the median between all individual

safety thresholds distributed across society, in order to be perceived as safe even if

the concept is understood by all to denote the same thing. Whilst some ethical

concerns may intuitively be perceived to have ‘fuzzy boundaries’, few would say the

same about a concept such as ‘safety’. Moreover, Jobin et al. (2019) identify

significant variations in the different interpretations of commonly shared principles

such as transparency. The likelihood of ‘fuzzy boundaries’ embedded in

recommendations of Actionable Principles, be that on safety, environmental
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wellbeing, transparency or others, demonstrates the overall importance of

introducing a multi-stakeholder approach reflecting as many considerations and

concerns as possible. This can support Actionable Principles to avoid baking in

‘suitcase terms’ that lend themselves to diverse interpretation and future

contestation.

Building on the aforementioned point, various groups, depending on their

background, can end up using the same terminology, yet denoting different content

spaces resulting in varying interpretations for their resolution. This creates the

appearance of agreement at the drafting stage while causing difficulties at the

implementation stage. For example, Xiang and Raji (2019) analyzed various ways in

which the technical research community makes use of legal terminology around

fairness, but often lacks the necessary legal understanding to align their

interpretation with what fairness is assumed to mean from a legal point of view,

and vice versa. This misalignment between terminology and interpretation can

quickly become a practical policy problem. Moreover, it can yield methodologically

different strategies to address what is perceived as the same recommendation at

hand (Whittlestone et al., 2019). The same recommendation may be seen as a

political, ethical or technical problem, depending on the stakeholders involved

trying to resolve it. Finally, this may introduce questions whether or not

data-driven or algorithmic approaches should be outright banned in certain

situations where individuals stand to be harmed by a subpar solution, or where the

technical capability is not set to meet the requirements necessary from a societal

and legal point of view (Wachter et al., 2020).
93

In conclusion, in order to support Actionable Principles ongoing multi-stakeholder

debate and broad continuous information exchange via e.g. multiple public

consultations is key.

93
This section does not aim to resolve whether or not fairness can be automated but how stakeholder

dialogue could serve to identify tensions between different stakeholders’ opinions and approaches.
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2.3. Mechanisms to support implementation and operationalizability

Most AI Ethics Principles are drafted without concrete plans for their

implementation, impact or target audience (Schiff et al., 2019). Indeed, they are

often abstract and make vague suggestions (Mittelstadt, 2019). This can hinder

their actionability and implementation in policy-making. Guidance in the form of a

toolbox, or method to operationalize the recommendations can be a crucial step to

move from AI Ethics Principles towards Actionable Principles (Morley et al., 2019).

The benefit of providing existing and desired tools is equally taken up by

proponents of a human rights frameworks based approach with the expectation that

these can be adapted to ensure an integration of human rights norms within the AI

lifecycle (Yeung et al., 2019). Accompanying methods and measures stand to

strengthen Actionable Principles by providing guidance as to how their

recommendations should be implemented and by whom. Moreover, recent academic

work on mechanisms for supporting verifiable claims (Brundage et al., 2020)

highlighted the importance of providing such mechanisms to actors involved

throughout the AI lifecycle, including governments.

In order to account for the broad impact of AI systems it is necessary to consider

and provide both technical and non-technical tools and measures. Indeed, the Ethics

Guidelines did both. Technical measures could for example cover explainable AI

research (XAI), which can help to illuminate some of the underlying decision

making processes within some AI systems, increasing an individual's ability to

understand (and challenge) the AI system’s output. They could also entail

privacy-preserving measures, which serve to adequately protect and secure

(personal) data used to develop and maintain a given AI system’s functionality;

requirements for sufficiently representative data sets (Flournoy et al., 2020) to

ensure both adequate functioning of an AI system in a real-world environment as

well as to tackle bias introduced through inadequate data sets; or, describe testing

and validation protocols and procedures that would support the fulfillment of the
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principles in question by a given AI system. The latter may cover adversarial

testing by dedicated red teams (Brundage et al., 2020), evaluation of out of

distribution robustness (Lohn, 2020), repeat testing within reasonable time spans

once deployed, or denoting adequate requirements for audit trails at all stages of

the lifecycle of a given AI system (AI HLEG, 2020).

Non-technical (or less technical) measures can provide requirements and methods

to increase civil society’s participation in decision-making processes surrounding the

development and deployment of AI systems, empowering them to (safely) call out

and halt the development and application of AI systems with potentially negative

impacts. The dialogue with civil society and affected parties could be strengthened

through e.g. the development and provision of relevant ‘algorithmic impact

assessments’ (Reisman et al., 2018). An example of this could be the Canadian

government’s algorithmic impact assessment
94

or the AI HLEG’s revised assessment

list for trustworthy AI (AI HLEG 2020). Other measures could cover hiring

practices, institutional mechanisms whereby employees can safely flag concerns

surrounding a given AI system (e.g. its performance or scope), or the creation of

audit trails (e.g. to enable the auditing of AI systems by third parties) (Raji et al.,

2020). Moreover, other relevant organizational efforts such as incentivizing AI

developers through codes of ethics or codes of conduct could be suggested.

Finally, as stated earlier, Actionable Principles may influence policy-making simply

by virtue of shaping governmental funding decisions. Along these lines, principles

that concern e.g. the protection of the environment and a support for the flourishing

of future generations (AI HLEG, 2019b) could benefit from being accompanied by

recommendations for funding research into methods such as computationally

efficient algorithms (Strubell et al., 2019).

94
See: https://open.canada.ca/aia-eia-js/?lang=en.
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While the provision of mechanisms for implementation does not replace a clear and

coherent structure of the document in question, it can contribute to an actionability

of underlying goals. Furthermore, this directly builds and expands on the other two

elements: the landscape assessment and multi-stakeholder engagement strategy.

Together forming a prototype framework across the lifecycle of Actionable Principles

— inception, development, post-publication.

As discussed earlier, a prominent critique of AI Ethics Principles at large is that

they are susceptible to ‘ethics washing’, including concerns that they may run risk

to morph away from moral principles into a ‘performative facade’ (Bietti, 2019) and,

ultimately, that they are an ‘easy’ or ‘soft’ option (Wagner, 2018) in comparison to

‘hard(er)’ governance mechanisms such as regulation. This paints them as a

distraction rather than a solution to the problems they are hoping to address. In

fact, even members of AI HLEG have criticized the Ethics Guidelines over ‘ethics

washing’, alleging excessive industry influence (Metzinger, 2019). It should be noted

that these criticisms are largely launched against the role of industry in

operationalizing AI Ethics (Ochigame, 2019) or developing AI Ethics Principles in

order to forestall or evade government regulation and real oversight. The focus of

this paper, however, is on governments and their policy-making, i.e. on increasing

the influence Actionable Principles can have on concrete soft and hard governance

developments. It sees ethical enquiry as key to developing good policy even if the

focus of the framework is currently limited to procedural aspects as enablers.

In conclusion, it is suggested that the provision of methods and mechanisms to

increase the actionability of recommendations in Actionable Principles through e.g.

testing and validation protocols, cross-societal dialogue and audit trails further

closes the gap by providing tools to move from principles to policy.
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3. Conclusion

While their rise has been encouraging and needed, the majority of AI Ethics

Principles today still suffer from a lack of actionability in policy-making. This paper

has suggested that instead of abandoning the approach altogether, the community

should iterate on and improve these tools in order to produce a form of ‘Actionable

Principles’ on AI, which integrate actionability and ethical reasoning. In order to do

so, this paper first briefly identified and examined a series of promising elements

from the development process of the Ethics Guidelines by the AI HLEG.

Subsequently, it proposed three elements towards a framework for Actionable

Principles: (1) preliminary landscape assessments; (2) multi-stakeholder

participation and cross-sectoral feedback; and, (3) mechanisms to support

implementation and operationalizability.

Given the current pace of governmental initiatives and the drastically increasing

number of groups working to develop relevant guidance, this paper’s suggestion

comes at a crucial time. Excitement about AI Ethics Principles has waned as the

reality has set in that significant work from all stakeholders needs to be undertaken

to move them from paper to practice. Multiple efforts are underway to do so (e.g. via

the Global Partnership on AI’s committee on responsible AI
95

or the German

government’s project on ‘ethics of digitalization’
96

) and it is hoped that the prototype

framework provided in this paper sets out a useful path. Inevitably, actionability is

not and will not be the only hurdle AI Ethics Principles will face over the coming

years. Nevertheless, the pacing-problem (Marchant et al., 2011) is real and future

governance efforts will significantly rely on existing (academic) work as they make

sense of direly needed policy options. This puts Actionable Principles in a

potentially powerful political and societal role, one that needs to be taken seriously

and nourished.

96
See: https://www.bundespraesident.de/SharedDocs/Berichte/DE/Frank-Walter-Steinmeier/2020/08/200817-Ethik-der-Digitalisierung.html

95
See: https://oecd.ai/wonk/an-introduction-to-the-global-partnership-on-ais-work-on-responsible-ai
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Chapter IV

The case for an ‘incompletely theorized

agreement’ on artificial intelligence policy

…….………..

Stix, C., Maas, M.M. Bridging the gap: the case for an ‘Incompletely Theorized Agreement’

on AI policy. AI Ethics 1, 261–271 (2021). https://doi.org/10.1007/s43681-020-00037-w.

………………..

Introduction

The prevailing uncertainty around the trajectory and impact of artificial

intelligence (AI) makes it clear that appropriate technology policy matters today to

ensure that AI enables broad societal benefit. The possible ethical and legal impacts

are vast: from algorithmic bias to AI-enabled surveillance, and from lethal

autonomous weapons systems to possible widespread technology-induced

unemployment. Moreover, some forecast that continuing progress in AI capabilities

will eventually make AI systems a ‘general-purpose technology’ [1], or may even in

time enable the development of forms of ‘high-level machine intelligence’ (HLMI) [2]

or other ‘transformative AI’ capabilities [3]. Debate on these latter scenarios has

been diverse, and has at times focused on what some have referred to as ‘Artificial

General Intelligence’ (AGI) [4]. On the surface, those concerned with AI’s impact can

appear divided between scholars who focus on discernible problems in the

near-term, and scholars who focus on less certain problems in the longer-term [5–8].

This paper wants to investigate and critically examine the dynamics and debates

between these two communities, and prospects for convergence or functional policy
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cooperation. As such, the focus is not on the relative plausibility of various advanced

AI scenarios such as HLMI or AGI, nor do we mean to suggest that a long-term

perspective is solely focused or concerned with AGI [9–11]. Rather, we pragmatically

examine the current dynamics and organization of the growing AI community, with

an eye to policy effectiveness.
97

This paper proposes that insofar as a divergence

exists, it is not productive to the technology policy goals of either group within the

community with regard to shaping responsible and ethical AI policy.
98

It suggests

that differences may be overstated and proposes that even if one assumes deep

differences, these are not practically insurmountable. Specifically, it argues that the

constitutional law principle of an ‘incompletely theorized agreement’ provides both

theoretical foundations and historic precedent for cooperation between divergent

communities or actors without compromising respective goals. In doing so, this

paper seeks to take up the recent call to ‘bridge the near- and long-term challenges

of AI’ [8].

It proceeds as follows: in Section 2, we briefly lay out the landscape of AI policy

concerns and the structure of the associated AI ethics and policy community. In

Section 3, we explore three potential sources which could contribute to divergence

within said AI ethics and policy community: (a) epistemic, relating to different

thresholds for uncertainty; (b) normative, relating to different perceptions of value;

(c) pragmatic, relating to the tractability of formulating AI (policy) actions today

that maintain long-term relevance. Finally, in Section 4, we propose that one

consolidating avenue to harness mutually beneficial cooperation could be anchored

in the constitutional law principle of an ‘incompletely theorized agreement’. This

98 In this context, we define ‘AI policy’ as concrete soft or hard governance measures which may take

a range of forms such as principles, codes of conduct, standards, innovation and economic policy or

legislative approaches, along with underlying research agendas, to shape AI in a responsible, ethical

and robust manner. Our paper works under the assumption that policy making can positively

influence the development and deployment of AI.

97 We do not seek to take positions over the direct, first-order questions such as the (im)plausibility of

future advanced AI or its timelines, nor on the relative ethical importance of ‘long-term’ vs.

‘near-term’ concerns.
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argument works with the assumption that governmental policy making is better

influenced through collaboration as a united community than fragmented smaller

attempts by subgroups.

2. AI policy: A house divided?

Recent progress in AI development and deployment has given rise to an array of

ethical and societal concerns.
99

Accordingly, there have been calls for appropriate

policy measures to address these, and to ensure that AI is developed and deployed

to the benefit of society.

As an “omni-use technology” [12] AI yields potential for good [13–15] and for bad

[16–18]. The latter include: various forms of pervasive algorithmic bias [19,20],

challenges around transparency and explainability [21,22]; the safety of

autonomous vehicles and other cyber-physical systems [23], or the potential of AI

systems to be used in (or be susceptible to) malicious or criminal attacks [24–26].

Moreover, societies may have to reckon with privacy concerns in the face of

widespread surveillance [27]; with the economic and political effects of technological

unemployment [28,29]; the erosion of democracy in the face of tech companies’

corporate power, ‘computational propaganda’ or ‘deep fakes’ [30–32], or an array of

threats to various human rights [33,34]. Some have even anticipated the possible

erosion of the global legal order by the comparative empowerment of authoritarian

states [35,36]. Finally, some express concern that continued technological progress

might eventually result in increasingly more ‘transformative’ AI capabilities [3], up

to and including AGI. Indeed, a number of AI researchers expect some variation of

‘high-level machine intelligence’ to be achieved within the next 5 decades [2]. Some

have suggested that, if those transformative capabilities are not handled with

99
This paper perceives ethical and societal concerns to be closely intertwined, and refers to the

broader set of these actual and potential concerns throughout.
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responsibility and care, such developments could well result in new and potential

catastrophic risks to the welfare, autonomy, or even survival of societies [37,38].

Looking at the current debate and scholarship involved in the aforementioned

areas, we note, along with other scholars [5,7,39], that there appears to be a

temporal split, along a ‘near-term’/‘long-term’ axis. This is not a distinction that

turns on specific timeframes (e.g. ‘within 10 years’ vs. ‘beyond 50 years’).

Nonetheless, Baum has broadly characterized a distinction between ‘presentist-’

and ‘futurist factions’, whose core claims, he takes to be that, respectively,

“[a]ttention should go to existing and near-term AI”, and “[a]ttention should go to

the potential for radically transformative long-term AI” [5]. Similarly, Cave and

ÓhÉigeartaigh characterize the former ‘faction’ as focusing on “immediate or

imminent challenges involving fairly clear players and parameters, such as privacy,

accountability, algorithmic bias and the safety of systems that are close to

deployment”, while the latter focuses on “longer-term concerns and opportunities

that are less certain, such as wide-scale loss of jobs, risks of AI developing broad

superhuman capabilities that could put it beyond our control.” [8].

A perceived or experienced distinction like this may become a self-fulfilling

prophecy that contributes to a real separation over time. This can be the case even

if the perceived differences are based on misperceptions or undue simplification by

popular media, as may have happened to the field of nanotechnology [40]. This

includes (but is not limited to) some public interaction between groups which have

appeared strained. From the near-term perspective, ‘long-term’ concerns have at

times been dismissed as “science fiction at best or an irresponsible distraction at

worst” [41]. Here, the underlying worry seems to be that such problems are

speculative or at least many decades away [42] and distract from other urgent

problems such as the direct ethical, economic, political or geostrategic effects of

current AI systems [16,43,44]. At the same time, it has been noted that much of the

media coverage and public debate fails to engage with long-term points of concern
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[45,46], instead invoking caricatured notions of ‘the singularity’, or are colored by

misleading popular-cultural depictions of anthropomorphic ‘rebellion’ by

‘malevolent’ robots [47].

From the long-term perspective, although the validity of many short term concerns

is acknowledged, it is sometimes argued that their importance must be set against

the potential extreme negative risks hypothetical future AI advances could produce

[37]. At the same time, one does not even need to accept the possibility of HLMI to

accept that near-term capabilities can be (indeed, arguably have already been)

transformative at a global level, even up to the point of posing catastrophic risks

[9,48]. It is important to note that there is a remarkable amount of outstanding

variety and points of view in the general community concerned with the impacts of

AI. This is equally the case among those focusing on longer-term risk where, many

scholars remain divided over when, if ever, machines might reach general

human-level performance [2]; how rapid or sudden this progress might be [49,50];

what shape such AI systems could or would take [10,50]; and whether or not such a

development, if possible, would necessarily pose a risk [51,52]. It is frequently

emphasized that there is extensive difficulty in accurately predicting future

progress and breakthroughs in AI development [53], with many past predictions

being wildly unreliable [54].

Whatever the positions in question, recent years have seen unproductive

engagement between scholars and spokespersons that identify with either

community. This provides an interesting occasion to investigate the possible origins,

effects, and necessity of this alleged distinction.
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3. Examining potential grounds for a division: epistemic, normative,

pragmatic

Accordingly, the following mapping provides an early attempt at a taxonomy of

possible sources that could account for a clustering into fuzzy ‘near-’ and ‘long-term’

communities. It is not the result of a comprehensive opinion survey. In our

taxonomy, we suggest three potential sources; (a) epistemic; (b) normative; and (c)

pragmatic. They are not mutually exclusive, and different scholars may hold

distinct and overlapping sets of beliefs on any of the following axes [cf. 7].

3.1. Epistemic distinctions

In this case, epistemic differences may reflect varying levels of tolerance regarding

scientific uncertainty and distinct views on the threshold of probability required

before (far-reaching) action or further investigation is warranted. In other words,

from the perspective of expected value theory, some might argue that the extremely

high stakes involved in some advanced AI scenarios would warrant that these

matter merits some investigation, even if the probability is very low (or unknown)

[55], because oven small reductions in the probability of a potential risk would have

enormous value [56]. Conversely, scholars focused on shorter-term concerns may

argue that there are too many ‘unknown unknowns’ around future scenarios

involving HLMI or AGI systems for any meaningful quantifiable estimate of

probability to be made. Epistemically, an argument could be made that the

demonstrated and measurable risks that AI yields today (or risks that are uncertain

but meet some minimum standard of plausibility) merits our attention instead. This

could include a worry that if we were to accept an expected-value heuristic entirely

unshielded by this minimum threshold of ‘acceptable probability’, then this would

force us into the perverse situation where we are compelled to accept as serious

problems, many speculative scenarios that appear highly implausible, while

abandoning or ignoring many clear and present dangers today. All this goes to say

that the topics of concern for various AI policy issues may depend on qualitatively
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different conceptions of ‘acceptable uncertainty’. Different judgments on this

conception may well be hard to resolve.

Moreover, epistemic differences might turn on implicit or explicit disagreements

over the modal standards that should apply in debates around longer-term and

far-future concerns with regard to AI. That is, it turns on debates over what types of

data or arguments are considered admissible as evidence in establishing or

contesting the plausibility or probability of risk from advanced AI systems. Should

philosophical argumentation be admitted, and how should this be set against

technical arguments? It also turns on different views over the validity of modelling

assumptions in forecasts: can these introduce significant scientific breakthroughs,

or must they be restricted to extrapolation from present-day technological

trajectories (e.g. Moore’s law)? Finally, they turn on differential interpretations of

evidence that is available. For instance, do empirically observed failure modes of

present-day architectures [57–60] provide small-scale proof-of-concepts of the

difficulties we may encounter in AI ‘value alignment’, or is such an extrapolation

invalid?

Indeed, these questions reflect complex, deep philosophical precommitments--about

the nature of (scientific) knowledge, and about legitimate heuristics for making

(precautionary) decisions in the context of uncertainty.

3.2. Normative distinctions

Some divergences may derive from a potential perception that, object-level issues

aside, different community members weigh their shared core values differently.

Overall, prominent values in debates around AI--in both academia and in public

discourse--often appeal to widely shared ethical principles such as fairness,

accountability, the rule of law, human rights, equity, social justice, and democratic

principles [31,61], and, especially in the context of military applications of AI,

values such as peace, security, stability and the international rule of law. In general,
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these core values are relevant to all, with concerns over future advanced AI often

motivated by an ethical perspective that cares about securing values such as

fairness and human welfare ‘into the far future’ [5]. The divergence then appears to

be a result of the temporal focus of these values and where they are expected to

have greater relevance.

However, such a possible distinction ought not become a misdirected stereotype.

There is considerable heterogeneity in the normative motivations within either

community--it is very possible and valuable to work on nominally ‘near-term’ AI

issues (such as bias, or surveillance capitalism) exactly out of a concern of how these

will set the trajectory of human society and well-being into the longer term.

Moreover, insofar as these underlying normative differences exist, they are often not

practically relevant, since in many contexts both communities cash them out in the

same direction--that is, both communities have emphasized policies or strategies

that promote broad societal inclusion of benefits to AI, whether this is out of a

concern over injustice and inequality, or out of a consideration to ensure

‘non-turbulence’ and ‘magnanimity’ as important principles for a historically

tumultuous and precarious societal transition towards advanced AI [62].

3.3. Pragmatic distinctions

Imperfectly described, pragmatic perceptions of the empirical dynamics and

path-dependencies of policy or technical research aimed at pursuing responsible AI

might contribute to divergent foci and actions across the community. This may lend

itself to distinct ‘theory-of-change’, regarding the tractability and relevance of

formulating useful and resilient policy action (or technical research) today. In this

context, Whittlestone & Prunkl distinguish at least separate four questions on

which communities appear to differ [7]: Capabilities (whether to focus on the

impacts of current AI systems or those relating to advanced AI systems); Impacts

(whether to focus on the immediate impacts of AI, or those possible impacts much

further into the future); Certainty (whether to focus in impacts that are certain and
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understood, or those that are more uncertain and speculative), or Extremity

(whether to focus on impacts at all scales, or prioritizing those that could be

especially large) [7]. In their reading, these four questions are distinct, and often

confused or conflated into a binary distinction between ‘near-term’ and ‘long-term’,

when a more accurate picture and more productive dialogue could be achieved by

differentiating between these four dimensions of capabilities, impacts, certainty and

extremity, and emphasizing that all of these sit on a spectrum [7].

Taking this point on board, there are additional ways to cash out possible

differences. One debate might concern the question, how long-lasting are the

consequences of near-term AI issues? If those that care about the long-term are

convinced that these issues will not have long-lasting consequences, or that they

would eventually be swamped by the much larger trends and much larger issues

introduced by ‘transformative’ or otherwise advanced AI systems [3], then this could

lead them to discount work on near-term AI problems. However, it is important to

note that near-term issues--and the degree to which they are (mis)handled--are

likely to considerably affect or frame the degree to which society is vulnerable or

exposed to long-term dangers posed by future advanced AI systems. Short-term or

medium-term issues [6,39] can easily increase society’s general ‘turbulence’ [62], or

lock in counterproductive framings of AI or our relation to it. In general, we might

expect many nominally ‘near-term’ effects of AI on society (such as in surveillance;

job automation; military capabilities) to scale up and become more disruptive as AI

capabilities gradually increase [17,39]. Indeed, recently some long-term scholars

have argued that advanced AI capabilities considerably below the level of HLMI

might suffice to achieve ‘prepotence’ [9]. This would make such mid-term impacts

particularly important to handle and collaboration between different groups

especially fruitful.

Another pragmatic question or concern is over how much leverage we have today to

meaningfully shape policies (or technical research agendas) that will be applicable

151

https://paperpile.com/c/H6jY6A/2biF/?locator=3
https://paperpile.com/c/H6jY6A/2biF/?locator=6
https://paperpile.com/c/H6jY6A/lNCj
https://paperpile.com/c/H6jY6A/W3u2+L84s
https://paperpile.com/c/H6jY6A/oVcJ
https://paperpile.com/c/H6jY6A/QWEC+L84s
https://paperpile.com/c/H6jY6A/PQ3x


or relevant in the long term, especially if AI architectures and the broader political

and regulatory environment changes a lot in the meantime [7]. Some scholars in the

near-term community may hold that future AI systems, whatever their form, will

either be so different from today’s AI architectures that research into this question

undertaken today will not be relevant; or conversely, they argue that such advanced

AI capabilities might be so remote that the technological- and regulatory

environments will both change too much for meaningful work to be conducted right

now [63]. In conclusion, people in this position would argue that we had better wait

until things are clearer and we are in a better position to understand whether and

what research is needed or meaningful.

In practice, this critique does not appear to be a very common position. And indeed,

as a trade-off it may be overstated. It is plausible that there are diverse areas on

which both communities can undertake valuable research today, because the ‘shelf

life’ of current policy and technical research efforts might be longer than is

assumed. To be sure, there is still significant uncertainty over whether current AI

approaches can be ‘scaled up’ to very advanced performance [64–66]. Nonetheless,

technical research could certainly depart from a range of areas of overlap [67] and

shared areas of concern [68,69].

Moreover, policy-making is informed by a variety of aspects which range across

different time spans. Starting with political agendas that often reflect the current

status quo, policy making is equally shaped by shifting public discourse, societal

dynamics and impactful events. In the case of the latter and with regard to AI, this

has often been negative events rife with discrimination, lack of transparency and

threat to such as shifts in policy following the identification of discriminatory

algorithms in UK visa selection processes [70], the Artificial Intelligence Video

Interview Act regulating the use of AI in employee interviews, or the California

B.O.T. Law requiring AI systems to self-identify as such [71,72]. Both near- and

long-term communities share an interest in studying the dynamics of how policy
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around AI is (and can be) formed by ‘epistemic communities’ [73], and what are the

steps in the ‘policymaking process’ that determine which issues get raised to

political agendas and eventually acted upon [74]. Given the above, research into the

underlying social and societal developments is fruitful to develop and forecast

mutually agreeable policy goals, across the ‘policy making cycle’ [75]. Insights into

when and how AI research labs or individual researchers adopt--or alternately cut

corners on--responsible and accountable AI, or how to incentivize shifts in

workplace culture or employee norms to achieve this, can influence those

developments and dynamics. Equally, the following might be suitable areas for

combined research: research into the efficacy of ‘publicly naming’ biased

performance results in commercial AI products on whether tech companies correct

the biases in these systems [76], or research into whether ‘codes of ethics’ are

actually effective at changing programmer decisionmaking on the working floor

[77,78] could be of interest to either community, as are organizational proposals and

frameworks for end-to-end organizational auditing of AI system development and

deployment [79]. The question of how to promote prosocial norms in AI research

environments is similarly of core interest to both communities with an eye to

technology policy [80].

Both communities also share an interest in exploring debates over the appropriate

culture of disclosure or openness [81,82], where it concerns AI applications with

potentially salient misuses--a question of key relevance whether the concerns are

over abuses of vulnerable populations, new vectors for criminal exploitation or

attacks, new language models [83], or risks around future potent systems [84]. The

same holds to some degree for research into public perceptions of AI (and their

principals), and how these may be shaped by framings and narratives around the

technology [17,85].

Finally, from a legal and policy perspective, it is important to note that while

current regulatory work might not always prove directly transferable, in many
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circumstances, it can provide the ‘second-best’ tools to use rapidly (and then adapt)

to AI challenges, rather than wait out the slow and reactive formulation of policies.

Significantly, there are usually important path-dependencies in technology

regulation, such that AI initiatives today will likely have flow-through effects.

The points touched upon suggest that the strategic barriers to inter-community

cooperation are not all that strong as is often made out--and that many ‘tradeoffs’

are overemphasized. But does that mean there are also positive, mutually

productive opportunities for both communities to work on? And if such common

opportunities exist, how could we ground collaboration between the communities--in

spite of outstanding empirical or normative disagreements? In other terms, what

would an incompletely theorized agreement for the AI ethics & policy community

look like?

4. Towards an ‘incompletely theorized agreement’ for AI policy

We proposed some possible sources that could explain the potential split within the

community, and why these may be largely unwarranted. This is especially the case

when it comes to the development of suitable policy-making, benefitting from a

united front with an eye towards societal well-being (be that short or longer-term).

Accordingly, we will now discuss how even in the context of some prevailing

epistemic or normative disagreements, these communities could reach agreement

on shared policy goals and norms that remain in service to their (distinct) values

and judgments.

Legal scholarship in constitutional law and regulation has long theorized the legal,

organizational and societal importance of so-called ‘incompletely theorized

agreements’ [86, 87]. These are agreements on practical outcomes to be achieved,

reached amidst the deepest and most intractable theoretical disagreements.

Incompletely theorized agreements are a fundamental component to

154

https://paperpile.com/c/H6jY6A/WU2Jl+lF1i4


well-functioning legal systems, societies, and organizations that want to get urgent

things done, against a backdrop of theoretical disagreement, showing a form of

mutual respect [88]. Incompletely theorized agreements have distinctive social uses

to maintain both stability and flexibility over time in the context of uncertainty

(whether over principles or problems) [86]. They have long played a key role not just

in constitutional and administrative law, but more broadly in making possible

numerous landmark achievements of global governance, such as the establishment

of the Universal Declaration of Human Rights.
100

Indeed, the incompletely theorized

agreements framework has been extended to other domains, such as the collective

development and analysis of health-care policies in the face of pluralism and

conflicting views [92].

Incompletely theorized agreements also have broader similarities with the notion of

an ‘overlapping consensus’, developed by John Rawls. This notion referred to the

way that adherents of different (and apparently inconsistent) normative doctrines

might nonetheless converge on particular principles of justice to underwrite the

shared political community [93]. This concept has been read as one key mechanism

in fields of bioethics, enabling agreement of members on an ethics committee or

commission even under different comprehensive and fundamental outlooks [94].

Significantly, Seán ÓhÉigeartaigh and others have recently proposed such

‘overlapping consensus’ as one mechanism on which to ground cross-cultural

cooperation on AI policy [91]. They point out that this concept has already played a

role in the existing literature on computer ethics [95], as well as in the field of

‘intercultural information ethics’ [96].

100 For instance, Jacques Maritain, relates how at a public hearing to discuss the newly announced

Human Rights, a member of the public expressed astonishment that parties representing extremely

opposed ideologies had been able to agree on these rights; to which the committee responded: “Yes,

we agree about the rights, but on condition that no one asks us why” [As quoted in: 88,89]. Taylor

has argued that since then, we have managed to ground these shared human right norms in distinct

cultural traditions [90, See also 91].
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If ‘overlapping consensus’ can ground inter-cultural cooperation, could ‘incompletely

theorized agreements’ serve as a foundation for inter-academic cooperation between

the near- and long-term AI policy communities? At first sight, there appear to be

some caveats. One theoretical objection could argue that an ‘incompletely theorized

agreement’ was not ‘meant’ to apply to epistemic disagreements, but instead to

normative disagreements (e.g. relating to communities’ sense of justice) and

principles. However, the key use of incompletely theorized agreements is not solely

that they apply only to normative propositions. Rather, the key use of such

agreements is that they allow a given community to bypass (or suspend) any

‘intractable’ theoretical disagreement that does not appear as if it will be decisively

resolved one way or the other in the near term. That can apply to deep philosophical

questions as much as to contexts of pervasive scientific uncertainty, especially on

questions where it still remains unclear where and how we will procure the

information that allows definitive resolution.

Yet this is precisely why an incompletely theorized agreement holds promise. As

discussed earlier, debates over AI and the technology’s future engage exactly those

sources of intractable deep disagreement--on questions of epistemology and

norms--that have been the subject of long philosophical debates, unlikely to be

resolved any time soon. In addition, the methodology proposed by an incompletely

theorized agreement surely does not require that anyone should be expected to

dissemble their views in the context of academic and scientific debate. The point is

rather that, within the context of urgent societal problems, and given potentially

closing time windows of opportunity, it may not just be legitimate, but productive to

focus on areas where collaboration is possible to achieve broadly beneficial AI policy

outcomes, while debate is ongoing.
101

101 To give one example of an incompletely theorized agreement in an adjacent space: Seth Baum has

previously argued that policy actions on mitigating ‘existential risks’ do not require all parties to

hold to aggregate utilitarian concerns for the far future; instead, there are at least some policy

actions which can help mitigate risks of future catastrophe but which also have co-benefits in the

near term, or for many other ethical systems [97].
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As such, we want to suggest that these internal epistemic differences, while

important to understand the sources of disagreement, may prove less relevant in

foreclosing productive areas for cooperation that allow both communities to advance

their respective goals in addressing the distinct problems both consider legitimate.

While in some cases differential tolerances for uncertainty might undercut

philosophical convergence or resolution of these debates, they need not inhibit

collaboration on specific policies (such as pursuing strategies for transparency and

reliability in AI systems; or in setting ethical AI norms) when these are useful in

addressing both near- and long-term concerns.

In summary, we propose an incompletely theorized agreement as a method or

principle by which at least some of the underlying theoretical (epistemic, normative

or pragmatic) disagreements between the communities working on AI governance

can be bracketed, in ways where this impedes neither further scientific debates on

these topics (in parallel), but also does not does not halt the development and

implementation of productive and much-needed policy cooperation on AI.

5. Conclusion

AI is raising multiple societal and ethical concerns pointing towards a need for

impactful and suitable policy measures. At the same time, there is a felt

fragmentation between clusters of scholars focusing on ‘near-term’ AI risks, and

those focusing on ‘long-term’ risks. This paper seeks to map the practical space for

inter-community collaboration with a view towards the development of AI policy. We

outlined several potential sources of divergence (epistemic, normative, and

pragmatic). We further presented the novel idea that the constitutional law

principle of an ‘incompletely theorized agreement’ could be used to set aside or

suspend these and other disagreements for the purpose of achieving higher order AI

policy goals of both communities in selected areas.
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This paper does not suggest that communities should fully ‘merge’ or ignore

differences whatever their source may be. To be sure, some policy projects will be

relevant to one group within the community but not the other. Indeed, community

heterogeneity and diversity is generally a good thing for a scientific paradigm.

Instead, the paper proposes to question some possible reasons for conflicting

dynamics that could stall positive progress for policy-making, and suggests an

avenue for higher order resolution. Most of all, the paper hopes to pragmatically

encourage the exploration of opportunities for shared work--on technical research;

on shared norm-setting; on forecasting capabilities--and suggested that work on

such opportunities, where it is found, can be well grounded through an

‘incompletely theorized agreement’.
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Introduction

The increasing capabilities of artificial intelligence (AI) systems,
102

and their

manifold applications throughout society, have given rise to a range of governance

concerns. New policies are needed to ensure the safe and reliable use and robust

behavior of these systems (Müller, 2020; Calo, 2017; Ulnicane et al., 2020), in

accordance with fundamental and human rights (Raso et al., 2018) and ethical

principles (Schiff et al., 2020). Recently, governments around the world have begun

to approach the governance of AI through multiple levers (Cyman, Gromova, and

Juchnevicius, 2021). One timely example is the EU’s horizontal regulation

published in April 2021 which puts forward a regulatory framework for high-risk AI

systems that are brought into or put on the Single Market (European Commission

2021). Another timely example is the Trade and Tech Council
103

established in the

103
See: https://ec.europa.eu/commission/presscorner/detail/en/IP_21_2990.

102 This paper follows the definition of AI put forward by the European Commission’s High Level

Expert Group on AI (AI HLEG, 2019).
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summer of 2021 between the United States and the European Union. One of the key

policy areas for this Tech and Trade Council is to cooperate on the development of

suitable standards for AI. Policy levers such as regulation or standardization will

play a crucial role when it comes to shaping the design, development and technical

benchmarking of future AI systems on an international scale (Cihon, 2019;

Bradford, 2020). The field of AI governance is relatively nascent and, as a result,

there exist few dedicated specialist governmental institutions exclusively dedicated

to supporting many of these initiatives. In order to properly develop, support and

implement new AI governance efforts, such as legislative frameworks for AI, it is

likely that a number of new institutions will need to be established over the coming

years (Turner, 2018; Almeida et al., 2021). It is therefore worthwhile to step back

and think cautiously about the junctures we are about to lay (Pierson, 2000) for the

field of AI governance when developing these new institutions.

There are broadly two types of institutions that one could investigate: those that

exist and may be adapted (i.e. either they organically evolve over time, or are

‘repurposed’ see (Alter & Raustiala, 2018; Kunz & ÓhÉigeartaigh, 2019; Stahl et al.,

2021), and those that do not exist yet (but will eventually come into existence to fill

the void that new governance measures have created and support them). This paper

focuses on the latter and with a particular eye to those institutions set up by

governments. This does not mean to make a judgment as to the relative importance

of the work of NGOs in shaping AI governance, rather it serves to narrow the focus

of this paper’s investigation.

In doing so, it picks up from recent academic calls for an international governance

coordinating committee for AI (Wallach & Marchant, 2018), for an international

regulatory agency for AI (Erdélyi & Goldsmith, 2018) and for a G20 coordinating

committee for AI governance (Jelinek, Wallach & Kerimi, 2020). Moreover, it takes

up suggestions by scholars that at times it might be easier to add new institutions

than to change or dismantle existing ones, if the latter cannot handle problems
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adequately (Alter & Raustiala, 2018). Building on these calls and drawing on

existing scholarship and insights, it addresses itself to those individuals who will be

involved in setting up new institutions and those who are interested in conducting

further research on pragmatic institution building for AI governance. The ambition

of this paper is to empower them to make timely and suitable interventions in

upcoming institution building efforts.

First, the paper outlines the rationale for deepening the investigation of

institution-building for AI governance now, as well as the limitations to this paper’s

investigation. Subsequently, it puts forward three axes that contribute to the

make-up of an institution: (i) purpose: what an institution is meant to do; (ii)

geography: who are the members and what is the scope of jurisdiction; and, (iii)

capacity: what and who makes up the institution. It breaks the latter down into

infrastructural and human elements. Furthermore, under each subsection in 2.1, it

highlights the pros and cons of various institutional roles and briefly frames what

they could look like in practice. It does so by placing these roles in a European

context and sketches a potential European AI Agency with them. Finally,

conclusions and future research directions are put forward. Overall, the paper

highlights pragmatic governance considerations and refrains from making

normative assessments of these various institutional setups.

1. Motivation, urgency and limitations

Novel AI specific governance institutions working on soft governance mechanisms,

that is non-binding rules, have already come into existence. For example, several

intergovernmental fora such as the G7 or the OECD engage on mechanisms such as

shared ethical principles (OECD AI Principles). One of the European Commission’s

foreign policy mechanisms, the International Alliance for a Human Centric

Approach to AI
104

which cooperates with like-minded countries such as Singapore,

104
See:

https://digital-strategy.ec.europa.eu/en/funding/international-alliance-human-centric-approach-artific
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Japan or Canada to build on the European vision of a ‘trustworthy AI’ (AI HLEG,

2019). The Global Partnership on AI, through its 15 founding members and various

dedicated working groups, aims to strengthen shared norms for AI through

coordinated efforts. The OECD’s ONE-AI working groups, adjacent to the OECD AI

Policy observatory, supports the OECD recommendations to its members, ranging

from policy measures to implementing trustworthy AI and compute. Prima facie

these new fora appear well placed to support and engage in soft governance efforts.

At the same time there is mounting pressure to develop and implement stronger

and more binding AI governance mechanisms than those covered by ethical

principles, shared norms, and multi-stakeholder proposals. This pressure comes in a

number of forms, such as from a societal viewpoint, accounting for the range of

issue areas AI can cause (Butcher & Beridze, 2019; Whittlestone, Arulkumaran,

and Crosby 2021) and a technological viewpoint, accounting for the increasing

capacity of AI and the speed of its development (Grace et al., 2018). In response, for

example at the trans-national level, the Council of Europe is currently examining

what a legal framework for AI (international law) built on the Council of Europe’s

values could look like through its CAHAI committee (Ad Hoc Committee on

Artificial Intelligence).
105

Overall, as countries move towards harder governance

efforts, such as regulation (European Commission, 2021), standardization
106

or

certification they are likely to require increasingly specialized institutions.

Moreover, as AI governance efforts soar and more coordination, action and policy

proposals become necessary within a nation as well as at an international level, it is

likely that there will be a need for more (and more specialized) governmental

106
See for example work on AI standards by the ISO/IEC JTC 1/SC 42 Committee. Available here:

https://www.iso.org/committee/6794475.html.

105
See: https://www.coe.int/en/web/artificial-intelligence/cahai.

ial-intelligence#:~:text=International%20alliance%20for%20a%20human%2Dcentric%20approach%2

0to%20Artificial%20Intelligence,-Opening%3A%2006%20November&text=human%2Dcentric%20AI.,

common%20principles%20and%20operational%20conclusions.
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agencies to handle an increasingly diverse portfolio on top of existing files.

Especially in cases where specialization on a particular AI governance angle or AI

application in a particular sector is required, and if that area is set to increase in

volume, it is probable that the setting up of a specialized institution might be

beneficial. It might be overall quicker, cheaper and more effective to build a new

institution from scratch that is ‘fit for purpose’ rather than exert time, effort and

political goodwill to change the structure of an existing institution.

Far from being a hypothetical proposition, this matters now: the EU is laying out

extensive plans to set up new institutions for AI governance in the coming years (AI

Act, 2021), NATO is putting forward plans for a civil-military Defense Innovation

Accelerator for the North Atlantic, and many others will follow suit.

In April 2021, the European Commission put forward their horizontal risk-based

regulation for AI, the AI Act (European Commission, 2021). In that AI Act, they

described what form a regulatory framework for AI would look like in the EU and

indicated a number of institutions that would partake in the fulfillment process of

the regulatory requirements. While some of these already exist and will likely have

their remit extended, such as market surveillance authorities, others, such as new

institutions responsible for testing, certifying and inspecting AI systems (notified

conformity bodies) are likely to be established to cope with an increasing demand

once the AI Act is enforced. Moreover, while the AI Act does not foresee one single

supervisory Agency for AI in the EU, other EU institutions like the European

Parliament have advocated for such a new Agency. The 2017 resolution on ‘Civil

Law Rules on Robotics’ (European Parliament, 2017) and the 2019 report on ‘A

comprehensive European industrial policy on artificial intelligence and robotics’

(European Parliament, 2019) both called for the establishment of a European AI

Agency that would be in charge of supplying technical, legal and ethical expertise

and intervention. Given the sheer scope the new horizontal legislation for AI will

introduce and the number of associated institutions, networks and processes that
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need to be either set up or managed, and given this political direction from the

European Parliament, it is not unlikely that a European AI Agency will be on the

horizon within the coming 10 years. This institution is likely enough to be

established, yet far enough in the future for there to be meaningful interventions to

its structure. It will be used as a practical example under each axis in Section 3.1. to

demonstrate how various considerations could play out.

Different institutional set-ups will yield different path dependencies. Those that do

get put into motion over the coming years are likely to be especially critical (Stix &

Maas, 2021) because they form the lens through which governments will be able to

interact with progressing AI technologies and enact appropriate AI governance

measures. This wouldn’t merit outsized concern, if it were possible to clearly

forecast AI progress across various sectors and if there was common expert

consensus about the development path of AI over the coming decades. However,

even experts struggle to agree (Grace et al., 2018; Müller & Bostrom, 2016) and

given the ubiquitous nature of AI it is difficult, if not impossible, to forecast now

what AI governance frameworks might be needed in the near or far future. In

addition, existing institutions, their policy texts and legal frameworks are

historically often drawn from in moments of unexpected change (Stix and Maas

2021), because it can be quicker to react with what exists than develop something

new.

Once new institutions are established they are difficult to change (Sanders, 2008).

Equally, it is difficult to adapt larger international institutions to changing issues of

concern within the landscape (Morin et al., 2019) or to shift from the processes that

were originally conceived to different mechanisms and fluctuating missions

(Baccaro & Mele, 2012). This all goes to say that, where new institutions may be the

vehicle of choice to action current policy measures, in the future, the composition of

these new institutions will itself precede and, crucially, constrain or catalyze future

governance approaches. Early stage decisions to establish new institutions, or the
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choice to forego such new institutions (Cihon, Maas, & Kemp, 2020), are all likely to

have a downstream, or lock-in, effect on the efficiency of government measures and

on the field as a whole. It is therefore timely and important to think about

institution building as one of the critical path dependencies we are developing now.

Prior to delving into a deeper investigation of institutional set-ups and associated

considerations, we place the work within the existing literature and outline the

scope of the work set out in the remainder of the article. The paper builds on and

contributes to existing literature on the topic of institution building (Goodin, 1998;

Koremenos, Lipson, and Snidal, 2001a; Koremenos, Lipson, and Snidal, 2001b) by

focusing on the topic of institution building and design for AI governance

interventions specifically. In particular, the paper adopts the lens of historical

institutionalism (Thelen, 1999), suggesting that for AI governance new institutions

will be built dependent on the current promise and peril of (and the associated

mechanisms to enable or minimize) AI. Newly established AI governance

institutions will themselves shape political interactions as those interactions will be

a result of the newly established institutions and their processes in turn (Sanders,

2008). The question of how to set up AI governance institutions therefore merits

further scholarly investigation.

Accordingly, Section 2 puts forward a selection of axes that need to be considered in

building new AI governance institutions: (i) purpose, (ii) geography, and (iii)

capacity. These provide a framework for envisioning different types of institutional

designs and their relative merits and shortcomings.

This preliminary set of axes does not claim to be exhaustive. Neither can each

individual investigation fully account for the range of interactions,

interdependencies and considerations that may (or should) exist. Inevitably, the

creation of institutions for AI governance will have a political and geopolitical

dimension. Angles such as those of cooperation theory are relevant to that
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dimension, but fall outside of the scope of this paper.

2. The main axes: purpose, geography and capacity

The following investigation maps the axes of purpose, geography and capacity, with

particular focus paid to purpose. It serves to outline a first framework towards

institution building for AI governance. How the aspects are combined, what is

favored and what isn’t, will depend on the values, difficulties and models of the

future/AI governance worldview each reader holds, as well as on the political,

societal and economic climate those setting out to establish a new institution will

find themselves in.

2.1. Purpose: What is it meant to do?

Among the first things that will need to be decided upon is the purpose of the new

institution. That is: what is it meant to do? Prima facie, this might seem like a

straightforward question, yet the following paragraphs will evidence why neither

the question nor the answer(s) are. Each subsection introduces the outline of a role

an institution for AI governance could take: coordinator, analyzer, developer and

investigator. Each subsection introduces the relevant role, followed by examples of

existing institutions that match this model (where appropriate), a discussion of

some relevant considerations, and concludes with transferring the explored role to

the case of a potential European AI Agency, demonstrating what shape this might

take in practice.

Finally, this section concludes with a short account of hybrid cases between the

various roles, briefly accounting for how they might intersect or support each other

in practice.
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2.1.a. The coordinator institution

Current proposals by academic researchers (Wallach & Marchant, 2018; Jelinek,

Wallach, & Kerimi, 2020) and governments (such as the European AI Board,

European Commission, 2021) often suggest something akin to what this paper

terms a coordinator: an institution whose purpose it is to coordinate between a

number of actions, policy efforts or norms.

What does it do? Coordinator institutions could, for example, work with the rising

number of ethical guidelines (Zeng, Lu, & Huangfu, 2018) and attempt to

operationalize them more clearly. They could also serve as an umbrella organization

to coordinate activities across like-minded nations (Erdélyi & Goldsmith, 2018),

helping different groups to learn lessons from one another and avoid duplicating

efforts.

Moreover, there is a rising number of relevant but often uncoordinated efforts to

tackle certain aspects relevant to AI governance, such as certification schemes

(Winter et al., 2021), testing procedures (Brundage et al., 2020), or setting out

shared definitions of ‘meaningful human control’ across diverse contexts. These too

could benefit from coordination to increase efficiency, coherence and policy impact. A

coordinator institution (others have referred to similar roles as ‘orchestrator’ cf.

(Abbott & Snidal, 2010; Abbott & Genschel, 2000), would focus on encouraging the

exchange and synchronization between institutions or efforts, amplifying and

streamlining work done elsewhere. It could fill a current gap ‘in the market’ of some

aspects of AI governance, stemming issues that arise from quickly developing and

independent streams of efforts, and combat a fragmented landscape as well as norm

conflict (Garcia, 2020).

What models of coordinator organizations exist? Intergovernmental organizations

are the closest example of a coordinator role for the purpose of AI governance. While

they are much more complex and encompass some roles discussed later in this
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section, intergovernmental organizations such as the United Nations and

organizations covered thereunder such as the ITU; or the G20 or the NATO can be

seen as coordinators. They predominantly act to coordinate efforts, strategies and

common interests under international law and are composed of sovereign states

(actors) that share mutual interests or seek a neutral platform for discussion and

exchange. From a European perspective, the European Data Protection Board

coordinating between various national data protection agencies could be seen as a

coordinator. What are relevant considerations?

Power. One of the benefits of a coordinator could be that it serves as a relatively

neutral environment within which various members (e.g. groups, nations) are able

to discuss and develop broad agreement on shared initiatives. It may also serve to

alleviate the workload of its members by acting as a ‘quasi back office’ supporting

synchronization, distribution and organization of relevant work streams.

The coordinator’s main purpose is to serve to coordinate for its members and not to

hold an independent political agenda. Nevertheless, it should not be mistaken as

being completely powerless or unable to (inadvertently) shape the prominence of

certain governance efforts.

Depending on how it is set up a coordinator is either independent to its members, or

the coordinator is the members. Similarly, depending on the procedures established

through which it can act, either version would have decision making power over the

approval of new members and the decision making power over new coordination

efforts within its remit. In either case, whether willingly or unwillingly, the

coordinator will inherently only amplify the mutual interest of its members vis-a-vis

the international political stage.

This can lead to exclusion and oversight, uninformed or ill-informed choices to

develop or deploy AI systems which may negatively impact nations or groups that
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do not form part of the coordinator (Hagerty & Rubinov, 2019), or an amplification

of approaches that might be suited for some, but unsuited for the entirety of the

international community (Schiff et al., 2020).

Moreover, the act of coordination itself comes with trade-offs: navigating a common

line among efforts or approaches might result in some falling outside of the plotted

line. This would translate into a decrease of support from the coordinator for those

efforts given they do not match the majority line. On the other side of the coin, those

efforts or approaches with more resources to start with are likely to have a higher

ability of dominating the common line, or even to hedge their bets and participate in

parallel in more than one coordination regime.

Access. Questions regarding membership procedure should be addressed while

setting up the institution or be clearly related to the topic of activities the

coordinator is established for. For example, when the EU discusses coordination and

cooperation with ‘like-minded countries’ through its external policy vehicle, the

International Alliance for Human Centric AI, then this narrows the scope of

engagement to those countries that follow a similar adherence to fundamental and

human rights, and values. While access to the coordinator should be possible to all

relevant actors in order to ensure diversity and representation in value and opinion,

quasi open access does come with a trade off. For a coordinator, more members

might result in more time spent on early stage coordination interventions and

mutual understandings, before time can be spent on actioning those understandings

and streamlining efforts.

The coordinators’ ability to fulfill their ultimate duty and to add value as an

institution becomes increasingly difficult the thinner the coordinator is spread

across increasing efforts, novel angels and shifting needs. This could also contribute

to slower reactions to and adaptations to potentially quickly shifting technical

landscapes (Marchant, Allenby, & Herkert, 2011).
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Focus. The focus of the coordinator, and its actions should be timely and

appropriate. The focus will likely be dictated by the initial group of members.

Timely and appropriate focus also encompassess a certain degree of agility. This

might be especially important to bear in mind if and when the coordinator expands,

and in light of foreseen and unforeseen shifts and needs within the AI governance

landscape. For example, in response to an unexpected crisis such as the COVID-19

pandemic previously known issues such as those of privacy and security in light of

technological tools might become imminently pressing and require fast coordinated

responses (Tzachor et al., 2020) that cross national boundaries.

Depending on the flexibility the coordinator is endowed with, either independently

from its members or through e.g. voting procedures from its members, the initial set

up could have an outsized impact on the future agility and responsiveness of the

coordinator. It could provide an ‘first mover advantage’ to those that set up the

institution and set its first directions.

How could this look like in practice? A future AI Agency in the EU might take the

role of a coordinator. In practice, this could mean that the 27 EU member states

would be the founding members of that agency, as they are the only actors that are

directly involved with the EU’s governance efforts such as regulation. In that sense,

it would be sufficiently inclusionary and is unlikely to need to structure elaborate

access procedures in the near future (until a new country joins the EU). While its

scope may not be stretched through access of new members, it might nevertheless

stretch itself thin quickly on actions, unless there is a narrowly defined scope for the

coordinator EU AI Agency. The large number of members might also lengthen

reaction times under unforeseen circumstances.
107

107
See Commission President von der Leyen’s statement describing the EU as a tanker, whereas an

independent country – such as the UK – can act as a speedboat:

https://www.theguardian.com/society/2021/feb/05/ursula-von-der-leyen-uk-covid-vaccine-speedboat-e

u-tanker.
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Currently, a multitude of efforts are coordinated between member states through

the European Commission and under the helmet of the Coordinated Plan on AI

(European Commission, 2018; European Commission, 2021). In addition, new

challenges that a coordinator could tackle will arise out of the AI Act (European

Commission, 2021) and its implementation across the EU. The coordinator EU AI

Agency could pick up coordination efforts under the Coordinated Plan on AI

(European Commission, 2018; European Commission, 2021) such as aligning AI

strategies, pooling resources and strengthening the ecosystem between member

states. Or, it could act as a coordinator EU AI Agency for the AI Act supporting the

coherent implementation, enactment and functioning of the horizontal regulation

for AI.

Given aforementioned considerations, the highest benefit might be derived if its

focus is clear cut and does not overlap with existing efforts such as those already led

by the European Commission. As such, coordination on the AI Act (European

Commission, 2021) and either (i) coordination between (a) all relevant institutions

within the member states’ landscape (e.g. national supervisory authority, notifying

authorities or notified bodies), (b) between a subset of similar institutions within

the member states’ landscape such as notified conformity assessment bodies; or, (ii)

on specific topics, could derive the highest benefit.

It would mean that there is one coordinator that is tasked with monitoring,

implementing and supervising relevant activities with regards to the AI Act and/or

a number of smaller corresponding bodies across the EU. This could strengthen

information exchange and increase the speed at which scope specific problems can

be identified and addressed, ultimately supporting the higher order goal of a well

functioning regulatory framework for AI.
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2.1.b. The analyzer institution

Another role for a future AI governance institution could be that of an analyzer.

What does it do? An analyzer could fulfill several roles: it could serve to map

existing efforts and identify gaps across various governments. The European

Commission, for example, undertook such mapping efforts in the Coordinated Plan

on AI: 2021 review (European Commission, 2021) to identify where specific

AI-relevant measures had not yet been implemented or needed to be established

across the EU. It could compile data sets and information on the technical

landscape and sketch technological trajectories. The AI Index,
108

for example, tracks

and publishes data corresponding to progress within various AI applications and

research areas. It could collate relevant information about the opportunities and

risks associated with the use of AI within specific sectors along the lines of the

Center for Data Ethics and Innovation’s (CDEI) AI Barometer
109

work. In short, an

analyzer draws new conclusions from qualitative and quantitative information.

What models of an analyzer exist? In addition to the aforementioned examples,

where in the case of the European Commission and the CDEI the analyzer role of

those institutions is housed within a larger institutional framework holding

multiple roles, a good example of an analyzer institution is the European

Parliament’s Think Tank.
110

It provides studies, briefing and in-depth analyses on a

variety of topic areas to the members of the European Parliament and makes them

publicly available. These can be requested from the European Parliament or

developed subsequent to a particularly pertinent happening. In doing so, the

European Parliament Think Tank supports the well-functioning of the European

Parliament, the speed at which relevant decisions can be made and heightens the

understanding of participants on relevant key topics. Another example would be the

110 See: https://www.europarl.europa.eu/thinktank/en/home.html.

109
See: https://www.gov.uk/government/publications/cdei-ai-barometer.

108
See: https://hai.stanford.edu/research/ai-index-2021.
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European Commission’s Joint Research Center’s AI Watch
111

which monitors, and

provides high-level analyses about, research, industrial capacity and policy

initiatives across the EU to inform the European Commission on policy decisions.

What are relevant considerations? The role of an analyzer is more active than that of

a coordinator, in that it interferes more directly with the governance or policy

making process by way of providing crucial information that can inform and shape

those decision making processes.

What or who does it respond to? One key consideration is whether an analyzer is

established in response to an identified need within the governance landscape or

whether it is established without a clear angle in mind but as an independent

institution to provide services to advise decision-makers. In the first case, the

analyzer would be directly driven by its scope and gain its direction from the event

and those who chose to establish it as a response. The second case is a lot broader

and such an institution could, in principle, allow for a more diverse range of ad hoc

analyzes, be that on specific sectors such as the automotive sector, the financial

sector or the healthcare sector, or on specific topic areas such as compute or data.

The European Parliament’s Think Tank would fall into this category. Instead of

serving to inform one particular direction, it adapts to the shifting needs of those

who established it or those who it is supposed to inform, be that high-level

individuals, governmental agencies or entire governments. It might therefore be

able to cover more breadth. However, one trade-off might be in-depth subject

expertise. An analyzer focused on one specific topic area could quickly become an

expert institution in that field, whereas an analyzer focused on multiple topics

might need to draw on outside expertise for particular areas which could cause

additional time and effort.

111
See: https://knowledge4policy.ec.europa.eu/ai-watch/about_en.
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Independence. Using the aforementioned examples, it would appear that an

analyzer can either be (i) dependent on those that demand its work, or (i)

independent to those that demand its work. In both cases, though to a varying

degree, the quality of the work of the analyzer will depend on the range of relevant

information it has access to. In the case of working with publicly available

information this ought not to pose a problem, however, if it concerns information

that is predominantly derived from non-public sources then the analyzer is

dependent on the information provider to ensure that it is complete, accurate and

comprehensive. Where the information provider may overlap with the group that

asks the analyzer to conduct work on their behalf this can become tricky as the

result of the analysis might be (inadvertently) shaped by the actor that requests the

work. This could even hold true where no information is exchanged but where the

framing of the work, or question, is given by the actor requesting the service and

not developed by the analyzer independently, (inadvertently) narrowing the scope of

research and shaping its direction. Moreover, in these cases, existing narratives

might be amplified instead of empowering the discovery of novel, equally pressing

ones (Kak 2020).

Shape of the final product. Beyond the process which the analyzer undergoes to

develop its final piece of work, another consideration is the actual shape of that

work.

That means, the final product could be as ‘shallow’ and ‘inactive’ as identifying

shared issues and solutions, or more towards a ‘deeper’ and more ‘active’ product by

providing coherent policies or sets of requirements to be implemented based on the

work undertaken. The depth of analysis and the ease with which it can be actioned

or implemented matters to the impact the final product of the analyzer will have.

Whether these suggestions are binding to the actor(s) that requested the analyzer to

undertake the work, and the degree to which they need to act based on the

information received will differ. On that spectrum, between non-binding suggestions
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with no need to act on them and either binding suggestions or those where action

and change are a clear expectation and requirement, the analyzer’s importance

within the AI governance ecosystem will differ.

Put differently, the higher the likelihood of its work being adopted in decision

making processes will be, the more influential it is and therefore this will likely

affect previous questions surrounding its (political or financial) independence. In a

situation where policymakers and governments rapidly look to develop new

approaches towards the governance of AI, analyzers hold some non-negligible

power. For one, they can influence those looking towards finding solutions,

measures and new information under the pressure of addressing rapid tech

development in comparison to slow policy making filling a void in current policy

making (Marchant, Allenby, & Herkert, 2011).

How could this look like in practice? For the hypothetical case of a European AI

Agency, one version of an analyzer role could be independent from those that

request its work. It could serve as a third party compiling data on specific efforts

which it can then offer to various institutions within the ecosystem in the form of

recommendations in order to change or amend their actions when it identifies pain

points. For example, in the case of the implementation of the horizontal regulation

for AI (European Commission, 2021) if the analyzer identifies that assessments of

some high-risk AI systems are slow across the EU for a specific subset of the third

party conformity assessment procedure it can recommend to increase the number of

notified conformity assessment bodies on that topic. Depending on how it is set up,

its work could be both binding and non-binding which would influence its ability to

meaningfully shape the pain points it identifies.

On the other hand, an analyzer role for a European AI Agency could also be

dependent on those that have set it up, responding to various different requests for

its work from a range of actors, such as surveys on AI uptake, statistics on overall
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adherence to the regulatory framework or divergences between member states. In

this case, the analyzer would likely respond to the European Commission and

member states or a subset of the institutions across the EU that are involved in the

regulatory framework, which might narrow its scope to discover novel pain points in

accordance.

In each of these two cases, the motivation of the analyzer’s work will be different

and either depend on the priorities it has identified for itself or on the priorities of

the groups it represents.

Finally, a European AI Agency could also take the role of an AI observatory. One

version could be an AI observatory that is set up by EU institutions and the

governments of the member states but sufficiently independent to provide

meaningful insight into the actual state of AI development and deployment across

the EU in addition to existing work. Such an AI observatory could also double down

on quantitative analysis only, to gain a competitive advantage over existing work in

that space in the EU. It could track, measure and eventually forecast the

progression of various AI technologies, map relevant aspects of their supply chains

or components to develop AI systems (e.g. compute), and monitor capacities and

impacts of deployed AI systems across the EU.

2.1.c. The developer institution

Most versions of an analyzer institution will stop short of coming up with clear

proposals to implement and action its analysis.

What does it do? Where an analyzer might identify gaps in the technical landscape,

a developer would structure policy proposals to close the gaps. Where an analyzer

might map adherence to certain principles or ambitions, a developer would argue
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which ones are more important and give advice on how to strengthen those. Where

an analyzer would suggest that there is a lack of sufficient institutions to account

for a certain procedure needed within the ecosystem, e.g. for conformity assessment

for the AI Act (European Commission, 2021), a developer would propose which

institutions should fill the gap and how they can do so in a timely manner.

A developer provides either directly actionable and implementable measures and

advice, or formulates new policy solutions to existing issues. Its political standing

would be such that the solutions it puts forward have a high probability of being

adopted by decision-makers, setting it aside from other institutions such as a

variety of think-tanks.

The developer role brings an interesting power with it in that it can become a

creator of novel policy measures, economic and financial decisions and legal

proposals. The development process itself might include multiple steps, for example

from the identification of a pressing policy issue to the proposed solution.

For example, the AI Act (European Commission, 2021) was developed and proposed

within one institution within the EU, the European Commission. The development

of a regulatory framework was achieved within the same institution that explored

risk matrices, case studies and that supported the development of principled

guidelines (AI HLEG, 2019), which all resulted in crucial information and

suggestions included within the final proposal, the AI Act.

The type of institution proposed in this paper is envisioned more independent than

this. While ensuring continuity and coherency throughout the development process

of a given policy is important, it appears equally important to have some degree of

political independence to ensure that the suggestions made are not only wanted but

also needed.
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What models of developer organizations exist? Traditionally, the development of

policy proposals or the development of actionable and implementable solutions is

shared between governmental agencies, departments and senior government

officials such as in the UK context (Waller, 2009), or in the EU context between the

European Commission, other relevant EU institutions where applicable, and

member states (Wallace et al., 2020).

As sketched in this paper, however, a developer would almost serve as an external

circuit breaker to ensure that the work undertaken by governments is timely,

comprehensive and sufficiently in depth. In that sense, it might take the role of

examining blindspots and proposing solutions for those by way of its own initiative,

in addition to work it might be asked to undertake by various government agencies.

Of course, it is important that in either case the developer would be in a position

such that its work will be actioned or meaningfully acted upon once proposed.

What are relevant considerations? It is probable that it is difficult to set up a

developer in a manner that makes it reasonably agile to account for what is needed

in a rapidly changing policy space (Cihon, Maas, & Kemp, 2020). For one, it appears

that this would require a considerable amount of foresight and time spent on

thinking through various future scenarios to ensure that the institution is set up in

an appropriate and adaptable manner.

Future orientedness. In order to ensure flexibility and a sufficient degree of future

orientedness, it might serve the developer to have a mandate beyond election cycles

and independent to political agendas. This consideration orients itself on the case of

Rights for Future Generations and the difficulty to account for future-oriented

policy making in governmental structures that haven’t been set up for that purpose.

Over the past year, several governments have attempted to set up a Commissioner

for Future Generations within governments, to oversee various policy processes and

ensure that the voice of future generations is at the table when crucial decisions are
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made. While it proved not only difficult to effectively ‘add on’ this new role in

government, most of these efforts failed after a short time (Jones, O’Brien, & Ryan,

2018). It is timely to consider an institution's ability to act with an eye towards a

longer time horizon independent to the political agenda of the day, as AI is likely to

be increasingly influential across various political areas in the near and longer-term

future (Raso et al., 2018; Sharkey, 2019; Molnar, 2019; Nemitz, 2018) and will

significantly disrupt many processes we have grown accustomed to as a society

(Buolamwini & Gebru, 2018; Anderson et al., 2014; Russell, 2019).

How could this look like in practice? One shape this could take for a hypothetical

EU AI Agency is that it forms an independent institution with regard to the

European Commission and those located within their respective Member States.

While its scope could vary, an interesting option would be for it to work on the

proposals for new high-risk AI systems to be added to the legislative framework. It

could act as a foresight body to EU institutions, independently reviewing and

analyzing the landscape and, from that work, distilling noteworthy technological

developments and proposing new high-risk AI systems in a timely manner. Its work

could directly inform the adaptation procedure for new high-risk AI systems to be

added to the legislative framework in collaboration with the European Commission,

the European AI board and other relevant expert groups.

2.1.d. The investigator institution

Finally, the last role of an institution this paper sketches is that of an investigator.

What does it do? An investigator institution might track, monitor and investigate

efforts or audit actors with regard to adherence to specific hard governance

structures. It captures those abilities typically associated with a ‘watchdog’. In

short, it investigates whether or not actors such as governments, companies or
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specific organizations adhere to the relevant standards, procedures or laws. In doing

so, it also serves as an external motivator for relevant actors to ensure that they are

behaving ethically.

It should be noted that investigatory ability (and the time, resources and efforts

expended on it) would likely be predominantly warranted or needed only when a

measure has crossed the threshold between soft and hard AI governance.

What models of investigator organizations exist? There are several ‘watchdog’

organizations at international level for example those monitoring human rights

abuses such as Amnesty International
112

or the Human Rights Council.
113

A related

model to the proposition of an investigator at European-level could be the European

Court of Auditors
114

or the European Ombudsman
115

who both work to ensure that

the EU is transparent in its workings and accountable for its actions. Citizens and

organizations alike can file a complaint with the European Ombudsman against the

EU’s administration in cases of misconduct which will then be investigated. The

European Court of auditors assesses how taxpayers money has been spent and

reports this to the EU institutions and citizens.

A US-based example of what an investigator-type role could look like could be the

independent and non-partisan Inspector Generals who conduct reviews within

various Federal Agencies. They play a crucial role when it comes to government

oversight and can conduct “audits, investigations, inspections, and evaluations”
116

into agency programs. What are relevant considerations?

Set up. The set up of such an investigator will largely depend on the number of

116
See: https://fas.org/sgp/crs/misc/R45450.pdf.

115
See: https://www.ombudsman.europa.eu/en/.

114
See: https://www.eca.europa.eu/en/Pages/ecadefault.aspx.

113
See: www.ohchr.org.

112 See: https://www.amnesty.org.uk/.
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topics it is expected to cover. The options could range from one big investigator

institution for the whole topic of AI itself with multiple sub teams for specific

aspects, adding teams as needed, to multiple smaller institutions ready to

investigate one specific element (assuming a break by skillset, sector, etc) under a

coordinator. Similar considerations and trade-offs apply when putting the role in an

international context assuming that many hard governance mechanisms such as

regulation will apply to more than one country. The benefits and trade-offs of one

big impartial investigator versus multiple nationally located investigators needs to

be weighed carefully.

The setting up of an investigator includes political considerations and if it is

expected to function as a third party to those it investigates, such as governments,

then it should remain sufficiently independent and impartial to those it

investigates. This could become a balancing act, if the investigator equally needs to

ensure that it has access to all relevant and up to date information to correctly

fulfill its tasks. This is where investigative power comes into play.

Investigative Power. It makes a big difference to the impact of the investigator’s

output whether the investigator reviews information and data that is publicly

available (or curated information made available upon request, relying on the

goodwill of the institution that is being investigated), or whether it has the legal

power to request access to all documentation, data, information, audits etc.

including those kept internally. The investigative power itself can fall on a

spectrum. The investigator may have a broad scope regarding one specific area,

such as the correct implementation of legislative efforts, in which case specific

investigative actions might need to be further justified before they can be

undertaken. Or, it could be responsible for the investigation of a narrow scope, such

as whether or not specific companies adhere to a legal criteria, in which case it is

clearer what falls within its scope of investigatory power and what does not. Finally,

it should be considered whether an investigator also holds the power to reprimand
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actors that fall afoul their obligations or whether that power should be vested in

another institution.

How could this look like in practice? One version of an EU AI Agency that acts as an

investigator could be set up as a supranational agency encompassing all member

states, yet as an independent actor to those member states. Depending on its size

and capacity (technical and human) it could either act in response to requests made

by individuals, groups or governments, to conduct ad hoc investigative exercises for

a particular area, or have it within its remit to take independent action on a

particular area or areas falling under its scope. For example, its scope might cover

investigating the work of sub-contracted third party conformity assessment bodies

that undertake assessments for AI systems that are parts of products entering the

EU market, to ensure that they all have equally high standards. Given a

pre-existing threat of fragmentation between various aligned efforts within the EU

(Stix 2019), such a supranational AI Agency could support a coherent application of

future legislative instruments and policies, while remaining politically independent.

2.1.e. Additional considerations

It is clear that, in the real world, the roles sketched in the previous paragraphs are

unlikely to be completely independent of one another, and if they are, that would

lead to a different set of problems (or benefits). Moreover, there are good

surface-level arguments to be made about the benefit of mixing them, such as a

centralization and therefore streamlining of processes, shaving off potential losses

that result out of time and effort spent on communicating, updating and navigating

between independent organizations and an avoidance of polluting the landscape

with an increasing number of individual institutions (Cihon, Maas, & Kemp, 2020).

On the other hand, it might be difficult for a larger institution to adapt to novel

challenges in comparison to a network of independent institutions.
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While the roles have been presented independently of one another, one could see the

institutions sketched as forming links in a larger chain, increasing in complexity,

power and impact. In the aforementioned cases several of the institutions could

intersect with one another and take the form of hybrid institutions. For example, an

analyzer that becomes specialized in a particular topic area could benefit from

either morphing into an analyzer/developer hybrid or from being closely associated

with a developer. Similarly, a developer/investigator hybrid may have the benefit

that it has an exceptional understanding of what adherence to a specific measure

would look like or not, given that it developed it, whereas independent investigator

institutions may need to continuously source expertise from an independent

developer institution.

Finally, it should be mentioned that there are a variety of further areas of

competency that an institution can be built for that merit investigation, such as

those of an enforcer, for example something such as the European Court of Justice.

Unfortunately, this is outside the scope of this paper.

The paper now moves towards an exploration of the geographical considerations

and capacity, complementing the landscape sketched this far.

2.2. Geography: Who are the members and what is the scope of

jurisdiction?

It is increasingly evident that AI systems will impact society well beyond their

original place of development or deployment (Brundage et al., 2018). Simply put,

they do not respect national borders. Therefore, many AI governance concerns could

be seen as multi-country concerns.
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Some of the broad considerations for this axis are: What is the benefit or downside

of a new multi-country institution? How does this fare in comparison to nationally

‘restricted’ institutions? Another consideration with regards to geography will

depend on the type of AI-systems that are to be governed: for example, instances

where cross-border infrastructure is desirable (e.g. autonomous vehicles) will need a

different approach than those where AI-systems are deployed in public services of

individual nations, that is reasonably ‘restricted’ to one country. In the former case,

a multi-country institution might enable coherent testing procedures, common

protocols, legislative efforts and smooth operation of AI-systems between affected

nations. The remainder of this section will contribute pragmatic perspectives to

existing literature on the topics and concerns (Cihon, Maas, & Kemp, 2020; Wallach

& Marchant, 2018).

Access, Inclusion and Participation. Decisions made under the geographical axes

will either reinforce and mirror, or reshape existing political alliances, “like-minded

partnerships”
117

or governance efforts. A multi-country institution must therefore

consider questions of access, inclusion and participation. As Koremenos et al.

(Koremenos, Lipson, & Snidal, 2001b) outline: is access inclusive by design,

restricted to specific states that share certain commonalities, regional or universal?

Moreover, how should the institution (be able to) handle a shifting geopolitical

landscape or expansion (including inside or outside pressure for expansion) ?

In any case, an institution with multiple countries will evangelize the chosen

direction by those countries on an international level by virtue of amplifying the

countries’ vision, disseminating it and pooling resources to expand on it. This might

lead to a competitive advantage for those nations within the institutions, who often

are already comparably more powerful, effectively steamrolling efforts in individual

117 See for example the European Union’s International Alliance for a Human Centric Approach to AI.

Available under: https://webgate.ec.europa.eu/europeaid/online-services/index.cfm?ADSSChck

=1573028774017&do=publi.detPUB&debpub=04/11/2019&searchtype=AS&aoref=140361&orderbyad

=Desc&nbPubliList=15&orderby=upd&page=1&userlanguage=en.

194

https://paperpile.com/c/J381xi/jasPW
https://paperpile.com/c/J381xi/j15rL
https://paperpile.com/c/J381xi/j15rL
https://paperpile.com/c/J381xi/5j20S


nations that are not part of this (larger) group (cf. this phenomenon in AI Ethics

Principles (ÓhÉigeartaigh et al., 2020; Hagendorff, 2020; Mohamed, Png, & Isaac,

2020). For example, a new institution that holds any of the roles sketched under

Section 2 which is predominantly populated by western actors could inadvertently

outmaneuver concerns and efforts in other global regions by way of heightened

visibility and amplification of the former’s voice. This makes such an institution a

partial actor on the global playing field and questions of access (and power)

pressing.

Moveover, this scenario might also ‘tip the balance’: it could ‘force’ nations to join

the effort despite it not being in their best interest given their particular ecosystem,

where their alternative would be the role of a complete outsider to the seemingly

new global network that is getting built. Finally, decisions to expand the

membership to an institution (or not) could turn into political provocations (on

purpose, or not).

At the same time, if several nations (in broad agreement) expect that their position

towards AI governance is broadly more beneficial than that of other nations, it may

be a reasonable political and future-oriented decision (from their perspective) to

cooperate, coordinate and pool efforts between them through a dedicated institution.

In short, if your belief was such that there is a threat to good AI governance from

several increasingly powerful nations, one of your approaches may be to pool

together with those nations that align with your vision of AI governance in order to

not only level the playing field but to gain a competitive advantage and use it to the

benefit of all. Whether or not that belief is correct or whether one way is more

beneficial than that of another country (and which) is outside the scope of this

paper. This might also contribute to a reinforced spill-over effect of the chosen and

predominant path where more nations sign up to signal that they too wish to

demonstrate adherence to certain (broadly beneficial) governance mechanisms.
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Conversely, if nations or bigger institutions chose not to form a new institution, a

proliferation of similar but distinct institutions could affect fragmentation of global

AI governance regimes (and associated governance regimes). Distinct ‘regimes’

which have little mutual coordination, cooperation or shared expertise, might

overlap or even clash. Beyond that, nation specific institutions may hinder, or

complicate, a corresponding ‘scaling’ of AI governance measures in light of

increasing AI capabilities in the coming years and decades (Müller and Bostrom

2016). To match this, and to be able to comprehensively navigate AI governance and

make new institutions future-proof regardless of their geographical make-up it is

likely that technical capabilities and expertise will play a crucial role. To that end,

the next section will briefly investigate the third axis of this paper: capacity.

2.3. Capacity: What and who forms part?

This subsection introduces infrastructural considerations with regard to AI

governance institutions. It is divided into technical and human capacity, though

both stand in close relation. Capacity relates to the previous two axes (purpose and

geography) in that the what and where of a given institution, will influence what the

institution needs in terms of capacities for it to thrive, both from a technical and

non-technical perspective.

This paper proposes that access to technical infrastructure could play an important

role for future AI governance institutions. Governance proposals, policy suggestions

and requirements could be improved and tailored to the state of the art (AI Index),

possibly combatting the pacing gap (Marchant, Allenby, & Herkert, 2011), if the

institution has capacity to accordingly run their own tests, measurements and map

AI progress (see e.g. work by the AI Watch). This could range from access to

compute (Brundage et al., 2020), increasing available data sets (European
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Commission, 2021), to testing and experimentation facilities (European

Commission, 2021). It can minimize bottlenecks in terms of information exchange,

knowledge of opportunities and risks, and timeliness and increase speed between

what is to be governed and the associated governance actions, decisions and

proposals themselves. This could contribute to more agility, specificity and foresight

in policy making for AI.

Moreover, access to technical infrastructure in-house can enable those who are

developing proposals, investigating measures or otherwise, to ‘fact check’ ideas,

possibilities and limitations without excessive reliance on third parties to provide

this information to regulators or other key decision makers. Indeed, a total lack of

access to technological infrastructure in house to e.g. verify claims about technical

possibilities, can hand-off significant power or influence over governance decisions

to other actors. These can end up becoming the sole source of information for

policymakers as to what is and isn’t possible to do with the technology, and are

therefore capable of shaping governance measures (possibly to their interests). The

power balance might not be leveled (and it might not need to be or desirable to

completely do so)
118

with some degree of in-house ability to test, develop and trial

run procedures but it could be significantly readjusted to benefit the suitable

development of AI governance from the perspective of governments. Such a

readjustment could even benefit technology companies as it is likely that hard

governance efforts will have less of a ‘knee jerk’ quality and be more nuanced,

implementable and timely than otherwise.

Infrastructure of all forms, including technical, needs individuals who can

understand, handle and extract meaningful information from it: the human

capacity.

118 This paper does not mean to suggest that governmental institutions should become tech

companies. It merely suggests that some in-house technical capacity (and direct expertise) can be

useful for the purpose of good AI governance.
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For future oriented and informed work on AI governance, it is vital to be able to

reasonably comprehend, foresee, evaluate and measure a variety of scenarios with

regards to the technology. This needs both technical and human capacity. Building

up human capacity could take broadly two forms: (a) out of house capacity with

either (i) a network of individual experts to draw on when needed
119

, or (ii) an expert

groups and external panels
120

and (b) in house capacity where you build up a

sufficiently sized team with a range of relevant expertises such as technical, legal,

and ethical, as well as diverse backgrounds, in the first place. Both (a) and (b) need

never be considered mutually exclusive. For example, when soliciting expertise from

external groups or networks, how can it be ensured that staff would be able to ask

pertinent questions in the first instance? The answers to this question will correlate

with (b) hiring diverse expertises and backgrounds: it will depend on the expertise

with which the institution is populated, the degree to which individuals have the

opportunity to keep updating their expertise, learning relevant new information,

and engaging with technological progress.

Diversity for the purpose of this paper accounts for two things: a diverse range of

expertise (including technical, legal, STS backgrounds and more), and a diverse

range of backgrounds (including socioeconomic, ethnic, political and more). This is

needed to cross-pollination ideas, solutions and recommendations that work for all

within society, and to contribute to better and more appropriate governance

mechanisms in light of AI’s cross-sectoral nature. In light of this paper’s proposal

for an increase in technical capacity of AI governance institutions, diverse sets of

expertise within staff members (such as backgrounds in various AI techniques,

forecasting, or cybersecurity) would be advantageous to harness these new

institutions' capacities. Individuals with a range of technical backgrounds could e.g.

120 See for example the European Commission’s High Level Expert Group and the working groups of

the Global Partnership on AI. Available here:

https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai. www.https://www.gpai.ai/.

119
See for example the OECD’s ONE AI network. Available here:

https://www.oecd.ai/network-of-experts/.
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operate, manage and supervise testing or experimentation, those with a range of

legal background, could e.g. work on the development of laws, those with a range of

social science background could ensure governance efforts aligned with societal

needs and so on, all within the same institution. This is not to say that any one

background is superior to another, it is to say that any single one background is

insufficient for the task at hand, devising good AI governance.

In order to ensure the staff has a sufficient degree of varying sets of expertise and

diverse backgrounds, hiring processes and staff structures will matter a lot. While

many institutions will be able to set up their own hiring processes, if you have a

geographically diverse institution, it is likely that (founding) nations will expect a

certain amount of representation with regards to staff within that institution

(Turner, 2018). These structures may already be tied to the specific nations’ political

agendas without considerations for diverse subject expertise and could suggest that

additional options such as external networks or expert groups are required.

3. Conclusion

In conclusion, this paper highlighted the importance of thinking about institution

building for AI governance in more depth and provided a conceptual framework

with which one can start working on this. In the axes on purpose, geography and

capacity, the paper outlined both considerations and tradeoffs, and under purpose it

also sketched connections to existing and future institutions. Future research

directions for this topic could explore these axes for more concrete national cases or

support decision making on new directions on an international level, especially as

AI governance actions gain traction and clarity. There is also further scope to

undertake investigation of additional axes and investigate their overlaps in more

depth. Governments are under increasing pressure in light of AI development

across all sectors (Whittlestone, Arulkumaran, & Crosby, 2021; Schiff et al., 2020;

Butcher & Beridze, 2019) to come up with suitable and timely interventions and act
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upon them. This paper provided one proposal towards ensuring that the

infrastructure we build now to action policy and other governance proposals are

considered and sufficiently future proof.
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Conclusion

Epilogue

AI is, and will likely continue to be, a deeply transformative technology with

significant impacts on our societies. To build a flourishing future, we must remain

alert to its current and future impact. We must think deeply and harness all

opportunities, as they emerge, to ensure the best possible outcomes for the manifold

path dependencies before us.

In the spirit of forward thinking, this thesis takes various perspectives to provide a

range of possible answers to one underlying question: how can governments — and

governance practitioners — install meaningful safeguards and provide robust

environments for beneficial AI development and deployment? Although there are

many key actors who will all play some part in the future of AI, this thesis focuses

on governmental actors and the existing levers and communities they can draw on

to support their contribution towards good AI governance.

The research contained herein has been conducted through the lens of AI

governance, applied to a number of adjacent and, partially, synonymous fields,

ranging from AI ethics, policy practice, and institution building, to community

norms and normative concerns. Through these perspectives, the thesis draws

together an adaptable framework to tackle the aforementioned inquiry, all the while

devoting a particular focus to the role of one governmental actor: the EU.

Below, I summarize the main findings of this thesis. I conclude by sketching a range

of practical implications and by proposing a number of additional research areas for

future investigation.
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1. Main findings

What is it that we are aiming for? The thesis begins by illustrating and exploring a

range of conceptualizations of AI with an eye to AI governance, such as “good AI,”

“beneficial AI” and “responsible AI.” In particular, it introduced and evaluated one

of the core themes for European AI governance, informed by ethical considerations

and built upon fundamental rights: “trustworthy AI.”

It argues in favor of a clear and well-defined conceptualization that industry,

governmental actors, legislators, policy practitioners and ethicists alike can follow

and, by extension, evaluate an AI system against. In doing so, it demonstrates that

“trustworthy AI” is currently the only term that is informed by technical research

and academic scholarship and is sufficiently well-defined while remaining agile and

future proof. Moreover, it provides a background for subsequent strategic elements

within the EU’s model for AI governance and demonstrates the EU’s relative

success in combining various research fields in a multifaceted approach, coherent

with ethical considerations. This background sets the scene for the remainder of the

thesis, subsequent normative claims and prioritizations chosen within each chapter.

Subsequently, Chapter I critically examines the term “trustworthy AI,” pointing out

its conceptual conflation and other shortcomings before delving into its memetic

effect in international governance dialogue. A survey reviewing various

international and European policy initiatives, strategy documents and legal text

illustrates that the EU may currently hold a strategic advantage in shaping the

international landscape. However, attention must be paid to ensure that

well-intended proposals, measures and terms such as “trustworthy AI” maintain

their intent. In reviewing the dissemination and memetic effect of “trustworthy AI”

in international policy dialogue, it has become evident that the term has lost its

crisp meaning, that it has become a suitcase term, rendering adherence to it

meaningless. Worse, its diluted definition could obfuscate intentions, misdirect the
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public’s understanding and disallow true accountability and assessment of an AI

system’s impact.

This is an important finding for policy practitioners and scholars. We cannot pat

ourselves on the back by referencing well sounding terms, efforts or measures; they

must also have bite. This is especially important in light of the nascence of AI

governance, the suggested impact of the EU’s actions in this space, and the

upcoming regulatory and standardization interventions on AI.

How can we trace, learn and extrapolate from existing governmental decisions in this

nascent field? Without a doubt, the EU is making crucial moves when it comes to

governing AI, not least with its upcoming horizontal regulation for AI. In order to

properly locate the thesis within its ‘real-world’ environment, to make the research

and assumptions timely and implementable, Chapter II focuses on the EU. It

presents a comprehensive, in-depth analysis and review of key policy, investment

and regulatory decisions informed by ethical considerations, human and

fundamental rights. In doing so, it complements the review of the memetic impact

of the EU's “trustworthy AI” on international governance from Chapter II and

expands the scope of the thesis.

Reviewing the EU’s role in AI governance serves two purposes. First, it

demonstrates why the EU has been chosen as the main focus of this thesis. As

highlighted above, the EU is currently the only governmental actor worldwide that

is considering and, very likely, following a strategic approach towards beneficial AI

from ethical guidelines through to binding horizontal regulation. Second, Chapter II

contains the most complete research to date evidencing the EU’s coherent and

expansive approach to ethically informed AI governance. It makes a clear case that:

(a) the EU has, in the past, ensured and encouraged ethical, trustworthy and

reliable technological development, (b) it is currently doing so with AI and (c) there

are indicators suggesting that it will continue to pursue the same path. Tracing
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these developments illustrates the importance of societal trust, strong ecosystems,

human-centricity and digital sovereignty to the EU’s approach. I end Chapter II

with a prognosis. I suggest that, given the EU’s past actions and current direction,

three elements within AI governance will become imminently relevant: AI

megaprojects and lighthouses, standards and AI agencies. The third element of my

prognosis informs the practical use case in the closing chapter of this thesis, in

which I explore the future of institution building for AI governance. Since the

writing of Chapter II, all three elements have become concrete topics of discussion

and are likely to be formalized in the near future. In some instances, these

projections even overlap. For example, the European Commission will set up a

‘High-Level Forum on European Standardization’, in order to support the European

Standardisation Strategy and shape standards according to European values,

bridging work on standards with establishing new AI-relevant infrastructures.
121

Given that AI ethics principles are a primary recourse mechanism for AI governance,

how can we increase their impact? There is no guaranteed outcome in AI governance

and many measures may end up having no impact at all, despite initial promise.

Developing ethical guidelines for AI is one of the primary measures most groups

within the field — across all sectors and areas of expertise — have embarked on.

But what is the result of these efforts? In chapter III, I investigate how the impact

and operationalization of these ethical guidelines and AI principles could be

reframed and increased to ensure that the work undertaken this far yields the

intended results. I explore this topic with a review of the research and proposals of

the High-Level Expert Group on Artificial Intelligence (AI HLEG), an independent

expert group advising the European Commission on AI governance and developing

policy proposals and ethical guidelines. This led me to propose a novel framework

for the development of ‘Actionable Principles for AI’.

121
See:

https://www.euractiv.com/section/digital/news/european-commission-poised-to-launch-high-level-expe

rt-group-on-standardisation/.
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I evaluate the pros and cons of various methodological elements in the development

of ethical guidelines and present a range of lessons learned through the review of

existing efforts, including those in the EU. This leads me to home in on three key

findings that might increase the actionability and suitability of AI ethics guidelines

for the purpose of governance efforts. These findings are important because, without

ensuring that ongoing research from scholars within AI governance is applicable

and actionable for current and future ‘real-world’ issues, we risk creating siloed

communities and hindering beneficial progress for all. This risk is further

investigated in Chapter IV. The three key findings to support the development of

‘Actionable Principles for AI’ are as follows: (1) preliminary landscape assessments,

(2) multi-stakeholder participation and cross-sectoral feedback and (3) technical and

non-technical mechanisms to support implementation and operationalizability.

How can different communities with varying beliefs, timelines and urgent projects

efficiently collaborate on AI governance? Despite best intentions, if too much time is

spent on intercommunity debates and not enough on rallying behind robust and

common goals, the positive impact on AI governance — and, in particular,

governmental actions — will most likely slow. The environment and the

mechanisms in place within AI governance are heavily dependent on the

communities working within the field. Therefore, community health is a crucial

consideration in thinking about AI governance frameworks towards safe, ethical

and beneficial AI. It increasingly appears that many groups working on the issues

discussed in this thesis have diverging normative concerns and timelines, which has

often led to confrontational disputes. Yet it is key that fragmentation of the field is

avoided unless explicitly necessary. The experts in the field must remain unified to

ensure that the importance of doing good with this technology remains core to the

messages that are communicated to those outside the field. But how could this be

achieved? In chapter IV, my co-author and I review a number of concerns and

explore some epistemic, normative and pragmatic grounds for division.

Subsequently, we argue that there are sufficient reasons for AI experts to converge

212



and cooperate in practice despite diverging beliefs. We suggest that the legal theory

concept of an ‘incompletely theorized agreement’ could be used to ensure that

cooperation is possible while each group’s epistemic identity remains. In using this

concept, we propose that on certain key issues, scholars working with near-term and

long-term perspectives can converge and cooperate on selected mutually beneficial

AI policy projects while maintaining divergent perspectives. Overall, we claim that

this cooperation will strengthen the field. It would serve to avoid infighting,

fragmentation and unnecessary faction building within an already small field. It

would also help to raise the profile of overarching topics of agreement outside of the

AI governance communities.

What institutions do we need to consider building to best support future AI

governance measures? Many of the findings, lessons and sketched research

questions within this thesis will need to be housed within institutional networks to

be effective, actionable and impactful. Most of these institutions do not yet exist.

And, as AI governance efforts are becoming increasingly concrete and pressing,

their practical coming into force and monitoring becomes vital to ensure a holistic

framework and overarching approach. It seems clear that new institutions or

institutional networks will need to be established. I conclude this thesis by

exploring this point, particularly given the context sketched throughout the earlier

chapters.

Concretely, I develop a new set of blueprints for a range of institutions that could be

set up to ensure that AI governance mechanisms, not least those explored in this

thesis, can be implemented and will function smoothly. I present a number of

sketches for building various institutions, and focusing on three key components

that weem most imminently relevant: ‘purpose’, relating to the institution’s overall

goals and scope of work or mandate; ‘geography’, relating to questions of

participation and the reach of jurisdiction and ‘capacity’, relating to the

infrastructural and human make-up of the institution. Of those components, I
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elaborate on ‘purpose’, as it is arguably the most pressing concern that ought to be

at the forefront of scholarship on this topic — and on policy practitioners’ minds.

Finally, the thesis closes the loop between all five chapters and perspectives

explored. It concludes by investigating how the proposed blueprints and

considerations could play out should the EU establish an AI Agency. Such an agency

could implement strategic considerations touched upon and put forward in this

thesis and house various epistemic communities within the field of AI governance.

2. Applicability of the research

The research presented in this thesis advances the state of the art of conventional

AI governance discourse across varying subfields by focusing on the development of

good AI governance frameworks. It has practical implications for the

cross-pollination between various research communities and practitioners, be that

for scholarly research or for the ongoing work of policy practitioners and

governments. It also has implications for the overall robustness and actualization of

the field going forwards.

The thesis is immersed within existing strategic directions of the field, proposing

organizational methods, institutional reform and first-order conceptual

considerations that can be practically applied and interlinked. It investigates and

draws parallels between multiple existing efforts on a European and international

level, explores avenues to strengthen them and highlights possible hurdles. Given

the focus of this thesis on the EU, it is noteworthy that many of the proposed topics

and considerations herein have since
122

become tangible items on the EU’s agenda

and gathered increasing scholarly attention, such as the likely Brussels Effect of the

EU’s effort to regulate AI. This underscores (i) the importance of pace and timing

122
In this case, this refers to the publication dates of the individual papers this thesis is composed of.
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when it comes to research within this field and (ii) the importance of the

applicability of scholarly work to policy making, if scholars wish to affect ongoing

actions at the governmental level.

Many of the predictions based on the research undertaken in this thesis and put

forward in their individual chapters have found fertile ground since. For example,

the establishment of a forward-looking AI Agency-model with a particular focus on

general purpose AI systems has been proposed by Members of the European

Parliament Pernando Barrena Arza and Cornelia Ernst (“Navigator Programme for

General Purpose AI”)
123

and correlates with the following questions: (1) How can we

ensure community coherence and positive outcomes for policy while accounting for

diverging timelines for AI (Chapter IV)? (2) How can we build future proof

organizations with impactful, relevant and clear purpose (Chapter V)?

The funding for a distributed lighthouse for “safe and secure AI” established by a

large cohort of research and academic institutes across the EU, the UK and

Switzerland
124

highlights the applicability of the following research questions

outlined in this thesis: (1) What type of AI systems do we want to have and how can

we ensure their alignment and assessment through policy measures (Chapter I)? (2)

How can experts from technical, legal, scholarly and policy backgrounds collaborate

on a shared project (Chapter IV)? (3) How can we build on the EU’s effort, funding

and ecosystem to increase the likelihood of good AI governance (Chapter II)?

A key strength of the research presented within this thesis is that, in its

implementation and scope, bridges practical efforts, academic research and concrete

ongoing developments. For example, since the writing of this thesis’ chapters, the

EU has determined to set up a new High-Level Expert Group on European

124
See: https://cispa.de/en/elsa.

123
See: Amendment 2286 of the tabled amendments. See here:

https://www.europarl.europa.eu/legislative-train/theme-a-europe-fit-for-the-digital-age/file-regulation

-on-artificial-intelligence.
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Standardization.
125

This development directly correlates with three research

questions considered in this thesis: (1) How can we ensure the work of expert

groups on AI-relevant topics is implementable and informed (Chapter II)? (2) What

direction is the EU heading in and how can we create sufficient and adequate

resources now, rather than scramble later (Chapter III)? (3) How can we ensure that

institutions and institutional networks are efficient and function robustly for their

purpose (Chapter V)?

In particular, I explore the efficiency of the field in order to chart a distinct path for

AI governance in the EU given the diverging perspectives and contributions from a

range of actors (Chapter II). Given research results from Chapter I, we must also

bear in mind the importance of a common language when discussing AI governance.

How can we encourage accurate and meaningful terminology to capture clear AI

governance intentions (Chapter I)? This last question is becoming increasingly

relevant. Recent public discourse, disagreements and misunderstandings between

those working within the broader fields of AI ethics and safety run the risk of

negatively affecting robustly good policy efforts and increasing unnecessary

community fragmentation, as addressed in Chapter IV.

3. Additional research questions

There is a lot of remaining ground to cover in this field – oftentimes, subject to

distinct shifts upon new model capabilities.

I would look forward to a broader investigation of institution building and

community organization for AI governance, with an eye to ensuring that we

establish an environment that will function in the long term, including for many

125
See:

https://www.euractiv.com/section/digital/news/european-commission-poised-to-launch-high-level-expe

rt-group-on-standardisation/.
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generations to come. This will require significant foresight, be that through

employing forecasting methods, horizon scanning or informed by possible AI

observatories. It will likely also require a considerable rethinking of existing

institutional infrastructures and a review as to whether they are fit and robust for

the impacts that our future with AI will yield.

Another research product that I hope to see soon in academic discourse is an

evaluation as to which tools are best-suited to govern AI. There is a vast

opportunity in this field to develop technical measures, regulatory measures,

standards, policies, codes of practice or third party oversight and testing. It is likely

that all of these tools will play a significant role at different stages in the

development of highly capable AI systems. However, open questions remain

regarding which tools we should draw on and when. For example, should we put

regulatory measures in place to slow down high-impact AI research and allow safety

work to catch up? Should we allow labs to come to independent agreements outside

of traditional government routes? Would international treaties lead to a slowing or

complete avoidance of a race towards the bottom?

Another area in need of further investigation is the interaction between technical AI

research and AI governance work. Although they are two distinct fields, in the

future there will likely be an increased need for those working on AI governance to

be able to access, quickly parse and comprehend technical developments in order to

ensure scope-appropriate policy measures. This thesis did explore community

dynamics (Chapter IV) and the impact of experts on policy measures (Chapter III),

but it is likely that there will be an eventual crystallization of communities within

the field that hold more power because of access to bleeding-edge information and

technical understanding. It is also likely that these power dynamics will be

undesirable and unilateralist, and this concern merits research attention as to how

such dynamics can be mitigated.
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Finally, while many open and exciting research questions remain, the economic

impact — the impact of employment, workers and the potential reinforcement for

existing societal inequalities — deserve their own independent research strands

within the field. I hope that scholars working on these topics receive the support

their research deserves. The same applies to geographical scope. Although this

thesis focuses on the EU, the EU is not, of course, the sole actor engaging with this

topic. Neither is the global west. The access to these technologies, as well as the

global impact on all communities, deserves thorough examination to ensure that AI

does benefit all, now and in the future.
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