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Summary

Formalization, Analysis, and Sampled-Data Design
of Hybrid Integrator-Gain Systems

Control engineering is one of the main enablers of technological innovations that
are at the heart of our modern way of life. Some example technologies include
wafer scanners that are used for manufacturing electronic chips, satellites orbiting
the earth, large-scale chemical processes that are used for production of food, phar-
maceuticals, and energy, as well as autonomous vehicles and surgical robots. As
a result, automatic control is a ubiquitous technology in the contemporary world.
Over the years, the backbone of control engineering has become the Linear Time-
Invariant (LTI) framework, which has formed an essential part in many industries.
However, as powerful as LTI control techniques are, they come with fundamen-
tal limitations, thereby limiting the performance of many engineered systems. In
view of the ever increasing performance expectations of high-tech engineering sys-
tems, nonlinear and hybrid control strategies have gained attention as potential
solutions for realizing performance beyond the limitations of LTI control. In this
dissertation, a particular, recently introduced, class of hybrid controllers called
hybrid integrator-gain systems (HIGS) are considered, which have an operational
philosophy inspired by reset integrators. As in the case of reset integrators, HIGS
have phase advantages over LTI integrators that can be potentially exploited to
realize performance objectives that are unattainable with LTI control. Contrary
to reset integrators, HIGS achieve this advantage by generating continuous control
signals which, depending on the engineering application under consideration, may
be highly beneficial. The work presented in this thesis contributes to the study of
HIGS and HIGS-controlled systems with respect to various topics, as summarized
in the following paragraphs.

To formally study HIGS and HIGS-controlled systems, in this thesis, we present
a new class of discontinuous dynamical systems called extended projected dynam-
ical systems (ePDS), based on extensions of so called projected dynamical systems
(PDS). This new ePDS framework, naturally captures (among others) the design
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philosophy and the working principle of HIGS and is therefore used for mathe-
matical formalization of HIGS-controlled systems. Furthermore, we establish the
important property of well-posedness in the sense of existence and forward com-
pleteness of solutions for HIGS-controlled systems, thereby laying down an appro-
priate mathematical groundwork for formal studies of HIGS-controlled systems.
We also establish conditions under which the introduced ePDS are equivalent to
other variants of PDS thereby enabling the transfer of system theoretical properties
and tools from one system class to the other. We provide examples of the transfer
system theoretical results for properties such as (incremental) stability for ePDS
in general and use the established equivalence to propose conditions that can be
used to verify the important property of incremental stability of HIGS-controlled
systems, in particular.

In practice, automatic control is utilized for the control of physical systems
which naturally exhibit continuous time (CT) dynamics. Controllers are designed
to stabilize, regulate and optimize the behavior of such systems. Nowadays, the
implementation of these controllers are done in a digital environment and thus
in discrete time (DT). Consequently, the overall control system is a sampled-data
(SD) system consisting of the CT plant dynamics and DT controller dynamics.
As another part of this thesis, we consider the analysis of sampled-data HIGS-
controlled systems. Particularly, we present DT versions of HIGS which preserve
the main philosophy and working principle of CT HIGS. Additionally, stability
criteria are presented that can be used to certify stability of DT and SD HIGS-
controlled systems based on both frequency domain response data, as well as
linear matrix inequalities (LMIs). While the frequency-domain results can be
more easily applied in practice, the LMI-based stability analysis provides one with
less conservative conclusions regarding stability.

To illustrate the strength of HIGS and HIGS-based control design, this thesis
also investigates whether it is possible to obtain performance beyond fundamen-
tal limitations of LTI control by utilizing HIGS-based control. In particular, we
consider various scenarios wherein it is impossible to obtain certain performance
objectives using any LTI controller. In each case, we ask the question whether it
would be possible to achieve such objectives by HIGS-based control, to which an
affirmative answer is found. In fact, we show that it is possible to overcome all
fundamental limitations of LTI control which have been previously overcome by
other hybrid/nonlinear control strategies, using HIGS-based control.

At last, in this dissertation results are also presented of HIGS-based control
for industrial application, in particular for active vibration isolation. Vibration
isolation systems are widely used in high-precision mechatronic systems examples
of which include wafer scanners and electron microscopes. In such applications
linear band-pass filters are widely used since they allow for active isolation in a
limited frequency band while avoiding isolation performance deterioration outside
this band. In this thesis, we present a novel HIGS-based bandpass filter that
can be used in such applications to enable superior active vibration isolation as
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well as improved transient performance. The effectiveness of the novel control
design is shown by means of experimental results obtained from an industrial
active vibration isolation system.
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1
Introduction

In this introductory chapter, we start by motivating the work presented in this
thesis. In particular, we start by noting the important role of automatic control as
an indispensable technology at the heart of many of the innovations that are crucial
in keeping up with socioeconomic needs of the modern society. Subsequently,
the widespread utilization of linear time-invariant control techniques in different
industries is recalled, while noting their main strengths and weaknesses. The latter
is then used to motivate the use of hybrid control strategies, and in particular,
hybrid integrator gain-systems, which form the central focus of the work presented
in this dissertation. Subsequently, an overview of the research objectives pursued
in this work is provided. Upon stating the main objectives of the thesis, we
describe the contributions of this work towards addressing them. Lastly, we end
this chapter by providing an outline of the remainder of the thesis.

1.1 Automatic Control: A Vital Technology in an
Increasingly Complex World

Throughout history, systems and control engineering has played a major role in
many technological innovations and breakthroughs made by mankind. In particu-
lar, the first known examples of control systems are water clocks built in ancient
Egypt, as shown in Fig. 1.1a, and date back to 1500BC [87]. Centuries later, in
1788, James Watt built one of the first well-known feedback control systems, as
shown in Fig. 1.1b known as the flyball governor, used to regulate the speed of the
celebrated steam engine. Nowadays, automatic control is a ubiquitous technology,
used to stabilize, regulate and optimize the operation of many of the processes
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(a) (b)

Figure 1.1. (a) an Egyptian water clock, (b) the flyball governor used for speed
regulation of the steam engine.

and devices that are key to modern life [91]. Some examples, as shown in Fig. 1.2
include smart agriculture used to ensure efficient and sustainable food production,
smart power grids that generate and distribute energy, space crafts used for space
exploration, lithography machines that are utilized in the production of integrated
circuits, and many more. In the contemporary world, technological progress re-
mains a strong determining factor for economic growth and plays a crucial role in
addressing current worldwide problems such as climate change and ageing popu-
lations [32, 53, 101]. Concurrently, many societal, economical and technological
trends are pushing the performance requirements (accuracy, throughput and re-
silience) for future technologies to unprecedented levels, leading to increasing levels
of complexity in engineered systems surrounding us. As a result, automatic con-
trol, being the hidden technology that ensures desired operation of the engineered
systems around us [10], is expected to play a crucial role in fulfilment of the needs
of modern society.

1.2 Linear Time-Invariant Control

Over the years, the backbone of industrial control remains to be Linear Time-
Invariant (LTI) control [46]. Several LTI control techniques have been devel-
oped ranging from the well-known and widely used proportional-integral-derivative
(PID) control [46, 157], to the more advanced H∞-optimal control techniques
[49, 127, 138] making LTI control the bread and butter of automatic control [157].
The widespread adoption of LTI control by industry can be attributed to, among
others, the possibility of designing LTI controllers by means of easy to use and
computationally efficient loop-shaping techniques [46, 127], which can be done
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(a) (b)

(c) (d)

Figure 1.2. Some examples of modern process and devices that rely on automatic
control: (a) smart farming © [2022] iberdrola.com, (b) Power grid © [2022]
interestingengineering.com, (c) Space crafts used for space exploration © [2022]
spacex.com, (d) lithography machines used in the prodcution of integrated circuits
© [2022] ASML.com



4 Chapter 1. Introduction
1

based on easy to measure and accurate frequency-domain data [133]. In addition,
vast industrial experiences have been acquired with respect to the application of
LTI techniques in different industrial sectors [133, 136].

In spite of the widespread use of LTI control techniques in different industries,
all LTI controllers are bound to fundamental limitations [21, 48, 100, 119, 127],
which in turn result in design trade-offs with compromising implications for perfor-
mance both in frequency-domain as well as in time-domain. As a first limitation of
LTI control, consider the “waterbed effect” due to Bode’s sensitivity integral [47].
Due to this limitation, while low frequency disturbance suppression properties of
a linear control system can be enhanced by inclusion of integral action or increas-
ing the bandwidth of the controller, this will necessarily deteriorate sensitivity of
the system to high frequency disturbances and noise (see Fig.1.3 for a graphical
illustration). Another limitation of LTI control is the so-called Bode gain-phase

Figure 1.3. Reduction of sensitivity at low frequencies comes at the cost of
inevitable increase of sensitivity at high frequencies (picture taken from [132]).

relationship [118], due to which for a linear, minimum phase and stable system, the
phase properties of the system are directly related to the slope of the magnitude
response. This in turn poses restrictions on the achievable linear control designs,
as phase and gain properties cannot be tuned independently. An integrator is a
good example of a linear control element subject to this performance trade-off. It
is common to use an integrator to ensure a zero steady-state tracking error in the
presence of (constant) disturbances. However, this typically results in overshoot in
the step-response of the system and therefore a decreased transient performance
[6]. To understand why this is the case, consider the closed-loop system in Fig.
1.4. Here, the output y(t) of the system P to be controlled, at time t, is subtracted
from a desired reference signal r(t), resulting in the error e(t), which is fed back to
the controller C that in turn produces an output u(t) to steer y(t) towards r(t), to
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Figure 1.4. Linear closed-loop system configuration.

obtain a tracking error e(t) = 0, when t → ∞. Typically, the controller C contains
an integrator in order to ensure a steady-state tracking error e(t) = 0, when the
reference signal r(t) is constant. The integrator builds up a buffer of the integrated
error in the time domain, i.e., it “sums” error over time and stores it in its state.
In particular, when a step-reference is applied to such a system, the integral buffer
builds up throughout the time of rise. At the moment when there is a sign change
in the error e, the buffer still enforces an integrator action directed away from the
reference as it is not emptied instantaneously (the integrator still has the summed
error stored in its state). A schematic representation of this scenario is given in
Fig. 1.5. The green dashed surfaces depict areas where the error e = r − y is
positive valued, whereas the orange dotted surfaces depict areas where the error
is negative valued. The surface represents the buffer of the integrator, which, as
can be seen in the bottom half of the graph, does not change sign when the error
does. The delayed behaviour of the integral buffer is due to the −90◦ phase of the
integrator, which is inevitably present due to the aformentioned Bode’s gain-phase
relation. As a result of this 90◦ of phase lag of an integrator, integral control can
result in overshoot in the step-response of the closed-loop system. In addition to
its detrimental effects on transient performance, frequency domain characteristics
of the closed-loop system such as bandwidth are also limited by the 90◦ phase lag
of a linear integrator.

Due to the fundamental limitations of LTI control, there are inevitable perfor-
mance compromising design trade-offs, when designing LTI controllers.

1.3 Hybrid and Nonlinear Control

In view of the ever-increasing demands on the performance of modern engineering
systems, and, as a potential solution to realize performance beyond the limitations
of LTI control, hybrid and nonlinear control strategies have received attention by
the systems and control community [82, 149]. This has led to the development
of control elements such as switching controllers [43, 69], variable gain controllers
(VGC) [70, 80], split-path nonlinear integrators (SPANI) [45, 151], filtered split-
path nonlinear integrators (F-SPANI) [126, 146], sliding mode controllers [3, 116,
137], and reset controllers [2, 19, 31, 35, 60, 107, 115, 155]. In fact, as shown in
[18, 81, 156] some of these control strategies have been shown to overcome some
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Figure 1.5. Transient performance with linear integral action.

of the fundamental limitations of LTI control. In this thesis, the focus is on a
particular class of hybrid control elements, referred to as hybrid integrator-gain
systems (HIGS). The underlying philosophy of HIGS is inspired by the main ideas
that led to reset control [12], which will be shortly recalled in Section 1.4 below.

1.4 Reset Control

A particularly interesting hybrid control strategy, aiming to realize performance
beyond the limitations of LTI control is reset control [1, 12, 31, 104]. Reset con-
trol started with the introduction of the Clegg integrator [31], being an integrator
that resets its state to zero upon zero input crossings. As a result, the input and
output of a Clegg integrator have the same sign at all times, and therefore, the
output generated by the Clegg integrator always pushes the system to be con-
trolled towards zero error, which is not the case in the case of an LTI integrator
(see Fig. 1.5 and related discussion). As a result of this construction, the describ-
ing function [51] of a Clegg integrator has similar magnitude characteristics as an
LTI integrator, while having 38.15◦ of phase lag (as opposed to the 90◦ of phase
lag in the LTI case). The development of reset control progressed with generaliza-
tions including the first-order reset element [19, 29, 79, 89, 156], the second-order
reset element [60], and, generalized fractional order reset elements [115]. Exten-
sive research on reset control systems has led to various fruitful results regarding
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stability analysis [14, 19, 27, 56, 103, 104, 154], beating fundamental time-domain
performance limitations of LTI control [18, 156], hybrid formulations [155], and
experimental demonstration of reset control systems achieving improved perfor-
mance [13, 15, 16, 55, 60, 71, 72, 115, 153].

Generally speaking, the favorable phase properties of reset control systems
suggest the possibility of designing a controller capable of achieving the required
bandwidth, with a reduced gain at high frequencies. However, these favorable
properties of reset control systems are achieved by hard resets of the controller’s
state, thereby generating discontinuous control signals. Such control signals can
potentially have negative impact on performance by excitation of high-frequency
(un-modelled) dynamics of the plant. As a result, recently in the literature, there
have been efforts to propose hybrid/nonlinear control elements that offer the same
phase advantage as reset control systems while avoiding the need for hard resets
of the state of the controller. This has led to the recent development of soft-reset
elements [20, 94, 135], as well as the creation of HIGS [37], the latter being shortly
discussed in Section 1.5 below.

1.5 Hybrid Integrator-Gain Systems

Hybrid integrator-gain systems (HIGS) were introduced in [37], with the aim of
proposing a nonlinear integrator with the same phase advantage of reset controllers
while avoiding the need for discontinuous control signals. In particular, HIGS are
designed to primarily operate as a linear integrator, while producing input-output
trajectories that are constrained to a particular sector, such that the input and
output of a HIGS element have the same sign at all times, which in turn results
in inheriting the phase advantage of reset control elements. More specifically, a
HIGS element acts as a linear integrator as long as its input-output pair satisfies
the above-mentioned sector boundedness property. At moments when the integra-
tor dynamics would result in trajectories that tend to violate this sector constraint,
HIGS switch to another mode of operation such that the resulting trajectories re-
main on the boundary of the sector. This switching is done in a manner that
ensures the sector boundedness of the input-output pair of a HIGS element, while
generating continuous control signals as opposed to the discontinuous ones gener-
ated by a reset controller. In Fig. 1.6, typical responses of a linear integrator, a
reset integrator and a HIGS element to a sinusoidal input are shown.

As it can be seen in Fig. 1.6, while the output of the linear integrator would
result in pushing the system in the wrong direction (away from zero error), both
the reset controller and the HIGS element produce outputs with the same sign
as the input, at all times, and thus towards zero error. However, while the reset
controller achieves this by resetting its output to zero as soon as the input crosses
zero, and, therefore, with a discontinuous control signal, a HIGS element does
so while generating a continuous output. Additionally, it is worth noting that,
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Figure 1.6. Typical response of a linear integrator, reset integrator and a HIGS
element, to a sinusoidal input.

as shown in Fig. 1.7 the describing function of a HIGS element exhibits a 20
dB/decade amplitude decay similar to that of a linear integrator, however induces
only 38.15◦ of phase lag, as in the case of the Clegg integrator [31].

This thesis is dedicated to the study of HIGS and HIGS-controlled systems,
addressing important topics on their formalization, analysis and design, as outlined
in Section 1.6 below.

1.6 Research objectives

In this thesis, the aim is to address a number of important open problems related to
HIGS and HIGS-based control. These open problems have a wide scope and vary in
nature from fundamental system theoretical ones to more applied and engineering
problems. In this section, we provide a list of the main research objectives pursued
in the thesis.

Mathematical systems and control theory is an area of applied mathematics
concerned with the underlying principles of analysis and design of control systems
[131]. As a result, to influence the behavior of dynamical systems in the desired
fashion, engineers employ several mathematical techniques [131]. In order to fur-
ther aid the study of HIGS and HIGS-based control systems using principles of
mathematical control theory, a mathematical framework capable of explaining the
engineering philosophy underlying this new control element is required. This leads
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Figure 1.7. Bode plot of describing function Dhigs of a HIGS element and a
linear lowpass filter Clinear.

us to the first research objective of this thesis.

Research objective I. Develop a mathematical framework that captures
the engineering philosophy of HIGS and can be used for the formalization
of HIGS-controlled systems.

For a mathematical model to be sound, a crucial property is the so-called
well-posedness property [34, 61]. Given initial conditions (and possibly external
signals), well-posedness is often defined as existence and uniqueness of solutions
[83, 112], although in the literature related to hybrid systems requiring the solu-
tions to be unique is sometimes viewed as restrictive [52, 63]. Another research
objective pursued in this thesis is to provide conditions for well-posedness of HIGS-
controlled systems.

Research objective II. Establish conditions under which HIGS-controlled
systems are well-posed.
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As explained in Section 1.2, LTI control techniques are widely adopted by
control practitioners in the full industrial spectrum. In order for HIGS-based
control techniques to be taken up in practice, they should offer clear performance
enhancing benefits, by enabling one to achieve performance beyond the limitations
of LTI control [119].

Research objective III. Show rigorously that HIGS-based control is ca-
pable of obtaining performance levels that are impossible with LTI control
techniques.

Nowadays, almost all controllers are implemented on a digital platform [9] and
thus have dynamics that evolve in discrete time. As a result, digital implemen-
tation of controllers requires discrete-time versions of them [30]. In addition, the
interconnection of the discrete-time controllers and the continuous-time plants to
be controlled, results in an overall sampled-data control system, for which dedi-
cated analysis and design tools should be developed.

Research objective IV. Develop discrete-time HIGS elements, which pre-
serve the main properties and the engineering philosophy of HIGS, in or-
der to facilitate the digital implementation of HIGS-based controllers in
practice. In addition, provide a framework for analysis of sampled-data
HIGS-controlled systems.

For a new control element to be utilized by control engineers in practice, show-
ing promise in theory and based on simulations is a good start. However, it is also
important to provide experimental demonstrations that illustrate the power of the
newly proposed control techniques on industrially relevant applications to further
aid the adoption of the proposed techniques by control practitioners.

Research objective V. Illustrate the power of HIGS-based control through
experimental validation, and show the performance-enhancing benefits of
HIGS compared to LTI controllers on industrially relevant applications.

In the next section we provide a high-level overview of the main contributions
of the thesis that aim to address the research objectives outlined above.
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1.7 Contributions

In addressing the research objectives discussed in Section 1.6, we present six main
contributions in this thesis, each of which is directly linked to one or more of the
objectives above.

In addressing Research objective I, in Chapter 2 we introduce a new class of
discontinuous dynamical systems based on extensions of projected dynamical sys-
tems (PDS) [102]. PDS are a class of discontinuous dynamical systems introduced
in the early 1990s. While the PDS philosophy resembles that of the HIGS, there
are essential differences that prevent direct formalization of HIGS-controlled sys-
tems in the PDS framework. Therefore, in Chapter 2 we present the required
extensions to PDS, leading to the introduction of extended projected dynamical
systems (ePDS), and subsequently formalize HIGS in the presented framework.
Note that the introduction of ePDS is of interest beyond the study of HIGS and
HIGS-controlled systems, as it supplements PDS with unprecedented features, and
thus, can be used in other areas where PDS are considered.

Contribution I. Introduction of a new class of discontinuous dynami-
cal systems called ePDS, used for mathematical formalization of HIGS-
controlled systems.

Research objective II is also pursued in Chapter 2. In particular, upon for-
malizing HIGS in the newly introduced ePDS framework, under certain regularity
conditions on the exogenous input signals entering the closed-loop HIGS-controlled
systems, we prove existence and forward completeness of solutions.

Contribution II. A proof of well-posedness of HIGS-controlled systems in
the sense of existence and forward completeness of solutions.

Chapter 3 is concerned with providing conditions under which the introduced
class of ePDS are equivalent to another variant of PDS, namely oblique projected
dynamical systems (oPDS) [57], which have been widely used in the context of
feedback-based optimisation. This is done in order to allow for the transfer of sys-
tem theoretical tools and properties between the two system classes. Upon estab-
lishing conditions of equivalence, the results are used to also obtain a description of
HIGS-controlled system as an oPDS. In addition, we use these equivalence results
to propose conditions for incremental stability [7] and convergence [110] of ePDS
and HIGS-controlled systems. The results in Chapter 3 are also related to Re-
search objective I as they show how the formalization of HIGS-controlled systems
as ePDS can be used to obtain, new (non-obvious) descriptions of these systems,
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and additionally demonstrate the benefits of doing so by proposing new analysis
tools for them. In addition, these results are also related to Research objective II,
since under the satisfaction of the proposed conditions for incremental stability,
one may also conclude uniqueness of solutions of HIGS-controlled systems.

Contribution III. Sufficient conditions for the equivalence of the intro-
duced class of ePDS to other variants of PDS, namely oPDS, which can be
used for the transfer of system theoretical tools and properties from one class
to the other. This transfer of system theoretical properties is highlighted for
properties such as incremental stability and convergence for ePDS in gen-
eral, and for HIGS-controlled systems in particular.

In Chapter 4, we consider fundamental performance limitations of LTI control
[119]. In particular, scenarios wherein certain performance objectives are impos-
sible to achieve with any LTI controller are considered. In each scenario, we show
that by employing a well-crafted HIGS-based controller one can achieve these per-
formance objectives. This, thus, shows rigorously that HIGS-based control can
overcome well-known fundamental limitations of LTI control. The results pre-
sented in Chapter 4 address Research objective III, as they clearly show that one
may push the performance of control systems beyond the limitations of LTI con-
trol, by employing HIGS-based control. That is, beyond performance accessible
to any LTI controller irrespective of the order or tuning.

Contribution IV. Demonstration of the possibility of overcoming time-
domain performance limitations of LTI feedback control by using HIGS-
based control in an otherwise LTI closed-loop system.

In addressing Research objective IV, in Chapter 5, discrete-time versions of
HIGS are presented. The proposed discrete-time HIGS elements share the same
philosophy of operation as continuous-time HIGS and preserve important prop-
erties of continuous-time HIGS, namely sector boundedness of their input-output
pair, in discrete time. We also present two sets of results for stability analysis
of discrete-time HIGS controlled systems, based on (i) frequency-domain condi-
tions and (ii) feasibility of a set of linear matrix inequalities (LMIs). It is also
shown, that the stability certificates obtained in discrete time, can also be used
to conclude stability of sampled-data HIGS-controlled systems consisting of the
discrete-time controller dynamics as well as the continuous-time dynamics of the
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plant to be controlled.

Contribution V. Development of discrete-time HIGS elements that share
the same philosophy of operation as continuous-time HIGS and stability
analysis tools for discrete-time and sampled-data HIGS-controlled systems
using (i) (measured) frequency domain data and (ii) solving a set of LMIs.

The sixth contribution of this dissertation, addressing Research objective V and
presented in Chapter 6, is the experimental demonstration of HIGS-based control
on an industrial active vibration isolation system, widely used in high-precision
motion industries. We show, by means of experiments, that the novel HIGS-
based control strategy outperforms its linear counterpart. In particular, the HIGS-
based control strategy allows for superior active vibration isolation compared to
LTI control and improves system’s performance with respect to metrics that are
typically considered in the context of active vibration isolation.

Contribution VI. Development of a HIGS-based controller that can be
used for active vibration isolation with superior performance when compared
to its linear counterpart, as demonstrated by experimental results obtained
from an industrial active vibration isolation system.

Next, we describe the outline and structure of this dissertation.

1.8 Outline of the thesis

Including this introductory chapter, this thesis consists of seven chapters. With
the exception of Chapter 7, where conclusions and recommendations are provided,
each chapter is based on one or multiple research papers and is self-contained.

To be more specific, Chapters 2-3 are related to Contributions I, II and III and
are based on

• B. Sharif, M.F. Heertjes, and W.P.M.H. Heemels. Extended projected dy-
namical systems with applications to hybrid integrator-gain systems. In 2019
IEEE Conference on Decision and Control (CDC), pages 5773–5778, 2019.

• B. Sharif, M. Heertjes, H. Nijmeijer, and W.P.M.H. Heemels. On the equiva-
lence of extended and oblique projected dynamics with applications to hybrid
integrator-gain systems. In 2021 American Control Conference (ACC), New
Orleans, USA, pages 3434–3439, 2021.
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• D.A. Deenen, B. Sharif, S.J.A.M. van den Eijnden, H. Nijmeijer, W.P.M.H.
Heemels, and M.F. Heertjes. Projection-Based Integrators for Improved Mo-
tion Control: Formalization, Well-posedness and Stability of Hybrid Integrator-
Gain Systems. Automatica, Volume 133, 109830, 2021.

• B. Sharif, M.F. Heertjes, H. Nijmeijer, and W.P.M.H. Heemels. Extended
projected dynamical systems. In preparation for journal submission

Chapter 4 corresponds to Contribution IV and is based on

• D. van Dinther, B. Sharif, S. J. A. M. van den Eijnden, H. Nijmeijer, M. F.
Heertjes, and W. P. M. H. Heemels. Overcoming performance limitations of
linear control with hybrid integrator-gain systems. In IFAC-Papers OnLine,
volume 54, issue 5, pages 289-294, 2021.

The work presented in Chapter 5 corresponds to Contribution V and is based on

• B. Sharif, D.W.T. Alferink, M.F. Heertjes, H. Nijmeijer, and W.P.M.H.
Heemels. A discrete-time approach to analysis of sampled-data hybrid integrator-
gain systems. In 2022 IEEE Conference On Decision and Control (CDC),
pages 7612-7617, 2022.

• B. Sharif, D.W.T. Alferink, M.F. Heertjes, H. Nijmeijer, and W.P.M.H.
Heemels. Analysis of sampled-data hybrid integrator-gain systems: A discrete-
time approach. Submitted for publication in journal.

Chapter 6 corresponds to Contribution VI and is based on

• M.F. Heertjes, S.J.A.M. van den Eijnden, B. Sharif, W.P.M.H. Heemels, and
H. Nijmeijer. Hybrid integrator-gain system for active vibration isolation
with improved transient response. IFAC-PapersOnLine, volume 52, issue
15, pages 454–459, 2019

• B. Sharif, S.J.A.M. van den Eijnden, M. Beijen, S.P. Achten, H. Nijmei-
jer, W.P.M.H. Heemels, and M.F. Heertjes. A hybrid integrator-gain based
bandpass filter for active vibration isolation with improved skyhook damp-
ing. In prepration for journal submission.

Finally, in Chapter 7, a summary of the results obtained in the thesis and recom-
mendations for future work are provided.
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Projection-Based

Formalization and
Well-posedness of Hybrid

Integrator-Gain-based control
systems

Abstract - The class of projected dynamical systems (PDS) has proven to be a
powerful framework for modeling dynamical systems of which the trajectories are
constrained to a set by means of projection. However, PDS fall short in modeling
systems in which the constraint set does not satisfy certain regularity conditions
and only part of the dynamics can be projected. This poses limitations in terms of
the phenomena that can be described in this framework especially in the context of
systems and control. Motivated by hybrid integrator-gain systems (HIGS), which
are recently proposed control elements in the literature that aim at overcoming
fundamental limitations of linear time-invariant feedback control, a new class of
discontinuous dynamical systems referred to as extended projected dynamical sys-
tems (ePDS) is introduced in this chapter. Extended projected dynamical systems
include PDS as a special case and can accommodate constraint sets not considered
in the PDS literature so far, as well as partial projections of the dynamics. In this

This chapter is based on [38, 123, 124].
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work, the ePDS framework is connected to the classical PDS literature and is sub-
sequently used to provide a formal mathematical description of a HIGS-controlled
system. Based on the latter result, a proof of well-posedness, in the sense of exis-
tence of and forward completeness of solutions, for the formalized HIGS-controlled
system is provided.



2.1. Introduction

2

17

2.1 Introduction

Nonlinear and hybrid control strategies have been demonstrated to be effective
tools in dealing with the well-known and classical trade-off in linear time-invariant
(LTI) control systems between (i) low frequency disturbance suppression by means
of integral control and (ii) desired transient performance. A well-known example
of such a nonlinear control technique is reset control initially proposed by Clegg
[31] and later developed into the first-order reset element (FORE) [97]. A re-
set controller is a linear time-invariant (LTI) system whose states, or part of the
states, are reset to zero (or some other value) whenever its input and output
signals meet certain conditions [2, 150]. More specifically, the reset generally hap-
pens to enforce that the input and output signals of the reset element have the
same sign. The development of reset control continued with generalizations such
as the first-order reset element [19, 29, 79, 156], the second-order reset element
[60] and generalized fractional-order reset elements [115]. Extensive research on
reset control systems has led to various fruitful results regarding stability analy-
sis [14, 19, 27, 56, 103, 104, 154], beating fundamental time-domain performance
limitations of LTI control [18, 156], hybrid formulations [155] using temporal reg-
ularization to avoid Zeno phenomena, and experimental demonstration of reset
control systems achieving improved performance [13, 60, 115, 153]. A desirable
feature typical of reset controllers is characterized by the Clegg integrator’s de-
scribing function, which exhibits a 20 dB/decade amplitude decay similar to that
of a linear integrator, however induces only 38.15 degrees of phase lag (as opposed
to 90 degrees for the linear integrator). The latter is a result of the reset forcing the
integrator’s input and output to always be of equal sign. This is a general feature
of many reset controllers, in which the resetting mechanism leads to an improve-
ment in phase lag over its linear counterpart, which in turn suggests the possibility
of designing a compensator capable of supplying the required bandwidth with a
reduced gain at high frequencies [29]. Clearly, this favorable phase behavior hints
towards the possibility of significantly improving closed-loop performance of the
reset control system.

In spite of the design advantages that reset control systems offer when com-
pared to linear control methods, there are also some features that might limit the
performance obtained by controllers designed with such techniques. More specif-
ically, by resetting (part of) the states, reset controllers produce discontinuous
control signals that can potentially excite high-frequency plant dynamics or am-
plify high-frequency noise, which can be highly undesirable. For these reasons,
a novel hybrid integrator-gain system (HIGS) was presented in [37] that aims at
overcoming the above mentioned design limitation of reset controllers while offer-
ing the same promising features regarding phase by keeping the sign of its input
and output the same. In particular, HIGS are hybrid, sector bounded integrators
that avoid explicit reset of the integrator state by switching to a so-called gain
mode when the sector conditions tend to be violated, see [37]. As a result, unlike
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a reset element, the output of a HIGS element is a continuous signal that has
the potential to considerably reduce the excitation of high-frequency dynamics.
Moreover, the switching between the integrator and the gain mode is performed
in such a way that the input and output of a HIGS element always have equal
sign. More specifically, a HIGS element H in its preferred mode of operation is
described by an integrator element

ẋh(t) = ωhe(t), (2.1a)

u(t) = xh(t), (2.1b)

where xh(t) ∈ R, e(t) ∈ R and u(t) ∈ R denote the state, input and output of
H , respectively, at time t ∈ R≥0 and ωh ∈ (0,∞) is the integrator frequency.
However, the integrator mode (2.1) can only be used as long as the input-output
pair (e(t), u(t)) remains inside the sector F :

F :=

{
(e, u) ∈ R2 | eu ≥ 1

kh
u2

}
, (2.2)

with kh ∈ R>0, the so called gain parameter. At moments when the input-output
pair (e(t), u(t)) of H tends to leave the sector F which can happen when u(t) =
khe(t), the vector field of H is changed to ẋh(t) = khė(t) so that the trajectories
remain on the sector boundary, where u(t) = khe(t), until the integrator mode can
be used again (See Fig. 2.1 for a graphical interpretation). This second mode of
operation where ẋh(t) = khė(t), is called the gain mode of HIGS. As a consequence,
the switching operation of HIGS is such that its input-output (e(t), u(t)) are always
contained in F and thus always have the same sign. This explains why the HIGS

e

u

F

u = khe

F
_xh = !he

xh = khe

Figure 2.1. An example of HIGS in operation.

element offers similar advantages as reset control elements while overcoming their
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potential shortcomings related to discontinuous control signals, making HIGS a
powerful control element for high-performance control. The strength of HIGS
in terms of improving the closed-loop performance of control systems (mainly in
applications to high-precision mechatronics) as well as frequency domain tools for
design/analysis of HIGS-controlled systems have been portrayed in [37, 73, 145].

Despite the engineering success of HIGS, up to now a formal mathematical de-
scription and well-posedness analysis of HIGS have not been provided. Addressing
these open issues may prove instrumental for gaining further insight into the op-
eration of HIGS and paving the way for further developments with this control
element. This forms one of the main objectives of this chapter.

When considering a HIGS element with state xh(t) ∈ R in feedback intercon-
nection with a linear physical plant with state xp(t) ∈ Rnp , as previously explained,
the intended operation of HIGS is to use integrator dynamics as long as its input
signal, being a function of x = [x⊤

h , x
⊤
p ]

⊤ (plus possible external exogenous signals
such as disturbance and references), and output signal, lie within a set S (related
to the sector F , cf. (2.2)), such that the input and output of the controller have
the same sign. At moments when the sector condition tends to be violated by
following integrator dynamics, the vector field of the controller changes by switch-
ing to gain mode thereby enforcing the input-output signals to stay within the
sector. Similar dynamics are observed in the literature in the class of projected
dynamical systems (PDS), where the trajectories of the system are ensured to be
within a given constraint set at all times by means of projection. However, the
PDS literature (see, e.g., [11, 40, 57, 102]) is limited to cases where the full state
vector x is projected onto a constraint set, which is generally assumed to satisfy
certain regularity conditions. More specifically, in [76] PDS are shown to be well-
defined for convex constraint sets. Weaker conditions are required in [33] where
Clarke regularity and prox-regularity (see [114]) of constraint sets are required for
existence and uniqueness of solutions, respectively. In the case of HIGS, however,
the constraint set S does not satisfy any of these regularity conditions. More-
over, in the context of control, one can only project the controller (xh) dynamics
while the plant (xp) dynamics cannot be projected, as these are related to the
physics of the underlying plant that can not be altered. As a consequence, for
the mathematical formalization of HIGS (and related systems), the PDS frame-
work should be generalized to accommodate for partial projections onto a wider
range of constraint sets. Motivated by these arguments, as a first contribution in
this chapter, we introduce a new class of dynamical systems, which we refer to
as extended projected dynamical systems (ePDS). This class of systems includes
as a special case the classical PDS available in the literature. As a second con-
tribution, the introduced ePDS framework is used for formalizing HIGS. As it
turns out, ePDS indeed provides the appropriate tool set to consider HIGS, and
in fact connects well to the engineering “philosophy” underlying this new control
element, as indicated in [37, 73, 145]. In fact, the ePDS-based representation of
HIGS-controlled systems can be used to obtain the other representations of HIGS
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as used in. e.g., [37, 73, 145]. As a third contribution, this chapter gives a proof of
well-posedness in terms of global existence and forward completeness of solutions
(in the Carathéodry sense) for the feedback interconnection of an LTI system with
a HIGS element. It should be noted that well-posedness analysis of HIGS is a
challenging task as the dynamics of HIGS lack the (continuity) properties typi-
cally used in the literature related to hybrid systems and differential inclusions
such as [11, 52, 117], for proving well-posedness of hybrid systems.

The remainder of this chapter is organized as follows. Section 2.2 contains the
preliminary material used in the subsequent sections. In Section 2.3 the ePDS
framework is introduced and is shown to be well-defined. This is followed by Sec-
tion 2.4 where our formulation in Section 2.3 is linked to components of alternative
formulations frequently encountered in the PDS literature. A HIGS-controlled
system is described and formalized in the ePDS framework in Section 2.5. Subse-
quently, local well-posedness of the HIGS-controlled system, is presented in Section
2.6.1. Building on the developments in Section 2.6.1, the proof of forward com-
pleteness of all the solutions to the HIGS-controlled system is presented in Section
2.6.2. Section 2.7 contains concluding remarks and future directions of research.

2.2 Preliminary definitions

In this section, we present the preliminary material and definitions, which are used
in the sections to follow.

2.2.1 Definitions

Definition 2.2.1. The Euclidean inner product between two vectors a ∈ Rn and
b ∈ Rn, denoted by ⟨a, b⟩ is defined as

⟨a, b⟩ = a⊤b.

Definition 2.2.2. A sequence of scalars (u1, u2, ..., uk) with k ∈ N, is called lexi-
cographically non-negative (non-positive), written as (u1, u2, ..., uk) ≥l 0 (≤l 0), if
(u1, u2, ..., uk) = (0, 0, ..., 0) or uj > 0 (< 0) where j = min {p ∈ {1, . . . , k} | up ̸= 0}.

Definition 2.2.3. A polyhedral set in Rn is a set given by the intersection of a
finite number of closed half-spaces.

As a particular polyhedral set, consider G = [g1 g2 . . . gm] ∈ Rn×m, where
gi ∈ Rn, i = 1, 2, . . . ,m are the columns of G. Then the polyhedral set posG is
the convex cone consisting of all positive combinations of the columns of G given
by [78]

posG = {
m∑
i=1

αigi | αi ≥ 0, i = 1, 2, . . . ,m}
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Definition 2.2.4. A function w : I → Rnw , with I ⊆ R is called a Bohl function,
denoted by w ∈ BI , if there exist matrices H ∈ Rnw×nF , F ∈ RnF×nF , and a
vector v ∈ RnF such that w(t) = HeFtv for all t ∈ I.
Definition 2.2.5. A function w : R≥0 → Rnw is called a piecewise Bohl function,
denoted by w ∈ PB, if there exists a sequence {ti}i∈N with 0 = t0 < ti < ti+1

for all i ∈ N and ti → ∞ when i → ∞ such that w : [ti, ti+1) → Rnw is a Bohl
function for each i ∈ N.

Note that piecewise Bohl functions can be discontinuous, but they are continu-
ous from the right in the sense that for each T ∈ R≥0 it holds that w(T ) = lim

t↓T
w(t).

Definition 2.2.6. An absolutely continuous (AC) function f : [a, b] → Rn is a
function that can be written as f(t) − f(a) =

∫ t

a
ḟ(τ)dτ for any t ∈ [a, b] for a

Lebesgue integrable function ḟ ∈ L1([a, b],Rn), which is considered as its deriva-
tive. A function f : I → Rn is locally AC, if it is AC for any bounded interval
[a, b] ⊂ I.

Definition 2.2.7. For the column space of a matrix H ∈ Rn×m we write

imH = {Hx | x ∈ Rm}. (2.3)

Definition 2.2.8. The tangent cone to a set K ⊂ Rn at a point x ∈ K, denoted by
TK(x), is the set of all vectors w ∈ Rn for which there exist sequences {xi}i∈N ∈ K
and {τi}i∈N, τi > 0 with xi → x, τi ↓ 0 and i → ∞, such that

w = lim
i→∞

xi − x

τi
. (2.4)

When K is a closed convex cone, we have TK(x) =
⋃

t>0
K−x

t (see Remark 5.2.2.
in III, [78]). In fact, due to convexity, it holds that for x ∈ K

K − x

t2
⊆ K − x

t1
when 0 < t1 ≤ t2. (2.5)

Definition 2.2.9. [78], The projection of a vector x ∈ Rn onto a closed, non-
empty set S ∈ Rn, denoted by PS(x), is defined as

PS(x) = argmins∈S ∥s− x∥. (2.6)

2.2.2 Projected dynamical systems
To introduce the “classical” projected dynamical systems (PDS) [40, 67, 102], con-
sider a differential equation

ẋ(t) = f(x(t), u(t)), (2.7)
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in which x(t) ∈ Rn denotes the state at time t ∈ R≥0, and u(t) ∈ Rnu is the
external input. There is a restriction on the state of the system in the sense that
x(t) has to remain inside a set S ⊆ Rn, which in PDS is ensured by redirecting
the vector field at the boundary of S. Formally, a PDS is given for a continuous
vector field f : Rn+nu → Rn and a set S ⊆ Rn (with further additional conditions
to make the definitions below meaningful) by

ẋ(t) = ΠS(x(t), f(x(t), u(t))), (2.8)

with
ΠS(x, v) = argminw∈TS(x) ∥w − v∥, (2.9)

for x ∈ S and v ∈ Rn. Based on this formulation, ΠS(x, v) can be interpreted as
an operator that selects the vector closest to v, which lies in the set of admissible
velocities at x. An equivalent characterization of ΠS(x, v), (see Proposition 5.3.5
in III, [78]) is

ΠS(x, v) = lim
δ↓0

PS(x+ δv)− x

δ
, (2.10)

when S is a closed, convex and non-empty set. In fact, in many works on PDS
(see for example [24, 40, 102]) the expression (2.10) is used to define PDS.

2.3 Extended projected dynamical systems

Inspired by the philosophy behind the HIGS element discussed in the introduction,
we present in this section a generalization to PDS.

2.3.1 Model representation
Let S ⊆ Rn be a given non-empty closed set, on which we impose additional
conditions later to obtain a well-posed system. We are interested in dynamical
systems of the form

ẋ(t) = f(x(t), u(t)), (2.11)

in which the state of the system has to reside inside the set S. In classical PDS,
as recalled in Subsection 2.2.2, the latter is ensured by “projecting” the complete
vector field on the tangent cone of the set S, cf. (2.8) and (2.9). This projection is
along all possible directions of the state in the sense that it just takes the vector
ΠS(x, v) ∈ TS(x) that is “closest” to v = f(x, u), irrespective of the direction
ΠS(x, v)−v. Therefore, it is allowed to alter the complete vector field and thus the
velocities of all the states x in (2.11). Clearly, if (2.11) is a closed-loop system in the
sense of an interconnection of a physical plant and a controller (and thus the state
x consists of physical plant states xp and controller states xc), one cannot project
in all directions (see the discussion in the introduction). Indeed, the physical state
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Figure 2.2. Examples of (a) Projected dynamical system ẋ = ΠS(x, f(x, u)),
or equivalently the ePDS ẋ = ΠS,E(x, f(x, u)) with imE = R2, (b) extended
projected dynamical system ẋ = ΠS,E(x, f(x, u)) , with E = [0, 1]

⊤, and (c)
extended projected dynamical system ẋ = ΠS,E(x, f(x, u)) , with E = [α, 1]

⊤,
α ∈ R>0, where the primary mode of operation is given by ẋ = f(x, u), with
x ∈ R2, and constraint set S ⊆ R2.

dynamics cannot be modified by straightforward projection. It is only possible
to “project” the controller (xc-)dynamics and possibly a part of the plant states
(xp-)dynamics in which the control input appears explicitly. Hence, in contrast
to PDS, we only have limited directions by which we can “correct” the vector
field f(x) at the boundary, if needed, to keep the state trajectories inside S. To
formalize this, we model the restricted “correction / projection” directions by the
image of a matrix E ∈ Rn×nE , which is assumed, without loss of generality, to
have full column rank. Formally,

ẋ(t) = ΠS,E(x(t), f(x(t), u(t))) (2.12)

with
ΠS,E(x, v) = argminw∈TS(x),w−v∈ImE ∥w − v∥, (2.13)

for x ∈ S and v ∈ Rn. Hence, the projection operator Π projects the velocity v
at x ∈ S onto the set of admissible velocities (tangent cone) along ImE in such a
way that the correction w− v is minimal in norm. For these systems, we coin the
term extended Projected Dynamical Systems (ePDS), as they include the classical
PDS (2.8) as a special case by taking ImE = Rn (and restricting S such that
required regularity conditions are satisfied). Graphical illustrations of examples of
PDS and ePDS are provided in Fig. 2.2.

2.3.2 Well-posed projection operator ΠS,E

Clearly, we have to show that the introduced projection ΠS,E(x, v) is well-defined
in the sense that it provides a unique outcome for each x ∈ S and each v ∈ Rn. As
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in the case of classical PDS, this requires conditions on the set S and, in this case,
also on E. Although we envision that we can work under more general conditions,
for the sake of setting the scene in this chapter and inspired by the application of
HIGS (see Fig. 2.1), we focus on the setting below.

Assumption 2.3.1. The set S ⊆ Rn and E ∈ Rn×nE satisfy

• S = K ∪ −K in which K is a convex polyhedral cone given

K := {x ∈ Rn | Fx ≥ 0}, (2.14)

for some matrix F ∈ Rnf×n of full rank.

• E has full column rank.

• ImE ∩ S = {0} and S + ImE = Rn.

We are particularly interested in this setup as it can describe sector conditions
as are used in reset controllers and HIGS cf. (2.2), e.g., describing that the input
and output of a controller have the same sign. Sector conditions also appear in
circle and Popov criteria for the analysis of Lur’e type of systems, see e.g., [88].

To prove the well-posedness of (2.13), observe first that

TS(x) =


TK(x), if x ∈ K \ −K

K ∪ −K, if x ∈ K ∩ −K

−TK(−x), if x ∈ −K \K
(2.15)

with
TK(x) = {w ∈ Rn | FI(x)w ≥ 0}, (2.16)

where
I(x) = {i ∈ {1, 2, . . . , nf} | Fix = 0}

is the set of active constraints at x. We used here the notation FJ for J ⊆
{1, . . . , nf} to denote the matrix consisting of the rows of F with row numbers in
J . Also observe that we can rewrite (2.13) as

ΠS,E(x, v) = v + Eη∗(x, v) (2.17)

with
η∗(x, v) = argminη∈Λ(x,v) ∥Eη∥ (2.18)

and
Λ(x, v) = {η ∈ RnE | v + Eη ∈ TS(x)}. (2.19)

Lemma 2.3.1. Under Assumption 2.3.1, it holds for each x ∈ S and each v ∈ Rn

that Λ(x, v) is a non-empty closed polyhedral set.
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Proof. Let x ∈ S and v ∈ Rn be given. First note that due to S + ImE = Rn it
follows that Λ(x, v) is non-empty. Clearly, when x ̸∈ K∩−K it follows that TS(x),
as given in (2.15), is a closed polyhedral cone and then also Λ(x, v) is a polyhedral
set. So, let us turn our attention to x ∈ K ∩ −K in which TS(x) = K ∪ −K and
thus Λ(x, v) = {η ∈ RnE | v + Eη ∈ K ∪ −K}. We now claim that v + Eη ∈ K
and v + Eη̄ ∈ −K imply that η = η̄. Note that such a claim would show that if
there is η with v + Eη ∈ K then Λ(x, v) = {η ∈ RnE | v + Eη ∈ K} (as any η in
{η ∈ RnE | v+Eη ∈ −K} would also be contained in {η ∈ RnE | v+Eη ∈ K}, and
similarly if there is η̄ with v+Eη̄ ∈ −K then Λ(x, v) = {η ∈ RnE | v+Eη ∈ −K}.
As the sets {η ∈ RnE | v + Eη ∈ K} and {η ∈ RnE | v + Eη ∈ −K} are both
closed polyhedral sets, so is Λ(x, v). To prove the claim, observe that due to K
being a convex cone and −v − Eη̄ ∈ K, we get that

E(η − η̄) = (v + Eη)− v − Eη̄ ∈ K.

Since ImE ∩ S = {0} and E has full column rank, this shows that η = η̄ and the
result follows.

Due to the fact that the constraint set of (2.18) is a non-empty, closed poly-
hedral set and that the square of the cost function of (2.17) being η⊤E⊤Eη is a
quadratic positive definite function (as E has full column rank), a unique mini-
mizer exists, showing the well-posedness of (2.17) and thus (2.13).

2.4 Connecting to alternative PDS representations

As already indicated in Subsection 2.2.2, there is an equivalence for classical PDS
between the representations (2.9) and (2.10) under certain regularity conditions
imposed on the set S. In this section, the objective is to establish a similar
equivalence for ePDS. To do so, let us first introduce

PS,E(x) = argmins∈S,s−x∈ImE ∥s− x∥. (2.20)

Clearly, we can rewrite (2.20) as

PS,E(x) = argmins∈Cx
∥s− x∥ with Cx := {s ∈ S | s− x ∈ ImE}. (2.21)

Note that, although this formulation has similarities with (2.9), the set Cx =
S ∩ (x+ ImE) is dependent on x, which is not the case in (2.9). Observe that Cx

is a non-empty closed and convex set, following from a similar reasoning as in the
proof of Lemma 2.3.1. In fact, this yields that Cx is equal to {s ∈ K | s−x ∈ ImE}
or {s ∈ −K | s− x ∈ ImE} due to the following implication

s− x ∈ ImE, s ∈ K
s̄− x ∈ ImE, s̄ ∈ −K

}
imply s = s̄.
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Hence, PS,E(x) = PK,E(x) (if x ∈ K + ImE) or PS,E(x) = P−K,E(x) (if x ∈
−K + ImE) and thus PS,E(x) gives a unique outcome, see, e.g., the reasoning
on page 116 of [78]. Note that based on Theorem 3.1.1 in III, [78] and using
the previous observation, we have that PS,E(x) is characterized by the following
variational inequalities:
sx is equal to PS,E(x) if and only if

⟨x− sx, s− sx⟩ ≤ 0 for all s ∈ S ∩ (x+ ImE). (2.22)

In line with (2.10) for classical PDS, we consider

Π̃S,E(x, v) = lim
δ↓0

PS,E(x+ δv)− x

δ
. (2.23)

Theorem 2.4.1. Under Assumption 2.3.1, it holds that Π̃S,E(x, v) = ΠS,E(x, v)
for all x ∈ S and v ∈ Rn.

Proof. Following the arguments of the proof of Proposition 5.3.5, [78], we can
obtain that PS,E(x+δv)−x

δ is equal to PS−x
δ ,E(v). Indeed, using the variational

inequalities characterisation of projections, we have that (2.22) for sδ := PS,E(x+
δv) gives

⟨x+ δv − sδ, s− sδ⟩ ≤ 0 for all s ∈ S, s− (x+ δv) ∈ ImE.

Straightforward algebraic manipulations give for δ > 0 that

⟨v − sδ − x

δ
,
s− x

δ
− sδ − x

δ
⟩ ≤ 0 for all s ∈ S, s− (x+ δv) ∈ ImE,

and thus

⟨v − sδ − x

δ
, s̃− sδ − x

δ
⟩ ≤ 0 for all s̃ ∈ S − x

δ
, s̃− v ∈ ImE,

where we took s̃ = s−x
δ . From this we conclude indeed that PS,E(x+δv)−x

δ = sδ−x
δ =

PS−x
δ ,E(v).
Now we use the fact that TS(x) = limδ↓0

S−x
δ (and the monotonicity of δ 7→

S−x
δ as in (2.5)) together with the fact that S−x

δ and the limit TS(x) are (the union
of) convex closed sets, to obtain that Π̃S,E(x, v) = PTS(x),E(v) = ΠS,E(x, v).

Hence, also for ePDS we have the equivalence between (2.13) and (2.23).

Remark 2.4.1. Note that we could extend the dynamics (2.12) that work for
initial states x(0) ∈ S, such that they are also defined for x(0) /∈ S. Indeed, in
case x(0) ̸∈ S, we can use x(0+) = PS,E(x(0), u(0)) to reset the state to a state
inside S. Note that this reset only occurs at the initial time and not afterwards, as
the state never leaves S for time t ∈ R>0. Moreover, also note that this is typically
a reset of only (part of) the “controller states" (xc) and not the full state vector.
Therefore, this reset is feasible to implement.
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Remark 2.4.2. In [57], the authors treat oblique projections by formulating PDS
as

ẋ = Πg
S(x, f(x)) = argminw∈TS(x) ∥w − f(x)∥2g(x)

= argminw∈TS(x)(w − f(x))⊤G(x)(w − f(x)),
(2.24)

where G(x) is a symmetric, positive definite matrix of appropriate dimensions, for
all x ∈ S. This is a generalization of the classical PDS that correspond to (2.24)
with G(x) equal to the identity matrix. The connection between (2.12) and (2.24)
will be studied in detail in Chapter 3.

2.5 Description of HIGS-controlled systems

In this section we consider the closed-loop system setup in Fig. 2.3, consisting of
a linear time-invariant (LTI), single-input single-output (SISO) plant G intercon-
nected with a (SISO) HIGS element H . The plant G contains the linear part of
the closed-loop system including the plant to be controlled and possibly an LTI
controller, given by the state-space representation

G :

{
ẋg(t) = Agxg(t) +Bgvv(t) +Bgww(t),

e(t) = Cgxg(t),

(2.25a)
(2.25b)

with states xg(t) taking values in Rng , performance output e(t) in R, control input
v(t) in R and exogenous disturbances and references denoted by w(t) taking values
in Rnw , at time t ∈ R≥0. Moreover, the realization (Ag, Bgv, Cg) is assumed to
be minimal. As our key area of application involves motion systems containing

Σ
G

H

v

w

e

u

−

Figure 2.3. Closed-loop HIGS-controlled system.

moving masses, the following assumption is typically satisfied.

Assumption 2.5.1. The LTI system G as in Fig. 2.3 is such that CgBgw = 0
and CgBgv = 0.
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As previously explained, the HIGS element H has as its preferred mode of

operation the linear integrator dynamics

ẋh(t) = ωhe(t),

u(t) = xh(t),
(2.26)

where the state xh(t) takes values in R, the (HIGS) input e(t) and the (HIGS)
output u(t) both take values in R and ωh ∈ [0,∞) denotes the integrator frequency.
This mode of operation of the HIGS element is referred to as the integrator mode.
The integrator mode (2.26) can only be used as long as the input-output pair (e, u)
of H remains inside the set

F :=

{
(e, u) ∈ R2 | eu ≥ 1

kh
u2

}
, (2.27)

where kh ∈ (0,∞) denotes the gain parameter of H . Note that (e, u) ∈ F
implies equal sign of the input e and the output u of the HIGS element as eu ≥
0, see Fig. 2.1. At moments when the input-output pair (e, u) of H tends to
leave the sector F we will “project” the integrator dynamics in (2.26) such that
(e, u) ∈ F remains true along the trajectories of the system. Using the ePDS
framework presented in Section 2.3, we will formalize this operation of the HIGS
in the upcoming subsections.

2.5.1 Projection-based representation
To mathematically introduce the operation of HIGS, we directly use the inter-
connection of the HIGS element H and the linear system G described by (2.25),
resulting in a closed-loop system as in Fig. 2.3, with state x =

[
x⊤
g x⊤

h

]⊤ taking
values in Rn, where xg and xh are the states of G and H , respectively and thus
n = ng + 1. Note that the constraint (e, u) ∈ F translates to x ∈ S with

S = K ∪ −K , (2.28)

where K is a polyhedral cone given by

K := {x ∈ Rn | Fx ≥ 0}, (2.29)

where F =
[
F⊤
1 F⊤

2

]⊤ with F1 = [khCg − 1], and F2 =
[
0ng×1 1

]
. In fact,

F1x = khe − u and F2x = u such that (e, u) ∈ F if and only if x ∈ S. When
H operates in the integrator mode, by combining (2.25) and (2.26) we obtain the
state space representation for the HIGS-controlled system in Fig. 2.3, given by

ẋ = A1x(t) +Bw(t),

y(t) = Cx(t),
(2.30)
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where y = [e u]
⊤, and

[
A1 B

C

]
=


Ag −Bgv Bgw

ωhCg 0 01×nw

Cg 0

01×ng
1

 . (2.31)

As indicated above, when the state trajectory tends to leave the set S, which in
terms of Definition 2.2.8 happens when

A1x(t) +Bw(t) /∈ TS(x(t)), (2.32)

for x(t) ∈ S, the vector field of (2.30), is altered by partial projection such that
the resulting trajectory remains inside S. Using this perspective, we can formally
introduce the HIGS-controlled system as the ePDS

Σ :=

{
ẋ(t) = ΠS,E(x(t), A1x(t) +Bw(t)),

y = Cx(t),
(2.33)

with ΠS,E : S × Rn → Rn an operator, which projects the dynamics A1x + Bw
onto the tangent cone of the set S at point x, in the direction imE. In the case
of (2.33), E = [0⊤np×1 1]⊤ such that the correction of the dynamics (2.30) is only
possible for the dynamics of the HIGS element and not for the (physical) plant
dynamics (2.25). Note that as the set S (2.28) and the matrix E are such that
Assumption 2.3.1 is satisfied, it follows from the results in Subsection 2.3.2 that
the projection operator ΠS,E , is well-defined in the sense that it provides a unique
outcome for every x ∈ S and each vector field A1x+Bw.

Remark 2.5.1. It is easy to see that (2.33) satisfies

ΠS,E(x,A1x+Bw) = −ΠS,E(−x,−(A1x+Bw)).

This symmetry property will prove to be useful in Section 2.6, in showing well-
posedness of the system.

2.5.2 Discontinuous PWL model
In this subsection we reformulate (2.33) as an equivalent piecewise linear (PWL)
model. To explicitly compute (2.33), we first note that

TS(x) =


TK (x), if x ∈ K \ −K ,

K ∪ −K , if x ∈ K ∩ −K ,

−TK (−x), if x ∈ −K \ K ,

(2.34)
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where TK (x) = {a ∈ Rn | FI(x)a ≥ 0}, with I(x) = {i ∈ {1, 2} | Fix = 0}. Based
on (2.31), (2.34), and Assumption 2.5.1, we obtain that A1x+Bw ∈ TS(x) if and
only if x ∈ S1 with

S1 = {x ∈ Rn | F2x ≥ 0 ∧ (F1x, F1(A1x)) ≥l 0}∪
{x ∈ Rn | F2x ≤ 0 ∧ (F1x, F1(A1x)) ≤l 0}.

(2.35)

The proof of the statement above can be established by comparing the algebraic
expressions of (2.34) and (2.35) for states lying in the interior of S where F1x >
(<)0 and F2x > (<)0, and its boundaries where F1x = 0 or F2x = 0. As a result
of the discussion above, S1 is the region where the integrator mode of H is active.
Moreover, when

x ∈ S2 := {x ∈ S | x /∈ S1}
= {x ∈ S | F2x ≥ 0 ∧ F1x = 0 ∧ F1(A1x) < 0}︸ ︷︷ ︸

S+
2

∪

{x ∈ S | F2x ≤ 0 ∧ F1x = 0 ∧ F1(A1x) > 0}︸ ︷︷ ︸
S−
2

,
(2.36)

(2.32) holds. To solve (2.33) when x ∈ S2, we use the representation (2.17) of
ePDS. As such, one has

ẋ(t) = A1x(t) +Bw(t) + Eη⋆ (2.37)

with η⋆ as in (2.18). By resorting to the Karush-Kuhn-Tucker (KKT) optimality
conditions for constrained optimization one finds that when x ∈ S2, then η⋆ =
−(F1E)−1F1A1x− F1Bw, and thus

ẋ = A1x+Bw + E((F1E)−1(−F1A1x− F1Bw)),

= (I − E((F1E)−1F1)(A1x)︸ ︷︷ ︸
A2x

+Bw =: A2x+Bw,

(2.38)

where we have used that F1B = 0, due to Assumption 2.5.1. We refer to (2.38) as
the gain mode dynamics.

By considering both modes of operation (given by (2.30) and (2.38)) and their
corresponding regions, we obtain the explicit discontinuous PWL model

ẋ = ΠS,E(x,A1x+Bw) =

{
A1x+Bw, if x ∈ S1,

A2x+Bw, if x ∈ S2,

y = Cx,

(2.39)



2.5. Description of HIGS-controlled systems

2

31

for (2.33). Note that S1 has a non-empty interior while S2 does not (it is part of
the lower-dimensional sub-space kerF1). The matrices A1, B and, C have been
explicitly computed in (2.31). We can also compute A2 from (2.38) as

ẋ = A1x+Bw + E((F1E)−1(−F1A1x− F1Bw))

=

[
Agxg −Bgvxh

ωhCgxg

]
+

[
Bgww

0

]
+[

0
khCgAgxg − ωhCgxg + khCgBgvxh + khCgBgww

]
.

As a result of Assumption 2.5.1, this simplifies to

ẋ =

[
Agxg −Bgvxh

khCgAgxg

]
+

[
Bgww

0

]
, (2.40)

and thus for (2.39) we have

[
A2 B

C

]
=


Ag −Bgv Bgw

khCgAg 0 01×nw

Cg 0

01×ng
1

 . (2.41)

Hence, (2.39) with (2.31) and (2.41) is an explicit PWL formulation of the HIGS
controlled system in Fig. 2.3.

Remark 2.5.2. As observed from the expressions of S1 and S2 the switching in
(2.39) is based on

F2x, F1x, and F1(A1x),

where F2x = xh = u is the output of the HIGS element (input u to the linear
system G in Fig. 2.3) and F1x = khCgxg − xh = khe − u, which is a function of
e (output of the linear plant) and u (output of H ). Lastly, F1(A1x) = khė− ωhe
is a function of ė, the first derivative of the plant output, and the plant output e.
Hence, the regions S1 and S2 can be fully described in terms of e, ė and u. Indeed,
one has x ∈ S2 when (ė, e, u) ∈ F2, where

F2 =
{
(ė, e, u) ∈R3 | (e, u) ∈ F ∧

u = khe ∧ whe
2 > khėe

}
,

(2.42)

where F is as defined in (2.27). Moreover, x ∈ S1 when (ė, e, u) ∈ F1 with
F1 = {(ė, e, u) ∈ R3 | (e, u) ∈ F} \ F2. (2.43)

A graphical illustration of the regions F1 and F2 is provided in Fig. 2.4. As a
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ωhe = khė →

ė
e

u

F1

F2

Figure 2.4. Regions F1 and F2 in (ė, e, u)-space.

result, an (internally) equivalent representation of (2.39) is given by

Σ :

{
ẋ = Aqx+Bw, if z ∈ Fq, q = 1, 2,

z = C̃x,

(2.44a)

(2.44b)

with augmented output signal z = [ė e u]⊤ ∈ R3, and

 Aq B

C̃

 =


Ag −Bgv Bgw

B̃h,qC̃g 0 01×nw

C̃g 02×1

01×ng
1

 , (2.44c)

with matrices B̃h,1 = [0 ωh], B̃h,2 = [kh 0], and C̃g =
[
(CgAg)

⊤ C⊤
g

]⊤.

Each of the different representations of the closed-loop system in Fig. 2.3 as
presented above, offers advantages of their own, and can be used interchangeably
for different analysis purposes.

From (2.39), we also see that we are dealing with a discontinuous differential
equation, which makes proving (global) existence of solutions, given an initial state
x0 and external signal w, a difficult problem, since typical continuity properties
used for studying differential equations/inclusions (such as upper-semicontinuity
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of the right-hand side cf. [11]) are not fulfilled, see also [34] for further in-depth
discussions on well-posedness of discontinuous differential equations and its related
subtleties.

2.6 Well-posedness Analysis

In this section we show that the HIGS-controlled system (2.39) is well-posed in
the sense of global existence and forward completeness of solutions. To this end,
we first prove in Subsection 2.6.1 that (2.39) is locally well-posed, i.e., for each
initial state x(0) ∈ S and exogenous signal of interest w, the system admits a
solution on [0, ϵ] for some ϵ > 0. We select here the class of exogenous signals
(disturbances, references, etc.) to be of piecewise Bohl (PB) nature (see Defini-
tion 2.2.5). Note that sines, cosines, exponentials, polynomials, and their sums are
all Bohl functions, thereby showing that the class of PB functions is sufficiently
rich to accurately describe (deterministic) disturbances frequently encountered in
practice. In particular, any piecewise constant signal is PB, and thus this class of
functions can approximate any measurable function arbitrarily closely. An inter-
esting future research direction is establishing the existence of solutions for larger
classes of input signals. Building on the local existence results of Subsection 2.6.1,
in Subsection 2.6.2 we prove that all (maximal) solutions are forward complete,
i.e., are defined for all times t ∈ R≥0. To make this discussion precise, we will
formalize the solution concept.

Definition 2.6.1. Let T ⊂ R≥0 be an interval of the form [0, T ] or [0, T ) with
T ∈ R≥0 a finite number, or T = R≥0. A locally AC function x : T → Rn is called
a solution to the HIGS-controlled system (2.39) on T with initial state x0 ∈ S and
w ∈ PB, if x(0) = x0, x(t) ∈ S for all t ∈ T, and (2.39) holds almost everywhere
in T.

The solutions in Definition 2.6.1 are Carathéodory-type solutions, see also [34]
for more details regarding solution concepts for discontinuous dynamical systems.

2.6.1 Local Well-Posedness

Definition 2.6.2. We call the HIGS-controlled system (2.39) locally well-posed if
for all x0 ∈ S and w ∈ PB, there exists an ϵ > 0 such that the system admits a
solution on [0, ϵ] with initial state x0 and input w.

Theorem 2.6.1. The HIGS-controlled system (2.39) is locally well-posed.

Proof. Take x0 ∈ S and w ∈ PB. Without loss of generality we can take w ∈ B[0,ϵ̃]

by selecting ϵ̃ > 0 sufficiently small. Hence, w can be represented as

w(t) = Hwe
Fwtvw, t ∈ [0, ϵ̃], (2.45)
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for some matrices Hw ∈ Rnw×nFw , Fw ∈ RnFw×nFw and a vector vw ∈ RnFw . In
other words, w is generated (on [0, ϵ̃]) by the exo-system

ẋw = Fwxw, w = Hwxw xw(0) = vw, (2.46)

Combining this exo-system with (2.39) yields

˙̂x = ΠŜ,Ê(x̂, Â1x̂) =

{
Â1x̂, if x̂ ∈ Ŝ1,

Â2x̂, if x̂ ∈ Ŝ2,

z = Ĉx̂,

(2.47)

where x̂ =
[
x⊤ x⊤

w

]⊤ and

Â1 =

[
A1 BHw

0 Fw

]
, Â2 =

[
A2 BHw

0 Fw

]
, Ĉ =

[
C 0

]
,

as an equivalent description of (2.39) with w as in (2.45) on [0, ϵ̃]. Here, Ê =[
E⊤ 0⊤

]⊤, and Ŝ = K̂ ∪ −K̂ with K̂ = {x̂ ∈ Rn+nFw | F̂ x̂ ≥ 0}, where
F̂ =

[
F̂⊤
1 F̂⊤

2

]⊤ with F̂1 = [F1 0] and F̂2 = [F2 0]. Furthermore, the regions Ŝ1

and Ŝ2 are given by

Ŝ1 = {x̂ ∈ Rn+nFw | F̂2x̂ ≥ 0 ∧ (F̂1x̂, F̂1(Â1x̂)) ≥l 0}∪
{x̂ ∈ Rn+nFw | F̂2x̂ ≤ 0 ∧ (F̂1x̂, F̂1(Â1x̂)) ≤l 0},

Ŝ2 = {x̂ ∈ Ŝ | F̂2x̂ ≥ 0 ∧ F̂1x̂ = 0 ∧ F̂1(Â1x̂) < 0}∪
{x̂ ∈ Ŝ | F̂2x̂ ≤ 0 ∧ F̂1x̂ = 0 ∧ F̂1(Â1x̂) > 0}.

For proving local well-posedness of (2.47) (and thus of (2.39) with w as in (2.45)),
we define the set

Ŝint := {x̂0 ∈ Ŝ | ∃ϵ > 0, ∀t ∈ [0, ϵ], eÂ1tx̂0 ∈ Ŝ}. (2.48)

In fact, since Ŝint ⊆ Ŝ1, we conclude that eÂ1tx̂0 is also a solution to (2.47) on
a non-trivial time window [0, ε] for some 0 < ε ≤ ε̃. Next, we will also show that
for each x̂0 ∈ Ŝ \ Ŝint, a local solution to (2.47) exists, so that it is established that
for all x̂0 ∈ Ŝ a local solution exists. In order to do so, we first rewrite (2.48) in a
more algebraic form. Using the definition of Ŝ, one can rewrite (2.48) as

Ŝint =

{x̂0 | ∃ϵ > 0, ∀t ∈ [0, ϵ), F̂1e
Â1tx̂0 ≥ 0 ∧ F̂2e

Â1tx̂0 ≥ 0}∪
{x̂0 | ∃ϵ > 0, ∀t ∈ [0, ϵ), F̂1e

Â1tx̂0 ≤ 0 ∧ F̂2e
Â1tx̂0 ≤ 0}.
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By using the Taylor series expansion of eÂ1t together with the Cayley-Hamilton
theorem, the characterization Ŝint = Ŝ+

int ∪ −Ŝ+
int is obtained with

Ŝ+
int ={
x̂ ∈ Rn+nFw |

(
F̂1x̂, F̂1Â1x̂, . . . , F̂1Â

n+nFw−1
1 x̂

)
≥l 0

∧
(
F̂2x̂, F̂2Â1x̂, . . . , F̂2Â

n+nFw−1
1 x̂

)
≥l 0

}
,

Claim: x̂0 ∈ Ŝ \Ŝint implies that F̂1x̂0 = 0∧F̂2x̂0 ̸= 0. To prove the claim, note
that when x̂0 lies in the interior of Ŝ, then x̂0 ∈ Ŝint since (F̂1x̂0 > 0 ∧ F̂2x̂0 > 0)
or (F̂1x̂0 < 0 ∧ F̂2x̂0 < 0). Moreover, F̂2x̂0 = 0 and x̂0 ∈ Ŝ also imply x̂0 ∈ Ŝint.
To show this, we use

F̂2Â1 =
ωh

kh
(F̂1 + F̂2), (2.49)

which can be verified based on the expressions of F̂2, Â1, and F̂1. Consider the
sequence (F̂1x̂0, F̂1Â1x̂0, F̂1Â

2
1x̂0, . . . ) and let F̂1Â

ρ
1x̂0 be the first nonzero element

of the sequence for ρ ∈ N. Then, it follows from (2.49) that F̂2Â
k
1 x̂0 = 0 for

k = 0, 1, . . . , ρ, and F̂2Â
ρ+1
1 x̂0 = ωh

kh
F̂1Â

ρ
1x̂0. This shows that if F̂2x̂0 = 0 and

x̂0 ∈ Ŝ, then x̂0 ∈ Ŝint (using the lexicographic inequalities in Ŝ+
int and (−Ŝ+

int)).
This proves the claim.

Additionally, let us make the observation that if for some x̂ ∈ Rn+nw and some
N ∈ N one has F̂1Â

k
1 x̂ = 0, k = 0, 1, 2, . . . , N , then

F̂1Â1Â
k
2 x̂ = 0, k = 0, 1, 2, . . . , N − 1,

F̂1Â1Â
N
2 x̂ = F̂1Â

N+1
1 x̂.

(2.50)

(2.51)

This identity can be easily verified by substituting the expression (2.38) for Â2 in
(2.50) and (2.51).

In case x̂0 ∈ Ŝ \ Ŝint, and thus F̂1x̂0 = 0 and F̂2x̂0 ̸= 0, we will show that a
solution of the form x̄(t) = eÂ2tx̂0 ∈ Ŝ2 exists and is a local solution to (2.47). For
the case where F̂2x̂0 > 0. To show x̄(t) ∈ Ŝ2, let us note that since F̂2x̂0 > 0, the
constraint F̂2x̄(t) ≥ 0 is satisfied by continuity for t ∈ (0, ϵ], with ϵ > 0 sufficiently
small. Thus it is sufficient to show that

F̂1x̄(t) = 0 ∧ F̂1Â1x̄(t) < 0, t ∈ (0, ϵ],

due to the definition of Ŝ2. Since we know that F̂1x̄(t) = 0 for all t, it suffices to
show that

F̂1Â1x̄(t) < 0, for t ∈ (0, ϵ]. (2.52)

To prove this, we use the fact that x̂0 ∈ Ŝ \ Ŝint implies

(F̂1Â1x̂0, F̂1Â
2
1x̂0, . . . , F̂1Â

n+nFw
1 x̂0) <l 0. (2.53)
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By using (2.50) and (2.51), (2.53) implies

(F̂1Â1x̂0, F̂1Â1A2x̂0, . . . , F̂1Â1Â
n+nFw−1
2 x̂0) <l 0, (2.54)

which indeed implies (2.52) for some ϵ > 0, and thus

x̄(t) = eÂ2tx̂0 ∈ Ŝ2 for t ∈ (0, ϵ],

for some ϵ > 0. Therefore, x̄(t) is a solution to (2.47). As a result of the symmetry
property shown in Remark 2.5.1, this also proves local existence of solutions when
F̂ x̂0 < 0. Hence, we conclude local well-posedness.

2.6.2 Forward completeness
Definition 2.6.3. Let T ⊂ R≥0 be an interval of the form [0, T ] or [0, T ) with
T ∈ R≥0 a finite number, or T = R≥0. A solution x : T → Rn to (2.39) with
w ∈ PB on T is called maximal, if there does not exist a solution x′ : T′ → Rn

with w ∈ PB on T′
, where T′

= [0, T
′
) with T

′ ∈ R≥T , that satisfies x(t) = x′(t)
for t ∈ T. A solution x : T → Rn is forward complete, if T = R≥0.

Hence, a maximal solution is a solution that cannot be prolonged (is not a
strict prefix of another “larger” solution for the same input).

Theorem 2.6.2. All maximal solutions to HIGS-controlled system (2.39) for w ∈
PB are forward complete.

Proof. Consider a maximal solution x : T → Rn of (2.39) for initial state x0 ∈ S
and w ∈ PB . We will show that if T is equal to [0, T ] or [0, T ) with T ∈ R≥0

a finite number, the left-limit x(T ) := limt↑T x(t) ∈ S exists, and we can exploit
the local existence result to prolong x to a solution on [0, T + ε). This would
contradict the maximality of the solution and thus T = R≥0, hence x has to be
forward complete.
To show the existence of limt↑T x(t), let us remark that if T is equal to [0, T ], the
solution is AC on [0, T ] and thus the left-limit trivially exists. So, the exciting
case to handle is [0, T ). By Definition 2.2.5, w can be represented on [ti, T ] as in
(2.45) for some ti < T (in fact, ti is the largest value in the set {tk}k∈N, which
is strictly smaller than T ). Thus, (2.39) can be equivalently written as (2.47) on
[ti, T ]. This implies the existence of a constant M ∈ R such that the vector field
of (2.47) satisfies the linear growth condition

∥ΠŜ,Ê(x̂, Â1x̂)∥ ≤ M∥x̂∥, for all x̂ ∈ Rn+nFw , (2.55)

because ΠŜ,Ê(x̂, Â1x̂) ∈ {Â1x̂, Â2x̂}. As a result of (2.55),

∥x̂(t)∥ ≤ ∥x̂0∥+
∫ t

0

∥ΠŜ,Ê(x̂(τ), Â1x̂(τ))∥dτ

≤ ∥x̂0∥+M

∫ t

0

∥x̂(τ)∥dτ, for t ∈ [ti, T ].
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By applying Gronwall’s Lemma [88], one concludes that ∥x̂(t)∥ ≤ L for some
constant L > 0 and t ∈ [0, T ). Moreover, for t ∈ [ti, T ] one has

∥x̂(s)− x̂(t)∥ ≤
∫ s

t

∥ΠŜ,Ê(x̂(τ), Â1x̂(τ))∥dτ.

Once again we use (2.55) together with ∥x̂(t)∥ ≤ L to conclude ∥x̂(s) − x̂(t)∥ ≤
M

∫ s

t
∥x̂(τ)∥dτ ≤ ML(s − t). Hence, the solution x̂(t) is Lipschitz continuous on

t ∈ [ti, T ], and thus also absolutely continuous and uniformly continuous. Thereby,
the limit x̂(T ) := limt↑T x̂(t) exists, as required.

Since we proved local existence of solutions and forward completeness of all
maximal solutions, it is concluded that for each initial state x0 ∈ S and w ∈ PB
a global solution exists on [0,∞) and all solutions can be extended to be defined
on [0,∞).

Remark 2.6.1. In this chapter, we have provided a proof of existence and forward
completeness of so-called Carathéodry solutions to HIGS-controlled systems. When
analyzing properties of discontinuous dynamical systems in general and HIGS-
controlled systems in particular, as pointed out in [52], it is of interest to also
consider Krasovskii solutions (see e.g. [34]) in order to ensure robustness of sta-
bility guarantees with respect to small state perturbations due to measurement er-
rors. In [38], stability analysis tools are presented that guarantee input-to-state
stability of Carathéodry solutions to HIGS-controlled systems. Furthermore, it is
also shown that the stability guarantees obtained by the methods presented in [38]
also extend to stability guarantees for Krasovskii solutions to the system, thereby
ensuring robustness with respect to small state perturbations.

2.7 Summary and Conclusions

In this chapter we introduced the class of extended projected dynamical systems
(ePDS). This class includes as a special case the well-established PDS and extends
their usage to accommodate for partial projections on a larger range of constraint
sets. We have established a connection between our representation of ePDS and
representations that resemble those frequently utilized in the PDS literature, cf.
(2.23). The extension of PDS to ePDS was instrumental in (and, in fact, motivated
by) the mathematical formalization of HIGS-controlled systems, which was lacking
in the literature so far. Additionally, we have proven the fundamental property of
well-posedness of HIGS-controlled systems [37, 73, 145], in the sense of existence
and forward completeness of solutions.

Future research directions include the relaxation of the conditions in Assump-
tion 2.3.1 in order to enable the modeling of a larger variety of systems in the
ePDS framework. Moreover, well-posedness analysis of ePDS in general, and
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HIGS-controlled systems in particular, beyond references and disturbances be-
ing piece-wise Bohl functions as well as proving uniqueness of solutions are open
issues. In addition, the study of multiple HIGS elements in a control loop and con-
nections to other classes of dynamical systems including complementarity systems
(see e.g., [66, 147]), are of special interest.



3
On the Equivalence of
Extended and Oblique

Projected Dynamics with
Applications to Hybrid

Integrator-Gain Systems

Abstract - The class of projected dynamical systems (PDS) provides a powerful
framework for modeling dynamical systems of which the trajectories are constrained
to a set by means of projection. This chapter is concerned with establishing equiv-
alence results among two variations of PDS. These are (i) extended PDS (ePDS),
which enable partial projection of dynamics, and (ii) oblique PDS, (oPDS) where
projections can be done with respect to non-Euclidean norms. We present two sets
of sufficient conditions for equivalence among these two system classes. These re-
sults enable the transfer of system theoretic properties and tools from one class to
the other, which we illustrate in this chapter. As an application, we study hybrid
integrator-gain systems (HIGS), which are hybrid control elements aiming at over-
coming fundamental limitations of linear time-invariant control, and are formally
described in the ePDS framework. We use our results to also describe these control
elements as oPDS, thereby enabling the study of HIGS-controlled systems in this

This chapter is based on [122, 124].
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framework. Using the oPDS representation of HIGS-controlled systems, sufficient
conditions for incremental stability of these systems are presented.
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3.1 Introduction

Projected dynamical systems (PDS) [40, 102] form an important class of discontin-
uous dynamical systems, which have proven to be useful in the study of many dif-
ferent applications. Examples include control and optimisation [24, 57, 67, 86, 123]
as well as the study of oligopolistic markets, urban transportation networks, traf-
fic networks, international trade, agricultural and energy markets [102]. PDS are
particularly useful in describing constrained dynamical systems, where the trajec-
tories are ensured to be within a given constraint set at all times by means of
projection.

In this chapter, we are interested in two recent variations of PDS. One variation
is formed by extended projected dynamical systems (ePDS), which were introduced
in [123] and extend the class of PDS in two essential ways. Firstly, while PDS have
been shown to be well-defined for constraint sets that satisfy certain regularity
conditions (convexity in [11, 102] and Clarke regularity and prox-regularity (see
[114]) in [33]), ePDS are well-defined for other constraint sets not satisfying these
conditions. Secondly, while in the PDS literature the complete vector field is
projected onto the constraint set, the ePDS framework considers the possibility of
partial projection of dynamics (see Chapter 2 for details). This feature of ePDS
is particularly useful in the context of systems and control, where one can only
modify (and thus project) the controller dynamics and not the plant dynamics,
which abide the laws of physics and can not be altered by means of projections.

The other class consists of so-called oblique projected dynamical systems (oPDS)
[57] which are extensions of PDS in the sense that in contrast to the PDS liter-
ature, where projections are performed with respect to the standard Euclidean
norm, oPDS provide the possibility of having projections with respect to (vary-
ing) non-Euclidean norms. The class of oPDS are particularly interesting in the
context of feedback-based optimization [58, 59].

The main contributions of this chapter are establishing conditions under which
ePDS and oPDS are equivalent in the sense that they lead to same system tra-
jectories. In particular, we provide two sets of sufficient conditions under which
ePDS can be written as oPDS and vice versa. These results are motivated by the
fact that while many constrained systems (especially in the context of systems and
control, such as HIGS-based controllers [38] discussed later) are naturally mod-
elled in the ePDS framework, the PDS and oPDS frameworks are currently much
more extensively studied. In particular, there exists many results on existence and
uniqueness of solutions [11, 33, 57, 102], stability analysis [57, 102] and equivalence
to other classes of discontinuous dynamical systems [24, 66] for PDS and oPDS.
As such, establishing an equivalence would be useful as it facilitates transferring
existing theoretical properties and tools between the classes of oPDS and ePDS.
In this work, we particularly highlight this transfer of system-theoretic results, for
properties such as (incremental) stability.

As an interesting case study, we consider hybrid integrator-gain systems (HIGS)
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[37, 38, 75, 123, 145], which are recently introduced hybrid control elements aim-
ing at overcoming fundamental limitations of linear time-invariant (LTI) control
and, as reported in [37, 38, 73, 75, 145], have enjoyed considerable engineering suc-
cess, particularly in the field of high-precision mechatronics. In [38, 123], HIGS-
controlled systems are formally described in the ePDS framework, which turns out
to be the natural framework for their formalization. As another contribution of
this work, we use our equivalence results to obtain a mathematical description of
HIGS-controlled systems in the oPDS framework, which in turn, provides the pos-
sibility of analyzing HIGS-controlled systems based on existing results available
in the PDS and oPDS literature. In particular, we showcase the strength of this
result by using the oPDS representation of HIGS-controlled systems to study prop-
erties such as incremental stability of these systems, building on results available
for oPDS (see, e.g., [64]).

The remainder of this chapter is organized as follows. Section 3.2 contains
preliminary definitions and notation. In Section 3.3, the system classes considered
in this chapter are described. Sufficient conditions for establishing equivalence
between ePDS and oPDS are presented in Section 3.4. In Section 3.5 we present
some implications of the equivalence results. Section 3.6 is concerned with HIGS-
controlled systems and their oPDS description. Based on the obtained oPDS rep-
resentation of HIGS-controlled systems, sufficient conditions for their incremental
stability are presented in Section 3.7. The chapter is concluded in Section 3.8,
where conclusions and future directions of research are provided.

3.2 Preliminaries and notation

We say that a matrix A ∈ Rn×n is positive definite, denoted by A ≻ 0 if it is
symmetric and x⊤Ax > 0 for all x ∈ Rn \ {0}. The Euclidean inner product
between two vectors a ∈ Rn and b ∈ Rn, denoted by ⟨a, b⟩, is defined as ⟨a, b⟩ =
a⊤b. We will also use a “weighted" inner product based on a symmetric positive
definite matrix G, denoted by ⟨., .⟩G and given by ⟨a, b⟩G = a⊤Gb. For the null
space (or kernel) of a matrix H ∈ Rn×m we write kerH = {x ∈ Rm | Hx = 0}, and
for its column space (or image) we write imH = {Hx | x ∈ Rm}. Moreover, for
J ⊆ {1, . . . , n}, we denote by HJ the matrix of size |J |×m, with |J | the cardinality
of set J , consisting of the rows of H with indices in J . The tangent cone to a set
K ⊂ Rn at a point x ∈ K, denoted by TK(x), is the set of all vectors w ∈ Rn for
which there exist sequences {xi}i∈N ∈ K and {τi}i∈N, τi > 0 with xi → x, τi ↓ 0
and i → ∞, such that w = limi→∞

xi−x
τi

. Given a set K ⊆ Rn, for x ∈ K, we define
the normal cone of K at x as NK(x) = {s ∈ Rn | ⟨s | k− x⟩ ≤ 0 for all k ∈ K}. A
continuous function α : [0, a) → [0,∞) is said to belong to class K if it is strictly
increasing and α(0) = 0. A continuous function α : [0, a) → [0,∞) is said to
belong to class K∞, if α ∈ K and α(s) → ∞, as s → ∞. A continuous function
β : [0, a) × [0,∞) → [0,∞) is said to belong to class KL if, for each fixed s,



3.3. System Classes

3

43

the mapping r 7→ β(r, s) belongs to class K with respect to r and, for each fixed
r, the mapping s 7→ β(r, s) is decreasing with respect to s and β(r, s) → 0 as
s → ∞. Finally, Lloc

∞ denotes the set of locally essentially bounded functions on
R≥0 := [0,∞). A function w : I → Rnw , with I ⊆ R is called a Bohl function,
denoted by w ∈ BI , if there exist matrices H ∈ Rnw×nF , F ∈ RnF×nF , and a
vector v ∈ RnF such that w(t) = HeFtv for all t ∈ I. A function w : R≥0 → Rnw

is called a piecewise Bohl function, denoted by w ∈ PB, if there exists a sequence
{ti}i∈N with 0 = t0 < ti < ti+1 for all i ∈ N and ti → ∞ when i → ∞ such that
w : [ti, ti+1) → Rnw is a Bohl function for each i ∈ N.

3.3 System Classes

In this section we describe the classes of discontinuous dynamical systems consid-
ered in this chapter. Both the system classes are variations of so-called Projected
dynamical systems (PDS) [24, 40, 64, 102], which are described by differential
equations of the form

ẋ(t) = ΠS(x(t), f(x(t), w(t))), (3.1)

where x(t) ∈ Rn and w(t) ∈ Rnw denote the state and exogenous (disturbances)
inputs at time t ∈ R≥0, f : Rn×Rnw → Rn is a vector field and ΠS is a projection
operator that projects the dynamics onto the tangent cone of the constraint set
S ⊆ Rn. A more detailed description of PDS can be found in Chapter 2.

3.3.1 Extended Projected Dynamical Systems
Extended projected dynamical systems (ePDS) are discontinuous dynamical sys-
tems introduced in [123] and given by

ẋ(t) = ΠS,E(x(t), f(x(t), w(t))), (3.2)

where x(t) ∈ Rn and w(t) ∈ Rnw denote the state and exogenous (disturbances)
inputs at time t ∈ R≥0, f : Rn×Rnw → Rn is a vector field and ΠS,E is a projection
operator that projects the dynamics onto the tangent cone of the constraint set
S ⊆ Rn in the direction specified by the image of the matrix E ∈ Rn×nE . Without
loss of generality we can assume E to have full column rank. In particular, this
projection operator is given by

ΠS,E(x, v) = PTS(x),E(v) := argmin
a∈TS(x)

a−v∈ImE

∥a− v∥. (3.3)

Note that ePDS have PDS as a special case. Indeed, with ImE = Rn, ePDS
becomes the classical PDS formulation

ΠS(x, v) = PTS(x)(v) := argmin
a∈TS(x)

∥a− v∥. (3.4)
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Alternatively, (3.3) can be written as

ΠS,E(x, v) = v + Eη⋆(x, v) (3.5)

with
η⋆(x, v) = argmin

η∈Λ(x,v)

∥Eη(x, v)∥ (3.6)

and
Λ(x, v) = {η ∈ RnE | v + Eη ∈ TS(x)}. (3.7)

In Chapter 2, it is shown that under certain assumptions (see Assumption 2.3.1
in Chapter 2) (3.3) is equivalent to

ΠS,E(x, v) = lim
δ↓0

PS,E(x+ δv)− x

δ
, (3.8)

where, similarly to (3.3), we have PS,E(v) := argmin a∈S
a−v∈ImE

∥a− v∥.
For now, we consider constraint sets that are convex polyhedral cones given by

S := {x ∈ Rn | Fx ≥ 0}, (3.9)

for some matrix F ∈ Rnf×n, although in the HIGS application (see Section 3.6)
and also [57], more general (non-convex) constraint sets will be studied. Note that
the tangent cone to S as in (3.9) is given by

TS(x) = {a ∈ Rn | FI(x)a ≥ 0}, (3.10)

where
I(x) = {i ∈ {1, . . . , nf} | Fix = 0},

denotes the set of active constraints at x ∈ S.

Lemma 3.3.1. ΠS,E(x, v) is well-defined in the sense that the right-hand side of
(3.3) consists of a single point, for all x ∈ S and v ∈ Rn, if and only if

S + imE = Rn. (3.11)

Proof. Note that (3.11) implies that given any v ∈ Rn, there exists an η such that
v + Eη ∈ S ⊆ TS(x), and thus, Λ(x, v) (see (3.7)) is nonempty for all x ∈ Rn and
all v ∈ Rn. Moreover, using that TS(x) is a convex polyhedral cone (see (3.10)),
implies that Λ(x, v) is closed and convex. Combining this with the fact that square
of the cost (3.6) η⊤E⊤Eη is a quadratic positive definite function as E has full
column rank, (3.6) has a unique minimizer, and thus the right-hand side of (3.2)
is well-defined.

In this work the representation in (3.5) will be useful for establishing an equiv-
alence between ePDS and oPDS.
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3.3.2 Projected Dynamical Systems with Oblique Projec-
tions

Projected dynamical systems with oblique projections (oPDS) were introduced in
[57] and are given by

ẋ(t) = ΠG
S (x(t), f(x(t), w(t))), (3.12)

where x(t) ∈ Rn and w(t) ∈ Rnw denote the state and exogenous inputs at time
t ∈ R≥0, f : Rn × Rnw → Rn is a vector field, as before, and ΠG

S is a projection
operator given by

ΠG
S (x, v) = PG

TS(x)(v) := argmin
a∈TS(x)

∥a− v∥G (3.13)

with
∥a− v∥G :=

√
(a− v)⊤G(a− v), (3.14)

where G ∈ Rn×n is symmetric positive definite, to make ∥.∥G a well-defined norm.
Note that with G = In, (3.13) also reduces to the classical PDS formulation (3.4).

It should be pointed out that (3.13) is well-defined for all x ∈ S and all v ∈ Rn

when constraint sets of the form (3.9) are considered, as the vector field is simply
obtained through projection (with respect to a particular norm ∥.∥G, and without
any restrictions as opposed to ePDS (c.f. (3.11))) onto the closed convex constraint
set (3.9).

Remark 3.3.1. Although in (3.13) we consider projections defined based on a
constant matrix G, this need not be the case in general. In particular G could vary
as a function of the state x by using the notion of Riemannian metrics to define a
variable inner product on TS(x) that changes as a function of x (see [57] for more
details).

Our study of oPDS with a constant matrix G is motivated by the fact that
they can be linked to the classical PDS (and thus ePDS) by means of similarity
transformations and thus, the results available for PDS can be used for studying
oPDS as in (3.12). We make this more explicit in Lemma 3.3.2.

Lemma 3.3.2. Every oPDS of the form (3.12), with a constant G ≻ 0 can be
written as a PDS and thus an ePDS.

Proof. Let us introduce a similarity transformation of the system (3.12) by con-
sidering x̄ = G

1
2x. We then obtain

ẋ = G
1
2 ẋ = G

1
2 argmin
v∈TS(G− 1

2 x)

∥v − f(G− 1
2x,w)∥G

= G
1
2 argmin
v∈TS(G− 1

2 x)

∥G 1
2 v −G

1
2 f(G− 1

2x,w)∥
G− 1

2
⊤GG− 1

2
.

(3.15)
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Using Lemma 1 in [64], we get

ẋ = argmin
a∈TS(x)

∥a−G
1
2 f(G− 1

2x,w)∥

= argmin
a∈TS(x)

∥a− f(x,w)∥
(3.16)

with a = G
1
2 v, and S = G

1
2S, f(x,w) = G

1
2 f(G− 1

2x,w). As such, we obtain

˙̄x = ΠS̄(x̄, f̄(x̄, w)), (3.17)

Moreover, (3.17) is equivalent to the ePDS ˙̄x = ΠS̄,E(x̄, f̄(x̄, w)), with any E such
that imE = Rn. This completes the proof.

Note that (3.17) is in the well-studied classical PDS form considered in, e.g.,
[24, 40, 67, 102]. As presented in Lemma 3.3.2, the subclass of oPDS considered
in this work are in fact PDS and since PDS are a special case of ePDS, (3.12) can
always be written as an ePDS by means of a similarity transformation.

3.4 Sufficient Conditions For Equivalence

In this section, we present sufficient conditions for the equivalence of the ePDS
(3.2) and the oPDS (3.12). As mentioned before, we consider constraint sets that
are convex polyhedral cones described by (3.9), for which the tangent cone is given
by (3.10).

Theorem 3.4.1. Given a constraint set S ⊆ Rn of the form (3.9), a matrix
E ∈ Rn×nE such that (3.11) holds, and a positive definite matrix G ∈ Rn×n,

ΠS,E(x, v) = ΠG
S (x, v), (3.18)

for all x ∈ S and for all v ∈ Rn, if

G−1F⊤ = E(E⊤E)−1E⊤F⊤. (3.19)

Proof. Consider v⋆ = ΠS,E(x, v). Using the alternative ePDS representation (3.7),
we rewrite (3.18) as

v⋆ := v + Eη⋆ (3.20)

with
η⋆ = argmin

η, v+Eη∈TS(x)

∥Eη∥. (3.21)
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It follows from (3.10) that

η⋆ = argmin
η,FI(x)(v+Eη)≥0

||Eη||

= argmin
η,−FI(x)(v+Eη)≤0

1

2
E⊤η⊤ηE.

(3.22)

For solving (3.22), we resort to the Karush-Kuhn-Tucker (KKT) conditions [23,
78]. The stationarity and the dual feasibility conditions give

E⊤Eη⋆ − E⊤F⊤
I(x)λI(x) = 0 with λI(x) ≥ 0, (3.23)

where λI(x) ∈ R|I(x)|
≥0 is a so-called Lagrangian multiplier and |I(x)| denotes here

the cardinality of the index set I(x). Moreover, from the complementarity slack-
ness condition as well as the constraint FI(x)(v + Eη) ≥ 0, one obtains

0 ≤ λI(x) ⊥ FI(x)(v + Eη⋆) ≥ 0. (3.24)

As a result of (3.23), we obtain

η⋆ = (E⊤E)−1E⊤F⊤
I(x)λI(x). (3.25)

As such, (3.20) becomes

v⋆ = v + E(E⊤E)−1E⊤FI(x)λI(x), (3.26)

where λI(x) should satisfy

0 ≤ λI(x) ⊥ FI(x)(v + E(E⊤E)−1E⊤F⊤
I(x)λI(x)) ≥ 0, (3.27)

which as a result of (3.26), is equivalent to

0 ≤ λI(x) ⊥ FI(x)v
⋆ ≥ 0. (3.28)

Now, let us turn our attention to the right-hand side of (3.18). From (3.13) it
follows that

v̄⋆ := ΠG
S (x, v)

= argmin
a∈TS(x)

1

2
(v − a)⊤G(v − a)

= argmin
−FI(x)a≤0

1

2
(v − a)⊤G(v − a).

(3.29)

Writing the KKT conditions for (3.29), yields

v̄⋆ =v +G−1F⊤
I(x)λI(x),

0 ≤λI(x) ⊥ FI(x)v̄
⋆ ≥ 0.

(3.30)
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Note that (3.30) and the KKT conditions for the ePDS representation given by
(3.26) and (3.28), have a similar structure. It follows from comparing these con-
ditions that (3.18) holds if for all x ∈ S it holds that

G−1F⊤
I(x) = E(E⊤E)−1E⊤F⊤

I(x). (3.31)

Condition (3.31) holding for all x ∈ S is equivalent to (3.19) (note that I(0) =
{1, 2, . . . , nf}), which concludes the proof.

Given an ePDS of the form (3.2), Theorem 3.4.1 provides sufficient conditions
that can be used to find a matrix G such that the system can be written as an oPDS
(3.12). The following theorem, proposes an alternative, easy-to-check geometric
condition for verifying whether an ePDS can be written as an oPDS.

Theorem 3.4.2. Given matrices E ∈ Rn×nE and F ∈ Rnf×n, there exists a
positive definite matrix G ∈ Rn×n satisfying (3.19) if and only if

kerF + imE = Rn. (3.32)

Proof. For ease of notation, let P := E(E⊤E)−1E⊤ and R := G−1. Hence, finding
G ≻ 0 satisfying (3.19) is equivalent to finding a positive definite matrix R such
that

RF⊤ = PF⊤. (3.33)

Note that (3.33) implies that for x ∈ imF⊤, Rx = Px and since R ≻ 0, one has
x⊤Rx = x⊤Px > 0, when x ̸= 0 and x ∈ imF⊤ . It follows from the definition
of P that x⊤Px = x⊤E(E⊤E)−1E⊤x, and thus when x ̸= 0 and x ∈ imF⊤, then
E⊤x ̸= 0, i.e., x /∈ kerE⊤. In other words,

imF⊤ ∩ kerE⊤ = {0}. (3.34)

Taking the orthogonal complement on both sides of (3.34) yields

kerF + imE = Rn.

This shows that (3.32) is a necessary condition for the existence of a G = R−1

satisfying (3.19).
To see that (3.32) is also a sufficient condition, we have to show that if (3.32)

holds then there exists a positive definite matrix R = G−1 ≻ 0 satisfying (3.33).
It follows from the reasoning above that (3.32) is equivalent to

x⊤Px > 0 when x ̸= 0 and x ∈ imF⊤. (3.35)

To prove sufficiency of (3.32), consider an orthonormal basis {T1, T2, . . . , Tn} for
imF⊤ + kerF = Rn, stacked in the matrix

T =
[
T1 T2 . . . Tn1

Tn1+1 . . . Tn

]
, (3.36)
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where the first n1 columns form an orthonormal basis for imF⊤ and the remaining
columns form an orthonormal basis for kerF . Note that due to orthonormality it
holds that T⊤ = T−1. Let us introduce a coordinate transformation x̄ = Tx (and
thus x = T−1x̄) and define

R̃ := T−1RT, P̃ := T−1PT. (3.37)

Note that R̃ ≻ 0 if and only if R ≻ 0. It then follows that (3.33) is satisfied if and
only if

T−1RT

[
In1

0

]
= T−1PT

[
In1

0

]
, (3.38)

and thus

R̃

[
In1

0

]
= P̃

[
In1

0

]
. (3.39)

Hence, the first n1 columns of R̃ are specified by (3.39) (as P and thus P̃ are
known). In addition, since R = G−1 has to be symmetric this imposes that R̃ is
a matrix of the form

R̃ =

[
A B⊤

B C

]
, (3.40)

where A and B are fixed matrices (due to (3.39)) and C is a free variable. Also
note that given a vector y ∈ Rn1 \ {0} it holds that

y⊤Ay =

[
y
0

]⊤
R̃

[
y
0

]
=

[
y
0

]⊤
P̃

[
y
0

]
=

[
y
0

]⊤
T−1P T

[
y
0

]
︸ ︷︷ ︸
∈imF⊤

> 0,
(3.41)

where we have made use of (3.39) to replace R̃ with P̃ and used (3.35) to get the
inequality at the end. Hence, A ≻ 0. Thus, it is possible to find a matrix R ≻ 0
that solves (3.33), if and only if there exists a matrix C such that (3.40) is positive
definite. Note that the latter is always possible. Indeed, it follows from Schur’s
lemma [23], that (3.40) is positive definite if and only if

A ≻ 0,

A−B⊤C−1B ≻ 0.
(3.42)

By taking C = 1
ϵ I, with ϵ ∈ R>0 sufficiently large, (3.42) can always be satisfied

and thus (3.40) can be made positive definite. As such, we have shown that if
(3.32) holds, or equivalently x⊤Px > 0 for x ̸= 0 and x ∈ imF⊤, it is always
possible to find a matrix R ≻ 0 satisfying (3.33). Hence, (3.32) is also a sufficient
condition for (3.19).
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Remark 3.4.1. Note that (3.32) implies (3.11), as kerF ⊆ S. Hence, an ePDS
satisfying Theorem 3.4.2, also satisfies the condition of Lemma 3.3.1 for being
well-defined. This is natural as the equivalent oPDS is always well-defined.

It should be noted that the equivalence conditions in Theorem 3.4.1 and Theo-
rem 3.4.2 are independent of the particular vector fields and thus hold for all vector
fields f in the ePDS (3.2) and the oPDS (3.12). However, if (3.19) does not hold,
it may still be true that for particular vector fields the equivalence between (3.2)
and (3.12) can be established. Corollary 3.4.1 proposes extensions of Theorem
3.4.1 and Theorem 3.4.2 that aim at exploiting knowledge of the vector field.

Corollary 3.4.1. Let a vector field f : Rn ×Rnw → Rn, a constraint set S ⊆ Rn

of the form (3.9), a matrix E ∈ Rn×nE such that (3.11) holds, and a positive
definite matrix G ∈ Rn×n be given. Moreover, denote by W ⊆ Rnw the set of
disturbance values of interest. Define

J :={i ∈ {1, . . . , nf} | ∃x ∈ S ∩ kerFi,∃w ∈ W

with f(x,w) /∈ TS(x)}.
(3.43)

Then it holds for all x ∈ S and all w ∈ W that

ΠS,E(x, f(x,w)) = ΠG
S (x, f(x,w)),

if
G−1F⊤

J = E(E⊤E)−1E⊤F⊤
J . (3.44)

Moreover, given f : Rn ×Rnw → Rn, S ⊆ Rn and E ∈ Rn×nE , there exists G ≻ 0
such that (3.44) holds, if and only if

kerFJ + imE = Rn. (3.45)

Proof. If i /∈ J , then it holds that x ∈ S ∩ kerFi and w ∈ W , implies f(x,w) ∈
TS(x). Hence, for the facet S∩kerFi of S there is no projection needed as f(x,w) ∈
TS(x) and thus ΠS,E(x, f(x,w)) = ΠG

S (x, f(x,w)) = f(x,w), for any G ≻ 0. As
such, (3.19) and (3.32) reduce to (3.44) and (3.45), respectively.

It follows from Theorem 3.4.2 that given an ePDS (3.2), if (3.32) holds, we
can translate it into an oPDS (3.12). As such, the following two-step procedure is
proposed for writing an ePDS as an oPDS:

1. Given an ePDS (3.2), check whether kerF + imE = Rn.

2. If the first step is satisfied, find a matrix G ≻ 0 satisfying (3.19). This prob-
lem can be formulated as a linear matrix inequality (LMI)-based feasibility
test, subject to the constraint (3.19), which can be solved using available
semi-definite programming solvers. Alternatively, the procedure in the proof
of Theorem 3.4.2 can be followed.
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If the above fails and particular knowledge of the vector field is available, one can
use the results of Corollary 3.4.1 in the procedure above, as an alternative. Note
that this procedure does not necessarily produce a unique matrix G. Thus, if
needed, additional constraints on G could be imposed.

3.5 Some Implications of Equivalence: Incremen-
tal Stability and More

In this section, we showcase the usefulness of the results established in Section 3.4,
by providing examples where utilizing the equivalence results are advantageous.
In particular, we use Theorem 3.4.1 to propose sufficient conditions under which
incremental stability of (3.2) can be established. Moreover, a discussion on other
useful implications of the results in Section 3.4 is provided.

Definition 3.5.1. [7],Consider a dynamical system ẋ = g(x,w) with state x ∈ Rn.
Assume that for each exogenous disturbance w ∈ Lloc

∞ and each initial condition
ξ = x(0) a locally absolutely continuous solution exists, whose value at time t ∈
R>0 is denoted by x(t, ξ, w). The system is said to be incrementally asymptotically
stable (δGAS), if there exists a KL−function β such that for all ξ, η ∈ Rn and all
w ∈ Lloc

∞

∥x(t, ξ, w)− x(t, η, w)∥ ≤ β(∥ξ − η∥, t) for all t ∈ R≥0.

Definition 3.5.2. A function f : Rm → Rn, is called α-strongly G-monotone if
there exists α > 0 such that

⟨f(x)− f(y), x− y⟩G ≥ α∥x− y∥2G, for all x, y ∈ Rm.

Theorem 3.5.1. Given a constraint set S ⊆ Rn of the form (3.9), a matrix
E ∈ Rn×nE such that (3.11) holds, and a vector field f(x,w) = p(x) + h(w), with
p : Rn → Rn, and h : Rnw → Rn, the ePDS (3.2) is δGAS, if there exists a
symmetric positive definite matrix G ∈ Rn×n, such that

1. G, F and E satisfy (3.19), and

2. The function p : Rn → Rn is continuous and α-strongly G-monotone for
α > 0.

Proof. The first condition in the theorem ensures via Theorem 3.4.1 that (3.2)
can be written as the oPDS (3.12). Using this oPDS-based representation, one
can utilize condition (2) in the theorem in conjunction with Theorem 2 in [64] to
prove δGAS of the system.

Remark 3.5.1. Other properties such as incremental input-to-state stability (δISS),
as well as uniform/exponential and input-to-state convergence [110] and periodicity
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of steady-state solutions can be established for the ePDS (3.2) under the conditions
stated in Theorem 3.5.1. The proof for each case would also build upon first ob-
taining an equivalent oPDS representation for (3.2), which is possible as a result
of the first condition in Theorem 3.5.1, and then using the second condition in
the theorem to prove these properties for the equivalent oPDS, which is possible as
argued in Remark 1, [64].

In addition to Theorem 3.5.1 and the results pointed out in Remark 3.5.1,
as explained in Lemma 3.3.2, one can perform similarity transformations to turn
(3.12) into a classical PDS. As such the equivalence results established in Section
3.4 enable one to rely on several existing results available for PDS. For example,
for ePDS (3.2) with constraint sets of the form (3.9) one can conclude existence
and uniqueness of solutions for all time t ∈ R≥0, if there exists G ≻ 0 such
that (3.19) (and the additional conditions required for well-posedness as stated in
[102])is satisfied. All these results are based on the equivalence between ePDS and
(o)PDS and thus, illustrate the usefulness of the equivalence results presented in
Section 3.4, as they enable transferring relevant properties from the class of oPDS
and PDS to the less studied class of ePDS.

3.6 Equivalent HIGS representations

In this section, we apply the results obtained in the previous sections to HIGS-
controlled systems. HIGS are discontinuous dynamical systems introduced in [37]
with the aim of realizing performance beyond levels attainable with LTI control,
and have enjoyed considerable engineering success (see, for example, [73, 75]). To
recall HIGS, we start by describing the closed-loop system under consideration
leading to an ePDS-based formulation. Motivated by using the results available
for oPDS, the ePDS-based representation together with the results of Section 3.4
are used to derive an alternative description for the closed-loop system in the oPDS
framework of Section 3.3.2. This new representation of HIGS-controlled systems
will then be used in Section 3.7, to propose conditions for incremental stability of
HIGS-controlled systems.

3.6.1 System Description
We consider the interconnection in Fig. 3.1, consisting of an LTI plant G controlled
in feedback with a single-input single-output (SISO) HIGS element H . The plant
G contains the linear part of the closed-loop system including the plant to be
controlled and possibly an LTI controller, given by the state-space representation
(where we have omitted time dependency for ease of notation){

ẋg = Agxg +Bgvv +Bgww,

e = Cgxg,
(3.46)
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Σ
G

H

v

w

e

u

−

Figure 3.1. Closed-loop system in Lur’e form.

with states xg taking values in Rng , performance output e in R, control input v in
R and exogenous disturbances denoted by w taking values in Rnw . As the key area
of application for HIGS is formed by motion systems containing floating masses,
the following assumption is typically satisfied [37, 38].

Assumption 3.6.1. The LTI system G as in Fig. 3.1 is such that CgBgw = 0
and CgBgv = 0.

The HIGS element H considered in this chapter has as its primary mode of
operation the first-order linear integrator dynamics

ẋh = αxh + ωhe,

u = −v = xh,
(3.47)

where the state xh takes values in R, the (HIGS) input e and the (HIGS) output u
both take values in R and ωh ∈ [0,∞) denotes the integrator frequency. Moreover
α ∈ R is the pole location in this mode of operation. This mode of operation of the
HIGS element is referred to as the integrator mode. Note that for α = 0, (3.47)
becomes equivalent to the integrator mode dynamics as considered in Chapter
2. With α ̸= 0, (3.47) resembles the integrator dynamics in a first order reset
element (FORE) [29, 79]. The integrator mode (3.47) can only be used as long as
the input-output pair (e, u) of H remains inside

F :=

{
(e, u) ∈ R2 | eu ≥ 1

kh
u2

}
, (3.48)

where kh ∈ (0,∞) denotes the gain parameter of H . Note that (e, u) ∈ F implies
equal sign of the input e and the output u of the HIGS as eu ≥ 0, see Fig. 3.2,
which leads to performance enhancing properties due to reduced phase lag of the
integrator (see [37] for more details).

At moments when the input-output pair (e, u) of H tends to leave the sector
F the integrator dynamics in (3.47) are projected such that (e, u) ∈ F remains



54
Chapter 3. On the Equivalence of Extended and Oblique Projected Dynamics

with Applications to Hybrid Integrator-Gain Systems

3

e

u

F

u = khe

F

_xh = αxh + !he

xh = khe

Figure 3.2. An example of a HIGS in operation.

true along the trajectories of the system. Note that we can only change (project)
the controller dynamics to satisfy (e, u) ∈ F , while we cannot change the phys-
ical plant dynamics by means of projection. This setup clearly and naturally is
described by partial projection and thus ePDS, as shortly discussed next.

3.6.2 ePDS Based Representation

Consider the closed-loop interconnection in Fig. 3.1, with state x = [x⊤
g x⊤

h ]
⊤ ∈

Rn. By combining (3.46) and (3.47), we arrive at the following state space repre-
sentation for the primary mode of operation for the closed-loop system:

ẋ = Aintx+Bw,

y = Cx,
(3.49)

where y = [e u]
⊤, and

[
Aint B

C

]
=


Ag −Bgv Bgw

ωhCg α 01×nw

Cg 0

01×ng 1

 . (3.50)

Using the ePDS framework of Section 3.3.1, we can formally describe the dynamics
of the system as {

ẋ(t) = ΠS,E(x(t), Aintx(t) +Bw(t)),

y(t) = Cx(t)
(3.51)

with
S = K ∪ −K , (3.52)
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where K is a polyhedral cone given by

K := {x ∈ Rn | Fx ≥ 0}, (3.53)

where F =
[
F⊤
1 F⊤

2

]⊤ with F1 = [khCg − 1], and F2 =
[
01×ng

1
]
. In fact,

F1x = khe− u and F2x = u such that (e, u) ∈ F if and only if x ∈ S. Moreover,
E = [0⊤1×ng

1]⊤ such that the xh-dynamics are projected and xg (representing
physical states that cannot be projected or controller states that should not be
projected) is not changed by means of projection (see [38, 123] for more details).
Note that

S + imE = Rn,

which makes the right-hand side of (3.51) well-defined. For a full proof of the
well-posedness of the projection operator ΠS,E in (3.51), see Chapter 2.

3.6.3 oPDS Based Representation
We will now present an alternative representation of HIGS-controlled systems in
the oPDS framework discussed in Section 3.3.2. Prior to doing so, let us make
note of the fact that in previous sections we considered convex polyhedral cones
as constraint sets, while the constraint set (3.52) is a non-convex set and is given
by a union of such cones. As a result, we can not directly use Theorem 3.4.1 and
Theorem 3.4.2. Instead, we first consider the case where x ∈ K (see (3.53)) and
subsequently use the symmetry of (3.52) to obtain a switched oPDS formulation
for the HIGS-controlled system.

Let us turn our attention to

ẋ(t) = ΠK ,E(x(t), Aintx(t) +Bw(t))

= PTK (x),E(Aintx(t) +Bw(t)).
(3.54)

Note that even for (3.54), the results in Theorem 3.4.1 and Theorem 3.4.2 can not
be directly used since

kerF + imE = {x ∈ Rn | x = [0⊤β ]⊤, β ∈ R}.

As such, it is not possible to obtain an oPDS representation of HIGS-controlled
systems based on Theorem 3.4.1. However, note that the conditions in Theorem
3.4.1 and Theorem 3.4.2 guarantee equivalence of ePDS and oPDS irrespective
of the actual vector field. It turns out that for HIGS-controlled systems we can
exploit particular knowledge of the vector field in relation to the constraint set.
In particular, for the HIGS-controlled system (3.51), exploiting the form of the
vector field (3.49) in combination with Assumption 3.6.1 would enable us to make
use of the results in Corollary 3.4.1. Indeed, let us make the observation that for

x ∈ kerF2 ∩ K ,
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it can be verified by using Assumption 3.6.1, that Aintx + Bw ∈ TS(x). Indeed,
for x ∈ kerF2 ∩ K , i.e., for {x ∈ Rn | xh = 0 ∧ Cgxg ≥ 0}, one has

F2(Aintx+Bw) = ωhCgxg ≥ 0.

This implies that when F2x = 0, the projections onto the tangent cone of S result
in the integrator mode dynamics (regardless of the choice of E and G). Hence, to
rewrite the ePDS (3.54) as an oPDS we only have to choose G ≻ 0 to match the
projections when F1x = 0, i.e., one of the facets of K , as

ΠK ,E(x,Aintx+Bw) = ΠG
K (x,Aintx+Bw) = Aintx+Bw,

already holds for all points in {x ∈ K | x /∈ kerF1 \ kerF2} and for all w ∈ Rnw ,
irrespective of the choice of G. As a result, (3.44) should only be satisfied when
F1x = 0, i.e., if we can find a G ≻ 0 satisfying

G−1F⊤
1 = E(E⊤E)−1E⊤F⊤

1 , (3.55)

then for x ∈ K , we can write the ePDS (3.54) as an oPDS (3.12). Note that F1

and E do satisfy the condition (3.45) in Corollary 3.4.1, i.e.,

kerF1 + imE = Rn, (3.56)

which implies that it should be possible to find a G ≻ 0 satisfying (3.55). Moreover,
since E = [0⊤ng

1]⊤ is orthonormal, (3.55) simplifies to

G−1F⊤
1 = EE⊤F⊤

1 (3.57)

implying that G should satisfy the expression

F⊤
1 = GEE⊤F⊤

1 . (3.58)

Equation (3.58) holds for any G ≻ 0 of the form

G =

[
G11 −khC

⊤
g

−khCg 1

]
, (3.59)

with G11 ≻ 0, a free variable, sufficiently large such that G11 − k2hC
⊤
g Cg ≻ 0 (to

have G ≻ 0 by Schur’s lemma). As such, we have shown that for x ∈ K , the
HIGS-controlled system can be written as an oPDS. Next, we will use this result
to obtain an oPDS representation of the system for x ∈ S.

Note that the tangent cone to the constraint set (3.52), is given by

TS(x) =


TK (x), if x ∈ K \ −K

−TK (−x), if x ∈ −K \ K

K ∪ −K , if x ∈ K ∩ −K

(3.60)
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with
TK (x) = {ν ∈ Rn | FI(x)ν ≥ 0}, (3.61)

where
I(x) = {i ∈ {1, 2} | Fix = 0}

is the set of active constraints at x ∈ K . Thus, when considering the complete
constraint set (3.52), (3.51) can be alternatively written as the switched ePDS

ẋ(t) = ΠS,E(x,Aintx+Bw)

=


PTK (x),E(Aintx+Bw), if x ∈ K \ −K

P−TK (−x),E(Aintx+Bw), if x ∈ −K \ K

Aintx+Bw, if x ∈ −K ∩ K .

(3.62)

Now, using the discussion above and the symmetry of (3.52), (3.51) (or equivalently
(3.62)) can be alternatively written as

ẋ(t) = ΠG
S (x,Aintx+Bw)

=


PG
TK (x)(Aintx+Bw), if x ∈ K \ −K

PG
−TK (−x)(Aintx+Bw), if x ∈ −K \ K

Aintx+Bw, if x ∈ −K ∩ K ,

(3.63)

with G as in (3.59). Therefore, we have obtained a switched oPDS representation
of the HIGS-controlled system (3.51).

In the next section, we will use the switched oPDS representation (3.63) of
HIGS-controlled systems, to propose conditions under which the closed-loop sys-
tem in Fig. 3.1 is guaranteed to be incrementally stable.

3.7 Incremental Stability of HIGS-controlled sys-
tems

In this section, we make use of the results in Section 3.6.3 to propose conditions
for incremental stability of HIGS-controlled systems. As such, we consider the
incremental closed-loop dynamics given by

δẋ(t) :=
d

dt
x1(t)−

d

dt
x2(t)

∈ΠS,E(x1(t), Aintx1(t) +Bw(t))−ΠS,E(x2(t), Aintx2(t) +Bw(t)) =: F (δx(t), w(t)),

(3.64)
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where δx(t) ∈ Rn is the difference between two solutions x1(t) = x(t, x1(0), w) and
x2(t) = x(t, x2(0), w).

To study stability of (3.64), we make use of the following sufficient Lyapunov-
based conditions for incremental stability.

Theorem 3.7.1. [7, 140] Consider the closed-loop system in Fig. 3.1. If there
exist a locally Lipschitz continuous function V : Rn → R≥0, class K∞-functions
α1 and α2 and class K-function α, such that for any input w ∈ PB∩Lloc

∞ , and all
admissible solutions x, x̃ to the system, one has

α1(∥δx∥) ≤ V (δx) ≤ α2(∥δx∥) (3.65a)

max
ρ∈∂V (δx)

max
f∈F (δx,w)

⟨ρ, f⟩ ≤ −α(∥δx∥) (3.65b)

where δx = x− x̃, and ∂V is the generalized gradient of V at x, given by

∂V (x) = co{ lim
i→∞

∇V (xi) | xi → x, xi /∈ Ω},

where co denotes the closed convex hull, ∇V denotes the gradient of V and Ω is
the measure zero set where ∇V is not defined, then, the closed-loop system in Fig.
3.1 is δGAS.

Proof. The proof is similar to the proof of Theorem 6.2.8 in [140].

We are now ready to state the main result of this section.

Theorem 3.7.2. Consider the HIGS controlled system (3.51) with w ∈ PB∩Lloc
∞ ,

and suppose there exist a matrix M = M⊤, and a real constant τ > 0, such that

M ≻ 0 (3.66a)

M − k2hC
⊤
g Cg ≻ 0 (3.66b)[

A⊤
g M +MAg −MBgv

−B⊤
gvM 0

]
+ τ

[
0 khC

⊤
g

khCg −2

]
≺ 0, (3.66c)

A⊤
intP1 + P1Aint ≺ 0 (3.66d)

A⊤
intP2 + P2Aint ≺ 0 (3.66e)

where

P1 =

[
M + k2hC

⊤
g Cg −khC

⊤
g

−khCg 1

]
, (3.67)

P2 =

[
M −khC

⊤
g

−khCg 1

]
, (3.68)

then the HIGS-controlled system (3.51) is δGAS.
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Proof. The proof is based on showing that under the conditions stated above,
there exists an incremental Lyapunov function V (δx) satisfying the conditions
in Theorem 3.7.1. Note that with w ∈ PB ∩ Lloc

∞ , similar arguments as used in
Section 2.6 can be used to prove existence and forward completeness of solutions to
(3.51), therefore existence of such an incremental Lyapunov function is sufficient for
proving δGAS of (3.51). In particular, we consider the δGAS Lyapunov function

V (δx) =


δx⊤

g Mδxg, if (δxh, δe) ∈ Ω1,

δx⊤P1δx, if (δxh, δe) ∈ Ω2,

δx⊤P2δx, if (δxh, δe) ∈ Ω3,

(3.69)

where Ω1, Ω2, and Ω3 are regions within the incremental input-output space of
HIGS, as portrayed in Fig. 3.3. To show Lipschitz continuity of V , we have to show

δxh

δe

δx
h
=
kh
δe

Ω1

Ω1

Ω2

Ω2

Ω3

Ω3

Figure 3.3. The incremental input-output space of HIGS.

that the different pieces of the Lyapunov functions are equal on the boundaries
of the sets Ω1, Ω2 and Ω3. Indeed, since V (δx) is composed of locally Lipschitz
functions, continuity of V implies that it is also Lipschitz continuous (see also the
proof of Theorem 3.3 in [68]). Note that

δx⊤P1δx = δx⊤
g Mδxg + k2hδx

⊤
g C

⊤
g Cgδxg − khδx

⊤
g C

⊤
g δxh − khδx

⊤
hCgδxg + δx2

h.
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On the boundary between Ω1 and Ω2, one has δxh = khδe = khCgδxg leading to

δx⊤P1δx = W (δx) = δx⊤
g Mδxg,

showing that Lyapunov functions are the same at the boundary of Ω1 and Ω2.
Moreover, note that

δx⊤P2δx = δx⊤
g Mδxg − khδx

⊤
g C

⊤
g δxh − khδx

⊤
hCgδxg + δx2

h.

On the boundary between the regions Ω2 and Ω3, one has δe = Cgδxg = 0. Hence,
on this boundary

δx⊤P2δx = δx⊤P1δx = δx⊤
g Mδxg + δx2

h.

Lastly on the boundary between the regions Ω3 and Ω1, one has δxh = 0 and thus

δx⊤P2δx = W (δx) = δx⊤
g Mδxg.

As such, the Lyapunov functions are the same at the respective boundaries between
the regions Ωi, i ∈ {1, 2, 3}, in the incremental input-output space of HIGS and
thus V is Lipschitz continuous.

Next, we show the existence of functions α1, α2 ∈ K∞, such that

α1(∥δx∥) ≤ V (δx) ≤ α2(∥δx∥). (3.70)

Note that from (3.66a), one has

α̃1∥δxg∥2 ≤ δx⊤
g Mδxg = W (δx) ≤ α̃2∥δxg∥2, (3.71)

with α̃1 = λmin(M) and α̃2 = λmax(M), where λmin(M), and λmax(M) denote
the minimal and maximal eigenvalues of M , respectively. Next, note that for
(δxh, δe) ∈ Ω1, one has ∥δxh∥ ≤ kh∥δe∥ = kh∥Cgδxg∥ ≤ kh∥Cg∥∥δxg∥. Thus,
∥δxh∥2 − k2h∥Cg∥2∥δxg∥2 ≤ 0. As such, from (3.71) one has

α̃1∥δxg∥2 + α̃1τ(∥δxh∥2 − k2h∥Cg∥2∥δxg∥2) ≤ δx⊤
g Mδxg (3.72)

for some 0 < τ < 1
k2
h∥Cg∥2 . Therefore, it holds that

α̃3∥δx∥2 ≤ δx⊤
g Mδxg ≤ α̃4∥δx∥2, (3.73)

with α̃3 = α̃1min
(
1− τk2h∥Cg∥2, τ

)
, and α̃4 = α̃2.

Moreover, when (δxh, δe) ∈ Ω2, it holds that V (δx) = δx⊤P1δx. Note that
it follows from (3.66b), (3.66a), together with Schur’s Lemma that P1 ≻ 0, and
therefore,

α̃5∥δx∥2 ≤ δx⊤P1δx ≤ α̃6∥δx∥2, (3.74)
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with α̃5 = λmin(P1). α̃6 = λmax(P1). Lastly, when (δxh, δe) ∈ Ω3 and thus
V (δx) = δx⊤P2δx, it follows from (3.66a), (3.66b) and Schur’s Lemma that P2 ≻ 0,
and thus

α̃7∥δx∥2 ≤ δx⊤P2δx ≤ α̃8∥δx∥2, (3.75)
with α̃7 = λmin(P2). α̃8 = λmax(P2). Therefore, (3.70) holds with α1(∥δx∥) =
(min (α̃3, α̃5, α̃7)) ∥δx∥2, and α2(∥δx∥) = (max (α̃4, α̃6, α̃8)) ∥δx∥2.

It now remains to show that there exists a function α ∈ K∞ such that (3.65b)
holds. First, remark that with P1 and P2 as defined above, the system can be
written as in (3.63) (with both G = P1 or G = P2) due to (3.66a) and (3.66b).
Indeed, both P1 and P2 have the structure imposed in (3.59), and it follows from
Schur’s Lemma that (3.66a) and (3.66b) ensure P1 and P2 to be positive definite,
respectively.

First, consider the case where (δx, δe) /∈ Ω1, then one necessarily has both
(x1 ∈ K ∧ x2 ∈ K ) or (x1 ∈ −K ∧ x2 ∈ −K ). Using P1 and P2 as defined
above the HIGS-controlled system can be written in the form (3.63) where G = P1

or G = P2. Following the same reasoning as in Corollary 1 of [64], we get for
xi, i ∈ {1, 2}

ẋi =

{
Aintxi +Bw − P−1

1 nK (xi), xi ∈ K

Aintxi +Bw − P−1
1 n−K (xi), xi ∈ −K

=

{
Aintxi +Bw − P−1

2 nK (xi), xi ∈ K

Aintxi +Bw − P−1
2 n−K (xi), xi ∈ −K

(3.76)

where nK (xi) is an element of the normal cone to the set K at point xi. Consider
now δx = x1 − x2 such that (δxh, δe) ∈ Ω2. We then have

∂V (δx)δẋ =
d

dt
|x1 − x2|2P1

=
d

dt
(x1 − x2)

⊤P1(x1 − x2)

= 2(x1 − x2)
⊤(P1Aint +A⊤

intP1)(x1 − x2) + (x1 − x2)
⊤P1(−P−1

1 n1 + P−1
1 n2)

= 2(x1 − x2)
⊤(P1Aint +A⊤

intP1)(x1 − x2) + (x1 − x2)
⊤(n2 − n1),

(3.77)

where n1 ∈ NK (−K )(x1) and n2 ∈ NK (−K )(x2). It follows from (3.66d) together
with the monotonicity of the normal cone operator that ∂V (δx)δẋ = d

dt |x1 −
x2|2P1

< −ε1∥δx∥2, for some ε1 ∈ R>0 when (δxh, δe) ∈ Ω2. For the case where
(δxh, δe) ∈ Ω3, by following a similar reasoning and as a result of (3.66e), we get
∂V (δx)δẋ = d

dt |x1 − x2|2P2
≤ −ε2∥δx∥2, for some ε2 ∈ R>0.

Lastly, for (δxh, δe) ∈ Ω1 which, covers x1 ∈ K and x2 ∈ −K (and vice versa)
since if

Fx1 ≥ 0, Fx2 ≤ 0
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then
Fx1 − Fx2 = Fδx ≥ 0,

we consider the Lyapunov function W (δx) = δx⊤
g Mδxg. One has

∂V (δx)δẋ = δẋ⊤
g Mδxg + δx⊤

g Mδẋg

= (Agδxg −Bgvδxh)
⊤Mδxg + δxgM(Agδxg −Bgvδxh)

= δx⊤
g (A

⊤
g M +MAg)δxg − δx⊤

g MBgvδxh − δx⊤
hB

⊤
gvMδxg.

(3.78)

Additionally, for (δxh, δe) ∈ Ω1, it holds that

τδx⊤
[

0 khC
⊤
g

khCg −2

]
δx = 2τ(khδxhδe− δx2

h) ≥ 0. (3.79)

for any τ ∈ R≥0. As such, for (δxh, δe) ∈ Ω1, by pre- and post-multiplication of
(3.66c) with δx and by application of S-procedure relaxations we get ∂V (δx)δẋ ≤
−ε3∥δx∥2 for some ε3 ∈ R≥0, due to (3.78) and (3.79). Therefore, (3.65b) holds
with α = min(ε1, ε2, ε3). This completes the proof.

Remark 3.7.1. In Chapter 2, a proof of well-posedness in the sense of existence
and forward completeness of Carathéodory solutions for HIGS-controlled systems
was provided. Under the conditions in Theorem 3.7.2, one may also conclude
uniqueness of solutions for these systems, as uniqueness of solutions is an imme-
diate consequence of δGAS.

Remark 3.7.2. Under the conditions in Theorem 3.7.2, one may also conclude
δISS of (3.51) based on the fact that the disturbances w in Fig. 3.1, enter the
system (3.46) in an affine manner and using the same arguments as in Theorem
2 of [7].

3.8 Summary and Conclusions

In this chapter, we have connected two classes of discontinuous dynamical systems
consisting of extended projected dynamical systems (ePDS) and oblique projected
dynamical systems (oPDS). We have presented two sets of sufficient conditions for
establishing equivalence between these two recently introduced variations of PDS,
thereby enabling the transfer of theoretical tools and properties from one class to
the other.

The transfer of system-theoretic results, have been particularly highlighted for
properties such as (incremental) stability, and periodicity of steady-state solutions
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for periodic inputs. Moreover, the results have been used to obtain a new de-
scription for hybrid integrator-gain systems (HIGS)-based controllers in terms of
(switched) oPDS. Based on this new description of HIGS-controlled systems con-
ditions for incremental stability of HIGS-controlled systems are proposed, which
make use of a novel construction of a piecewise quadratic Lyapunov function.

Future research directions include an in-depth study of properties of ePDS in
general and HIGS-controlled systems in particular, further exploiting the equiva-
lence established in this chapter.





4
Overcoming Performance

Limitations of Linear Control
with Hybrid Integrator-Gain

Systems

Abstract - It is well-known that the performance of linear time-invariant (LTI)
feedback control is hampered by fundamental limitations. In this chapter, it is
shown that by using a so-called hybrid integrator-gain system (HIGS) in the con-
troller, important fundamental LTI performance limitations can be overcome. In
particular, in this chapter, we show this for two well-known limitations, where
overshoot in the step-response of the system has to be present for any stabilizing
LTI controller. For each case, it is shown that by using HIGS-based control, one
can avoid overshoot in the step-response of the system. Key design considera-
tions for HIGS-based controllers as well as the stability of the resulting closed-loop
interconnections are discussed.

This chapter is based on [148].
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4.1 Introduction

Linear control theory is a well-developed area of research equipped with numerous
tools and methods to fit the needs of industry, including tools for the design and
synthesis of linear controllers, as well as analysis of the stability and performance
thereof. As such, the widespread use of linear control is often attributed to its de-
sign simplicity and predictability. However, all linear time-invariant (LTI) control
systems suffer from fundamental limitations such as Bode’s gain-phase relationship
and the waterbed effect due to Bode’s sensitivity integral. These limitations result
in well-known design trade-offs in both the frequency- and time-domain [48, 100].

In terms of time-domain performance of LTI systems, restrictions on transient
performance metrics such as overshoot, rise time, and settling time of the closed-
loop system exist. More specifically, given certain classes of linear systems to be
controlled, it is impossible to realize performance beyond particular limits with
LTI control, regardless of the type or order of the LTI controller. As such, these
constraints are called fundamental performance limitations of LTI control [119].

A potential solution to circumvent these fundamental performance limitations
is to utilize hybrid or nonlinear control strategies, which by definition are not
necessarily bound to the same limitations as LTI systems. Some examples include
Variable Gain Control (VGC) [74], reset control [2, 79, 115], switched (hybrid)
controllers [43], split-path nonlinear integrators [45, 126, 151], and more recently
the works on hybrid integrator-gain systems (HIGS) [36].

In this chapter, we will focus on the latter, HIGS, which feature a nonlinear
integrator that switches between an integrator- and a gain-mode. This controller
was introduced in [37] to deal with the classical trade-off in linear control theory
between low-frequency disturbance suppression by means of linear integral control
and a desired transient response. Given an input signal, the switching behavior
of this control element leads to an output signal, which has the same sign as its
input at all times, thereby constantly forcing the output of the system towards
the desired reference value. In frequency domain, a describing function analysis
reveals that a HIGS element exhibits similar magnitude characteristics as a linear
integrator while inducing only 38.15 degrees of phase lag (see for example [140]),
as opposed to 90 degrees in the linear case. Similar desirable characteristics are
found in the case of reset control elements [31, 79]. However, while reset integrators
achieve these properties by producing discontinuous control signals, which can
potentially excite high-frequency plant dynamics or amplify high-frequency noise,
HIGS makes use of continuous output signals. This makes HIGS a powerful control
element, especially in the context of high-precision mechatronics, where structural
dynamics with numerous weakly damped resonances are present.

Multiple studies have already shown that it is possible to overcome fundamen-
tal LTI performance limitations by using hybrid and nonlinear control strategies.
In particular, in [81] VGC has been used to overcome one of these limitations.
Morever, in [18, 156], reset control has been used to overcome three fundamental



4.2. Preliminaries

4

67

limitations of LTI control. These studies consider LTI control configurations, for
which overshoot is guaranteed no matter the choice of the LTI controller and show
that overshoot is eliminated in the step-response when employing nonlinear/hybrid
controllers. More recently, in [143], it has been shown that a specific time-domain
LTI performance limitation can be overcome, by employing a HIGS element.

In this chapter, the objective is to show that HIGS-based control can, in fact,
overcome all the fundamental LTI performance limitations, related to overshoot,
that have been overcome by any other type of nonlinear element, thereby under-
lining the strength of HIGS and HIGS-based control. In the process of overcoming
these limitations, we reveal key design considerations for HIGS-based control and
discuss the closed-loop stability analysis.

The remainder of this chapter is organized as follows. In Section 4.2, prelimi-
nary material related to fundamental limitations of LTI control will be presented.
In Section 4.4, a general description of HIGS and the closed-loop system consid-
ered in the chapter, as well as a problem statement are provided. Section 4.5
and Section 4.6, are concerned with overcoming limitations of LTI control using
HIGS-based designs, of which closed-loop stability will be established in Section
4.7. The chapter is concluded in Section 4.8, where the main conclusions and
future directions of research are provided.

4.2 Preliminaries

In this section, we present some preliminary material that is used in the sections
to follow.

4.2.1 Notation and definitions

The sets of reals, integers, and complex numbers are denoted by R, Z, and C,
respectively. Given a vector v, ∥v∥ denotes its Euclidean norm. For a complex
number z ∈ C, we denote its real part by Re(z) and its imaginary part by Im(z).

Definition 4.2.1. [88], A function α : [0, a) → [0,∞) is said to belong to class K,
if it is continuous, strictly increasing and α(0) = 0. A function β : [0, a)×[0,∞) →
[0,∞) is said to belong to class KL, if, it is continuous and for each fixed s, the
mapping r 7→ β(r, s) belongs to class K with respect to r and, for each fixed r, the
mapping s 7→ β(r, s) is decreasing with respect to s and β(r, s) → 0 as s → ∞.

Definition 4.2.2. [88], A system ẋ(t) = f(x(t), w(t)) with state x(t) ∈ Rn, and
disturbance input w(t) ∈ Rnw , at time t ∈ R≥0 is said to be input-to-state stable
(ISS), if there exist a KL-function β and a K-function γ such that for any initial
state x(0) ∈ Rn and any bounded input w, i.e., w such that supt≥0 ∥w(t)∥ < ∞,
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any corresponding solution x : R≥0 → Rn satisfies for all t ∈ R≥0

∥x(t)∥ ≤ β (∥x(0)∥, t) + γ

(
sup

0≤τ≤t
∥w(τ)∥

)
. (4.1)

4.3 A recap on fundamental limitations of linear
control

This section is concerned with the description of the fundamental limitations of
LTI control considered in this chapter. To this end, let us consider the single-
input single-output (SISO) closed-loop interconnection in Fig. 4.1. Here, the

Σ C P
r e y

−

u

Figure 4.1. Linear closed-loop system configuration.

LTI plant and controller are represented by the transfer functions P (s) and C(s),
respectively. The plant output y(t) ∈ R is subtracted from the reference signal
r(t) ∈ R, generating the error signal e(t) = r(t)−y(t), at time t ∈ R≥0. This error
signal is fed to the controller, which in turn generates the control output u(t) ∈ R,
at time t ∈ R≥0.

Assumption 4.3.1. In the remainder of this chapter, unless stated otherwise, the
reference signal r(t) is assumed to be a unit-step, i.e., r(t) = 1 for all t ∈ R≥0.
Moreover, it is assumed that the plant P and the controller C have zero initial
conditions.

In what follows, we present some fundamental limitations of LTI control, which
are unavoidable for certain classes of linear systems P (s) when controlled by any
stabilizing LTI controller C(s). Prior to doing so, a few definitions from [119] are
needed.

Definition 4.3.1. [119], Let the open-loop LTI system in Fig. 4.1 be given by
L(s) = P (s)C(s). The closed-loop system in Fig. 4.1 is said to be internally stable
if there are no unstable pole-zero cancellations in L(s), and the transfer function
S(s) = (1 + L(s))−1 has all of its poles in the open left-half complex plane.

In [119] the notion of internal stability as defined in Definition 4.3.1 is used for
stating the limitations of LTI control. However, this definition is only applicable
to LTI systems and can not be used to analyze the stability of hybrid closed-loop
systems containing HIGS elements. Therefore, in this work we adopt the notion of
ISS as in Definition 4.2.2, which can be used for both LTI and nonlinear systems.
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Definition 4.3.2. [119] The rise time of the step response of the closed-loop sys-
tem in Fig. 4.1 with zero initial conditions (for P and C) is defined as

tr := sup
δ∈R>0

{
δ : y(t) ≤ t

δ
for all t ∈ [0, δ]

}
. (4.2)

Based on Definition 4.3.2, one can determine the rise time associated with the
step response of a system by finding the maximal value of δ such that the step
response falls below the line y = t

δ , for t ∈ [0, δ].

Definition 4.3.3. [119] The overshoot of the step response of the closed-loop
system in Fig. 4.1 with zero initial conditions (for P and C), is the maximum
value by which the output y(t) exceeds its final setpoint value r(t), i.e.,

yos := sup
t∈R≥0

{−e(t)} . (4.3)

With the notions of rise time, overshoot, and ISS now defined, the fundamental
limitations of LTI control considered in this chapter can be explicitly stated.

Proposition 4.3.1. [119] Consider the closed-loop configuration in Fig. 4.1. Sup-
pose that the LTI system P (s), is stabilized (in the sense of ISS) by the LTI con-
troller C(s). Then

(i) if lim
s→0

sP (s)C(s) = c1, 0 < |c1| < ∞, then

lim
t→∞

e(t) = 0, and∫ ∞

0

e(t) dt =
1

c1
;

(ii) if lim
s→0

s2P (s)C(s) = c2, 0 < |c2| < ∞, then

lim
t→∞

e(t) = 0, and∫ ∞

0

e(t) dt = 0.

(4.4)

(4.5)

Proof. See [119], Section 1.3.

Remark 4.3.1. Note that in the closed-loop interconnection of Fig. 4.1, when
the transfer function of the open-loop system P (s)C(s) has a single open-loop in-
tegrator, item (i) of Proposition 4.3.1 holds. This does not necessarily imply that
the step response y(t) = 1 − e(t), overshoots. However, as shown in Proposition
1 of [18], provided that the rise time tr is sufficiently slow such that tr > 2

c1
, the
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unit-step response y(t) overshoots, for any stabilizing LTI controller C(s). Indeed,
due to item (i) of proposition 4.3.1 one has∫ ∞

0

e(t) dt =
1

c1

for some c1 ∈ R. Using Definition 4.3.2 we get∫ ∞

0

e(t) dt =
1

c1
≥

∫ tr

0

(
1− t

tr

)
dt+

∫ ∞

tr

e(t) dt

=
tr
2
+

∫ ∞

tr

e(t) dt,

where tr denotes the rise time. Therefore, we have∫ ∞

tr

e(t) dt ≤ 1

c1
− tr

2
.

Provided that, tr > 2
c1

, then
∫∞
tr

e(t) dt < 0, therefore e(t) = 1− y(t) < 0 and thus
y(t) > 1, for some t ∈ (tr,∞), implying that there will be overshoot in the step
response.

Remark 4.3.2. In the closed-loop interconnection of Fig. 4.1, under zero initial
conditions, the error signal e(t) will be initially positive. Indeed for y(t0) = 0, one
has e(t0) = 1− y(t0) = 1. If the transfer function of the open-loop plant P (s)C(s)
has two open-loop integrators, due to (4.5) in Proposition 4.3.1, the error e(t)
will have a change of sign. This implies that there has to be overshoot in the
step-response y(t) for any stabilizing LTI controller C(s).

Moreover, it is easy to show that (4.4) and (4.5) also hold when the open-loop
plant P (s)C(s) contains more than two integrators. Indeed, if

lim
s→0

snP (s)C(s) = cn, 0 < |cn| < ∞,

then one has P (s)C(s) = L̃(s)
sn , where lim

s→0
L̃(s) = cn. Additionally the Laplace

transform of the error signal (to a unit step reference) is given by E(s) = 1
s

1
1+P (s)C(s) =

1
s

sn

sn+L̃(s)
. With n ≥ 1, by application of the final value theorem we obtain

lim
t→∞

e(t) = lim
s→0

sE(s) = lim
s→0

sn

sn + L̃(s)
= 0,

thereby showing that (4.4) holds true. Furthermore, as a result of Lemma 1.3.1 in
[119], we have for n ≥ 2∫ ∞

0

e(t) dt = lim
s→0

E(s) = lim
s→0

sn−1

sn + L̃(s)
= 0,
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showing that (4.5), also holds. As a result, for an open-loop plant containing two
or more open-loop integrators, a non-zero overshoot is unavoidable in the step-
response y(t) for any stabilizing LTI controller C(s).

Proposition 4.3.2. [119] Consider the interconnection in Fig. 4.1. Suppose that
the open-loop plant P (s) has a pole at s = p, such that Re(p) > 0. Then, if the
closed-loop system is ISS, it holds that∫ ∞

0

e−pte(t) dt = 0, and
∫ ∞

0

e−pty(t) dt =
1

p
. (4.6)

Proof. See [119], Section 1.3.

Remark 4.3.3. As a result of Proposition 4.3.2, if the plant has an open-loop pole
p in the right-half complex plane such that Im(p) = 0, the unit-step response y(t)
necessarily overshoots for any internally stabilizing LTI controller C(s). Moreover,
as shown in [119] Remark 1.3.5, the overshoot satisfies

yos ≥
(ptr − 1)eptr + 1

ptr
≥ ptr

2
, (4.7)

where tr is the rise time as defined in (4.2).

The limitations described in Remark 4.3.1, 4.3.2, and 4.3.3 have been previously
shown to be overcome by hybrid and nonlinear control strategies such as VGC and
reset control. In [143] a HIGS-based design is presented that is shown to overcome
the limitation mentioned in Remark 4.3.3.

The aim of this chapter is to show that by using HIGS-based control, the
limitations of LTI control as described in Remark 4.3.1 and Remark 4.3.2 can
also be overcome, thereby showing that HIGS-based control can overcome all the
limitations that have been previously overcome by other nonlinear/hybrid control
strategies.

4.4 System description and problem statement

In this section, we describe the class of systems considered in this chapter. Addi-
tionally, the problem that we aim to address in this chapter is explicitly stated in
this section.

4.4.1 Hybrid integrator-gain systems
A hybrid integrator-gain system (HIGS) element, denoted by H , is described by
the discontinuous piecewise linear (PWL) system

H :


ẋh(t) = ωhz(t) if (z(t), u(t), ż(t)) ∈ F1,

xh(t) = khz(t) if (z(t), u(t), ż(t)) ∈ F2,

u(t) = xh(t),

(4.8a)
(4.8b)
(4.8c)
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with state xh(t) ∈ R, input z(t) ∈ R, time-derivative of input ż(t) ∈ R, and
output u(t) ∈ R, at time t ∈ R≥0. The parameters ωh ∈ [0,∞) and kh ∈ (0,∞)
denote the integrator frequency and gain value, respectively. Moreover, F1 and
F2 denote the regions in R3 where the different subsystems are active. A HIGS
element is designed to primarily operate in the so-called integrator mode given
by (4.8a). However, the integrator-mode dynamics can be followed as long as the
input-output pair (z, u) of H remain inside the sector

F :=

{
(z, u, ż) ∈ R3 | zu ≥ 1

kh
u2

}
. (4.9)

At moments when the input-output pair (z, u) tends to leave the sector F , a switch
is made to the so-called gain mode as given by (4.8b), so that the trajectories move
along the sector boundary where z = khu and thus remain in the sector F . As
such, the sets F1 and F2 are given by

F1 := F \ F2,

F2 :=
{
(z, u, ż) ∈ R3 | u = khz ∧ ωhz

2 > khżz
}
.

(4.10)

(4.11)

As a result of this construction, the input and output of a HIGS element have the
same sign at all times. A visual interpretation of the sets F ,F1 and F2 can be
found in Chapter 2. In the remainder of this chapter, it is assumed that the initial
condition of a HIGS element is chosen as xh(0) = 0.

The interested reader is referred to Chapter 2 and [38, 123], for a proof of
existence and forward completeness of solutions as well as stability analysis of
HIGS-controlled systems.

4.4.2 Closed-loop system description

We consider the general closed-loop interconnection in Fig. 4.2, where, as before,

Σ C? H P
r e z u y

−

HIGS-based controller

Figure 4.2. Closed-loop system configuration with HIGS-element.

the LTI plant to be controlled has transfer function P (s). In contrast with the
closed-loop interconnection in Fig. 4.1, the LTI controller has been replaced with
a HIGS-based controller consisting of a HIGS element H as in (4.8) and an LTI
controller with transfer function C⋆(s).
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Moreover, the state-space (minimal) realization of the plant’s transfer function
P (s) is given by

Σp :

{
ẋp(t) = Apxp(t) +Bpu(t),

y(t) = Cpxp(t),
(4.12)

where xp(t) ∈ Rnp is its state-vector, u(t) ∈ R is the input to the plant, y(t) ∈ R
is the plant output at time t ∈ R≥0, and Ap, Bp, Cp are matrices of appropri-
ate dimensions. Furthermore, the initial condition xp(0), is assumed to be zero.
Similarly, let (AC⋆ , BC⋆ , CC⋆ , DC⋆), be a state-space realization of the linear con-
troller C⋆(s). Due to the piecewise linear (PWL) nature of HIGS, the closed-loop
interconnection, depicted in Fig. 4.2, can be represented as

Σ :

{
ẋ = Aix+Biw, if (z, u, ż) ∈ Fi, i ∈ {1, 2},
y = Cx,

(4.13)

with state vector x(t) = [xp(t)
⊤, xC⋆(t)⊤, xh(t)]

⊤ ∈ Rn, where xp, xC⋆ , and xh,
denote the state of P (s), C⋆(s), and H , respectively. Moreover, the performance
output is denoted by y(t), and w(t) = [r(t)⊤, ṙ(t)⊤]⊤ represents the vector of
exogenous inputs. In addition, Fi, i ∈ {1, 2}, denote the regions where integrator-
mode and gain-mode dynamics are active, respectively. The state-space represen-
tation (4.13), will prove particularly useful for stability analysis of the closed-loop
systems considered in the following sections (see also [38, 144], for more details).
Explicit expressions of the matrices in (4.13) will be provided in subsequent sec-
tions, where deemed necessary.

4.4.3 Problem formulation
In this chapter, the objective is to design HIGS-based controllers overcoming the
LTI performance limitations presented in Remark 4.3.1 and Remark 4.3.2. In
particular, for each case a HIGS-based design as depicted in Fig. 4.2 is presented,
that is capable of

i) achieving zero steady-state tracking error (as a linear integrator),

ii) eliminating overshoot,

iii) stabilizing the closed-loop system (in the sense of ISS).

thereby realizing performance objectives that are impossible to achieve with any
stabilizing LTI controller.

4.5 Single open-loop integrator without overshoot

In this section, we present an example which illustrates that by using a HIGS-
based design, the fundamental limitation in Remark 4.3.1 can be overcome. To
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this end consider the interconnection in Fig. 4.2 with

P (s) =
1

s
, C⋆(s) = 1.

As explained in Remark 4.3.1, for this choice of P (s), the unit-step response of
the system necessarily overshoots for any stabilizing LTI controller satisfying item
(i) of Proposition 4.3.1, provided that the rise time tr (see Definition 4.3.2) is
sufficiently slow. More specifically, the step response overshoots if tr > 2/c1 with
c1 as defined in item (i) of Proposition 4.3.1. For determining the value of the
constant c1 we make use of the fact that the steady-state error of the closed-loop
system to a unit-ramp input, i.e., r(t) = t, is given by limt→∞ eramp(t) := 1

c1
,

where eramp denotes the error signal to a unit-ramp input. Indeed, by application
of the final value theorem to the closed-loop system in Fig. 4.1, the steady-state
error to a unit-ramp input is found to be

lim
t→∞

eramp(t) = lim
s→0

(s)(
1

s2
)

1

1 + P (s)C(s)

= lim
s→0

1

s+ sP (s)C(s)
.

(4.14)

Due to item (i) of Proposition 4.3.1, lims→0 sP (s)C(s) = c1 and thus, for (4.14)
we obtain

lim
s→0

1

s+ sP (s)C(s)
=

1

c1
. (4.15)

Therefore, the following performance objectives are impossible to achieve for any
stabilizing linear controller C(s):

i) no overshoot in the step response,

ii) steady state error not larger than 1, to a unit ramp reference,

iii) rise time in the step response larger than 2 seconds.

This is in fact the same set of objectives that are achieved by using reset control in
[18]. Note that indeed the above objectives can not be achieved with any stabilizing
LTI controller as objective ii) requires c1 ≥ 1, and since tr > 2 ≥ 2/c1, the step
response would necessary overshoot, thereby violating objective i).

For a HIGS-based design to overcome the limitation in Remark 4.3.1, it should
achieve the same steady-state error to a unit-ramp input and a step response with
a rise time satisfying tr > 2/c1, without any overshoot.

We start by computing the tracking error to a unit-ramp input for the closed-
loop interconnection of P (s) and a single HIGS element. The error signal can be
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computed to be (for zero initial conditions)

eramp(t) =
1√
ωh

sin(
√
ωht), t ∈ [0, ts),

1
kh

+
(

1√
ωh

sin(
√
ωhts)− 1

kh

)
e−kh(t−ts), t ≥ ts,

(4.16)

where ωh and kh denote the integrator frequency and the gain parameter of the
HIGS element, respectively. Moreover, ts = 2√

ωh
arctan

(
kh√
ωh

)
is the time instant

when the HIGS switches from integrator mode to gain mode.
To see how (4.16) is derived, first note that for zero initial conditions the HIGS

element H starts to operate in the integrator mode wherein the dynamics are
given by the transfer function Hi(s) = ωh/s, leading to the expression

Eramp(s) =
R(s)

1 + Hi(s)P (s)
=

1/s2

1 + ωh/s2
=

1

s2 + ωh
, (4.17)

for the error, in the complex domain. Here, Eramp(s) and R(s) denote the Laplace
transforms of the error eramp(t) and the reference r(t), respectively. By applying
the inverse Laplace transform to (4.17) we obtain

eramp(t) =
1√
ωh

sin(
√
ωht), ∀t ∈ [0, ts). (4.18)

To determine the switching instant ts, note that at t = ts, one has kheramp(ts) =
u(ts), and ωheramp(ts) > khėramp(ts), such that at this time instant operation in
the integrator mode leads to violation of the sector constraint of the HIGS element.
The output of the HIGS element at time t = ts is given by

u(ts) =

∫ ts

0

ωheramp(t)dt = 1− cos(
√
ωhts)

= kheramp(ts) =
kh√
ωh

sin(
√
ωhts),

(4.19)

where the last equality follows from (4.18). By solving (4.19) we obtain ts =
2√
ωh

(
arctan ( kh√

ωh
)
)
. Note that by using this expression for ts together with

(4.18), one can confirm that the switching condition ωheramp(ts) > khėramp(ts) is
satisfied. Indeed, by using the expression derived for ts, together with the fact that
kh > 0, ωh > 0 as well as the trigonometric identities, sin(2 arctan(x)) = 2x

1+x2 ,
and cos(2 arctan(x)) = 1−x2

1+x2 , one can confirm ωheramp(ts) > khėramp(ts), such
that a switch to the gain mode dynamics is required at t = ts, in order to avoid
violation of the sector constraint of the HIGS element.

Upon switching to the gain mode, the dynamics of the HIGS element are given
by the transfer function Hg(s) = kh. To derive the expression for eramp(t) after
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the switching instance t = ts, we define a shifted time parameter t′ = t − ts, and
a shifted input r(t′) = t′ + e(ts) = t′ + 1√

ωh
sin(

√
ωhts), in order to compensate

the trajectory movement between t = 0 and t = ts, for all t′ ∈ R≥0. When the
HIGS element operates in the gain mode, we obtain the following expression for
the error signal in the complex domain by application of the Laplace transform to
r(t′) and using the same reasoning as in (4.17),

Eramp(s) =
R(s)

1 + Hg(s)P (s)

=
1

kh

1

s
+

(
1√
ωh

sin(
√
ωhts)−

1

kh

)
1

s+ kh
.

(4.20)

Application of the inverse Laplace transform to (4.20) gives

e(t′) = L −1{E}(t′)

=
1

kh
+

(
1√
ωh

sin(
√
ωhts)−

1

kh

)
e−kht

′
.

(4.21)

Using (4.21), one has ė(t′) = −khe(t
′) and thus ωhe(t

′) ≥ khė(t
′), for all t′ ∈ R≥0,

wh > 0, and kh > 0. Hence, after t = ts, no switch is made back to the integrator
mode. By substituting t′ = t − ts in (4.21), one obtains the second expression in
(4.16) for t ≥ ts.

Building on the discussion above, the constant c1 is given by

c1 =
1

limt→∞ eramp(t)
= kh. (4.22)

Therefore, due to Remark 4.3.1, if we find a combination of kh and ωh such that
the closed-loop system’s step response does not overshoot and its rise time satisfies
tr > 2/kh, we have overcome the limitation under consideration. To determine
whether the step response of the closed-loop interconnection of P (s) and a single
HIGS element overshoots, we proceed by computing the error signal to a unit-step
input, i.e., r(t) = 1, given by

estep(t) =

{
cos(

√
ωht), t ∈ [0, ts),

cos(
√
ωhts)e

−kh(t−ts), t ≥ ts,
(4.23)

where the switching time is given by ts = 1√
ωh

arctan
(

kh√
ωh

)
. The derivation of

(4.23) follows the same methodology used in the derivation of (4.16). Clearly the
unit-step response of the system never overshoots, if estep(t) is non-negative for
all t ∈ R≥0. Note that for estep to be non-negative at all times, it is necessary
that cos(

√
ωht) is non-negative for all t ∈ [0, ts]. Using the expression for ts, this

condition is equivalent to

arctan

(
kh√
ωh

)
≤ π

2
,
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which is always satisfied since −π
2 < arctan(·) < π

2 . Moreover, for t ≥ ts, since
cos(

√
ωhts) ≥ 0 and kh > 0, it holds that 0 ≤ cos(

√
ωhts)e

−kh(t−ts) ≤ cos(
√
ωhts).

Thus we conclude that estep(t) ≥ 0, for all t ≥ 0 and therefore the unit-step
response ystep(t) = 1− estep(t) never overshoots, regardless of the choice of ωh > 0
and kh > 0. Additionally, note that limt→∞ estep(t) = 0, such that a steady-state
tracking error of zero is achieved.

It remains to show that it is possible to find a combination of the parameters
ωh and kh, such that the constraint on the rise time, i.e., tr > 2/c1 = 2/kh,
is satisfied. Based on Definition 4.3.2, the rise time tr is determined from the
tangency of the step response y(t) = 1− estep(t), with the line ŷ(t) := t/tr. Thus,
we seek the pair (t⋆, tr), t⋆ > 0, such that

y(t⋆) = ŷ(t⋆), ẏ(t⋆) = ˙̂y(t⋆). (4.24)

For the particular choice of parameters kh = 1.5, ωh = 0.25, using (4.24) leads to
tr ≈ 2.8 > 2

kh
= 4

3 . Hence, we have found a combination of the HIGS parameters
kh and ωh which lead to no overshoot in the step response y(t) while respecting
the constraint tr > 2/kh.

Remark 4.5.1. ISS of the closed-loop system considered in this section will be
established in Section 4.7.

The analysis presented thus far is verified with the simulation results in Fig.
4.3. As it can be seen in Fig. 4.3, a zero steady-state tracking error is achieved.
Moreover, there is no overshoot in the step response y(t), and the constraint on
the rise time of the step response is satisfied. In Fig. 4.4, trajectories are shown
that provide more insight into the switching behaviour of the HIGS element. It is
observed that the element is initiated in integrator-mode and remains within that
mode until reaching the sector boundary u = khz. Here, the integrator dynamics
point out of the sector [0, kh], and thus a switch is made to the gain mode. From
this point onward, the trajectories (exponentially) converge towards the origin,
without any more mode switches.

4.6 Multiple open-loop integrators without over-
shoot

This section is concerned with using HIGS-based control for overcoming the limi-
tation of LTI control discussed in Remark 4.3.2. To this end, consider the intercon-
nection in Fig. 4.2 with P (s) = (0.05s+1)/s2 (the choice of C⋆(s) will be specified
later). Note that, as explained in Remark 4.3.2, when the reference signal r(t) is a
unit-step, for this choice of P (s) the step response of the system necessarily over-
shoots. In order to overcome this limitation, a stabilizing HIGS-based design that
achieves a zero steady-state tracking error to a unit-step reference, while leading to
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Figure 4.3. Step response y(t) and control output u(t) for the closed-loop system
configuration with HIGS-based control and one open-loop integrator. The dashed
line indicates the rise-time line ŷ(t) = t/tr.

a error signal e(t), which is non-negative for all time t ∈ R≥0, is desired. Achieving
the latter objective results in a step response with no overshoot.

As mentioned in Section 4.4, the plant P (s) is assumed to have zero initial
conditions. As such, a positive initial control signal u(t) is required to steer the
output of the system toward the setpoint. Moreover, note that P (s) = 1/s2 +
0.05/s, with the double integrator 1/s2 the more dominant term. Therefore, the
system dominantly behaves as a double integrator (described by ÿ(t) = u(t)). As
a result, when the output y(t) approaches the setpoint value, a sign change in
the control input u(t) is needed in order to decrease ẏ(t) (and eventually make
it zero), so that overshoot is avoided and a zero steady-state tracking error is
achieved. However, note that u(t) is the output of the HIGS element and as
explained in Section 4.4.1, the input and output of a HIGS element always have
the same sign. Thus, if the error signal e(t) would be directly fed into the HIGS
element, a sign change in u(t) results in a change of sign in e(t) which in turn,
would lead to overshoot in the step response y(t). In order to address this problem,
we propose to place an LTI controller, denoted by C⋆(s) in Fig 4.2, in front of the
HIGS-element. In particular, C⋆(s) is a PD filter given by

C⋆(s) = kp

(
s

ωc
+ 1

)
, (4.25)

where ωc = |1 + 4j/π|ωh/kh is the cross-over frequency of the describing function
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Figure 4.4. HIGS input z(t) versus HIGS output u(t).

of a HIGS-element (see [143], for an explicit expression of the describing function
of the HIGS). By filtering the error signal with C⋆(s) prior to feeding it to the
HIGS element, the input to HIGS becomes

z(t) = kp

(
e(t) +

ė(t)

ωc

)
. (4.26)

With this choice of C⋆(s), it is possible to have a sign change in the input z(t) to
the HIGS element, while avoiding a change of sign in e(t). Indeed, it follows from
(4.26) that z(t) < 0, if

ė(t) < −ωce(t). (4.27)

Hence, including the linear filter C⋆(s) provides the possibility of changing the
sign of the control signal u(t), while avoiding a change of sign in e(t). Therefore,
by using (4.27) as a tuning guideline, a suitable value of ωc (which can be tuned by
changing the value of ωh) can be obtained, which in turn leads to a control signal
generated by the HIGS element that is initially positive and drives the system’s
output towards the setpoint value. At points when (4.27) holds true, the HIGS
element changes the sign of its output, thereby slowing down the system’s response
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and thus potentially avoiding overshoot. As such, it is clear that the choice of ωc

(and thus ωh) is crucial in the design of the HIGS-based controller. In particular,
a suitable value of ωh would lead to a change of sign in u(t), fast enough to avoid
overshoot. On the other hand, a too high ωh value would result in a step response
with overshoot. Indeed for ωh → ∞, one has z(t) → kpe(t). Therefore, as ωh → ∞
a sign change in z(t) implies a change of sign in e(t) leading to overshoot.

Remark 4.6.1. For practical implementation of the non-proper C⋆(s) filter in
(4.25), a proper high-pass filter is used for approximating the derivative term,
which results in

C⋆(s) = kp

(
1

ωc

s

τs+ 1
+ 1

)
, (4.28)

where τ > 0 is chosen sufficiently small.

The unit-step response of the closed-loop system where the controller param-
eters are chosen as, kh = 1, ωh = 0.5, and kp = 10, is portrayed in Fig. 4.5. As it
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Figure 4.5. Step response y(t) and control output u(t) for the closed-loop system
configuration with HIGS-based control and two open-loop integrators.

can be seen in Fig. 4.5, the step response y does not overshoot and a zero steady-
state tracking error is achieved. Further insights into the mechanism leading to
the absence of overshoot can be obtained by investigating the trajectories in Fig.
4.6. As shown in Fig. 4.6, the HIGS input z(t) and output u(t) show a change in
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(a) HIGS input z(t) versus HIGS output u(t)

(b) Error e(t) versus its derivative ė(t)

Figure 4.6. Trajectories of the HIGS-controlled system with two open-loop inte-
grators.
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sign, while e(t) ≥ 0 for all t ≥ 0. In particular, as shown in Fig. 4.6a, the HIGS
element initially operates in integrator-mode. After some time, a switch is made
to the gain-mode dynamics, resulting in trajectories that move towards the origin
of the (z, u) plane. The operation of the HIGS element in the gain-mode leads to
trajectories in the (e, ė) plane that cross the line ė = −ωce (see Fig. 4.6b), such
that (4.27) holds and thus results in a sign change in z(t). After this point, the
trajectories in the (e, ė) plane eventually move towards the line ė = −ωce, intersect
it at the point e = ė = 0, and remain there. This leads to a steady-state error of
zero without any overshoot in the step response.

The results presented in this section show that by using HIGS-based control,
the limitation stated in Remark 4.3.2 can be overcome. In order to complete this
claim, it remains to show that the closed-loop system is ISS. This will be done in
Section 4.7.

4.7 Closed-loop stability

As remarked earlier, in order to complete the claims that the fundamental lim-
itations considered in Remark 4.3.1 and Remark 4.3.2 are overcome, ISS of the
closed-loop systems considered in Section 4.5 and Section 4.6 has to be established.
In this section, we establish ISS (see Definition 4.2.2) for each interconnection, by
solving linear matrix inequalities (LMIs), whose feasibility implies the existence of
a quadratic ISS Lyapunov function.

Recall the general HIGS-controlled system in Fig. 4.2, described by piecewise
linear representation (4.13) with state vector x(t) = [xp(t)

⊤xC⋆(t)⊤xh(t)]
⊤ ∈ Rn.

The matrices Ai, Bi, i ∈ {1, 2} are given in (4.29), (4.30), where (Aq, Bq, Cq, Dq), q ∈
{P,C⋆}, denote the state-space matrices defined in Section 4.4. Moreover, the out-
put matrix in (4.13), is given by C = [Cp 0 0].

A1 =

 Ap 0 Bp

−BC⋆Cp AC⋆ 0
−ωhDC⋆Cp ωhCC⋆ 0

 , B1 =

 0 0
BC⋆ 0

ωhDC⋆ 0

 , (4.29)

A2 =

 Ap 0 Bp

−BC⋆Cp AC⋆ 0
(−khCC⋆BC⋆Cp − khDC⋆CpAp) khCC⋆AC⋆ −khDC⋆CpBp

 ,

B2 =

 0 0
BC⋆ 0

khCC⋆BC⋆ khDC⋆

 .

(4.30)

In order to verify ISS of the closed-loop system (4.13), we employ Theorem 4.7.1
as stated below.
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Theorem 4.7.1. Consider the HIGS-controlled system (4.13). Suppose there ex-
ists a matrix P = P⊤, symmetric matrices W,Q, and U with non-negative entries,
and a real vector Γ, such that

P − S⊤WS ≻ 0,

A⊤
1 P + PA1 + S⊤US ≺ 0,

A⊤
2 P + PA2 + ΓG+G⊤Γ⊤ + Z⊤QZ ≺ 0,

(4.31)

(4.32)

(4.33)

where the matrices S and Z are given by

S =

[
1 0
kh −1

] [
1 0 0
0 1 0

]
E,

and
Z =

[
−kh ωh

0 1

] [
0 0 1
1 0 0

]
E,

with E, such that for w = 0, Ex = [z, u, ż]⊤. Additionally, G = LE, with L =
[kh − 1 0]. Then (4.13) is ISS with respect to the disturbances w.

Proof. Note that with S as defined above and w = 0, the sector boundedness of
the input-output pair of the HIGS element, translates on the level of the state x
to x ∈ S, with

S := {x ∈ Rn | Sx ≥ 0 ∨ Sx ≤ 0}, (4.34)

wherein the inequalities are interpreted element-wise. Consider now the quadratic
Lyapunov function V (x) = x⊤Px. Due to the non-negativity of the elements of
W together with (4.34), by application of S-procedure relaxations we obtain from
(4.31) that P ≻ 0 and thus V (x) > 0, for all x ∈ S and hence for all (z, u) ∈ F .
Moreover, when the HIGS-element operates in the integrator mode, it follows from
(4.32) together with (4.34) as well as the non-negativity of the elements of U and
application of S-procedure relaxations that V̇ (x) < 0 along the trajectories of the
system. Additionally, let us note that the gain mode condition (z, u, ż) ∈ F2,
translates on the level of states to x ∈ Sg, with

Sg := {x ∈ Rn | Gx = 0 ∧ (Zx > 0 ∨ Zx < 0)} (4.35)

with Z and G as defined in the Theorem and where, once again, the inequalities
are interpreted element-wise. Therefore, as a result of the non-negativity of the
elements in Q and by application of Finsler’s Lemma [22] together with S-procedure
relaxations we have V̇ (x) < 0 along the trajectories of the system in the gain mode.
This proves stability of (4.13) with w = 0. Next, using the fact that w is an affine
input to (4.13), one can utilize the same arguments as in [88], Section 4.9, to show
that V (x) is an ISS-Lyapunov function [129] for (4.13) and thus, the system is ISS
with respect to all bounded exogenous inputs w.
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The above stability analysis result has been applied to the closed-loop systems
considered in Section 4.5 and Section 4.6, i.e., (4.13), where the matrices in (4.29)
and (4.30) are computed based on the parameters specified in these sections. For
solving the LMIs, use has been made of the MATLAB toolbox Yalmip [96] and
the solver MOSEK [5]. For the example in Section 4.5, a feasible solution with

P =

[
0.2521 0.3592
0.3592 0.8331

]
, W

[
3.264 1.04
1.04 0.7449

]
,

U =

[
0.6017 3.647
3.647 0.72

]
, V =

[
0.5641 0.5501
0.5501 1.038

]
,

Γ =
[
0.0472 −0.2521

]
.

is found for the LMIs. Moreover for the system considered in Section 4.6, the LMIs
are rendered feasible with

P =


6863.0 1092.0 7617.0 4259.0
1092.0 644.3 −881.7 1048.0
7617.0 −881.7 20999.0 3833.0
4259.0 1048.0 3833.0 3569.0

 ,

W =

[
53.15 97.99
97.99 84.31

]
,

U =

[
13.0 12433.0

12433.0 195.4

]
, V =

[
3.064 5593.0
5593.0 4.902 106

]
,

Γ =
[
−5.428 106 −2.457 106 −5.058 106 1.019 107

]
.

As a result of the feasibility of the LMIs, we conclude ISS of the closed-loop systems
in Section 4.5 and Section 4.6.

With this, we claim that the HIGS-based designs proposed in the previous sec-
tions overcome the fundamental limitations of LTI control, described in Remarks
4.3.1 and 4.3.2.

4.8 Summary and Conclusion

In this chapter, we have employed HIGS-based control for overcoming two well-
known fundamental time-domain performance limitations of LTI control. In par-
ticular, we have shown that by using HIGS-based control, fundamental overshoot
limitations inherent to LTI systems with one or multiple open-loop integrators
can be overcome. Together with the work presented in [143], the results in this
chapter show that all overshoot limitations of LTI control that have been previ-
ously overcome by nonlinear and hybrid control strategies, can also be overcome
by HIGS-based control, thereby highlighting the strength of HIGS-based control
design.
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Future research directions include the extension of our results to more complex
and industrially relevant examples. Additionally, systematic procedures for de-
sign/synthesis of HIGS-based controllers that overcome fundamental performance
limitations of linear control are of interest.





5
Analysis of Sampled-Data

Hybrid Integrator-Gain
Systems: A Discrete-Time

Approach

Abstract - Hybrid integrator-gain systems (HIGS) are hybrid control elements
used to overcome fundamental performance limitations of linear time-invariant
feedback control, and have enjoyed early successes in engineering applications such
as control of high-precision motion systems. However, the creation of discretized
versions of HIGS and their sampled-data analysis have not been addressed in the
literature so far. Given that nowadays almost all controllers are implemented
digitally and thus in discrete time, this forms a highly relevant topic of research
for HIGS and HIGS-based control. In this chapter, we address these open issues
by presenting discrete-time HIGS elements, which preserve the main philosophy
behind the operation of HIGS in continuous time. Moreover, stability criteria
are presented that can be used to certify input-to-state stability of discrete-time
and sampled-data HIGS-controlled systems based on both (i) (measured) frequency
response data, and (ii) linear matrix inequalities (LMIs). A numerical case study
is provided to illustrate the use of the main results.

This chapter is based on [121] and [120].
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5.1 Introduction

Hybrid integrator-gain systems (HIGS) are hybrid control elements that have been
shown to be effective tools in realizing performance beyond the limitations of lin-
ear time-invariant (LTI) control [143, 148]. Extensive research has led to several
fruitful results for HIGS and HIGS-based control design in terms of mathematical
formalization, well-posedness and stability analysis [38, 122, 123, 142], overcom-
ing fundamental limitations of LTI control [143, 148], and improving closed-loop
performance of control systems [37, 75, 141, 144].

However, thus far the literature related to HIGS has mainly focused on continuous-
time (CT) HIGS-controlled systems. In practice, while the plant to be controlled,
e.g., a high precision motion system, is a CT system, almost all controllers are
implemented digitally and thus, in discrete-time (DT). Such a construction leads
to an overall sampled-data (SD) control system consisting of CT plants to be con-
trolled and DT controllers. In this chapter, we aim to address important aspects
related to the creation of proper SD implementations of SD HIGS-based controllers
and their analysis.

Generally speaking, as illustrated in Fig. 5.1, three main approaches can be
distinguished for SD control. These are namely [105]:

i) the continuous-time design approach (abbreviated as CTD), in which CT
controllers are designed based on a CT model of the plant and the obtained
CT controllers are subsequently discretized and implemented;

ii) the discrete-time approach (abbreviated as DTD), in which a discrete-time
(DT) controller is designed based on a DT model of the plant;

iii) the sampled-data design approach (abbreviated as SDD), in which a discrete-
time controller is directly designed based on a CT model of the plant.

In the CTD approach, while one can benefit from CT (physical)design/analysis
insights and tools, the digital controller implementation is not considered. This re-
sults in a need for implementation with a (i) fast sampling rate and (ii) a consistent
discretization of the controller [4, 62] such that the solutions to the DT controller
converge to the solutions of the controller designed in CT, under fast sampling.
While fast sampling could be achieved by (expensive) hardware, consistent dis-
cretization of HIGS being a hybrid controller with a discontinuous vector field is
not straightforward. The DTD approach on the other hand, in principle does not
require fast sampling to maintain stability [90]. However, this approach ignores
the inter-sample behavior of the plant and thus desirable overall performance of
the SD system is not automatically guaranteed. Lastly, the SDD approach (see
e.g. [39, 65]) neither considers a CT model of the controller nor ignores the inter-
sample plant behavior. However, it is the most complex approach among the
three due to the hybrid nature of the system it considers, consisting of CT plant
and DT controller dynamics. Additionally, given that SDD methods consider CT
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Figure 5.1. The three main approaches for SD control of CT plant P with a DT
controller Kd.

plant models, utilization of such methods for applications, such as control of high
precision motion systems, wherein the plant model is often obtained by means of
data-driven methods such as system identification and thus evolves in DT, is not
a well justified choice [108].

In this chapter, we present tools for analysis of SD HIGS-controlled systems
in the DTD approach, which is typically easier to apply in practice compared to
the SDD approach, and can be used in conjunction with DT models obtained
from system identification which are used in many applications where HIGS-based
controller have been utilized. Moreover, DTD methods have the advantage of
providing direct guarantees on DT closed-loop behavior (in contrast to the CTD
approach) that, under appropriate conditions, can also be used to provide guar-
antees when taking the inter-sample behavior into account [106].

Our contributions are fourfold. As a first contribution, we present DT versions
of HIGS, which preserve the essential characteristics and the main philosophy
behind the operation of HIGS in continuous time. The presented DT HIGS can
be used for analysis and design of HIGS-based SD controllers following the three
approaches (DTD, CTD, and SDD) for SD control design. We present two sets of
stability criteria that can be used to certify input-to-state stability (ISS) of systems
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consisting of DT HIGS-based controllers and a DT LTI plant. These two sets of
ISS criteria are based on (i) (measured) frequency response data, and (ii) linear
matrix inequalities (LMIs), forming the second and third contributions of this
chapter, respectively. We also show that the LMIs are guaranteed to provide less
conservative results compared to the frequency-domain criterion as satisfaction of
the latter implies feasibility of a special case of the LMIs. As a fourth contribution,
it is shown that DT ISS guarantees imply also ISS of sampled-data HIGS-controlled
systems consisting of DT HIGS-based controllers and a CT LTI plant (including
the inter-sample behavior). A numerical case study is also provided, to illustrate
the results.

The remainder of this chapter is organized as follows. Section 5.2 contains pre-
liminary material and a short introduction to CT HIGS and its main motivation.
Section 5.3 introduces DT HIGS. In Section 5.4 the closed-loop system under con-
sideration as well as Stability criteria in frequency and time-domain are presented.
Section 5.5 extends the DT stability analysis to sampled-data HIGS-controlled
systems. This is followed by a numerical example and conclusions in Sections 5.6
and 5.7, respectively.

5.2 Preliminaries

In this section, we present some preliminary material that is used in the sections
to follow.

5.2.1 Notation and definitions
The following notation conventions will be used. We denote a real, symmetric
matrix A ∈ Rn×n by A ∈ Sn×n. Given a symmetric matrix A ∈ Sn×n we say
that it is positive (negative)-definite, denoted by A ≻ (≺)0 , if x⊤Ax > (<) 0 for
all x ∈ Rn \ {0}. We write A ∈ Sn×n

≥0 , if A is symmetric and all its elements are
non-negative. The inequality symbols >, ≥, <, ≤ for a vector are understood
component-wise. For a vector x ∈ Rn we denote its p norm by ∥x∥p. We write
∥x∥ for the standard Euclidean norm. For a matrix A ∈ Rn×m we use ∥A∥∞ =
max1≤i≤m

∑n
j=1|aij |, where |aij | denotes the absolute value of the element in the

ith row and jth column of A. For a bounded function u : R≥0 → Rn, we write
∥u∥∞ = supt∈R≥0

∥u(t)∥. Similarly for a bounded function w : N → Rn we use the
notation ∥w∥∞ = supk∈N∥w(k)∥.

Definition 5.2.1. [88] A function α : [0, a) → [0,∞) is said to belong to class K,
if it is continuous, strictly increasing and α(0) = 0, it is a K∞ function if it belongs
to class K and α(s) → ∞ as s → ∞. A function β : [0, a) × [0,∞) → [0,∞) is
said to belong to class KL, if, it is continuous and for each fixed s, the mapping
r 7→ β(r, s) belongs to class K with respect to r and, for each fixed r, the mapping
s 7→ β(r, s) is decreasing with respect to s and β(r, s) → 0 as s → ∞.
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Consider a system of the form

x[k] = f(x[k − 1], w[k − 1]) (5.1)

with x[k] taking values in Rn and w[k] taking values in Rm, denoting the state
and input, respectively, of the system at time instant t = kTs, where k ∈ N and
Ts ∈ R>0 denote the discrete time instant and the sampling period, respectively.
Moreover, f : Rn × Rm → Rn is a function satisfying f(0, 0) = 0.

Definition 5.2.2. [85] System (5.1) is said to be input-to-state stable (ISS) with
respect to w, if there exist a KL-function β : R≥0 ×R≥0 → R≥0 and a K-function
γ such that, for each bounded input w : N → Rm and each initial condition x0, it
holds that

∥x[k, x0, w]∥ ≤ β(∥x0∥, k) + γ(∥w∥∞),

for each k ∈ N, where x[k, x0, w] denotes the state of system (5.1), for initial state
x[0] = x0 and input w at discrete-time instant k.

Definition 5.2.3. [54, 85] A function V : Rn → R is called an ISS Lyapunov
function for the system (5.1), if the following holds:

1. There exists K∞-functions α1 and α2 such that for all x ∈ Rn

α1(∥x∥) ≤ V (x) ≤ α2(∥x∥). (5.2)

2. There exist a K∞-function α3 and a K-function γ, such that

V (f(x,w))− V (x) ≤ −α3(∥x∥) + γ(∥w∥) (5.3)

for all x ∈ Rn and all w ∈ Rm.

Theorem 5.2.1. The system (5.1) is ISS in the sense of Definition 5.2.3, if it
admits an ISS Lyapunov function as defined in Definition 5.2.3.

Proof. See [54, 85, 93], for the proof.

5.2.2 Continuous-time HIGS
A CT HIGS element [37], denoted by H , is described by

H :


ẋh(t) = ωhe(t) if (e(t), u(t), ė(t)) ∈ F1,

xh(t) = khe(t) if (e(t), u(t), ė(t)) ∈ F2,

u(t) = xh(t)

(5.4a)
(5.4b)
(5.4c)

with state xh(t) ∈ R, input e(t) ∈ R, time-derivative ė(t) ∈ R of the input, and
output u(t) ∈ R, at time t ∈ R≥0. The parameters ωh ∈ [0,∞), kh ∈ (0,∞) denote
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the integrator frequency and the gain parameter of the HIGS element, respectively.
Moreover, F1 and F2 denote the regions in R3, where the different subsystems
are active. A HIGS element primarily operates in the so-called integrator mode
(5.4a). However, the integrator mode dynamics can only be followed as long as
the input-output pair (e, u) of H remains inside the sector

S :=

{
(e, u) ∈ R2 | eu ≥ 1

kh
u2

}
. (5.5)

When the pair (e, u) tends to leave S, a switch is made to the so-called gain mode
(5.4b), keeping the trajectories on the sector boundary, where u = khe, and thus
in S. In particular, the sets F1 and F2, are given by

F1 := {(e, u, ė) ∈ R3 | (e, u) ∈ S} \ F2, (5.6)

F2 :={(e, u, ė) ∈ R3 | (e, u) ∈ S ∧ u = khe

∧ ωhe
2 > khėe}.

(5.7)

As a result of this construction, the input and output of a HIGS element have
the same sign at all times, and, even more, its input and output remain inside S.
This leads to favorable properties in terms of a reduced phase lag of 38.15 degrees
from a describing function perspective [38], in contrast to the 90 degrees phase
lag of a standard linear integrator. In [143, 148], it was shown how these features
of sign equivalence can be used to overcome fundamental overshoot performance
limitations present in LTI control [119], making HIGS a promising control element.
Additionally, HIGS has been shown to offer performance enhancing properties,
for applications such as high-precision mechatronics [37, 141, 144], and active
vibration isolation systems [75].

5.3 Discrete-Time HIGS

In this section, we present DT versions of HIGS, which preserve the main charac-
teristics and the working principle of CT HIGS elements as in (5.4). In particular,
we present DT variants of HIGS that

i) predominantly operate as a linear DT integrator;

ii) switch to other operating regimes when required to generate an output which
satisfies (together with their input) the same sector constraint as in CT
HIGS, cf. (5.5);

iii) given an input, produce an output that is (in DT) similar to the output of
CT HIGS.

For the proposed DT HIGS versions, we will provide formal analysis tools in Sec-
tions 5.4 and 5.5.
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5.3.1 DT HIGS: A bimodal version

In this section we present a first DT HIGS, which is given by

H̃ :


xh[k] = xh[k − 1] + ωhTse[k], if ξ̃[k] ∈ F̃1,

xh[k] = khe[k], if ξ̃[k] ∈ F̃2,

u[k] = xh[k],

(5.8a)

(5.8b)
(5.8c)

where e[k] ∈ R, xh[k] ∈ R, and u[k] ∈ R denote the input, state and output
of the system, respectively, at time instant t = kTs, with k ∈ N the discrete
time-step, and Ts ∈ R>0 the sampling period. The decision of which mode of
operation is active is based on the decision variable ξ̃[k] := (e[k], u−[k], e−[k]) :=
(e[k], u[k − 1], e[k − 1]), while the regions where different subsystems are active,
are denoted by F̃1, F̃2 ⊆ R3, which will be specified below.

The DT integrator mode dynamics are given by (5.8a), obtained by backward
Euler discretization of (5.4a). Moreover, the DT gain-mode dynamics are given
by (5.8b). Note that since (5.8a) has integrator dynamics, both its backward
and forward Euler integration are exact with respect to the integration of the
state ( since e0 = I), and thus, the choice between backward and forward Euler
discretization, only influences the approximation of the input term used on the
right-hand-side of (5.8a), i.e., e[k] for backward Euler and e[k − 1] for forward
Euler.

As in the case of CT HIGS, given an input e, a DT HIGS element is designed
to primarily operate in the integrator mode (5.8a), while generating an output u
such that (e[k], u[k]) ∈ S, for all k ∈ N, with S as defined in (5.5). We assume
that (e[0], u[0]) ∈ S, which, given e[0], can always be arranged by a proper choice
of u[0] = xh[0] (e.g., u[0] = 0 is always a viable choice). At moments when the
integrator-mode dynamics lead to input-output trajectories that do not belong to
S, as in (5.5), a switch is made to the other mode such that (e[k], u[k]) ∈ S, for
all k ∈ N.

Thereto, we define

F̃1 :={ξ̃ ∈ R3 | (e−, u−) ∈ S ∧ (u− + ωhTse)e ≥
1

kh
(u− + ωhTse)

2}, (5.9)

as the region where the integrator-mode dynamics (5.8a) are active. Note that
the second condition defining the set in (5.9) can be perceived as a one-step ahead
prediction of the output u, according to the integrator-mode dynamics (5.8a). In
particular, with F̃1 as defined in (5.9), given (e[k − 1], u[k − 1]) ∈ S and a new
sample e[k] of the input, the integrator mode dynamics are active, if the output
u[k] to be generated by operation in the integrator mode satisfies (e[k], u[k]) ∈ S,
as computed in (u− + ωhTse)e ≥ 1

kh
(u− + ωhTse)

2, in (5.9).
Using a similar reasoning as above, the region where the gain-mode dynamics
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are active is chosen as the complement

F̃2 :={ξ̃ ∈ R3 | (e−, u−) ∈ S ∧ (u− + ωhTse)e <
1

kh
(u− + ωhTse)

2}, (5.10)

as it results in operation in the gain-mode (5.8b) only if the trajectories resulting
from the integrator mode (5.8a) would violate (5.5). With the choice of sets F̃1

and F̃2 as in (5.9) and (5.10), the DT HIGS element (5.8) predominantly operates
in the integrator mode and generates an output u such that (e[k], u[k]) ∈ S, for all
k ∈ N, thereby preserving the main philosophy behind the operation of CT HIGS
(5.4).

Assumption 5.3.1. The parameters ωh, kh, and Ts, are such that the inequality

0 < Ts ≤
kh
ωh

,

is satisfied.

Assumption 5.3.1 can be easily satisfied by design and ensures that (5.8) always
operates in the integrator mode from zero initial conditions. This is an important
property, as otherwise, given an input e, a DT HIGS element would only operate
in the integrator mode if there has been a sign change in successive input samples.
This is clearly undesirable as the integrator mode should be the primary mode
of operation of DT HIGS. Indeed for xh[k − 1] = u[k − 1] = 0, the output of
the integrator mode is given by u[k] = ωhTse[k], which under Assumption 5.3.1
satisfies (e[k], u[k]) ∈ S.

An illustration of the regions F̃1, and F̃2, when kh = ωh = 1, Ts = 0.5, is
provided in Fig. 5.2. Note that while the gain-mode dynamics (5.4b) of a CT
HIGS element are active on a lower-dimensional subspace of the (e, u, ė) (see Fig.
2.4 in Chapter 2) space (due to the condition u = khe in (5.7)), as shown in Fig.
5.2, both modes of (5.8) are active on sets with non-empty interiors.

The responses of a bimodal DT HIGS element as in (5.8) and a CT HIGS
element as in (5.4), to a sinusoidal input, are compared with each other in Fig.
5.3. As it can be seen in Fig. 5.3, at discrete time instances kTs with k ∈ N, the
response of (5.8) is initially similar to the response of (5.4). However, upon a zero
crossing in the input e, the responses become considerably different. This can be
explained as follows. As explained in Chapter 2 (e.g. in the proof of Theorem
2.6.1), upon a zero crossing in the input e(t), a CT HIGS element (5.4) resumes
operation in the integrator mode (5.4a). However, in DT when there is a zero
crossing in the input e, i.e., when e[k]e[k− 1] < 0, since xh[k− 1]e[k− 1] ≥ 0 (due
to sector boundedness of the input-output pair of HIGS), then one necessarily
has xh[k − 1]e[k] ≤ 0. Therefore, if |xh[k − 1]| > |ωhTse[k]|, then the integrator
mode dynamics (5.8a) generate an output uint[k] = xh[k−1]+ωhTse[k] satisfying
(xh[k− 1] + ωhTse[k])e[k] < 0 < 1

kh
(xh[k− 1] + ωhTse[k])

2, and thus violating the
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e−

e u− = −ωhTse

u− = (kh − ωhTs)e

u− = khe
−

u−F̃1

F̃2

1

Figure 5.2. Regions F̃1, and F̃2, in the (e, u−, e−) space.

sector condition (5.5). Therefore, in such cases (5.8) operates in the gain mode
(5.8b), which, as illustrated in Fig. 5.3, results in an offset between the outputs
of (5.8) and (5.4) (which disappears if Ts goes to zero).

Therefore, in the next subsection, we also present a DT HIGS, which generates
an output similar to CT HIGS (5.4) also in cases where a zero crossing in the
input can cause a significant difference between the output u of (5.8) and (5.4),
at sampling instances t = kTs.

5.3.2 DT HIGS: A trimodal version
In this section we introduce a DT HIGS element, which, as in the case of DT
HIGS (5.8) presented in Section 5.3.1, predominantly operates as a DT integrator
and produces trajectories, respecting the sector constraint (5.5). Contrary to (5.8)
however, this DT HIGS produces an output more similar to a CT HIGS, also in
cases where zero-crossings in the input could lead to large deviations between the
output of (5.8) and (5.4).

The proposed DT HIGS is given by

H :


xh[k] = xh[k − 1] + ωhTse[k], if ξ[k] ∈ F 1,

xh[k] = khe[k], if ξ[k] ∈ F 2,

xh[k] = 0, if ξ[k] ∈ F 3,

u[k] = xh[k],

(5.11a)

(5.11b)

(5.11c)
(5.11d)
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Figure 5.3. Response of (5.4) and (5.8) with kh = ωh = 1, Ts = 0.04s, to a
sinusoidal input.

where, as before, e[k] ∈ R, xh[k] ∈ R, and u[k] ∈ R denote the input, state
and output of the system, respectively, at time instant t = kTs, with k ∈ N
the discrete time-step, and Ts ∈ R>0 the sampling period. Similar to (5.8), the
decision of which mode of operation is active is based on the decision variable
ξ[k] := (e[k], u−[k], e−[k]) := (e[k], u[k − 1], e[k − 1]), while the regions where
different subsystems are active, are denoted by F 1, F 2,F 3 ⊆ R3.

Just as in the case of (5.8), (5.11) is designed to primarily operate according
to (5.11a) for as along as the resulting input-output trajectories remain inside the
sector (5.5). As such the set F 1, is taken the same as F̃1 in (5.9), i.e., F 1 = F̃1.
To generate input-output trajectories that always reside in (5.5), the gain mode
dynamics (5.11b) should be followed when ξ[k] ∈ F \ F 1 = F̃2, where F̃2 is as
defined in (5.10). Moreover, in order to generate an output similar to CT HIGS,
when there is a zero crossing in the input e, the set F 2 is given by

F 2 := {ξ ∈ R3 | ξ ∈ F̃2 ∧ ee− ≥ 0}. (5.12)

Note that the construction in (5.12) ensures that (5.11b) is only followed when the
integrator mode dynamics produce trajectories that violate the sector constraint
(5.5), and it holds that ee− ≥ 0, meaning that the last two samples of the input
have a similar sign, i.e., no zero crossings in the input e has been detected. For
cases where ξ[k] /∈ F 1 ∧ ξ[k] /∈ F 2, implying that neither the integrator mode
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(5.11a) nor the gain mode (5.11b) is followed, the third mode of operation called
the zeroing mode, given by (5.11c) is used. The zeroing mode is active when

ξ[k] ∈ F 3 := {ξ ∈ R3 | ξ ∈ F̃2 ∧ ee− < 0}. (5.13)

An illustration of the regions F 1, F 2, and F 3 when kh = ωh = 1, Ts = 0.5s,
is provided in Fig. 5.4. As in the case of (5.8), the parameters Ts, ωh and kh, are

e−

e u− = −ωhTse

u− = (kh − ωhTs)e

u− = khe
−

u−F 1

F 2

F 3

1

Figure 5.4. Regions F 1, F 2, and F 3 in the (e, u−, e−) space.

assumed to satisfy Assumption 5.3.1. Note that, with this assumption satisfied,
the trimodal DT HIGS element always operates in the integrator mode (5.11a)
upon operating in the zeroing mode (5.11c).

The response of a CT HIGS element (5.4) to a sinusoidal input, is compared
to those of DT HIGS elements as in (5.8) and (5.11) in Fig. 5.5. As it can be seen
in Fig. 5.5, initially the three responses are similar to each other. After a zero
crossing in the input e, as discussed before, the bimodal DT HIGS element (5.8)
generates an output ugain[k] = khe[k], which is different from the response of the
CT HIGS element, and results in an offset (the size of which is dependent on Ts)
between the two responses. The trimodal DT HIGS (5.11) element on the other
hand, generates an output uzeroing[k] = 0, which is much closer to the output of
the CT HIGS (5.4) element, and thus produces an output similar to the output of
(5.4), at all times t = kTs, k ∈ N.



98
Chapter 5. Analysis of Sampled-Data Hybrid Integrator-Gain Systems: A

Discrete-Time Approach

5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Figure 5.5. Response of CT and the different DT HIGS elements with kh =
ωh = 1, Ts = 0.04s, to a sinusoidal input.

5.3.3 A projection-based perspective on DT HIGS-controlled
systems

In Chapters 2 and 3 projection-based formalizations of CT HIGS-controlled sys-
tems have been presented, in the class of extended projected dynamical systems
(ePDS). In this section, we shortly introduce DT ePDS, obtained by applying
time-stepping techniques [62] to CT ePDS. A projection-based description of DT
HIGS-controlled systems is also presented and compared with DT HIGS as pre-
sented in the previous subsections.

Prior to introducing DT ePDS, let us first shortly recall a well-established
iterative scheme for discretization of PDS, as presented in [102]. Consider the
PDS

ẋ(t) = ΠK(x, f(x, u)) (5.14)

with state x(t) ∈ Rn, input u(t) ∈ Rm, at t ∈ R≥0, f : Rn ×Rm → Rn, constraint
set K ⊆ Rn, and projection operator Π : K × Rn → Rn. As presented in [102],
the projected Euler discretization of (5.14) takes the form

x[k] = PK(x[k − 1] + τf(x[k − 1], u[k − 1])), (5.15)
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where τ ∈ R>0 is the time-step size, and for a vector v ∈ Rn

PK(v) := argmin
a∈K

∥v − a∥ (5.16)

is the projection of v onto K. Here, an unconstrained Euler integration step
is followed by a projection onto the constraint set K. Note that other numerical
integration schemes such as Heun or Runge-Kutta methods can be used in a similar
setting as in (5.15), i.e., an unconstrained numerical integration step followed by
a projection onto the feasible set (see [102] for more details). Consider now the
ePDS

ẋ(t) = ΠK,E(x, f(x, u)) (5.17)

with E ∈ Rn×nE and K ⊆ Rn, such that Assumption 2.3.1 in Chapter 2 is satisfied.
Inspired by (5.15), we formulate the projected Euler discretization of (5.17) as

x[k] = PK,E(x[k − 1] + τf(x[k − 1], u[k − 1])) (5.18)

with
PK,E(v) := argmin

a∈K
a−v∈imE

∥a− v∥. (5.19)

With the operator PK,E as defined in (5.19), the sequence of solutions x[k], k ∈ N,
to (5.18) is obtained by first following an unconstrained Euler integration scheme,
and then projecting it onto the constraint set K in the direction given by imE.

Lemma 5.3.1. Consider the projection operator PK,E, as defined in (5.19) with
the constraint set K and the matrix E, satisfying Assumption 2.3.1 in Chapter
2. The projection PK,E(v) is well-defined in the sense that it provides a unique
outcome for each v ∈ Rn.

Proof. The proof is based on similar arguments as used in Section 2.3.2 in Chapter
2 and is included here for completeness. In particular, we start by noting that
(5.18) can be equivalently written as

x[k] = x[k − 1] + τf(x[k − 1], u[k − 1]) + Eη⋆, (5.20)

with
η⋆ = argmin

η∈Λ(x,τ)

∥Eη∥, (5.21)

where

Λ(x, τ) = {η ∈ RnE | x[k − 1] + τf(x[k − 1], u[k − 1]) + Eη ∈ K}.
Next, using the same arguments as in the proof of Lemma 2.3.1 we can show
that under Assumption 2.3.1, Λ(x, τ) is a non-empty, closed, polyhedral set. This,
together with the fact that E has full column rank, and thus, square of the cost
function (5.21) being η⊤E⊤Eη is a quadratic positive definite function, imply that
a unique minimizer exists, thereby concluding the proof.
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Let us now consider again the HIGS-controlled system in Fig. 2.3 of Chapter
2 described by

ẋ(t) = ΠS,E(x(t), A1x(t) +Bw(t)) (5.22)

with the matrices A1 and B as described in (2.31), the state x = [x⊤
g xh]

⊤

with xg ∈ Rng the state of the linear part of the system, satisfying Assumption
2.5.1, and xh ∈ R the state of the HIGS element. Moreover, E = [0⊤ng

, 1]⊤ and
S = K ∪ −K , where

K = {x ∈ Rn | Fx ≥ 0}
and F = [F⊤

1 F⊤
2 ]⊤, as defined in (2.29). Using the formulation in (5.18) we

discretize (5.22) as

x[k] = PS,E(x[k − 1] + Ts(A1x[k − 1] +Bw[k − 1])). (5.23)

Interestingly, solving (5.23) shows that the system has three modes of opera-
tion, analogous to the integrator mode, gain mode and the zeroing mode (when
F1x < (>)0 ∧ F2x ≥ (≤)0). As such, by applying time-stepping techniques to
ePDS, one also obtains a third mode of operation (as in the trimodal DT HIGS
(5.11)) in DT, which is not present in CT. The DT ePDS-based representation
(5.23) is of interest for studying topics such as consistency of discretization and
robust numerical integration of ePDS for simulation of HIGS-controlled systems.
However, in the sections to follow, we focus on (5.8) and (5.11) and this represen-
tation is not explored further.

5.4 Stability analysis of DT HIGS-controlled sys-
tems

In this section we present stability conditions for DT HIGS-controlled systems. In
particular, conditions are presented that can be used to certify ISS of DT HIGS-
controlled systems based on both (measured) frequency response functions and
LMIs.

5.4.1 DT Closed-loop system description

We consider the closed-loop system in Fig. 5.6, consisting of a DT LTI system
G and a DT HIGS element HDT . Here, G contains the linear part of the loop,
consisting of the plant to be controlled and possibly LTI parts of the controller.
The system G is given by

G :

{
xg[k] = Agxg[k − 1] +Bgvv[k − 1] +Bgww[k − 1],

e[k] = Cgxg[k]
(5.24)
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Figure 5.6. DT HIGS-controlled closed-loop system.

with state xg[k] taking values in Rng , output e[k] taking values in R, control input
v[k] in R and exogenous disturbances w[k] in Rnw , k ∈ N. Moreover, Ag, Bgv, Bgw,
and Cg are real matrices of appropriate dimensions. The DT HIGS element HDT

is given by either (5.8) or (5.11). For the closed-loop interconnection in Fig. 5.6,
we have the state x[k] = [x⊤

g [k] x
⊤
h [k]]

⊤ ∈ Rn, where n = ng+1. In the case where
HDT is given by (5.8), by combining (5.8) and (5.24), we arrive at the state-space
representation

Σ :

{
x[k] = Aix[k − 1] +Biw[k − 1], if ξ̃[k] ∈ F̃i, i ∈ {1, 2}
e[k] = Cx[k]

(5.25)

for the closed-loop dynamics with F̃i, i ∈ {1, 2}, as defined in (5.9) and (5.10),
and [

A1 B1

]
=

[
Ag −Bgv Bgw

ωhTsCgAg 1− ωhTsCgBgv ωhTsCgBgw

]
, (5.26)

[
A2 B2

]
=

[
Ag −Bgv Bgw

khCgAg −khCgBgv khCgBgw

]
, (5.27)

C =
[
Cg 0

]
. (5.28)

In the case where the HIGS element HDT is given by (5.11), we obtain

Σ :

{
x[k] = Aix[k − 1] +Biw[k − 1], if ξ[k] ∈ F i, i ∈ {1, 2, 3}
e[k] = Cx[k]

(5.29)

with F i, i ∈ {1, 2, 3}, as defined in (5.9), (5.12), and (5.13), the matrices Ai, Bi, C,
i ∈ {1, 2} as defined in (5.26), (5.27), (5.28), and[

A3 B3

]
=

[
Ag −Bgv Bgw

0 0 01×nw

]
. (5.30)
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In the next subsections, we study the stability of (5.25) and (5.29). In doing so
the notion of ISS as in Definition 5.2.2 is adopted.

5.4.2 Frequency-domain stability conditions
In this section results are presented, which guarantee ISS of (5.25) and (5.29),
using simple-to-check graphical conditions based on frequency response functions
of the plant model (5.24). As frequency response functions are generally easy to
measure in practice (e.g., in mechatronic positioning systems), such frequency-
based conditions for ISS are appealing to control practitioners.

Theorem 5.4.1. Consider systems (5.25) and (5.29) with (Ag, Bgv, Cg) being a
minimal realization. The systems are ISS, if

i) The system matrix Ag of the plant (5.24) is Schur;

ii) 1
kh

+ Re{W (z)} > 0, for all z ∈ C, |z| = 1, with

W (z) = Cg(zI −Ag)
−1Bgv. (5.31)

Proof. The proof is based on showing that under the conditions stated in the the-
orem, there exists an ISS Lyapunov function for the systems under consideration,
which by the virtue of Theorem 5.2.1 then implies ISS of the underlying systems.
The proof is divided into the following steps:

1. Initially we use stability of G , implied by i), positive realness of Cg(zI −
Ag)

−1Bgv +
1
kh

, following from ii), minimality of (Ag, Bgv, Cg), and the fact
that u[k]e[k] ≥ 1

kh
u2[k] for all k ∈ N, to construct a quadratic ISS Lyapunov

function Vg(xg) = x⊤
g Pgxg, with Pg ≻ 0 for G , with input v = −xh, by

application of the DT KYP Lemma [25, 113].

2. For both cases where HDT is given by (5.8) or (5.11), a quadratic Lyapunov-
like function Vh(xh) is constructed for the DT HIGS HDT in isolation with
input e[k− 1] = Cgxg[k− 1]. By explicit use of the sector constraint of HDT

it is shown that the Lyapunov function decreases along the trajectories of
the DT-HIGS element.

3. The functions Vg and Vh constructed in the previous steps are combined into
a single quadratic ISS Lyapunov function for the overall closed-loop systems,
thereby proving the theorem.

Throughout the proof we have dropped time dependence, where clear from the
context, to lighten the notation.
Step 1: It follows from the DT KYP Lemma [25, 50] (sometimes also referred to as
the Kalman-Szegö-Popov Lemma), that the minimality of (Ag, Bgv, Cg), together
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with the hypotheses in the Theorem imply the existence of a symmetric positive
definite matrix Pg, a matrix L and a positive constant ε such that

A⊤
g PgAg − Pg = −L⊤L− εPg,

B⊤
gvPgAg = Cg −

√
2

kh
−B⊤

gvPgBgv L.
(5.32)

Consider now the Lyapunov function Vg(xg) = x⊤
g Pgxg. One has

∆Vg := Vg(Agxg +Bgvv +Bgww)− Vg(xg)

= (Agxg +Bgvv +Bgww)
⊤Pg(Agxg +Bgvv +Bgww)− x⊤

g Pgxg

= x⊤
g (A

⊤
g PgAg − Pg)xg + 2x⊤

g A
⊤
g PgBgvv + 2x⊤

g A
⊤
g PgBgww+

v⊤B⊤
gvPgBgvv + 2v⊤B⊤

gvPgBgww + w⊤B⊤
gwPgBgww.

(5.33)

Using (5.32) and v = −xh, we obtain

∆Vg = x⊤
g (−L⊤L− εPg)xg − 2x⊤

g (C
⊤
g −

√
2

kh
−B⊤

gvPgBgv L⊤)xh

+ 2x⊤
g A

⊤
g PgBgww + x⊤

hB
⊤
gvPgBgvxh − 2x⊤

hB
⊤
gvPgBgww

+ w⊤B⊤
gwPgBgww.

(5.34)

By using now the sector constraint of HDT , i.e., ∥xh∥ ≤ kh∥Cgxg∥ and reworking
(5.34), we get

∆Vg ≤ −εVg(xg)−
(
Lxg −

√
2

kh
−B⊤

gvPgBgv xh

)⊤ (
Lxg −

√
2

kh
−B⊤

gvPgBgv xh

)
+
(
2x⊤

g A
⊤
g PgBgw − 2x⊤

hB
⊤
gvPgBgw + w⊤B⊤

gwPgBgw

)
w

≤ −εVg(xg) +
(
2x⊤

g A
⊤
g PgBgw − 2x⊤

hB
⊤
gvPgBgw + w⊤B⊤

gwPgBgw

)
w.

Moreover, note that(
2x⊤

g A
⊤
g PgBgw − 2x⊤

hB
⊤
gvPgBgw + w⊤B⊤

gwPgBgw

)
w

≤ 2λmax(Pg)∥Ag∥∥Bgw∥∥xg∥∥w∥+ 2λmax(Pg)∥Bgv∥∥Bgw∥∥xh∥∥w∥
+ λmax(Pg)∥Bgw∥2∥w∥2 ≤ α1∥xg∥∥w∥+ α2∥xg∥∥w∥+ α3∥w∥2

= α4∥xg∥∥w∥+ α3∥w∥2,

(5.35)

with α1 = 2λmax(Pg)∥Ag∥∥Bgw∥ , α2 = 2λmax(Pg)kh∥Bgv∥∥Bgw∥∥Cg∥, α3 =
λmax(Pg)∥Bgw∥2, α4 = α1 + α2, and where we have used the sector condition
∥xh∥ ≤ kh∥Cg∥∥xg∥. By using Young’s inequality, we get

∆Vg ≤ −
(
ελmin(Pg)−

α4

2δ1

)
︸ ︷︷ ︸

c1

∥xg∥2 +
(
α4δ1
2

+ α3

)
︸ ︷︷ ︸

c2

∥w∥2. (5.36)
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Note that both c1 and c2 are positive, if δ1 is taken sufficiently large.
Step 2: Consider the quadratic Lyapunov-like function Vh(xh) = x2

h, for the
isolated DT HIGS element HDT . When HDT operates in the integrator mode,
i.e., according to (5.8a) or (5.11a), we have

∆Vh,i := Vh(xh[k − 1] + ωhTse[k])− Vh(xh[k − 1])

= (xh[k − 1] + ωhTse[k])
2 − x2

h[k − 1] = 2ωhTse[k]xh[k − 1]

+ (ωhTs)
2e2[k]

≤ ωhTsx
2
h[k − 1] + (ωhTs + (ωhTs)

2)e2[k] = −c3x
2
h[k − 1]

+ (c3 + ωhTs)x
2
h[k − 1] + (ωhTs + (ωhTs)

2)e2[k]

(5.37)

for some c3 > 0, and where we have made use of Young’s inequality. Once again
using the sector constraint of HDT , i.e., ∥xh∥ ≤ kh∥Cg∥∥xg∥ and applying Young’s
inequality for products, together with e = Cgxg yields

∆Vh,i ≤ −c3x
2
h[k − 1] + (c3kh + ωhTskh)∥Cg∥2∥xg[k − 1]∥2+

(ωhTs + (ωhTs)
2)︸ ︷︷ ︸

α̃

∥e[k]∥2.

Note that by using e = Cgxg, and ∥v∥ = ∥xh∥ ≤ kh∥Cgxg∥, and application of
Young’s inequality we get

∥e[k]∥2 ≤ (α̃1 + α̃2(kh∥Cg∥2)∥xg[k − 1]∥2 + α̃3∥w[k − 1]∥2, (5.38)

with α̃1 = ∥CgAg∥2+∥CgAg∥∥CgBgv∥+∥CgAg∥∥CgBgw∥, α̃2 = ∥CgAg∥∥CgBgv∥+
∥CgBgv∥2+∥CgAg∥∥CgBgw∥, α̃3 = ∥CgAg∥∥CgBgw∥+∥CgBgw∥2+∥CgAg∥∥CgBgv∥.
Therefore, we have

∆Vh,i(xh) ≤ −c3∥xh∥2 +
(
(c3kh + ωhTskh)∥Cg∥2 + α̃α̃1 + α̃α̃2kh∥Cg∥2

)︸ ︷︷ ︸
β1

∥xg∥2+

α̃α̃3︸︷︷︸
γ1

∥w∥2,

where we have dropped time arguments for ease of notation.
When HDT operates in the gain mode, i.e., either according to (5.8b) or (5.11b),

we have

∆Vh,g := x2
h[k]− x2

h[k − 1] = k2he
2[k]− x2

h[k − 1]

≤ −xh[k − 1]2 + k2hα̃1∥xg[k − 1]∥2 + k2hα̃2k
2
h∥Cg∥2∥xg[k − 1]∥2 + k2hα̃3∥w∥2

(5.39)
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with α̃i, i ∈ {1, 2, 3}, as defined above. As such, we get

∆Vh,g ≤
− x2

h +
(
k2hα̃1 + k4hα̃2∥Cg∥2

)︸ ︷︷ ︸
β2

∥xg∥2 + k2hα̃3︸ ︷︷ ︸
γ2

∥w∥2. (5.40)

Lastly, when HDT is given by (5.11), and it operates in the zeroing mode (5.11c),
we have

∆Vh,z := V (0)− V (xh[k − 1]) = −x2
h[k − 1]. (5.41)

Hence, for both cases wherein HDT is given by the bimodal (5.8) or the trimodal
(5.11) setting, one has

∆Vh(xh) ≤ −α∥xh∥2 + β∥xg∥2 + γ∥w∥2, (5.42)

along all modes of operation, where α = min (1, c3), β = max (β1, β2), and γ =
max (γ1, γ2).

Step 3: Let us now consider the closed-loop system in Fig. 5.6. Consider the
Lyapunov function

V (xg, xh) = Vg(xg) + µVh(xh) = x⊤Px,

with x =
[
x⊤
g x⊤

h

]⊤, P =

[
Pg 0
0 µ

]
, and some µ > 0. Note that P ≻ 0 due to Pg

being positive define and µ > 0. As a result of (5.36) and (5.42), for the closed-
loop system (5.25) and (5.29), the one-step difference in the Lyapunov function
V (xg, xh), given by ∆V (x) := V (Aix + Biw) − V (x) with i ∈ {1, 2} for HDT as
in (5.8a) and i ∈ {1, 2, 3} for HDT as in (5.11a), satisfies

∆V (x) = ∆Vg + µ∆Vh

≤ −(c1 − µβ)∥xg∥2 − µα∥xh∥2 + (c2 + µγ)∥w∥2

≤ −κ1∥x∥2 + κ2∥w∥2,
(5.43)

with κ1 := min
(
(c1 − µβ), µα

)
, κ2 := c2 + µγ, and µ sufficiently small such that

c1 − µβ > 0. This shows that V (xg, xh) is an ISS Lyapunov function for both
(5.25) and (5.29), thereby concluding the proof.

The conditions in Theorem 5.4.1 resemble the Tsypkin criterion [92], which
is the DT analog of the CT circle criterion [88] for the study of DT absolute
stability. However, while the Tsypkin criterion is concerned with static, memory-
less nonlinearities, DT HIGS is a dynamical system, thereby requiring additional
steps and arguments in the proof.

Theorem 5.4.1 can be verified using easy-to-measure frequency response func-
tions (FRFs). In particular, condition i) can be checked using standard linear
control arguments. For a given value of kh ∈ R>0, checking condition ii), boils
down to checking whether the Nyquist plot of W (ejω) lies to the right of the verti-
cal line passing through the point −1

kh
+ j0 in the complex plane, for all ω ∈ [0, 2π].
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Figure 5.7. Partitioning of the input-output space of the DT HIGS element
HDT .

5.4.3 Time-domain stability analysis

In this section we present LMI-based conditions that guarantee ISS of (5.25) and
(5.29) using a multiple Lyapunov function approach [42]. In doing so, we exploit
the fact that the input-output pairs of the proposed DT HIGS elements (5.8)
and (5.11) belong to the set (5.5), for all k ∈ N. In particular, in each case
we partition the input-output space of the DT HIGS element HDT and allow
different Lyapunov functions to be active within each region of the partition. The
partitioning employed in this work is similar to the one used in [2, 144, 155] for
reset control systems and CT HIGS-controlled systems. More specifically, the
input-output e−u plane is partitioned into N sub-sectors Ci, i ∈ {1, 2, . . . , N}, by
choosing N + 1 equidistantly spaced angles 0 = θ0 < θ1 < · · · < θN = arctan (kh),
as shown in Fig. 5.7. Loosely speaking, Ci is related to the sector [θi−1, θi] in the
e− u plane. As shown in [2, 144, 155], for every pair (e, u) located in Ci one has

[
− sin θi−1 cos θi−1

sin θi − cos θi

]
︸ ︷︷ ︸

Ei

[
e
u

]
≥ 0 (5.44)
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for all (e, u) in the first quadrant of the e− u plane, and Ei

[
e
u

]
≤ 0, for all (e, u)

in the third quadrant of the e − u plane. Moreover, note that the state of the
closed-loop system in Fig. 5.6, can be mapped to the input-output pair of HDT

according to [
e[k]
u[k]

]
=

[
Cg 0
0 1

]
︸ ︷︷ ︸

C

[
xg[k]
xh[k]

]
. (5.45)

Therefore, (e, u) ∈ Ci, i ∈ {1, 2, . . . , N}, translates on the level of states to x ∈ Si,
i ∈ {1, 2, . . . , N}, with

Si = {x ∈ Rn | EiCx ≥ 0 ∨ EiCx ≤ 0} (5.46)

with Ei and C defined as in (5.44) and (5.45), respectively.
Note that while a CT HIGS element (5.4) operates in the gain mode (5.4b)

when u = khe (see (5.7)) and thus, when x lies on the boundary of SN , it is
possible for a DT HIGS to operate in all modes when x ∈ Si, for all i ∈ {1, ..., N}.
However, after operation in the gain mode, the trajectories do lie on the boundary
of SN . In addition, in case HDT is given by (5.11), after operation in the zeroing
mode, the trajectories lie on the boundary of S1. Moreover, another subtlety that
arises in the DT setting is that due to the discrete-time nature of the dynamics,
the solutions to the system can jump over sub-sectors, e.g., at t = kTs x[k] ∈ S1,
and at t = (k+1)Ts, x[k+1] ∈ S3. Such a scenario is not encountered in CT due
to the continuity of the solutions.

We are now ready to state the main results of this section.

Theorem 5.4.2. Consider the system (5.25). Suppose there exist symmetric ma-
trices Wi, U1,ij , U2,i, Y1,ij , Y2,i ∈ S2×2

≥0 and Pi ∈ Sn×n , for i, j ∈ {1, 2, . . . , N},
such that

Pi − C
⊤
E⊤

i WiEiC ≻ 0,

A⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)A1 − Pi + C
⊤
E⊤

i U1,ijEiC ≺ 0,

A⊤
2 (PN + C

⊤
E⊤

NY2,iENC)A2 − Pi + C
⊤
E⊤

i U2,iEiC ≺ 0.

(5.47)

(5.48)

(5.49)

Then the closed-loop system (5.25) is ISS.

Proof. Due to (5.46) together with the non-negativity of the elements in Wi, (5.47)
implies that V (x) = x⊤Pix > 0, when x ∈ Si, i ∈ {1, 2, . . . , N} and x ̸= 0, ensuring
positive definiteness of V . Furthermore, in integrator-mode, one has

∆V ij
1 := V (A1x+B1w)− V (x) =

x⊤(A⊤
1 PjA1 − Pi)x+ 2x⊤A⊤

1 PjB1w + w⊤B⊤
1 PjB1w,

(5.50)
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i, j ∈ {1, . . . , N}, when x ∈ Si and A1x + B1w ∈ Sj . Note that when x ∈ Si it
holds that x⊤C

⊤
E⊤

i U1,ijEiCx ≥ 0 for U1,ij ∈ S2×2
≥0 , and when A1x + B1w ∈ Sj ,

it holds that

0 ≤(A1x+B1w)
⊤C

⊤
E⊤

j Y1,ijEjC(A1x+B1w) =

x⊤A⊤
1 C

⊤
E⊤

j Y1,ijEjCA1x+ 2x⊤A⊤
1 C

⊤
E⊤

j Y1,ijEjCB1w

+ w⊤B⊤
1 C

⊤
E⊤

j Y1,ijEjCB1w,

(5.51)

and thus

− x⊤A⊤
1 C

⊤
E⊤

j Y1,ijEjCA1x ≤ 2x⊤A⊤
1 C

⊤
E⊤

j Y1,ijEjCB1w

+ w⊤B⊤
1 C

⊤
E⊤

j Y1,ijEjCB1w
(5.52)

for Y1,ij ∈ S2×2
≥0 . Due to (5.48), (5.50), (5.52) as well as non-negativity of the

elements of Y1,ij , and U1,ij , by application of S-procedure relaxations [22], we
obtain for x ∈ Si, A1x+B1w ∈ Sj ,

∆V ij
1 ≤ −ϵ1∥x∥2

+ 2x⊤(A⊤
1 PjB1 +A⊤

1 C
⊤
E⊤

j Y1,ijEjCB1)w

+ w⊤(B⊤
1 PjB1 +B⊤

1 C
⊤
E⊤

j Y1,ijEjCB1)w,

(5.53)

for some ϵ1 > 0. Young’s inequality for products yields now

∆V ij
1 ≤ (−ϵ1 +

1

δ1
)∥x∥2

+ (δ1∥A⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥2

+ ∥B⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥)∥w∥2,

(5.54)

with δ1 > 0, sufficiently large (δ1 > 1
ϵ1

, when x ∈ Si, and A1x + B1w ∈ Sj ,
i, j ∈ {1, 2, . . . , N}).

Next, note that after operating in gain mode, the state x lies within the last
sub-sector SN , i.e., one always has A2x+B2w ∈ SN . Therefore, in the gain mode,
one has for x ∈ Si

∆V iN
2 := V (A2x+B2w)− V (x) =

x⊤(A⊤
2 PNA2 − Pi)x+ 2x⊤A⊤

2 PNB2w + w⊤B⊤
2 PNB2w,

(5.55)

for i ∈ {1, . . . , N}. As a result of (5.49), noting that x ∈ Si implies x⊤C
⊤
E⊤

i U2,iEiCx ≥
0 for U2,j ∈ S2×2

≥0 , and A2x+B2w ∈ SN implies (A2x+B2w)
⊤C

⊤
E⊤

NY2,iENC(A2x+
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B2w) ≥ 0, for Y2,j ∈ S2×2
≥0 , using similar arguments as in (5.51)- (5.53) and by

application of S-procedure relaxations and Young’s inequality for products we get

∆V iN
2 ≤ (−ϵ2 +

1

δ2
)∥x∥2

+ (δ2∥A⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2∥2

+ ∥B⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2∥)∥w∥2

(5.56)

for some ϵ2 > 0 and δ2 > 1
ϵ2

.
Combining (5.54) and (5.56) yields

∆V := V (Aix+Biw)− V (x) ≤ −α∥x∥2 + σ∥w∥2, (5.57)

for i ∈ {1, 2} with α = minj(ϵj − 1
δj
), j ∈ {1, 2} and σ = max(β, γ), where

β =max(i,j){δ1∥A⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥2

+ ∥B⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥}

γ =maxi{δ2∥A⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2∥2

+ ∥B⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2∥}
with i, j ∈ {1, . . . , N}. We thus conclude that V is an ISS Lyapunov function for
(5.25), thereby completing the proof.

Theorem 5.4.2 provides sufficient LMI conditions for certifying ISS of the
closed-loop system in Fig. 5.6, when HDT is given by the bimodal DT HIGS
(5.8).

Next, we provide similar conditions for the case where HDT is given by the
trimodal DT HIGS (5.11).

Theorem 5.4.3. Consider the system (5.29). Suppose there exist symmetric ma-
trices Wi, U1,ij , U2,i, U3,i, Y1,ij , Y2,i, Y3,i ∈ S2×2

≥0 with non-negative elements, non-
negative scalars τ2i, τ3i ∈ R≥0, and Pi ∈ Sn×n , for i, j ∈ {1, 2, . . . , N}, such
that

Pi − C
⊤
E⊤

i WiEiC ≻ 0,

A⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)A1 − Pi + C
⊤
E⊤

i U1,ijEiC ≺ 0,

A⊤
2 (PN + C

⊤
E⊤

NY2,iENC)A2 − Pi + C
⊤
E⊤

i U2,iEiC + τ2iQ ≺ 0,

A⊤
3 (P1 + C

⊤
E⊤

1 Y3,iE1C)A3 − Pi + C
⊤
E⊤

i U3,iEiC − τ3iQ ≺ 0

(5.58)

(5.59)

(5.60)

(5.61)

with Q = Ξ+ Ξ⊤ where Ξ =

[
C⊤

g CgAg
−1
2
C⊤

g CgBgv

(−1
2
C⊤

g CgBgv)⊤ 0

]
. Then (5.29) is ISS.



110
Chapter 5. Analysis of Sampled-Data Hybrid Integrator-Gain Systems: A

Discrete-Time Approach

5

Proof. As in the case of Theorem 5.4.2, due to (5.46) and the non-negativity of
the elements in Wi, i ∈ {1, . . . , N}, (5.58) implies that the Lyapunov function
V (x) = x⊤Pix > 0, when x ∈ Si, i ∈ {, . . . , N}, and x ̸= 0, and is thus positive
definite within the sector of HDT . Following similar arguments as in the proof of
Theorem 5.4.2, we get

∆V ij
1 := V (A1x+B1w)− V (x)

≤ (−ϵ1 +
1

δ1
)∥x∥2 + (δ1∥A⊤

1 (Pj + C
⊤
E⊤

j Y1,ijEjC)B1∥2

+ ∥B⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥)∥w∥2,

(5.62)

with ϵ1 > 0 and δ1 > 1
ϵ1

such that ϵ1 − 1
δ1

is positive.
In the gain mode, we have for x ∈ Si,

∆V iN
2 := V (A2x+B2w)− V (x) =

x⊤(A⊤
2 PNA2 − Pi)x+ 2x⊤A⊤

2 PNB2w + w⊤B⊤
2 PNB2w,

(5.63)

for i ∈ {1, . . . , N}. Note that according to (5.12), the gain mode is followed when

e[k]e[k − 1] =
1

2
x⊤[k − 1]Qx[k − 1]

+ x⊤[k − 1]

[
Ing

0

]
C⊤

g Bgw︸ ︷︷ ︸
S

w[k − 1] ≥ 0. (5.64)

Using (5.64), and following the same reasoning as in (5.51)-(5.53) in the proof of
Theorem 5.4.2, we obtain

∆V iN
2 ≤ −(ϵ2 −

1

δ2
)∥x∥2

+ (δ2∥A⊤
2

(
PN + C

⊤
ENY2,iENC

)
B2 + τ2,iS∥2

+ ∥B⊤
2 PNB2 +B⊤

2 E⊤
NY2,iENCB2∥)∥w∥2

(5.65)

for some ϵ2 > 0 and δ2 > 1
ϵ2

such that ϵ2 − 1
δ2

> 0.
In the zeroing mode, we have for x ∈ Si,

∆V i1
3 := V (A3x+B3w)− V (x) =

x⊤(A⊤
3 P1A3 − Pi)x+ 2x⊤A⊤

3 P1B3w + w⊤B⊤
3 P1B3w,

(5.66)

for i ∈ {1, . . . , N}. According to (5.13), the zeroing mode is followed when

e[k]e[k − 1] =
1

2
x⊤[k − 1]Qx[k − 1]

+ x⊤[k − 1]

[
Ing

0

]
C⊤

g Bgw︸ ︷︷ ︸
S

w[k − 1] < 0. (5.67)
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Using the same reasoning as in (5.65) we get (also noting that after operation in
the zeroing mode A3x+B3w ∈ S1),

∆V i1
3 ≤ −(ϵ3 −

1

δ3
)∥x∥2

+ (δ3∥A⊤
3

(
P1 + C

⊤
E1Y3,iE1C − τ3,iS

)
B3 − τ3,iS∥2

+ ∥B⊤
3 P1B3 +B⊤

3 E⊤
1 Y3,iENCB3∥)∥w∥2,

(5.68)

for some ϵ3 > 0 and δ3 > 1
ϵ3

such that ϵ3 − 1
δ3

> 0.
Combining (5.62) and (5.65) and (5.68) yields

∆V := V (Aix+Biw)− V (x) ≤ −α∥x∥2 + σ∥w∥2, (5.69)

for i ∈ {1, 2, 3}, α = minj(ϵj − 1
δj
), j ∈ {1, 2, 3}, and σ = max(β, γ, ζ) with

β =max(i,j){δ1∥A⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥2

+ ∥B⊤
1 (Pj + C

⊤
E⊤

j Y1,ijEjC)B1∥}

γ =maxi{δ2∥A⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2 + τ2,iS∥2

+ ∥B⊤
2 (PN + C

⊤
E⊤

NY2,iENC)B2∥},

ζ =maxi{δ3∥A⊤
3 (P1 + C

⊤
E⊤

1 Y2,1E1C)B3 − τ3,iS∥2

+ ∥B⊤
3 (P1 + C

⊤
E⊤

1 Y3,iE1C)B3∥},
where i, j ∈ {1, . . . , N}. We thus conclude that V is an ISS Lyapunov function for
(5.29), thereby completing the proof.

5.4.4 The link between the two criteria

Considering the closed-loop system in Fig.5.6, we have thus far presented two
sets of stability results for both (5.25) and (5.29). In particular, Theorem 5.4.1
presents frequency-domain conditions for certifying ISS (for both (5.25) and (5.29)),
while Theorem 5.4.2 and Theorem 5.4.3, provide LMI-based conditions for certi-
fying ISS of (5.25) (consisting of bimodal DT HIGS) and (5.29) (consisting of
trimodal DT HIGS), respectively.

The strength of Theorem 5.4.1 lies in the fact that it can be verified based on
graphical evaluations of FRF measurements. However, this theorem only makes
use of sector boundedness of the input-output pair of the HIGS element HDT and
does not exploit specific knowledge related to the internal dynamics of the HIGS
element, making it possibly conservative. Moreover, Theorem 5.4.1 concludes sta-
bility of the closed-loop system on the basis of the existence of a common quadratic
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Lyapunov function (see Step 3 in the proof of Theorem 5.4.1). Theorems 5.4.2 and
5.4.3 on the other hand make extensive use of specific knowledge related to the
internal HIGS dynamics and conclude stability on the basis of the existence of mul-
tiple Lyapunov functions. Consequently, Theorems 5.4.2 and 5.4.3 are expected to
produce less conservative results when compared to Theorem 5.4.1. The downside
of the LMI-based stability conditions with respect to the frequency-domain con-
dition is that they rely on parametric models of the underlying system which are
not always easy to obtain. Additionally, in case the LMIs are infeasible, it is not
clear how the controller parameters should be tuned to render the LMIs feasible.

We now state results relating the satisfaction of the frequency-domain condi-
tions in Theorem 5.4.1 to the feasibility of the LMIs in Theorems 5.4.2 and 5.4.3.
In particular, we prove that satisfaction of the frequency-domain conditions im-
plies feasibility of a special case of the LMIs. Therefore, the frequency-domain
conditions are guaranteed to be more conservative.

Theorem 5.4.4. Under minimality of (Ag, Bgv, Cg), satisfaction of the conditions
in Theorem 5.4.1 implies feasibility of the LMIs in Theorem 5.4.2 with N ∈ N≥1,

Wi = Y1,ij = Y2,i = 02×2, U1,ij = U2,i = U = 1
α

[
0 1
1 0

]
, and Pi =

[
Pg 0
0 µ

]
, where

Pg ∈ Sng×ng is a positive-definite matrix and µ ∈ R>0, α = sin(arctan(kh)).

Proof. As shown in Step 3 of the proof of Theorem 5.4.1, this theorem concludes
ISS of the closed-loop system on the basis of the existence of a Lyapunov function
of the form V (x) = x⊤Px with

P =

[
Pg 0
0 µ

]
, (5.70)

wherein µ > 0 and Pg ∈ Sng×ng is a positive definite matrix. Therefore, Pi = P is
also positive definite and thus satisfies (5.47) with Wi = 0.

Let us now turn our attention to (5.48). Note that with P1 = P as defined
above and A1 as defined in (5.26), we have

A⊤
1 P1A1 − P1 = I1 + µQ1, (5.71)

with

I1 =

[
A⊤

g PgAg − Pg −A⊤
g PgBgv

−B⊤
gvPgAg B⊤

gvPgBgv

]
,

Q1 =

[
(ωhTs)

2A⊤
g C

⊤
g CgAg ωhTsA

⊤
g C

⊤
g (1− ωhTsCgBgv)

ωhTs(1− ωhTsB
⊤
gvC

⊤
g )CgAg (1− ωhTsCgBgv)(1− ωhTsBgvCg)

⊤ − 1

]
.

Also note that with N = 1 and the choice of U as specified above we have

C
⊤
E⊤

1 UE1C =

[
0 C⊤

g

Cg
−2
kh

]
.



5.4. Stability analysis of DT HIGS-controlled systems

5

113

By application of the DT KYP lemma (see (5.32)), we have

I1 =

 −L⊤L− εPg

√
2
kh

−B⊤
gvPgBgvL

⊤ − C⊤
g√

2
kh

−B⊤
gvPgBgvL− Cg BgvPgBgv

 (5.72)

for some matrix L and a positive constant ε. Therefore, under the conditions
stated in the theorem, (5.48) is given by

I1 + µQ1 + C
⊤
E⊤

1 UE1C

=

 −L⊤L− εPg

√
2
kh

−B⊤
gvPgBgvL

⊤√
2
kh

−B⊤
gvPgBgvL BgvPgBgv − 2

kh


︸ ︷︷ ︸

I

+µQ1. (5.73)

By Schur’s lemma, the matrix I, is negative definite if and only if

−L⊤L− εPg +

(
2
kh

−B⊤
gvPgBgv

)
L⊤L(

−B⊤
gvPgBgv +

2
kh

) = −εPg ≺ 0

and −L⊤L − εPg ≺ 0, which indeed holds given that Pg is positive definite, and
ε > 0. Consequently, (5.73) is negative definite for µ = m1 > 0 sufficiently small.
Similar reasoning can be used to rewrite (5.49) as

I + µQ̃ (5.74)

with

Q̃ =

[
k2hC

⊤
g Cg −k2hC

⊤
g CgBgv

−k2hB
⊤
gvC

⊤
g Cg k2hB

⊤
gvC

⊤
g CgBgv

]
.

Once again, (5.74) is negative definite for µ = m2 > 0, sufficiently small. There-
fore, under the conditions stated in the theorem, the LMIs (5.47)- (5.49) are sat-
isfied with µ = min(m1,m2), thereby concluding the proof for N = 1. Let us now
note that for N > 1, choosing Pi = P , would to lead the satisfaction of the LMIs.
This completes the proof.

Next, we state a similar result, linking Theorems 5.4.1 and 5.4.3.

Theorem 5.4.5. Under minimality of (Ag, Bgv, Cg), satisfaction of the conditions
in Theorem 5.4.1 implies feasibility of the LMIs in Theorem 5.4.2 with N ∈ N≥1,

Wi = Y1,ij = Y2,i = Y3,i = 02×2, U1,ij = U2,i = U3,i = U = 1
α

[
0 1
1 0

]
, and

Pi =

[
Pg 0
0 µ

]
, τ2i = τ3i = 0 where Pg ∈ Sng×ng is a positive-definite matrix and

µ ∈ R>0, α = sin(arctan(kh)).
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Proof. Satisfaction of the LMIs (5.58), (5.59), and (5.60) follows from the exact
same arguments as in the proof of Theorem 5.4.4. For the satisfaction of (5.61),
we note that under the conditions stated in the theorem, for N = 1, (5.61) can be
written as

I + µQ, (5.75)

with I as defined in (5.73) and

Q =

[
0 0
0 −1

]
.

Following the same reasoning as in the proof of Theorem 5.4.4, we conclude that all
the LMIs in Theorem 5.4.3 are satisfied for µ sufficiently small, thereby concluding
the proof.

With Theorem 5.4.4 and Theorem 5.4.5, we have shown that satisfaction of
the conditions in Theorem 5.4.1 implies feasibility of a specific case of the LMIs.
Consequently, the frequency-domain conditions in Theorem 5.4.1 are guaranteed
to yield more conservative results when compared to the LMIs in Theorems 5.4.2
and 5.4.3.

5.5 Sampled-data ISS Guarantees

In the previous section, stability criteria were presented that can be used to guar-
antee ISS for closed-loop HIGS-controlled systems in DT (ignoring inter-sample
behavior). In this section we show that DT ISS, implies ISS of sampled-data
HIGS-controlled systems, thus also taking into account the inter-sample behavior,
building on ideas in [130].

Consider the interconnection in Fig. 5.8 consisting of a CT linear plant P, and
a general DT nonlinear controller ϕ (e.g., a HIGS-based controller), interconnected
via a sampler and a zero-order hold device. Here, the plant is given by

P

TsZOH

d(t)

ϕ

y(t)

y[k]up[k]

up(t)

Figure 5.8. CT plant P and sampled-data nonlinear controller.
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P :

{
ẋp(t) = Apxp(t) + Bpuup(t) + Bpdd(t),

y(t) = Cpxp(t)
(5.76)

with Ap, Bpu, Bpd, Cp real matrices of appropriate dimensions, xp(t) ∈ Rnp the
state of the plant, up(t) ∈ Rnu and d(t) ∈ Rnd the control input and the input
disturbances, respectively, and y(t) ∈ Rny the plant output, at time t ∈ R≥0. The
nonlinear controller ϕ is of the general form

ϕ :

{
xϕ[k] = f(y[k], y[k − 1], xϕ[k − 1]),

up[k] = h(xϕ[k])
(5.77)

with f : Rny × Rny × Rnϕ → Rnϕ , h : Rnϕ → Rny , and xϕ[k] ∈ Rnϕ , up[k] ∈ Rnu ,
y[k] ∈ Rny denoting its state, output and input, respectively, at discrete time k ∈
N, corresponding to time instants t = kTs with Ts the sampling period, as before.
For the interconnection in Fig.5.8, we choose the state xsd(t) = [x⊤

p (t) x⊤
ϕ (t)]

⊤ ∈
Rn. Note that ẋϕ(t) = 0, for t ∈ [kTs, (k + 1)Ts). In this section we investigate
ISS of the closed-loop system in Fig.5.8, as defined in Definition 5.5.1 below.

Definition 5.5.1. [106] The interconnection in Fig.5.8 is said to be input-to-
state stable if there exists β ∈ KL and γ ∈ K, such that for all xsd(t0) ∈ Rn and
∥d∥∞ ≤ ∞,

∥xsd(t)∥ ≤ β(∥xsd(t0)∥, t− t0) + γ(∥d∥∞), ∀t ≥ t0. (5.78)

Note that the class of systems described by (5.77) includes as a particular case,
HIGS-based controllers as shown in Fig. 5.9, consisting of a DT HIGS element
and DT LTI controllers Ci, i ∈ {1, 2, 3}.

HDT

C1

C2C3
y[k]up[k]

ϕ

e[k]u[k]

Figure 5.9. The controller ϕ in the case of HIGS-based control.

Analysis of the system in Fig. 5.8 by following the DTD approach, requires a
DT model of the plant P (5.76), which can be obtained via exact ZOH discretiza-
tion of (5.76), leading to

P :

{
xp[k] = Apxp[k − 1] +Bpup[k − 1] + w[k − 1],

y[k] = Cpxp[k]
(5.79)
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with Ap := eApTs , Bp :=
∫ Ts

0
eApτdτBpu, w[k−1] :=

∫ kTs

(k−1)Ts
eAp(kTs−τ)Bpdd(τ)dτ, Cp :=

Cp. Considering (5.79), we obtain the exact DT model

xsd[k] =

[
Apxp[k − 1] +Bph(xϕ[k − 1]) + w[k − 1]

f(Cpxp[k], Cpxp[k − 1], xϕ[k − 1])

]
,

y[k] =
[
Cp 0

]
xsd[k] (5.80)

with xsd[k] =
[
x⊤
p [k] x⊤

ϕ [k]
]⊤

for the system in Fig. 5.8.
Using this exact model, we can formulate a corollary of Theorem 6 in [106],

which can be used for concluding (CT) ISS of the sampled-data system under
consideration, based on DT ISS of (5.80).

Corollary 5.5.1. Suppose the DT system (5.80) is ISS with respect to the DT
disturbance w. Then, the sampled-data system in Fig. 5.8, is ISS with respect to
the CT disturbance d, in the sense of Definition 5.5.1.

Proof. Note that in between sampling instances, the system dynamics are linear
since ẋϕ(t) = u̇p(t) = 0 for t = (k − 1)Ts + λTs, 0 < λ < 1 (due to ZOH), and
thus the inter-sample behavior of states xsd(t) = [x⊤

p (t) x⊤
ϕ (t)]

⊤ can be readily
computed and shown to satisfy the boundedness property

∥xsd(t)∥ ≤ γ1(∥xsd((k − 1)Ts)∥) + γ2(∥d∥∞) (5.81)

for all t ∈ [(k−1)Ts Ts], k ∈ N\{0} and γ1, γ2 ∈ K∞. Moreover, note that for (k−
1)Ts ≤ t ≤ kTs, ∥w[k − 1]∥∞ ≤ c∥d∥∞, with c =

∫ kTs

(k−1)Ts
∥eAp(kTs−τ)Bpd∥∞dτ =∫ Ts

0
∥eAp(Ts)Bpd∥∞dτ . Thus ISS of the DT system (5.80) with respect to w, implies

its ISS with respect to the CT disturbance d. It follows now from Theorem 6 of
[106], that the boundedness property (5.81), and ISS of (5.80) with respect to the
DT disturbance w, implies ISS of the sampled-data system in Fig. 5.8 with respect
to the CT disturbance d.

For the case where ϕ is a HIGS-based controller as in Fig. 5.9, (5.80) is given
by (5.25) or (5.29). Thus, as a result of Corollary 5.5.1, one may conclude ISS
of the resulting sampled-data HIGS-controlled system using Theorem 5.4.1 and
Theorem 5.4.2 or Theorem 5.4.3.

Remark 5.5.1. For a stabilizing controller of (5.76) to exist, stabilizability of
(Ap,Bpu) as well as detectability of (Ap, Cp) are required [77]. Moreover, as shown
in [30, 99], in order to avoid the loss of these properties as a result of sampling,
and thus for the existence of a DT stabilizing controller of (5.76), the sampling
period Ts should be non-pathological (see [30, 99] for a detailed explanation on this
topic) with respect to Ap. In particular, let the ith eigenvalue λi(Ap) of Ap, be
given by

λi(Ap) = σi + jωi.
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The sampling period Ts is called non-pathological with respect to Ap if there exist
no eigenvalues λi(Ap), λj(Ap), i ̸= j, such that σi = σj and ωi = ωj + l 2πTs

, for
some l ∈ Z \ {0}.

As such, these conditions are necessary for the satisfaction of the stability crite-
ria in Section 5.4. Lastly, remark that as shown in [108], in high precision motion
control applications (forming one of the main areas of application for HIGS-based
control), the sampling is non-pathological for all Ts ∈ R>0.

Remark 5.5.2. The work presented so far in this chapter provides the tooling to
certify ISS of SD HIGS-controlled systems via the DTD approach. Let us shortly
elaborate on concluding stability of SD HIGS controlled systems via the CTD
approach, based on our results here. Theorem 6.1 of [38], provides frequency-
domain conditions that resemble the conditions in Theorem 5.4.1, but for CT
HIGS-controlled systems. In particular, given a CT HIGS-controlled system as
in Fig. 5.10, with G , the linear part of the loop, satisfying assumptions typically
made in HIGS-based control (see Assumption 2.5.1 in Chapter 2), and H a CT
HIGS element as in (5.4), verifying whether the conditions in Theorem 6.1 in [38]
are satisfied amounts to checking the stability of the linear system G and whether
the transfer function Gev(jω) from the control input v to the output e, lies on the
right side of the vertical line intersecting the real axis at the point −1

kh
for all ω ∈ R.

Note that these conditions are only related to the linear part of the loop G and are

Σ
G

H

v

w

e

u

−

Figure 5.10. CT closed-loop HIGS-controlled system.

in fact similar conditions as in Theorem 5.4.1, the only difference being that while
in Theorem 5.4.1 the DT transfer function W (z) is considered, the result in [38]
is concerned with the CT transfer function Gev(s).

Let us now consider the interconnection in Fig. 5.11, wherein the input to v
is generated by a zero-order-hold device and the output e is sampled by a sampler.
As shown in Chapter 3 of [30], the relation between the DT transfer function W
from v to e, and the CT transfer function Gev from v to e, is given by (see [30]
Chapter 3 for the derivations)

W (ejωTs) =

∞∑
k=−∞

Gev(jω + kωs)r(jω + kωs), (5.82)
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Gev
TsZOH

v v e e

Figure 5.11. Discretization of Gev using zero-order-hold.

with ωs =
2π
Ts

, and

r(jω) = e−jω Ts
2
sin(ω Ts

2 )

ω Ts

2

.

Note that if Gev(jω) is band limited to frequencies below the Nyquist frequency
ωN = π

Ts
, based on (5.82) we have

W (ejωTs) = Gev(jω)r(jω), ωN < ω < ωN . (5.83)

Let us now make the observation that

lim
Ts→0

r(jω) = 1, (5.84)

and thus, for Ts → 0, W (ejωTs) ≈ Gev(jω). Therefore, provided that Gev(jω) is
band limited to −ωN < ω < ωN , satisfaction of the conditions in Theorem 6.1 of
[38], implies satisfaction of the conditions in Theorem 5.4.1 for Ts → 0, which in
turn through Corollary 5.5.1 certifies ISS of SD HIGS-controlled systems.

5.6 Numerical Example

In this section, we present an illustrative example whereby the different stability
criteria presented in Section 5.4 are compared with each other.

Consider the interconnection in Fig. 5.8, where P is a mass-spring-damper
system with transfer function

P(s) =
1

ms2 + bs+ k
, (5.85)

and mass m = 1 kg, damping coefficient b = 0.0564 Ns/m and stiffness coefficient
k = 1 N/m. Moreover, the controller ϕ is as depicted in Fig. 5.9, with C1(z) = 0,
C2(z) = 1 and C3(z) = C(z) a linear lead filter, obtained by discretization of
C(s) = 1.4 s+5

s+6.95 , using zero-pole matching. Let us first consider a sampling time
of Ts = 0.001s (also used for the discretization of C(s)). To evaluate ISS of the
DT closed-loop system using Theorem 5.4.1, note that the poles of the linear part
of the system Plin(z) = P (z)C(z), with P (z) the ZOH discretization of (5.85), are
within the unit circle and thus condition i) in Theorem 5.4.1 is satisfied. Checking
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Figure 5.12. Nyquist diagram of P (z)C(z).

condition ii) in Theorem 5.4.1, amounts to inspecting the Nyquist diagram of
Plin(e

jω) as shown in Fig. 5.12, from which it follows that the closed-loop system
is guaranteed to be ISS for any ωh ∈ (0,∞) and kh ≤ 0.12, by Theorem 5.4.1.
Indeed, 0.12 is the maximal kh value for which the Nyquist diagram in Fig. 5.12
falls to the right side of the vertical line passing through −1

kh
+ j0, in the complex

plane, and thus satisfies condition ii) in Theorem 5.4.1.
In addition, the results obtained from Theorem 5.4.2 using LMI-based ISS

guarantees for the case where HDT is given by (5.48), are portrayed in Fig. 5.13a
as a function of the number N of partitions, N ∈ {1, 2, 4}. Note that Fig. 5.13a
also shows the range of parameters for which the system is estimated to be ISS
based on extensive time-series simulations. As it can be seen in Fig. 5.13a, by using
Theorem 5.4.2, one concludes stability of (5.25) for a range of (kh, ωh) well beyond
the values found by application of the frequency-domain conditions in Theorem
5.4.1. This is indeed expected as a result of Theorem 5.4.4 and the discussions in
Section 5.4.4.

To illustrate the effect of the sampling period, Fig. 5.13b portrays the analysis
results obtained with a sampling time of Ts = 0.1s. Note that for Ts = 0.1s, the
simulation-based estimated ISS region (the grey area) is smaller than for Ts =
0.001s. This indicates the general need for the analysis tools presented in this
chapter as pure CT analysis (see for example [38]) completely ignores the role of
sampling, which in turn could cause wrong conclusions regarding stability. Let us
also make the observation that even with a single quadratic Lyapunov function,
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(a) (b)

Figure 5.13. ISS region found by time-series simulations , ISS (kh, ωh) values
returned by Theorem 5.4.2 (as a function of the number of partitions N), the kh
value obtained from Theorem 5.4.1 , for a sampling time of (a) Ts = 0.001s, and
(b) Ts = 0.1s.

i.e., for N = 1, Theorem 5.4.2 provides a feasible range of (kh, ωh) values extending
well beyond those obtained by Theorem 5.4.1, which indicates the strength of the
relaxation terms introduced in Theorem 5.4.2.

The results obtained from application of Theorem 5.4.3 for the case where HDT

is given by (5.11) are presented in Fig. 5.14. Similar observations as in the case
of Fig. 5.13 can be made. Namely, the results obtained from the LMIs are less
conservative (even with N = 1) compared to the frequency domain conditions, as
expected due to Theorem 5.4.5. Moreover, the stability region is smaller for the
case with slower sampling, thereby indicating the need for the tooling presented
in this chapter.

Lastly note that by virtue of Theorem 5.5.1, the results presented regarding
stability of the closed-loop system in DT, are also valid for the SD system consisting
of the CT plant (5.85) and the DT HIGS-based controllers.

5.7 Summary and Conclusions

In this chapter, we have proposed two DT versions of HIGS, which preserve the
main characteristics of CT HIGS, namely predominant operation in the integrator-
mode while guaranteeing sign equivalence (sector boundedness) of its input-output
pair. For the DT HIGS elements we have presented novel stability criteria that
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(a) (b)

Figure 5.14. ISS region found by time-series simulations , ISS (kh, ωh) values
returned by Theorem 5.4.3 (as a function of the number of partitions N), the kh
value obtained from Theorem 5.4.1 , for a sampling time of (a) Ts = 0.001s, and
(b) Ts = 0.1s.

can be used to conclude ISS using (i) (measured) frequency response conditions
and (ii) LMI-based conditions. We have also shown that satisfaction of these
stability criteria imply ISS of sampled-data systems consisting of a CT plant
and DT HIGS-based controllers (including the inter-sample behavior). While the
frequency-domain criteria do not require parametric models and can be evalu-
ated using easy-to-obtain frequency response data, we have formally proven that
their satisfaction implies feasibility of a special case of the LMI-based conditions
and thus are more conservative. This has been further illustrated by a numer-
ical example showing that the LMIs are significantly less conservative than the
frequency-domain criteria. Future research directions include reduction of the
conservatism associated with the stability analysis, as well as transforming the
presented stability criteria for synthesis of sampled-data HIGS-based controllers.





6
A Hybrid Integrator-Gain
Based Bandpass Filter for

Active Vibration Isolation with
Improved Skyhook Damping

Abstract - In this chapter a nonlinear filter with bandpass characteristics is pre-
sented for active vibration isolation with enhanced skyhook damping properties.
The new nonlinear filter consists of two so-called hybrid integrator-gain systems,
which are control elements recently introduced, aiming to overcome fundamental
limitations of linear time-invariant control. The effectiveness of the novel control
design is illustrated by means of experiments performed on an industrial active
vibration isolation system. In particular, it is shown that the favorable properties
of hybrid integrator-gain systems which are mainly expressed by reduced phase lag,
allow for significantly larger active damping gain values, thereby enabling superior
active vibration isolation. Additionally, improvements in closed-loop transient be-
havior in terms of overshoot and settling time are obtained. Moreover, no undesired
effects of nonlinearity in the form of amplification of high-frequency dynamics of
the plant are measured under normal operating conditions.

This chapter is based on: [75] and [125].
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6.1 Introduction

Linear time-invariant (LTI) control is a well-developed area of research, and us-
age of LTI control techniques is commonplace in many industrial sectors, such
as high-precision mechatronics. However, LTI control theory suffers from funda-
mental limitations such as Bode’s gain-phase relationship and the waterbed effect,
due to Bode’s sensitivity integral. Such fundamental limitations typically lead
to design trade-offs which affect closed-loop performance both in time-domain as
well as in frequency-domain. This, has led to increased attention to nonlinear
and hybrid control elements, which have proven to be effective tools in realizing
performance beyond the limitations of LTI control. Examples of such control ele-
ments include switching controllers [69], variable gain controllers (VGC) [70, 80],
split-path nonlinear integrators (SPANI) [45, 151], filtered split-path nonlinear in-
tegrators (F-SPANI) [126], reset controllers [2, 19, 31, 155], and the more recently
introduced hybrid integrator-gain systems (HIGS) [37].

HIGS consist of an integrator mode and a gain mode that together with switch-
ing logic guarantee that the input and output of the hybrid integrator are con-
strained to a sector at all times, thereby always having the same sign. As a result
of this construction, a HIGS element’s describing function [128] exhibits similar
amplitude characteristics to that of a linear lowpass filter while only having 38.15◦

of phase lag (as opposed to 90◦ in the linear case) [38]. A similar phase ad-
vantage is found in the case of reset control elements [19]. However, while reset
control gives rise to discontinuous control signals that can potentially excite high
frequency dynamics of the plant, HIGS achieve their favorable phase properties
with continuous signals. The improvement obtained in terms of phase lag for
both the HIGS and reset control systems, suggests the possibility of designing a
compensator capable of supplying the required bandwidth for a closed-loop sys-
tem, with reduced gain at high frequencies [29], as a result of requiring less phase
lead to be generated by differential action. Additionally, the reduced phase lag
of these controllers, also may prove useful in improving transient performance of
control systems [19, 143, 148, 156]. HIGS were introduced in [37], where tools
for frequency domain design and stability analysis of HIGS-based controllers were
presented. Moreover [37, 145], present experimental demonstrations of HIGS out-
performing linear controllers, when applied to high-precision mechatronics. In
[38, 120, 121, 139, 142], stability analysis results are presented for continuous time,
discrete time and sampled-data HIGS-controlled systems. Mathematical formal-
ization and well-posedness analysis of HIGS-controlled systems are discussed in
[38, 122, 123]. Moreover in [143, 148], it is shown that HIGS-based control can be
used to overcome some well-known fundamental limitations of LTI control.

In this chapter, a HIGS-based design is presented and compared to its linear
counterpart regarding its effectiveness in the context of active vibration isolation.
Vibration isolation systems are widely used in high precision mechatronic sys-
tems such as wafer scanners [26, 109] which are indispensable in the production
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of integrated circuits (ICs), and electron microscopes that are key enablers for
advances in many fields such as nanotechnology, material science and life science
[84, 134]. In such applications, there are ever increasing requirements on accu-
racy and throughput of the machines. In order to achieve accurate measurements
which are crucial for meeting the extreme performance requirements of such high-
precision systems, sensors and other sensitive equipment are placed on so-called
metrology frames which are isolated from external disturbances [41, 84], such as
floor vibrations and acoustic excitation, by means of vibration isolation. In ac-
tive vibration isolation, for damping of suspension modes (often through skyhook
damping, see, for example, [95]) linear bandpass filters are frequently utilized to
allow for

1. avoiding the usage of poor low-frequency sensor information,

2. active damping by means of high-gain feedback in the frequency interval
containing the suspension modes of the system,

3. restoring the passive isolation properties of the system at high frequencies.

This makes such systems an interesting test case for hybrid control designs since
such designs can be used to potentially improve vibration isolation properties as
shown in [69], due to their enhanced phase properties, which may enable one to do
high-gain feedback without compromising stability of the system. However, such
controllers are also likely to induce more high-frequency disturbances as a result
of generating non-smooth control signals.

In this chapter, a HIGS-based bandpass filter is constructed by interconnect-
ing two HIGS-based filters in series. The phase advantage of the HIGS-based
filter over a linear bandpass filter, as observed from describing function analysis,
is then exploited to achieve superior skyhook damping with improved transient
performance. The effectiveness of the proposed design is tested by experimental
validation on an industrial vibration isolation system. In doing so, the performance
of the controller is compared with its linear counterpart, which is frequently used
in industrial practice. We also present stability criteria that can be used to verify
stability of the closed-loop system under consideration, based on measurements of
frequency response functions. Our design and analysis approach is similar to one
often followed in high-precision motion industries. In particular, while the design
of the controllers are based on continuous-time reasoning, the sampled-data na-
ture of the system under consideration, consisting of continuous-time dynamics of
the plant to be controlled as well as the discrete-time dynamics of the digitally
implemented controller, is addressed in the stability analysis, thereby providing
stability guarantees for the closed-loop system.

The remainder of this chapter is organized as follows. In Section 6.2, a brief
introduction of HIGS is provided. In Section 6.3, the design, working principle
and properties (both in time domain and frequency domain) of the HIGS-based
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bandpass filter are discussed. Section 6.4 recalls the concept of active vibration iso-
lation through skyhook damping. Section 6.5 is concerned with the experimental
validation of our work, where first a description of the industrial active vibration
isolation system is provided, followed by a discussion of the control strategy and
stability analysis as well as measurement results obtained both in frequency and
time domain. The chapter is concluded in Section 6.6, where the main contribu-
tions of our work as well as future directions for research are highlighted.

6.2 Hybrid Integrator-Gain Systems

A HIGS element H , is given by

H :=


ẋh(t) = ωhe(t), if (e(t), u(t), ė(t)) ∈ F1

xh(t) = khe(t), if (e(t), u(t), ė(t)) ∈ F2

u(t) = xh(t),

(6.1a)
(6.1b)
(6.1c)

where xh(t) ∈ R is the state and e(t) ∈ R and ė(t) ∈ R denote the input to H and
its time derivative, respectively, at time t ∈ R≥0. Moreover, u(t) ∈ R is the output
of H , the parameters ωh ∈ [0,∞) and kh ∈ (0,∞) denote the integrator frequency
and gain value, respectively, and F1 and F2 denote the regions, where the two
different subsystems are active. The initial condition of the state xh is assumed to
be zero, i.e., xh(0) = 0 and thus u(0) = 0. A HIGS element H in (6.1) is designed
to mainly operate in integrator mode (6.1a), however, by design, the input-output
pair (e, u) of H is constrained to lie in a [0, kh]-sector, i.e., (e, u, ė) ∈ F , with

F :=

{
(e, u, ė) ∈ R3 | eu ≥ 1

kh
u2

}
, (6.2)

at all times t ∈ R≥0. Note that with u(0) = 0, (e(0), u(0), ė(0)) ∈ F for all
e(0) ∈ R. When the integrator dynamics (6.1a) result in trajectories that tend
to violate the constraint (e, u, ė) ∈ F , the dynamics of H switch to the gain
mode given by (6.1b) such that (e, u, ė) ∈ F remains true along the trajectories
of the system. In particular, H switches its dynamics from (6.1a) to (6.1b) when
(e, u, ė) ∈ F2. To be precise, we have

F1 := F \ F2,

F2 :=
{
(e, u, ė) ∈ F | u = khe ∧ ωhe

2 > khėe
}
.

(6.3)

(6.4)

Note that u = khe implies that the trajectories are on the boundary of F and
ωhe

2 > khėe suggests that vector field in the integrator mode points outside F , in
which case the system should operate in the gain mode such that sector violation
is avoided. A graphical illustration of the sets F , F1 and F2 is provided in Fig.
6.1.
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e

u

F1

F1

⊃ F2

u = khe

F = F1 ∪F2

Figure 6.1. Schematic representation of the sector F and the regions F1 and
F2.

In addition to the time-domain properties of H resulting from (6.1), its frequency-
domain properties can be studied in an approximative manner by means of de-
scribing function analysis. To this end, consider a sinusoidal input e(τ)

e(τ) = ê sin(τ), (6.5)

with τ = ωt, ω ≥ 0, t ∈ R≥0 and amplitude ê ∈ R. In [36] it is shown that the
describing function D(jω) of H in (6.1) between the input e and output u is given
by

D(jω) =
a1 + b1j

ê
, (6.6)

where a1, b1 are the Fourier coefficients of the fundamental harmonic and are given
by

a1 =
ê

2π

{ωh

ω
(cos(2γ)− 4 cos(γ) + 3) + kh (2(π − γ) + sin(2γ))

}
b1 =

ê

2π

{ωh

ω
(4 sin(γ)− sin(2γ)− 2γ)− kh (1− cos(2γ))

}
.

(6.7)

Here γ denotes the switching instant from integrator mode to the gain mode and
is given by

γ = 2arctan(ωkh/ωh). (6.8)
Note that as ω → ∞, and thus γ → π one has

lim
γ→π

D(jω) =
ωh

jω

{
1 +

4j

π

}
, (6.9)
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Figure 6.2. Bode plot of describing function of a single HIGS element with
ωh = 10 rad/s and kh = 1.

which resembles a 20dB/decade amplitude decay similar to magnitude character-
istics of a linear integrator, but with a phase lag of only 38.15 degrees (as opposed
to 90 degrees in the linear case) due to the extra imaginary-valued constant 4/π.
It is this phase advantage over linear integrators that is exploited in HIGS-based
control design, for enhancing frequency-domain characteristics such as closed-loop
bandwidth as well as time-domain transient performance. The Bode plot of D(jω)
as defined in (6.6) is portrayed in Fig. 6.2, for the case where ωh = 10 rad/s and
kh = 1. As it can be seen in Fig. 6.2, D(jω) has magnitude characteristics similar
to a linear lowpass filter, while only having 38.15 degrees of phase lag. Next, using
the insights obtained from the describing function analysis presented above, we
construct the HIGS-based bandpass filter.

6.3 HIGS-based Bandpass Filter

In this section, we present the HIGS-based bandpass filter design and investigate
its open-loop time domain behavior and properties. In addition, an approximative
frequency domain analysis of the HIGS-based filter based on describing function
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e uChp Clp

Cbp

Figure 6.3. Block diagram of a linear bandpass filter.

analysis is provided.

6.3.1 Design and working principle

As explained in Section 6.1, bandpass filters are frequently utilized for active vi-
bration isolation via skyhook damping. In this section, the design and working
principle of the HIGS-based bandpass filter is discussed. Prior to presenting the
HIGS-based bandpass filter, let us first consider a linear bandpass filter Cbp, in
Fig. 6.3, constructed by the series interconnection of a linear highpass filter Chp

and a linear lowpass filter Clp. The transfer function Cbp(s) of the bandpass filter
in Laplace domain is given by

Cbp(s) =
u(s)

e(s)
=

lowpass︷ ︸︸ ︷
ωlp

s+ ωlp
· s

s+ ωhp︸ ︷︷ ︸
highpass

(6.10)

with ωhp = 2π × 0.1 rad/s and ωlp = 2π × 10 rad/s the filter’s cut-off frequencies.
In high-precision mechatronic applications bandpass filters of the form (6.10) are
frequently utilized, with ωhp chosen at a frequency beyond which the sensor gives
useful and reliable information. Moreover, ωlp > ωhp > 0 can be used for main-
taining passive isolation properties of the plant as well as reducing the sensitivity
of the closed-loop system to noise and high-frequency (un-modelled) dynamics by
lowering the gain, at high frequencies. Note that in the interval [ωhp, ωlp], (6.10)
approximates unity gain and thus, in this frequency interval the input of the filter
is passed through to its output. The bandpass filter Cbp can also be described in
state space form by

ẋbp(t) =

[
−ωhp 0
−ωhp −ωlp

]
xbp(t) +

[
1
1

]
e(t),

u(t) =
[
0 ωlp

]
xbp(t),

(6.11)
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e u

Hbp(·)

u1

e1

Figure 6.4. Block diagram of a HIGS-based bandpass filter.

with state xbp(t) =
[
x⊤
hp(t) x⊤

lp(t)
]⊤

, where xhp(t) ∈ R and xlp(t) ∈ R, denote the
state of Chp and Clp, respectively, at time t ∈ R≥0.

Given the linear bandpass filter Cbp in Fig. 6.3, consider the block diagram
in Fig. 6.4, which represents a hybrid bandpass filter Hbp, i.e., the HIGS-based
equivalent of (6.10), with H1,H2 as defined in (6.1), where kh1 = kh2 = 1, ωh1 =
ωhp/(2α) rad/s, ωh2 = ωlp/α rad/s, and α = |1 + 4j/π| is a scaling constant that
follows from (6.9), ensuring that the cut-off frequencies of the HIGS-based filters
match that of their linear counterpart. As show in Fig. 6.2, the describing func-
tion of a HIGS element has magnitude characteristics similar to a linear lowpass
filter. Therefore, H2 in Fig. 6.4, acts as a lowpass filter. With the particular
configuration in Fig. 6.4, by subtracting the output of the HIGS element H1 from
its input, a HIGS-based highpass filter is constructed.

The Bode diagram of both this HIGS-based highpass filter and its linear equiv-
alent are provided in Fig. 6.5. The series interconnection of this HIGS-based
highpass and the HIGS element H2 (having lowpass characteristics), leads to the
construction of the HIGS-based bandpass filter, the properties of which will be
studied next.

The HIGS-based bandpass filter has four modes of operation and can be de-



6.3. HIGS-based Bandpass Filter

6

131

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

-80

-60

-40

-20

0

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

-90

-38

0

90

Figure 6.5. Bode plot of describing function of Dhp(jω) = 1 − D1(jω) and
Chp(jω) =

s
s+ωhp

, ωhp = (0.1× 2π)/2α rad/s, α = |1 + 4j/π|, and kh = 1.
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scribed by

ẋhbp :=

[
ẋh1

ẋh2

]
=



[
ωh1e

ωh2e1

]
, if (e, u1, ė) ∈ F 1

1 ∧ (e1, u, ė1) ∈ F 2
1[

ωh1e

kh2ė1

]
, if (e, u1, ė) ∈ F 1

1 ∧ (e1, u, ė1) ∈ F 2
2[

kh1ė

ωh2e1

]
, if (e, u1, ė) ∈ F 1

2 ∧ (e1, u, ė1) ∈ F 2
1[

kh1ė

kh2ė1

]
, if (e, u1, ė) ∈ F 1

2 ∧ (e1, u, ė1) ∈ F 2
2

u = xh2,

(6.12)

where we have omitted time-dependency to lighten the notation. Here, xh1 ∈ R
and xh2 ∈ R, denote the states of H1 and H2, respectively, and F j

i , i ∈ {1, 2},
j ∈ {1, 2}, denote the regions where the ith mode (i = 1 for integrator mode, and
i = 2 for gain mode) of HIGS element j are active. By using e1 = e−u1 = e−xh1,
we get

[
ẋh1

ẋh2

]
=



[
ωh1e

ωh2(e− xh1)

]
, if (e, u1, ė) ∈ F 1

1 ∧ (e− u1, u, ė− u̇1) ∈ F 2
1[

ωh1e

kh2(ė− ωh1e)

]
, if (e, u1, ė) ∈ F 1

1 ∧ (e− u1, u, ė− u̇1) ∈ F 2
2[

kh1ė

ωh2(e− xh1)

]
, if (e, u1, ė) ∈ F 1

2 ∧ (e− u1, u, ė− u̇1) ∈ F 2
1[

kh1ė

kh2(ė− kh1ė)

]
, if (e, u1, ė) ∈ F 1

2 ∧ (e− u1, u, ė− u̇1) ∈ F 2
2

u = xh2.

Note that the derivative of the input e to the bandpass filter is required, for both
deciding which mode of operation is active, as well as computation of dynamics
in modes where either HIGS element operate in the gain mode. As a result, the
input e is assumed to be continuous and differentiable.

6.3.2 Time domain characteristics
To describe the open-loop time-domain behavior of both the linear and HIGS-
based bandpass filters, Cbp and Hbp, consider the time responses shown in Fig.
6.6, which are the result of sinusoidal inputs (gray curves) as in (6.5) with ê = 1 and
ω ∈ {2π × 1/20, 2π, 2π × 20} rad/s. First observe that by choice of its parameter
ωh1, the integrator in H1 is fast enough to invoke the integrator mode for the
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Figure 6.6. Time series simulations of the output u of a linear bandpass filter in
(6.10) (dashed-black) and the HIGS-based bandpass filter from Figure 6.4 (red)
to a sinusoidal input e (gray) with ω ∈ {2π × 1/20, 2π, 2π × 20} rad/s.
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case ω = 2π × 1/20 rad/s, which is shown in the upper part of the figure. At
t ≈ 6.4 seconds, H1 switches from integrator mode to gain mode, which means
its output becomes equal to its input e, i.e., the input to H2 becomes zero, which
subsequently yields the output u to be zero too. At t = 10 seconds, e changes
sign and H1 switches back to integrator mode. For the cases ω = 2π rad/s and
ω = 2π × 20 rad/s, the input signal to H2, i.e., e − u1 ≈ e, reflects a too slow
contribution of H1. Conversely, by choice of its parameter ωh2, the integrator in
H2 is too fast for the cases ω = 2π × 1/20 rad/s and ω = 2π rad/s. As a result,
H2 largely operates in gain mode. For the case ω = 2π rad/s, i.e., the middle part
of the figure, this means that since e − u1 ≈ e and because H2 ≈ 1, the output
u ≈ e. For the case ω = 2π × 20 rad/s, i.e., the lower part of the figure, it can
be seen that for t ∈ [0.05, 0.07] seconds, H2 operates in integrator mode, whereas
during t ∈ (0.07, 0.08) seconds, it operates in gain mode. For all responses, observe
that the hybrid behavior of the HIGS-based bandpass filter (red curves) effectively
results in mimicking either phase lead (upper part) or phase lag (lower part) while
avoiding unequal signs of the input-output pair (e, u). The latter is clearly not the
case for the response of the linear bandpass filter (dashed black curves).

To be more precise, we can show that the input-output pair (e, u) of the HIGS-
based bandpass filter satisfies the same sector constraint as a single HIGS element,
cf. (6.2). More particularly, for kh,1 = kh,2 = 1, one has

u2(t) ≤ e(t)u(t) ≤ e2(t), (6.13)

for all t ∈ R≥0. To see this, first note that by design, the input e(t) to the first
HIGS element H1 and its output u1(t) have the same sign and satisfy the relation
|u1(t)| ≤ |e(t)|. Therefore, the input to H2 given by e1(t) = e(t) − u1(t), always
has the same sign as e(t), and thus e(t)e1(t) ≥ 0. Let us now turn our attention to
the input-output pair of H2, i.e., e1(t) and u(t). By design, these signals satisfy

e1(t)u(t) =(e(t)− u1(t))u(t) = e(t)u(t)− u1(t)u(t) ≥ u2(t). (6.14)

Moreover, note that u(t) and u1(t) have the same sign. Indeed, since e(t) and e1(t)
have the same sign for all t ∈ R≥0 and e(t) and u1(t) have the same sign, it follows
that e1(t) and u1(t) also have the same sign. Furthermore, as e1(t) and u(t) have
similar signs, it holds that u1(t) and u(t) have equal sign and thus, u(t)u1(t) ≥ 0.
As such, it follows from (6.14) that

e(t)u(t) ≥ e(t)u(t)− u1(t)u(t) ≥ u2(t), (6.15)

which indeed shows that the lower bound in (6.13) holds. To also see that the
upper bound in (6.13), i.e., e(t)u(t) ≤ e2(t) is satisfied, note that by virtue of the
design of H2, |u(t)| ≤ |e1(t)|. Moreover, |e1(t)| ≤ |e(t)| since e(t) and u1(t) have
the same sign and |e(t)| ≥ |u1(t)|. As a result, one has |u(t)| ≤ |e1(t)| ≤ |e(t)| and
thus e2(t) ≥ u2(t) which indeed shows that the upper bound in (6.13) holds.

As it will become clear in subsequent sections, the sector boundedness of the
input-output pair of the HIGS-based band pass filter is useful for stability analysis.
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6.3.3 Frequency domain characteristics
In the frequency domain, the behavior of the HIGS-based bandpass filter can be
evaluated in an approximate manner using the following describing function

Dbp(jω) ≈ (1−D1(jω))D2(jω), (6.16)

where D1(jω),D2(jω) follow from (6.6) and (6.7) with the parameter values given
in the discussion related to Fig. 6.4. Note that (6.16) does not necessarily repre-
sent the true describing function D̄bp of Hbp and only approximates it. However,
note that H1 and H2, are used in the construction of the HIGS-based highpass and
lowpass filters, respectively, and thus one has ωh2 ≫ ωh1. In other words, one has
ωh2 ≥ γωh1 for some large constant γ ∈ R>0. Therefore, given a sinusoidal input
e = ê sin(ωt), as also shown in Fig. 6.6, for ω → 0, while H1 exhibits switching
behavior, H2 largely operates in gain mode and thus, exhibits linear dynamics. In
addition, for ω → ∞, the integrator in H1 is too slow and thus H1 largely oper-
ates in the integrator mode, while H2 exhibits switching behavior. As a result, the
nonlinear behaviors of the two HIGS elements show limited interference with each
other and thus, Dbp(jω) as defined in (6.16) is a good approximation of D̄bp(jω).
The frequency responses of Cbp(jω), the approximated describing function Dbp(jω)
and the true describing function D̄bp(jω), obtained from time-series simulations
and computation of the first Fourier coefficients, are provided in the Bode diagram
of Fig. 6.7. A few observations can be made from Fig. 6.7. Firstly, let us make
the observation that Dbp(jω) provides an excellent approximation of D̄bp(jω). At
low frequencies, it is observed that while Cbp(jω) has a 20 dB/decade increase in
magnitude, Dbp(jω) has a 40 dB/decade increase in magnitude, i.e., an additional
20dB/decade. At low frequencies both Dbp(jω) and Cbp(jω) have 90 degrees of
phase lead, which is a clear manifestation of defying Bode’s gain-phase relation-
ship, in the case of the HIGS-based bandpass filter. The additional 20 dB/decade
suppression at low frequencies, seen in the case of Dbp(jω), can be explained as
follows. At low frequencies, one has

lim
ω→0

Dbp(jω) = lim
ω→0

(1−D1(jω)), (6.17)

with D1(jω) as defined in (6.6). By using the power series expansions of sin(γ), sin(2γ),
cos(γ), cos(2γ) in the expressions of the Fourier coefficients in (6.7) and taking
the limit for ω → 0, for the Fourier coefficient a1 one obtains

lim
ω→0

a1 =
−4ê

3π
k3h1

ω2

ω2
h1

, (6.18)

and for the Fourier coefficient b1, we get

lim
ω→0

b1 = êkh1. (6.19)
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Figure 6.7. Bode diagram of linear bandpass filter Cbp(jω) (dashed black), the
approximated describing function of the HIGS-based bandpass filter Dbp(jω) (solid
red line), and the actual describing function of the HIGS-based bandpass filter
D̄bp(jω)(red circles).
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Therefore

lim
ω→0

(1−D1(jω)) = lim
ω→0

(1− a1 + b1j

ê
) = 1− kh1 +

4

3π
k3h1

ω2

ω2
h1

. (6.20)

By substituting kh1 = 1, we get limω→0(1 − D1(jω)) = j 4ω2

3πω2
h
. Note that this

is a positive imaginary number proportional to ω2, which indeed clarifies the
40 dB/decade amplification as well as the 90 degrees of phase lead at low frequen-
cies. In the frequency range ω ∈ 2π × [0.1, 10] rad/s, both filters have unity gain
and thus this frequency interval forms the passband of both Cbp(jω) and Dbp(jω).
Beyond ω = 2π× 10 rad/s both Dbp(jω) and Cbp(jω) exhibit 20dB/decade ampli-
tude decay, while the favorable phase properties of the HIGS element H2 becomes
apparent over its linear counterpart. In particular, one observes 51.85 degrees less
phase lag in the case of Dbp(jω) compared to Cbp(jω). Once again, this is a clear
manifestation of defying the Bode gain-phase relationship in the case of Dbp(jω).

The HIGS-based bandpass filter introduced in this section, will be used in the
context of active vibration isolation, in particular the application of skyhook damp-
ing, in Section 6.5. Next, we shortly introduce the concept of skyhook damping
for active vibration isolation.

6.4 Active Vibration Isolation by Skyhook Damp-
ing

In order to explain the concept of skyhook damping, consider the 1-degree of free-
dom (DOF) mass-spring-damper system in Fig. 6.8a, which represents a simplified
1-DOF model of an industrial vibration isolation system in the vertical direction
z. The displacement of the payload, with mass m, to be isolated from external
disturbances, is denoted by z1 and the system is supported by a structure whose
displacement, is denoted by z0. Generally speaking, there exist two types of dis-
turbances acting on the payload :(i) floor vibrations, and (ii) direct disturbances,
denoted in Fig. 6.8a by Fd. A performance indicator used to investigate the sen-
sitivity of the payload with respect to floor vibrations, is the transfer function
from z0 to z1, also known as the transmissibility function T , which in the Laplace
domain is given by

T (s) =
Z1(s)

Z0(s)
=

bs+ k

ms2 + bs+ k
, (6.21)

with s the Laplace variable, and m , b, k, the mass, damping coefficient and
stiffness coefficient, respectively. In order to investigate the sensitivity of the
payload to direct disturbances, the transfer from Fd to z1, called the compliance
function C, given by

C(s) = Z1(s)

Fd(s)
=

1

ms2 + bs+ k
, (6.22)
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Figure 6.8. Mass-spring-damper system.

is considered. The magnitude characteristics of T and C as defined above, are
shown in Fig. 6.9, where m = 1300 kg, k = 170 kN/m, b = 1100 Ns/m, correspond
to the parameter values of the industrial active vibration isolation system studied
later in Section 6.5.

As it can be seen in Fig. 6.9, there exists a weakly damped resonance, in
both C and T at the natural frequency of the system given by ω =

√
k
m . One

strategy to provide extra damping to this resonance peak, is skyhook damping,
as portrayed in Fig. 6.8b, wherein multiplication of vertical velocity ż1 of the
payload with an active damping gain β produces an active damping force Fa = βż1,
proportional to the velocity of the payload. In particular, this construction results
in transmissibility and compliance functions that are given by

T (s) =
bs+ k

ms2 + (b+ β)s+ k
, (6.23)

and

C(s) = 1

ms2 + (b+ β)s+ k
, (6.24)

respectively. The magnitude characteristics of T , and C, as in (6.23) and (6.24),
are shown in Fig. 6.10, for a range of active damping gain values β.

The following observations can be made from Fig. 6.10. First, note that, as
expected from (6.23) and (6.24), with an increase in the value of β, better damping
of the suspension mode is achieved. Additionally, note that this strategy is only
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Figure 6.9. Vibration isolation performance indicators (a) transmissibility, and
(b) compliance.
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Figure 6.10. Vibration isolation performance indicators (a) transmissibility, and
(b) compliance, with skyhook damping
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beneficial in a limited frequency range. In particular one has

lim
s→0

T (s) = 1, lim
s→0

C(s) = 1

k
,

lim
s→∞

T (s) =
b

ms
, lim

s→∞
C(s) = 1

ms2
,

and thus at low, and high frequencies, the magnitude characteristics of T and C,
are independent of the active damping gain β.

In practice, the velocity ż1 is obtained by either integrating output of ac-
celerometers or direct measurements using e.g. geophones, which do not provide
accurate measurements at low frequencies. In addition, high-frequency control
effort should be minimized as to preserve the passive vibration isolation proper-
ties. This also means keeping the sensitivity of the closed-loop system low, to high
frequency noise. In the frequency interval containing the suspension mode(s) of
the system, it is desired to do high-gain feedback (i.e., to have a high β value) to
allow for better damping of the suspension modes. Therefore, for application of
skyhook damping, velocity measurements are typically fed to a bandpass filter, in
order to allow for skyhook damping in a limited frequency range, thereby enabling
damping of suspension modes without affecting performance at other frequencies.

In the next section, we make use of the HIGS-based bandpass filter as intro-
duced in Section 6.3, for active vibration isolation by means of skyhook damping.
In particular, the favorable phase properties of the HIGS-based bandpass filter over
its linear counter part as shown in Fig. 6.7 will be used to allow for higher active
damping-gains without compromising stability of the system, thereby improving
vibration isolation properties of the system.

6.5 HIGS-based Skyhook Damping

In this section, we show the usefulness of the HIGS-based bandpass filter in the
context of active vibration isolation. In particular, a HIGS-based skyhook damping
strategy is applied to an industrial active vibration isolation system (AVIS), and
its performance is compared with its linear counterpart.

6.5.1 System description
We consider the industrial vibration isolation system depicted in Fig. 6.11. This
system consists of a 6 degrees of freedom movable metrology frame, a base frame
and three vibration isolation modules. The isolation modules are placed between
the base frame and the metrology frame and contain pneumatically controlled air
mounts that provide gravity compensation, damping and a low suspension stiffness
[17]. In addition, each isolation module is also equipped with Lorentz actuators
to enable active vibration isolation. Lastly, both the base as well as the metrology
frames are equipped with accelerometers that provide measurements of absolute
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Base frame

Metrology frame

module
Isolation

Figure 6.11. Industrial active vibration isolation system, consisting of the base
frame, the isolated metrology frame and isolation modules.

acceleration in the vertical direction, at the location of the isolation modules. A
schematic representation of the system is provided in Fig. 6.12.

Considering the center of the mass of the metrology frame as the frame of ref-
erence, as shown in Fig. 6.12, the metrology frame can move either in the vertical
direction by moving along the principal coordinates (z, θx, θy) or in the horizontal
directions by moving along the principal coordinates (x, y, θz). In this chapter
we consider vertical movement, i.e., movement along (z, θx, θy). The relative gain
array (RGA) number [127] of the system dynamics in the vertical direction cal-
culated based on measured frequency response data, and used as a measure for
interaction between the different input and output directions is shown in Fig. 6.13.
It is observed that the dynamics in the principal coordinates (z, θx, θy) are strongly
decoupled (up to 100 Hz), and thus one can approach the problem of controlling
the multi-input multi-output plant under consideration, as a multi-loop single-
input single-output (SISO) control problem. In addition, as previously explained,
the system is equipped with sensors and actuators at the location of each isola-
tion module. The mappings from the sensor measurements/control inputs at the
location of the individual isolation module to the center of mass of the metrology
frame can be found in Section 2.2 of [17].

Since, as explained above, the plant dynamics in the principal coordinates
(z, θx, θy) are strongly we can obtain a (simplified) decentralized plant model in
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Figure 6.12. Schematic representation of the system, where the index j denotes
the jth isolation module.

Figure 6.13. Relative gain array number calculated using frequency response
measurements.
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Figure 6.14. Open-loop system in the z direction.

Laplace domain, given by

P (s) =

Pz(s) 0 0
0 Pθx(s) 0
0 0 Pθy (s)

 =


s2

ms2+bzs+kz
0 0

0 s2

Jxs2+bθxs+kθx
0

0 0 s2

Jys2+bθy s+kθy

 ,

(6.25)

where the plant parameters can be found in Appendix A of [17]. In the remainder
of this chapter, we focus on the control problem in the z direction noting that
linear feedback controllers designed with the methods described for example in
[17], are utilized in the θx and θy directions.

Note that in the model (6.25), the system’s transfer function in the z direction
neither models higher-order plant dynamics, nor contains information regarding
actuator delays. Therefore, following the same logic as in [17], to obtain a more
realistic model of the plant, a robustness filter Hrob given by

Hrob(s) =
ω2
lp

s2 + 2ξlpωlps+ ω2
lp

× s+ ωz

ωz
, (6.26)

with ωlp = 1.8 × 2π rad/s, ξlp = 0.7, and ωz = 2π × 16 rad/s, is designed and
included in the open-loop model of the plant.

To get an initial indication regarding the usefulness of the HIGS-based band-
pass filter in the context of skyhook damping, let us consider the open-loop system
in Fig. 6.14, consisting of the system’s transfer function in the z direction, the
robustness filter Hrob, an integrator, used to obtain velocity information and a
bandpass filter Cbp. The Bode diagram of the open-loop system in Fig. 6.14 for
both cases where Cbp is given by the linear filter (6.10) and the describing func-
tion (6.16) of the HIGS-based bandpass filter is provided in Fig. 6.15. Here, the
passbands of both bandpass filters are chosen to be ω ∈ 2π × [0.2, 20]rad/s. The
rationale behind this choice will be explained in Section 6.5.3, below. As it can be
seen in Fig. 6.15, due to the favorable phase properties of the HIGS-based band-
pass filter, the frequency at which the open-loop system with the HIGS-based
bandpass filter has a phase lag of 180 degrees is higher than that of the linear
open-loop system. Moreover, at these frequencies the gain of the HIGS-controlled
system is 5.5dB less than that of the linear case, resulting in a gain margin with
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Figure 6.15. Frequency response of the open-loop system for both linear and
HIGS-based controllers.

a factor 1.8 higher in the case of HIGS-based control. This in turn suggests the
possibility of increasing the active damping gain with almost a factor 2 higher, in
case of HIGS-based control (from a describing function perspective) when com-
pared to the linear case, thereby enabling superior active vibration isolation. In
what follows, this will be shown with measurement results, obtained from imple-
mentation of both linear and HIGS-based control strategies on the system in Fig.
6.11.

For the system in Fig. 6.11 a skyhook damping control strategy as shown in
Fig. 6.16 is used in the z direction. Herein the vertical velocity ż is obtained by
integrating vertical acceleration z̈, which is measured by the accelerometers and
fed to a bandpass filter Cbp. The output of the bandpass filter is subsequently
multiplied with a gain β, which results in an active damping force, Fsky = βż,
proportional to the velocity of the metrology frame. Note that in addition to the
skyhook damper, the feedback loop also contains a proportional feedback controller
with gain Ka, which has the physical interpretation of virtual mass added to the
metrology frame. The proportional controller is given by Ka = 2.10×106Ns/m and
is designed with the same rationale as explained in [17]. In what follows, we focus
on the skyhook damper Csky

z and compare the results obtained when, (i) Cbp is a
linear bandpass filter of the form (6.10), (ii) Cbp is a HIGS-based bandpass filter
with the structure shown in Fig. 6.4. Prior to doing so, we formulate conditions



6.5. HIGS-based Skyhook Damping

6

145

Pz
z̈

Cbpβ

Fz

1
s

Fd

ż
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Figure 6.16. Block diagram of AVIS in the z direction, using acceleration feed-
back.

that can be used to certify stability of the system, considering both the discrete-
time implementation of the nonlinear HIGS-based controller and the interaction
between the dynamics in the principal coordinates (z, θx, θy).

6.5.2 Stability Analysis
Although in the design procedure, the interaction between the dynamics in the
(z, θx, θy) coordinates are negligible, they should be taken into account for a rig-
orous stability analysis. Indeed, as shown in Fig. 6.17, while the system dynamics
are strongly decoupled in the vertical directions of motion, measurements of fre-
quency response functions reveal that there exists some interaction between the
different input and output directions.

Noting that linear feedback controllers designed using the methodologies pre-
sented in [17], are used for stabilization of the dynamics in the θx and θy directions,
it remains to investigate the stability of the system in the z direction, upon clos-
ing the loop with the skyhook HIGS-based controller. To this end, consider the
interconnection in Fig. 6.18, where the effect of the plant inputs in the θx and
θy directions denoted by Mθ := [M⊤

x M⊤
y ]⊤ + [d⊤θx d⊤θy ]

⊤, is considered on the
output in the z direction. In particular, one has

ż = Pzz(uz + dz) +
[
Pzθx Pzθy

]︸ ︷︷ ︸
Pθz

([
Mx

My

]
+

[
dθx
dθy

])
︸ ︷︷ ︸

Mθ

,

where Pzθx and Pzθy , and Pzz, denote the (closed-loop) transfers from Mx + dθx
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Figure 6.17. Measured (solid gray) and modelled (dashed black) plant dynamics
in the vertical direction.

, My + dθy and uz + dz to the output in the z direction. Based on this reasoning,
the linear plant Peq

z seen by the skyhook damper in the z direction, denoted by
Csky
z , which includes the dynamics in the z direction as well as interaction with

other loops, is given by the transfer ż
uz

for which the frequency response function
(FRF) can be obtained from system identification [111].

In case Csky
z is the HIGS-based skyhook damper as shown in Fig. 6.19, stabil-

ity analysis of the closed-loop system should be handled with care given (i) the
nonlinear HIGS-based controller is implemented in discrete-time and (ii) FRF mea-
surements of Peq

z , are obtained by means of system identification and thus provide
a discrete-time model of the underlying system. Note that Peq

z contains dynamics
of both the continuous-time plant to be controlled as well as linear discrete-time
controllers. Therefore, the FRF measurements of Peq

z do not contain information
on the inter-sample behavior of the plant.

For the discrete-time implementation of the HIGS-based bandpass filter intro-
duced in Section 6.3, use is made of the discrete-time HIGS element introduced
in Section 5.3.2 of Chapter 5. As explained in there, the input-output pair of this
discrete-time HIGS element satisfies the same sector bound as a continuous-time
HIGS element and thus, the input-output pair of a HIGS-based bandpass filter as
in Fig. 6.4, with H1 and H2, discrete-time HIGS elements, also satisfies the sector
condition (6.13) (in discrete-time). This sector boundedness property, will play a
key role in the main results of this section, stated in Theorem 6.5.1 below.

In analyzing stability of the system, we adopt the notion of input-to-state
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Figure 6.19. HIGS-based skyhook damper.
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stability (ISS) as defined in [105].

Theorem 6.5.1. Consider the system in Fig. 6.18 where Csky
z is the HIGS-based

skyhook damper in Fig. 6.19, constructed by the interconnection of discrete-time
HIGS elements H1 and H2. Moreover Peq

z , contains the continuous-time plant to
be controlled as well as discrete-time linear controllers, in the loop. The system is
ISS with respect to bounded disturbances dz if the following conditions are satisfied

i) Peq
z is stable;

ii) The FRF Peq
z (ejω) satisfies

1

β
+ Re(Peq

z (ejω)) > 0 for all ω ∈ [0 , 2π]. (6.27)

Proof. The proof builds on similar arguments as used in proving Theorems 5.4.1
and 5.5.1 in Chapter 5 and can be summarized in the following main steps:

(i) First note that input-output pair (ez, uz) of the HIGS-based skyhook damper
in Fig. 6.19 satisfies the sector condition

1

β
u2
z ≤ ezuz.

Indeed, it follows from (6.13) that u2 ≤ ezu, and since u = 1
βuz, one has

1
βu

2
z ≤ ezuz. Now consider a minimal state space realization of the discrete-

time system Peq
z (z), given by (Aeq

z , Beq
z , Ceq

z ), such that

Peq
z (z) = Ceq

z (zI −Aeq
z )−1Beq

z .

with z a complex indeterminate. Note that condition ii) in the Theorem im-
plies positive realness of Ceq

z (zI−Aeq
z )−1Beq

z + 1
β . This, together with the sta-

bility of Peq
z due to item i), the minimality of the realization (Aeq

z , Beq
z , Ceq

z ),
as well as the sector boundedness of the input-output pair of the HIGS-based
skyhook damper, implies the existence of a quadratic ISS Lyapunov function
Vp(xp) = x⊤

p Ppxp, with xp the state of Pz
eq, and Pp ≻ 0 for Pz

eq, with input
uz, by the virtue of the discrete-time Kalman Yakubovich Popov Lemma
[25, 50, 113].

(ii) A quadratic Lyapunov-like function Vh(xhbp) = 1
2x

2
hbp, where xhbp denotes

the state of Hbp is constructed for Hbp in isolation, with ez = Ceq
z xp. By

explicit use of the sector constraint of Hbp it is shown that the Lyapunov
function decreases along the trajectories of the HIGS-based bandpass filter.
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(iii) It can be shown that the functions Vg and Vh can be combined to construct
an ISS Lyapunov function V (x) = Vp(xp) + αVh(xhbp) = x⊤Pfx, with x =

[x⊤
p x⊤

hbp]
⊤, and Pf =

[
Pp 0
0 1

2α

]
, with 0 < α small enough, for the closed-

loop system, thereby proving ISS of the system in discrete-time according to
[85].

(iv) Lastly, given that in between sampling instances, the system has linear dy-
namics (since the nonlinear controller is only active in discrete-time), the
intersample behavior of the plant can be bounded, thereby proving ISS of
the sampled-data system consisting of the continuous-time plant to be con-
trolled and the discrete-time controllers, in view of Theorem 6 in [106], thus
completing the proof.

Note that condition i) in Theorem 6.5.1 is satisfied by design of the stabilizing
controllers in the θx and θy directions. Thus, for verification of the stability of the
system the system in Fig. 6.18, one has to verify condition ii) in the theorem.

For a given value of β ∈ R>0, checking condition ii), boils down to checking
whether the Nyquist plot of Pz

eq(e
jω) lies to the right of the vertical line passing

through the point −1
β + j0 in the complex plane, for all ω ∈ [0, 2π]. This is

in fact a similar result as the Tsypkin-like criterion stated in Theorem 5.4.1 of
Chapter 5 for a discrete time HIGS-controlled system containing a single HIGS
element, extended to the case of the HIGS-based bandpass filter which contains
two HIGS elements. While this Theorem offers the possibility of verifying stability
based on measurements of frequency response data, and can be checked without
a parametric model, it is expected to provide conservative results as it solely uses
sector boundedness of the nonlinear HIGS-based controller and essentially discards
its internal dynamics.

The Nyquist diagram of Peq
z is shown in Fig 6.20 which depicts measured

frequency response data of Peq
z . Based on Fig. 6.20 one concludes that condition

ii) of Theorem 6.5.1 is satisfied for any β < −1
−0.1948 = 5.13, and thus the system is

ISS for any β < 5.13.

6.5.3 Experimental Results

In this section, we present experimental results obtained by HIGS-based skyhook
damping applied to the industrial active vibration isolation system in Fig. 6.11,
and compare the obtained performance with the case where a linear skyhook
damper is utilized. Throughout the section, the passband of both the HIGS-
based and the linear bandpass filters are designed to be ω ∈ 2π × [0.2, 20] rad/s.
Note that this frequency range is chosen, as it includes the natural frequency of
the system in the vertical direction, given by ω =

√
k/m with k and m, the
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Figure 6.20. Nyquist diagram of Peq
z .

stiffness coefficient and mass, with the numerical values provided in Section 6.4,
thereby enabling damping of the suspension mode present at this frequency. In
addition, as shown in [17], the accelerometers suffer from measurement noise below
0.2×2π rad/s, and thus, the passband of the filters are chosen such that frequency
content below this value is not passed through to the output of the filters.

For ease of exposition, let us define the dimensionless skyhook damping gain
ζ = (β/(2m

√
k/m))× α, where β is the skyhook damping gain, m and k, denote

the mass and stiffness of the system, respectively, and α = 148 is a dimensionless
gain, used in the implementation of the skyhook damper.

To investigate the sensitivity of the metrology frame with respect to floor vi-
brations, the ever present vibrations from the floor are used as an input source.
The power spectral density (PSD) [111] of these input disturbances are then com-
pared with the PSD of the accelerations of the metrology frame in the vertical
direction, in order to investigate isolation of the metrology frame with respect to
floor vibrations. The PSDs have been obtained using spectral analysis performed
on data obtained with a sampling frequency of 4 kHz and a data record of ten
minutes, split into sub-records of ten seconds. Each sub-record is then filtered
using a Hanning window with a 50% overlap factor to compensate for data loss
due to windowing. In Fig. 6.21, the total measured power in the accelerations of
the base frame and metrology frame are shown as a function of the dimensionless
skyhook damping gain ζ, for both the linear as well as the HIGS-based skyhook
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damper. Note that for each ζ value, the measurements have been performed four
times and averaged. The variance levels associated with the measurements are
in the order of magnitude of 10−17 (m/s2), indicating high repeatability of the
results. Also let us note that while we present measurements for the HIGS-based
skyhook damper up to a damping gain value of ζ = 7, the measurements for the
linear controller do not go beyond a gain of ζ = 4. This is because, in case of the
linear skyhook damper, the system becomes unstable beyond a value of ζ = 4,
while in case of HIGS-based control, the gain can be increased up to ζ = 7, with-
out compromising stability of the system. This indicates that with HIGS-based
control one can use an active damping gain which is a factor 1.75 higher than
the possibilities offered by linear control. Interestingly, a similar ratio of 1.8 was
found based on the describing function of HIGS (see Fig. 6.14 and the related
analysis), which demonstrates the anticipatory power of describing function anal-
ysis. This result is a clear consequence of the advantageous phase properties of
the HIGS-based control expressed through increased gain margins. The ability to
increase the value of active damping gain beyond levels possible in case of linear
skyhook damping, suggests the possibility of obtaining superior skyhook damping
using HIGS-based control (see also the discussion in Section 6.4). This observation
also reveals that Theorem 6.5.1, used for stability analysis is, as expected, rather
conservative as it guarantees stability for a maximum active damping gain value
of β = 5.13, which is equivalent to ζ = 3.33. Let us also remark that the notice-
able difference between the total power of the accelerations of the base frame, in
case of ζ = 7, compared to the other active damping gain values is due to the
experiments being done on a different day and thus under different environmental
conditions. The measurements shown in Fig. 6.21 suggest no negative expression
of non-linearity in the form of amplification of high-frequency dynamics of the
plant. To enable a more detailed analysis, the cumulative PSD of accelerations of
base, and metrology frames are shown in Fig. 6.22, for a fixed ζ = 4.

As it can be seen from Fig. 6.22b, there is indeed no negative expression of
nonlinearity, in the form of amplification of high-frequency dynamics of the plant,
in the case of HIGS-based control. As a matter of fact, while in the case of HIGS-
based control, the base frame has more input power, the power of the accelerations
of the metrology frame are less in the HIGS-controlled system compared to linear
case, indicating better isolation performance in the case of HIGS-based control.

To assess the sensitivity of system with respect to direct disturbances, an input
disturbance, the cumulative power spectral density (PSD) of which is shown in Fig.
6.23, is used as an input to the system. The measured PSD of the accelerations of
the metrology frame in the z direction, when ζ = 4, are shown in Fig. 6.24, for both
the linear and the HIGS-based skyhook damper. As it can be seen in Fig. 6.24, the
HIGS-based skyhook damper achieves a better damping of the suspension mode,
which can be attributed to the advantageous phase properties of the HIGS-based
controller. To further study the performance of the different control strategies, the
response of the system to a pulse input, applied to the metrology frame, as shown
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Figure 6.21. Total power of measurements of the accelerations of (a) the base
frame and (b) the metrology frame as a function of the dimensionless active damp-
ing gain ζ for, linear skyhook damper (black) and HIGS-based skyhook damper
(red).
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(b) the metrology frame, for both linear skyhook damper (black) and HIGS-based
skyhook damper (red), where ζ = 4.
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and HIGS-based (red) skyhook damper, with ζ = 4.

by the dashed lines in Fig. 6.25 is studied, for dimensionless skyhook damping
gain values ζ ∈ {1, 4, 7}. Note that since with the linear control design, the
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system becomes unstable beyond a dimensionless active damping gain of ζ = 4,
the experiments with ζ = 7 are only performed with HIGS-based skyhook damper.
As observed from Fig. 6.25, with ζ = 1, similar responses are obtained for the
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Figure 6.25. Measured responses of the system in Figure 6.11 in the vertical
direction, when controlled with a linear skyhook damper (black) and a HIGS-
based skyhook damper (red) to a pulse (dashed black) input.

HIGS-controlled and the linearly controlled case. As the skyhook damping gain
is increased to ζ = 4, the HIGS-based controller clearly outperforms the linear
controller in terms of both overshoot and settling time, and also achieves better
damping. In particular, the contribution of the peak around the frequency of
10 Hz, as seen in Fig. 6.24, is clearly visible in the response of the linear controller
while in case of the HIGS-based skyhook damper a much better damped response
is observed. Lastly, with ζ = 7, an even better damped response is obtained, which
clearly indicates the benefit of using the HIGS-based control strategy.

A more detailed analysis of the relation between the value of ζ and transient
performance in terms of overshoot and settling time is performed and presented in
Fig. 6.25. The upper and lower parts of the figure depict overshoot and settling
time, respectively. Here, overshoot is defined as the percentage by which the
maximum value |z̈(to)|, exceeds the final value z̈(tf ) with to ∈ [0, tf ) the instant
of time at which z̈(to) is reached. Moreover, settling time is defined as the time
ts ∈ [0, tf ), such that |z̈(t)| remains within 5% of |z̈(tf )| for all t ∈ [ts, tf ).
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Figure 6.26. Overshoot and settling time as a function of active damping gain
ζ.

A few observations can be made from Fig. 6.26. Firstly, for low values of the
active damping gain ζ < 1, the HIGS-based controller does not seem to outperform
the linear controller. Thus for low values of ζ, utilizing a linear controller seems
to be more natural as it avoids the complexities of design/analysis associated with
the nonlinear HIGS element. However, for ζ ≥ 1 both metrics seem to improve
by using the HIGS-based controller. As previously mentioned, beyond ζ = 4, it
is not possible to use the linear controller as the resulting closed loop becomes
unstable, while with the HIGS-based design, one can increase the value of the
skyhook damping gain as high as ζ = 7 without destabilizing the closed-loop
system. It should, however, be mentioned that although for ζ ≥ 1 both metrics of
transient performance are more desirable with the HIGS-based design, it does not
seem to be beneficial for transient performance to increase ζ beyond 1.25, as both
overshoot and settling are minimal at ζ = 1.25. However, as shown earlier the
disturbance rejection properties are significantly enhanced by increasing skyhook
damping gain values (see Fig. 6.24 and Fig. 6.25 ). As a result, it is concluded
that with the HIGS-based design, one can obtain an enhanced vibration isolation
by skyhook damping, while maintaining an adequate transient performance.
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6.6 Summary and Conclusions

In this chapter, a novel hybrid control design for active vibration isolation by means
of skyhook damping is presented. The proposed controller has been successfully
implemented on an industrial active vibration isolation system and the resulting
closed-loop performance has been compared to that of a linear controller, which
is frequently used in such applications. We have also presented frequency-domain
tools for analysis of stability of the system.

The experimental results indicate that for large enough active damping gain
values, the hybrid controller offers the possibility of improving transient perfor-
mance in terms of overshoot and settling time. For small active damping gain
values, it is recommended to utilize linear controllers as the HIGS-based design
does not seem to offer any performance improvements and would only add to the
complexity of analysis and design of the closed loop system due to its nonlin-
ear nature. Our results also indicate that the HIGS-based design yields larger
stability margins, when compared to the linear controller, which in turn enables
one to increase the active damping gain beyond what is possible with the lin-
ear controller, thereby enabling enhanced vibration isolation by means of skyhook
damping without compromising stability and maintaining a reasonable transient
behavior. Moreover, no negative expressions of nonlinearity in the form of ampli-
fication of high-frequency plant dynamics are observed, which favors utilization of
HIGS-based control for active vibration isolation industries.

Future work will be focused on using HIGS-based controllers in multiple control
loops, in order to further improve closed-loop performance.To this end, we intend
to develop tools with low conservativeness for systematic analysis and design of
controllers comprised of interconnections of HIGS elements.



7
Conclusions and

recommendations

7.1 Conclusions

The central focus in this thesis is formed by so-called Hybrid integrator-gain sys-
tems (HIGS), which are hybrid control elements, recently introduced with the aim
of overcoming fundamental performance limitations of LTI control. The introduc-
tion of HIGS was motivated by the desire to have a controller that offers similar
performance enhancing benefits as reset control, while avoiding discontinuous con-
trol signals and hard resets. The presented results on HIGS vary from answering
fundamental system theoretic questions to application-oriented work. The main
conclusions related to the contributions presented in this dissertation are provided
below.

7.1.1 Mathematical formalization and well-posedness

In Chapter 2 a new class of discontinuous dynamical systems called extended pro-
jected dynamical systems (ePDS) was introduced, which includes as a special case
the class of projected dynamical systems (PDS) and broadens it by facilitating
partial projection of dynamics onto constraint sets not previously considered in
the PDS literature. While the introduction of ePDS is of interest on its own, it
is, also instrumental in and, in fact, motivated by mathematical formalization of
HIGS-controlled systems. Indeed, ePDS naturally capture the engineering phi-
losophy behind the operation of HIGS. In addition, in Chapter 2, it was shown
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that HIGS-controlled systems are well-posed in the sense of existence and forward
completeness of solutions, under some regularity conditions on the exogenous in-
puts, thereby laying down a proper mathematical framework for formal studies of
HIGS-controlled systems.

In Chapter 3 sufficient conditions were presented under which the introduced
ePDS are equivalent to another recently introduced variant of PDS, namely oblique
projected dynamical systems (oPDS), that allow for using non-Euclidean norms
for projection of the dynamics. This equivalence is established in order to enable
the transfer of system-theoretical tools and properties from one class to the other.
It was shown how this equivalence can be used for obtaining sufficient conditions
for properties such as incremental stability and convergence of ePDS. The equiv-
alence conditions were also used for obtaining an oPDS-type representation for
HIGS-controlled systems. Using this new oPDS representation, sufficient condi-
tions were proposed for incremental stability of HIGS-controlled systems, using a
novel construction of piece-wise quadratic Lyapunov functions. While such con-
ditions were already established in [140], our results serve as an alternative that
exploits the “projection-based” nature of HIGS-controlled systems.

7.1.2 Overcoming fundamental limitations of LTI control

One of the main motivations of using nonlinear/hybrid control strategies is to over-
come fundamental performance limitations inherently connected with LTI control
techniques. As such, with the introduction of a new hybrid control element such
as HIGS, the question naturally arises whether one can overcome (some or all of)
these limitations using HIGS-based control. In Chapter 4, we considered some
fundamental limitations of LTI feedback control and showed that by using HIGS,
these limitations can be overcome, which clearly illustrates the strength and poten-
tial of HIGS-based control. The results presented in Chapter 4 aid the adoption
of HIGS by control practitioners as they show genuine, performance enhancing
advantages over LTI control.

7.1.3 Discrete-time and sampled-data HIGS

In Chapter 5, motivated by the fact that nowadays controllers are implemented
digitally, and thus, in discrete-time, discrete-time HIGS elements were introduced.
These discrete-time HIGS elements share the same philosophy of operation as
continuous-time HIGS elements and preserve their main characteristics. For discrete-
time HIGS-controlled systems consisting of linear plants to be controlled and
discrete-time HIGS-based controllers, stability criteria were presented that can
be used to certify discrete-time input-to-state stability. These criteria are based
on (i) (easy to measure) frequency response data, and (ii) feasibility of a set of
linear matrix inequalities (LMIs). While the frequency-domain conditions can be
verified graphically and without the need for parametric models, the LMIs pro-
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vide much less conservative results. In fact, the frequency domain conditions are
guaranteed to be more conservative since their satisfaction implies feasibility of a
special case of the LMIs.

Additionally, following a discrete-time design approach, it was shown that
the satisfaction of the presented discrete-time stability criteria, implies ISS of
sampled-data systems, consisting of continuous-time LTI plants to be controlled
and discrete-time HIGS-based controllers, interfaced with sampler and zero-order-
hold (ZOH) devices. Moreover, in Chapter 5 , it was shown that the presented
frequency-domain stability criterion can be used in a continuous-time design ap-
proach as well, to conclude stability of sampled-data HIGS-controlled systems.
That is, if the continuous-time plant model satisfies the required conditions, under
fast sampling, the ZOH discretization of the plant also satisfies them and thus the
conditions can also be used for verifying stability using the continuous-time model
of the plant.

7.1.4 HIGS-based active vibration control
In order to demonstrate the potential of HIGS-based control design beyond the-
oretical and simulation-based studies, in Chapter 6, we presented a novel HIGS-
based controller design and illustrated its effectiveness in the context of active
vibration control. In particular, a HIGS-based skyhook damping strategy was
presented, which was shown to have superior performance compared to its LTI
counterpart, as illustrated by experimental results obtained from an industrial ac-
tive vibration isolation system. Key in achieving this superior performance were
the advantageous phase properties of HIGS, which in turn allow for providing more
active damping to the system without compromising stability. The performance of
the controllers was assessed in terms of frequency-domain metrics as is commonly
used in active vibration isolation control, as well as in metrics of transient perfor-
mance. The results clearly reflect the superiority of the HIGS-based controller in
achieving higher gains for active damping while showing no negative expression
of nonlinearity, in the form of additional excitation of high-frequency dynamics of
the plant.

The design approach followed in Chapter 6 is similar to one often followed in
industrial practice. In particular, although the design of the controller was done
based on continuous-time tools and insights, tools were provided for stability anal-
ysis of the sampled-data system under consideration, such that rigorous stability
guarantees were obtained.

7.2 Recommendations

Although several important research questions were answered in this thesis, there
are still many unexplored research directions related to HIGS and HIGS-based
control. In addition, based on the work presented in this thesis, there might be
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possible extensions and generalizations worth working towards. The objective of
this section is to provide recommendations for future work and to propose possible
starting points.

7.2.1 Recommendations for Mathematical formalization and
well-posedness

In Chapter 2, the new class of ePDS was introduced and used for formalization
of HIGS-controlled systems. There are several future directions of research worth
delving into for ePDS. To start with, in Chapter 2, we consider constraint sets that
satisfy certain assumptions (as listed in Assumption 2.3.1). While the conditions in
Assumption 2.3.1 are capable of describing constraint sets such as sector conditions
that are needed in the context of HIGS and similar control elements, in order to
enable the study of a broader range of systems in the ePDS framework, relaxation
of these assumptions forms an interesting direction of future research. In addition,
in Chapter 2, we presented the ePDS formalization of HIGS-controlled systems
consisting of a single HIGS element. As it has been shown, e.g., in Chapter 6,
HIGS-based controllers consisting of multiple HIGS elements can lead to improved
performance (see also [140] for more examples of HIGS-based controllers consisting
of multiple HIGS elements), and thus it is also of interest to consider projection-
based formalizations of control loops consisting of multiple HIGS elements.

The introduction of the class of ePDS, was motivated by capturing the engi-
neering philosophy of HIGS, i.e., combining the operation of an LTI integrator with
a projection operator, to enhance performance. It is also of interest to study the
combination of other LTI control elements with projection operators and further
explore the performance enhancing properties of such “projection-based” control
schemes.

The work presented in Chapter 2 provides a formal mathematical framework for
studying closed-loop systems that contain a HIGS element. Formalization of open-
loop HIGS is also of interest, as it may prove instrumental for, e.g., formalization
of closed-loop systems containing multiple HIGS elements.

The well-posedness results presented in Chapter 2 considered exogenous in-
puts that belong to the class of piecewise Bohl (PB) functions. Establishing well-
posedness beyond PB inputs, e.g., for Lebesgue measurable inputs, is an interesting
topic of future research. In addition, uniqueness of solutions, with the exception of
cases where incremental stability can be established, remains a completely open is-
sue. Note that in Chapter 2 solutions are considered in Carathéodory sense. One
interesting direction of research would be to consider the Krasovskii regulariza-
tion of HIGS-controlled systems for broader input classes and investigate whether
the resulting Krasvoskii solutions coincide with the Carathéodory solutions of the
system.

For establishing equivalence between ePDS and oPDS, the work presented in
Chapter 3 considered constraint sets that are convex polyhedral cones. A clear
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future direction of research is establishing equivalence conditions for more general
classes of constraint sets. Regarding the conditions presented for incremental
stability of HIGS-controlled systems, where we have utilized this equivalence result,
reducing the conservatism associated with the conditions is an important topic of
future research.

7.2.2 Recommendations for overcoming fundamental limi-
tations of LTI control

Overcoming fundamental performance limitations of LTI control using HIGS, as
presented in Chapter 4 is done by considering examples wherein certain perfor-
mance objectives are impossible to achieve with any LTI controller, and subse-
quently demonstrating that by employing HIGS-based control these objectives
can be accomplished. Although our work does include design insights and working
principles, it would be of interest to develop systematic design/synthesis proce-
dures for overcoming fundamental limitations of LTI control using hybrid control
in general, and HIGS in particular.

7.2.3 Recommendations for sampled-data HIGS

Regarding discrete-time and sampled-data HIGS-controlled systems, there are sev-
eral directions for future work. The work presented in Chapter 5, mainly focuses on
stability analysis of sampled-data HIGS-controlled systems via the discrete-time
design approach. However, the proposed discrete-time HIGS can be used in all
the other approaches for sampled-data control design/analysis, being continuous-
time design (CTD) and sampled-data design (SDD), as well (see Fig. 7.1 below).
For CTD, one important direction of research would be proving consistency of
the discrete-time HIGS elements, in the sense that the interpolated solutions of
discrete-time HIGS converge to a solution to continuous-time HIGS, as the sam-
pling time goes to zero [62]. As the analysis results presented in Chapter 5 are
concerned with stability, it would also be interesting to propose tools for assessing
performance of sampled-data HIGS-based control, wherein the effect of intersample
behavior of the plant on the performance is considered. A potentially interesting
direction would be multirate control [44, 108, 152] with HIGS. It is also of interest
to develop tools for direct synthesis of sampled-data HIGS-based controllers which
provide stability and performance guarantees in the sampled-data setting.

7.2.4 Recommendations for HIGS-based control design

The design of the HIGS-based active vibration isolation control strategy presented
in Chapter 6 was done in the frequency domain, based on the describing function
approximation of HIGS. In order to further facilitate frequency-domain design of
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Figure 7.1. The three main approaches for sampled-data control.

HIGS-based controllers in a manner, which is easy to integrate in current indus-
trial practice, it is highly interesting to develop more rigorous tools for nonlinear
loopshaping designs. A potentially interesting approach in developing such tools
would be using the notion of scaled relative graphs which has been shown to be
useful in creation of graphical analysis tools for nonlinear systems [28]. In Chapter
6 we also presented a stability result, which exploits knowledge of the particular
structure used in the creation of the HIGS-based bandpass filter, being a controller
comprised of multiple HIGS elements. It is also of interest to develop stability anal-
ysis methodologies for more general interconnections consisting of multiple HIGS
elements that scale well and are computationally tractable. One possible direction
for development of such scalable tools is compositional analysis [8, 98], wherein
dissipativity properties of individual sub-systems in an interconnection and the
interconnection properties, are used to conclude on the dissipativity properties of
the overall system.

In Chapter 6, we have considered HIGS-based control in a multi-loop SISO con-
trol context. Developing dedicated design/synthesis tools for multivariabe HIGS-
based control is a highly interesting and challenging topic of future research too.
A potential approach would be developing design/synthesis tools by adopting the
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frequency domain approximation of HIGS, based on describing function analysis,
along with an additional uncertainty model that captures the effect of higher-order
harmonics.

7.2.5 Final words
Automatic control is an essential technology for the optimisation, regulation and
stabilization of vital engineering systems in the modern society. In several indus-
trial sectors, LTI control techniques are widely utilized to ensure desired operation
of the involved processes and systems. These control techniques, while powerful,
suffer from fundamental limitations that can be potentially overcome by hybrid
and nonlinear control strategies. The work presented in this dissertation, has
focused on a particular hybrid control element called HIGS and contains contribu-
tions with respect to a number of important topics of research for this new control
element. The author closes the thesis with the hope that the presented contri-
butions spark the interest of the scientific control community for future research
on HIGS, and lead to the adoption of HIGS-based control techniques in control
engineering practice.
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