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Summary

Automobiles are the backbone of modern civilization. We depend on automobiles directly
for daily transport and indirectly for everything we use, including goods and services. Any
progress in the automotive industry can potentially improve the lives of almost all humans.

The twenty-first century automotive industry has become a software-intensive industry.
The industry landscape is changing with the paradigm shift to automated and connected
driving, predominantly enabled by software. This shift to automated driving, where a
vehicle drives itself, and connected driving, where a set of vehicles exchange information
and adapt their driving strategy for collective traffic optimizations, releases humans partially
or entirely from the driving task. The dependence on software for the driving task makes
the software that enables these technologies safety critical. This thesis focuses on the
changes in the safety landscape due to automated and connected driving and the landscape
shift to open source automotive software development.

Safety in automotive starts from safety requirements. Over the years, many processes
and techniques to elicit safety requirements have been proposed. Any systematic and
informed safety requirement elicitation, especially in the automated and connected driving
context, requires consolidation and synthesis of the knowledge of these processes and
techniques. The thesis presents a review of the state-of-the-art process and techniques
for eliciting safety requirements in the automotive domain, compares the processes, and
presents taxonomies of the techniques. The systematic literature review of 102 primary
studies found that despite the vast literature, there is a need for real-world case studies
for automated driving and safety requirement elicitation processes considering emergent
behaviors in connected driving.

The thesis introduces a new process to address the lack of a safety requirement elicita-
tion process for connected driving systems. The new process views the connected driving
system as a system of systems to identify the emergent behaviors (and hence the additional
safety requirements) visible only in the system of a systems view. Our case study on a
connected driving prototype developed at Eindhoven University of Technology (TU/e)
demonstrates the feasibility and ability of the new process to capture safety requirements
on collective behaviors that are invisible at an individual system level.

Safety requirements are as good as their usage in the various product life cycle stages
from design to deployment. This thesis presents how to use safety requirements in the
design stage (of software and system) in connected driving systems. While design anal-
ysis methods have matured and evolved over the years, their applicability for quality



xiv Summary

attribute safety in the automotive context was not studied in the literature. We extend
the most mature software design assessment method, the Architecture Trade-off Analysis
Method (ATAM), for system and software safety assessment in the automotive context.
The proposed method describes how to use different abstractions of the software and its
architecture effectively to analyze and assess the design against the safety requirements. A
proof of concept implementation of the proposed method is presented on the connected
driving prototype from TU/e. The designers of the prototype validated the results and
usability of the method.

Safety considerations in the design of the perception system are crucial in bringing
automated driving to actual roads. The perception system software, comprising tradi-
tional and machine learning components, is the part of automated driving software that
is responsible for understanding a vehicle’s environment and the relative position of sur-
rounding objects. The safety aspects of perception systems within the context of completely
automated driving are underexplored. The thesis presents the first study on the safety
assessment of the design of the perception system of a mature automated driving software
from the industry, Apollo, for its use on Dutch highways. The study showed that while all
requirements relating to traditional software are fulfilled, most requirements specific to
machine learning-based components are not.

The half-a-century-old landscape of automotive software and its development is shift-
ing from proprietary to open source. We offer a first glimpse into the automotive software
landscape in open source via an exploratory study through mining automotive software
repositories in GitHub. The study shows high participation from organizations and soft-
ware companies like Baidu, Microsoft, and start-ups leading the open-sourcing path for
automotive software development. The thesis characterizes open source automotive soft-
ware and its development style and potential implications across different dimensions,
including educators, new entrants, and stakeholders like car makers, safety certification
bodies, and vehicle users.

This research emphasizes the need for safety in automated and connected driving.
The processes, techniques, and methods discussed in this thesis are steps toward better
and safer automotive software, while the observations on the open source landscape can
contribute to better development of such software.
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1
Introduction

A utomobiles are an inevitable part of modern human civilization. An estimated 1.4 Bil-
lion vehicles were on roads around the globe in 2019.1 A cumulative 71 billion human

hours are spent on roads in a year in the United States alone.2 Thus, any advancement in
the automotive domain can potentially improve the lives of almost every human being.

The automotive industry, worth 3 trillion dollars3 with 66 million+ cars sold every year
in the past decade,4 has transitioned from an electro-mechanical to a software intensive one.
In 2020, the software in a car and hardware it runs on is estimated to cost from US$4,800
up to US$10,650.5 By 2030, this cost is expected to double forming an estimated 50% of the
total car cost, as shown in Figure 1.1.6

Software-centered business models are emerging and finding success for the first time
in the automotive industry. An example is Tesla Motors, which provides its advanced
driver-assistance software (called Autopilot) as a service and separately bills based on the
features opted by the user, above the cost for the car itself (such services may contribute
up to 20% of the total cost). In the 2020s, the success of a vehicle in the market depends
more on innovations in software than on the mechanical side, with 90% of all upcoming
innovations in the industry expected from software and its engineering [1]. This thesis
focuses on automotive software and its engineering.

The history of automotive software dates back to 1978 with the introduction of the
first-ever electronic control unit (special purpose computer) in a car by General Motors [2].
1https://drivetribe.com/p/how-many-cars-are-there-in-the-dqbpAzrATLOOSgDfRrgkjQ?iid=B8Prt7paR3G7Rf82CnLLTA
2https://wtop.com/dc-transit/2019/02/highway-stars-survey-shows-americans-spent-71-billion-hours-on-the-open-
roads-in-a-year/

3https://www.washingtonpost.com/business/cars-are-suddenly-worth-3-trillion-and-its-not-all-tesla/2021/12/29/
0d9deaf2-68a8-11ec-9390-eae241f4c8b1_story.html

4https://www.statista.com/statistics/200002/international-car-sales-since-1990/
5https://www.eetimes.com/projections-for-rising-auto-software-cost-for-carmakers/
6https://www.statista.com/statistics/277931/automotive-electronics-cost-as-a-share-of-total-car-cost-worldwide/

https://drivetribe.com/p/how-many-cars-are-there-in-the-dqbpAzrATLOOSgDfRrgkjQ?iid=B8Prt7paR3G7Rf82CnLLTA
https://wtop.com/dc-transit/2019/02/highway-stars-survey-shows-americans-spent-71-billion-hours-on-the-open-roads-in-a-year/
https://wtop.com/dc-transit/2019/02/highway-stars-survey-shows-americans-spent-71-billion-hours-on-the-open-roads-in-a-year/
https://www.washingtonpost.com/business/cars-are-suddenly-worth-3-trillion-and-its-not-all-tesla/2021/12/29/0d9deaf2-68a8-11ec-9390-eae241f4c8b1_story.html
https://www.washingtonpost.com/business/cars-are-suddenly-worth-3-trillion-and-its-not-all-tesla/2021/12/29/0d9deaf2-68a8-11ec-9390-eae241f4c8b1_story.html
https://www.statista.com/statistics/200002/international-car-sales-since-1990/
https://www.eetimes.com/projections-for-rising-auto-software-cost-for-carmakers/
https://www.statista.com/statistics/277931/automotive-electronics-cost-as-a-share-of-total-car-cost-worldwide/
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Figure 1.1: Cost of electronic systems in a vehicle. Figure credits:
"https://spectrum.ieee.org/software-eating-car"

Fast forwarding to the 2020s, high-end cars like those in the BMW 7 series might contain
150 electronic control units [1] (see an indicative figure in Figure 1.2). A pickup truck like
the Ford F-150 runs on 150 million lines of code7. Even lower end vehicles are nearing 100
million lines of code. With such code volumes, today’s cars surpass modern airplanes, the
Large Hadron Collider, the Android OS, and Facebook’s front-end software in code size by
a considerable margin.8

The industry is undergoing arguably the most significant paradigm shift since its
inception with the advent of automated and connected driving. In automated driving, the
vehicle takes over part of or the complete driving task from humans. In connected driving,
the collective traffic behavior of a set of vehicles is optimized by communication among
the vehicles and smart traffic infrastructure. In this context, this dissertation explores two
primary directions:

1. the safety of automated and connected driving software, further detailed in Sec-
tion 1.1;

2. a new landmark shift in automotive software development with the move to open
source, elaborated in Section 1.2.

7https://cmte.ieee.org/futuredirections/2016/01/13/guess-what-requires-150-million-lines-of-code/
8Note that a higher code volume does not necessarily mean higher software complexity (the most advanced
fighter jet–F35–has 35 million lines of code, but is arguably more complex). Some reasons for the magnitude
of code volumes in automobiles might be: (a) less strict quality requirements leading to unreachable code; (b)
the current style of automotive software development where the car maker does not have access to the source
code of individual ECUs leading to sub-optimal code; (c) thin profit margins, the higher speed to market and the
shorter cycle time of software features [3].

https://cmte.ieee.org/futuredirections/2016/01/13/guess-what-requires-150-million-lines-of-code/
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Figure 1.2: Electronic control units (special purpose computers) and their function. Figure
credits: [4]

1.1 Safetyofautomatedandconnecteddriving soft-
ware

Automobiles are safety-critical systems, meaning that a failure or malfunction may result
in death or injury to users and other traffic participants and can damage infrastructure.
For instance, software not functioning as intended led to the death of a pedestrian in the
infamous Uber self-driving car crash.9 Defects and failure of automotive parts are estimated
to be the reason for 120,000 accidents every year.10

In the 2020s, one of the primary reasons for vehicle safety-related issues is the failure
or malfunction of software and hardware that runs it. Recalls exemplify this trend. Recalls
are requests from a manufacturer to return a product, typically after discovering safety
issues. 2018 was a record-setting year when defects related to software and electronics
9https://www.ntsb.gov/news/press-releases/Pages/NR20191119c.aspx
Note that the investigation by the National Transportation Safety Board of the United States concluded that the distracted
emergency driver did not take over the driving task and such a take over could have avoided the incident. Uber or their
autonomous driving system was not charged. However, the automated driving stack could not accomplish its task of either
stopping or maneuvering the vehicle to avoid the crash.

10https://www.peakefowler.com/vehicle-accidents-caused-by-defective-auto-parts/

https://www.ntsb.gov/news/press-releases/Pages/NR20191119c.aspx
https://www.peakefowler.com/vehicle-accidents-caused-by-defective-auto-parts/
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that run the software formed the reason for the highest proportion ever of all reasons for
recalls in the United States (17.8 million out of 47.2 million total recalled vehicles). 11

Every year since 2018 software related defects formed one of the top 3 reasons in the
United States for recall.12 Just in the ten months July 2021–April 2022, 390+ crash incidents
(leading to 6 deaths and 5 serious injuries) were officially reported to be linked to advanced
driver assistance systems and their software.13

Software related safety issues can be caused by multiple factors. Some factors are:

• System or sub-system failures [5];

• Performance limitations (e.g., due to weather) or insufficient situational aware-
ness [6];

• Insufficiencies of specification [6] and deficiencies in specified driving behavior [7];

• Incorrect and inadequate human-machine interface design (leading to inappropriate
user situational awareness, e.g., user confusion, user overload, user inattentive-
ness) [6, 8]; and

• Attack exploiting vehicle security vulnerabilities [9, 10].

This thesis focuses on the first two types of safety issues. Each of the above factors can
be considered in different stages of the product life cycle including requirements, design,
development, validation & verification, and deployment. This thesis considers the first two
stages: requirements and design.

1.2 Automotive software development:
A landmark shift

In its 40+-year-old history, automotive software has been primarily developed in closed
source. Closed source software, also known as proprietary software, in the context of
this thesis, refers to software where the source code of the software is not made available
publicly or not developed publicly. Thus, the access to automotive software to academics,
educators, beginners, and even within a company was limited. This thesis shows that for
the first time in history, automotive software, at scale, across the industry, is starting to be
developed in open source.

With software being at the center stage of the automotive industry, the move to open
source can revolutionize the industry and has potential implications across the board,
including on vehicle users, educators, researchers, practitioners, companies, and safety
certification bodies.
11https://www.recallmasters.com/2018-recalls/
12Based on the recall data from https://www.recallmasters.com
13https://www.nytimes.com/2022/06/15/business/self-driving-car-nhtsa-crash-data.html

https://www.recallmasters.com/2018-recalls/
https://www.recallmasters.com
https://www.nytimes.com/2022/06/15/business/self-driving-car-nhtsa-crash-data.html
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Figure 1.3: A word cloud formed from the content of this thesis (Source: wordclouds.com)
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From a vehicle user and educator perspective, this is the first time they will be able
to have broad access to the source code of software that goes inside future vehicles as
well as free access to the tools that build them. From researchers’ perspective, for the
first time, they can compare the software and its development across companies with
the detailed development data available via open-source development platforms. Before
open-sourcing, practitioners have been in the knowledge silos of their own company/team
with little knowledge of how the rest of the teams and companies develop their software.
Open-sourcing has the potential to democratize this landscape. For companies, including
car makers (otherwise known as original equipment manufacturers), their suppliers, and
tool vendors, open-sourcing provides the potential to attract talent, gain traction for their
product, as well as elicit community participation. For safety certification bodies, this open-
sourcing trend acts as a new challenge and an opportunity to ensure software, especially
safety-critical software, is developed appropriately.

With such broad implications across many dimensions, studying open-source automo-
tive software is important for the industry as a whole and every stakeholder involved. This
thesis provides a first glimpse of automotive software and its development in open source.

A word cloud formed from the content of this thesis that succinctly represents the main
topics is presented in Figure 1.3.

1.3 Contributions and chapter organization
This thesis is primarily centered around two topics: safety of automotive software (functional
safety and safety of intended functionality) and automotive software in open source. The
contributions in this thesis are presented by answering seven research questions (RQ 1.1
to RQ 4), grouped into four categories. The first three categories (six research questions)
address the safety side, while the last category (remaining research question) addresses
automotive software in open source. The research questions and the resulting contributions
are described below.

RQ1.1: What processes are used for or applicable to safety requirement elicitation
in the automotive domain?

RQ 1.2: What techniques are used for safety requirement elicitation in the
automotive domain?

Automotive systems differ from other safety-critical systems with high competition,
yearly release cycles, and the price-sensitive nature. Another key difference is that the
operator (driver) is not trained to handle safety-critical issues. Safety-critical domains like
aviation, space, and nuclear always rely on highly trained operators. Also, the industry
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is moving towards automated driving, thereby eliminating the operator from the loop,
making automotive vehicles autonomous systems working among humans and human-
operated non-automated driving vehicles. RQ 1.1 and RQ 1.2 focus on the technical
aspects of safety requirement elicitation for the automotive domain, including different
processes, their steps, techniques to perform these steps, and use cases where each process
can be applied. We answer RQ 1.1 and RQ 1.2 in Chapter 2. By answering RQ 1.1, we
intend to identify, summarize, and compare the various end-to-end processes for safety
requirement elicitation. In RQ 1.2, we dive deeper into the techniques (used for different
steps in requirement elicitation processes) and compare and taxonomize them. The major
contributions presented in Chapter 2 are:

• A summary, analysis, and synthesis of the body of knowledge in safety requirement
elicitation for the automotive domain through a systematic literature review over 102
primary studies.

• Empirical validation of the need for a literature review via a systematic qualitative
analysis.

• The first taxonomy of processes and techniques for safety requirement elicitation in the
automotive domain.

One of the findings from answering RQ 1.1 is that existing safety requirement elicitation
processes do not consider connected driving. Even if there is a set of requirements for
connected driving, there is a lack of methods to assess these requirements in the software
architecture of the connected driving systems. In Chapter 3 we address these research gaps
by answering the following two research questions.

RQ 2.1: How to derive safety requirements for connected driving?

RQ 2.1: How to assess safety requirements in the software architecture of
connected driving vehicles?

In Chapter 3, we present a method to assess the functional safety of existing automotive
architecture for connected driving by combining methods from the safety engineering and
software architecture domains.

In Chapter 3, we primarily focus on the design phase (concept development phase
in ISO 26262) and validation of the resultant requirements in the software architecture
in the final product. In Chapter 3, we also present an application of our method to the
architecture of an academic prototype capable of connected driving. The connected driving
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scenario used to demonstrate our method is platooning, in which a manually driven vehicle
is autonomously followed by a train of vehicles.

In summary our contributions in Chapter 3 are the following:

• A new methodology for eliciting and assessing safety requirements for connected driving
use cases.

• A proof of concept application of the methodology on an academic prototype from
Eindhoven University of Technology.

Another finding presented in Chapter 2 is the lack of real-life case studies in the safety
requirement elicitation and assessment of automated driving. In Chapter 4, we address
this research gap by answering the following two research questions.

RQ 3.1: What safety requirements shall be fulfilled by a vehicle’s perception
system for autonomous driving in Dutch highway?

RQ 3.2: How to assess the safety requirements in the design of a perception
system?

In Chapter 4, we present a case study on the safety assessment of perception system of an
automated driving software stack from industry, Apollo [11], for its use in a segment of the
Dutch highway A270.14 Apollo is the most popular open-source automotive repository [12]
with its development history on GitHub dating back to 2017. It is currently one of the most
advanced automated driving frameworks [13] that is embraced by many of the world’s top
automakers and is used to offer automated driving services to the public.15

In Chapter 4, we focus on the perception system of Apollo. Perception refers to sensing
surroundings for semantic understanding, such as identifying traffic signs and locating
the vehicle’s position and relative position of objects around [14]. This information is
used for planning and executing the next driving decision. These perception systems are
built as a combination of machine learning (ML) based and traditional software [13, 15].
Perception systems are arguably the most evolving and relevant part of any automated
driving framework [12].

In Chapter 4, we elicit safety requirements for two classes of systems: (1) requirements
that can be assessed in the traditional software and (2) requirements specific to ML systems.
While there is a framework proposed in Chapter 3 for assessing traditional software safety
14https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&
route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636

15https://www.engadget.com/baidu-apollo-go-robotaxi-shenzhen-141727050.
html

https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
https://www.engadget.com/baidu-apollo-go-robotaxi-shenzhen-141727050.html
https://www.engadget.com/baidu-apollo-go-robotaxi-shenzhen-141727050.html
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requirements, there is no similar framework for assessing safety requirements specific to
ML systems. Therefore, we prepare a curated list of ML specific design choices relating to
safety and use them for design assessment.

In summary, contributions in Chapter 4 are the following:

• We identify 58 safety requirements specific to a Dutch highway segment of A270 that
can enable safe automated driving on highways.

• We present a repeatable method for safety requirement elicitation based on the current
industry standards and guidelines from the automotive industry consortium [5, 6, 16, 17].

• We present the first curated list of 10 ML specific design choices for assessing the quality
attribute safety.

• We assess Apollo’s perception system’s design for its use on a Dutch highway.

RQ 1.1 through RQ 3.2 and their answers in Chapters 2 to 4 explore the safety of
automotive software. RQ 4 explores another aspect: automotive software development (in
open source).

RQ 4: What characterizes automotive software projects in open source?

In Chapter 5, we answer RQ4 in the following two dimensions by analyzing ≈600
automotive and a similar count of non-automotive projects on GitHub created in a span of
12 years from 2010 to 2021:
(1) Categories & characteristics: We identify what types of automotive software projects are
open-sourced and compare them to each other. We also compare the automotive projects
to non-automotive projects. Further, we explore the characteristics of automotive projects
(e.g., size and maturity of the field) and their stakeholders (e.g., key players and affiliations).
(2) Software development styles: We investigate different aspects of software development
like collaboration (e.g., types of contributors, their contributions and interactions) and
contribution style (e.g., independent vs. dependent).

The major contributions in Chapter 5 are

• A manually curated, first-of-its-kind dataset of actively developed automotive software
and their classification along four popular dimensions, including safety-critical software
and tools [18]. This dataset facilitates the replication of this study and future explorations
into automotive software.

• A characterization of automotive software, including its temporal trends, popularity,
programming languages, user distributions, and development activities.
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This study shows that the automotive software landscape in GitHub is defined by
15,000+ users contributing to ≈600 actively-developed automotive software projects created
in a span of 12 years from 2010 until 2021. These projects range from vehicle dynamics-
related software; firmware and drivers for sensors like LiDAR and camera; algorithms
for perception and motion control; to complete operating systems integrating the above.
Developments in the field are spearheaded by industry and academia alike, with one in
three actively developed automotive software repositories owned by an organization. We
observe shifts along multiple dimensions, including preferred language from MATLAB
to Python and prevalence of perception and decision-related software over traditional
automotive software.

1.4 Reading guide and chapter origins
The content of this thesis is organized into two significant parts: safety of automotive
software & automotive software in open source. Each chapter in this thesis originates
from one or more papers, is self-contained, and can be read individually. The work in
this thesis is a part of an automated and connected driving research program i-CAVE
(Integrated Cooperative Automated VEhicles). The i-CAVE program intends to research
and demonstrate connected driving capabilities from ground up.

The thesis starts with an overview of the first step in ensuring safety, safety requirement
elicitation, in Chapter 2. Chapter 2 is based on the following publication.

• Sangeeth Kochanthara, Loek Cleophas, Yanja Dajsuren, Mark van den Brand. "Re-
quirements Engineering for Safety of Automotive " Submitted to a journal

Chapters 3 and 4 address the research gaps in safety requirement elicitation identified in
Chapter 2. Chapters 3 and 4 also address the safety assessment of automated and connected
driving systems along with real-life case studies.
Chapter 3 is based on:

• Sangeeth Kochanthara, Niels Rood, Arash K. Saberi, Loek Cleophas, Yanja Dajsuren,
Mark van den Brand. “A Functional Safety Assessment Method for Cooperative
Automotive Architecture”. In Journal of Systems and Software (JSS‘21)
In European Conference on Software Architecture (ECSA‘21) - Journal first track
Invited to Journal first track of the International Conference on Software Architecture
(ICSA‘22)

• Sangeeth Kochanthara, Niels Rood, Loek Cleophas, Yanja Dajsuren, Mark van den
Brand. “ Semi-automatic Architectural Suggestions for the Functional Safety of
Cooperative Driving Systems”. In International Conference on Software Architecture
(ICSA‘20) - New and Emerging Ideas track
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Chapter 4 is based on:

• Sangeeth Kochanthara, Tajinder Singh, Alexandru Forrai, Loek Cleophas. "Safety of
Perception Systems for Automated Driving: A Case Study on Apollo" Under revision
at a journal

Chapter 5 presents a characterization of automotive software and its development in
open source. Chapter 5 is based on:

• Sangeeth Kochanthara, Yanja Dajsuren, Loek Cleophas, Mark van den Brand. “Paint-
ing the Landscape of Automotive Software in GitHub”. In International Conference
on Mining Software Repositories (MSR‘22) - One of the five out of 47 accepted MSR
2022 papers invited for an extended journal version

Finally, Chapter 6 concludes the thesis.
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2
Automotive

Safety Reqirements:
A Systematic Literature

Review

Automotive is a 3 trillion dollar safety-critical industry. The ongoing paradigm shift from
electro-mechanical systems to software-intensive systems, the move toward automated driving,
high competition, yearly release cycles, and the price-sensitive nature set the automotive
industry apart from other safety-critical industries. As in other safety-critical industries,
ensuring safety in the automotive industry starts with safety requirements. Even though a
plethora of safety requirements elicitation processes and techniques for the automotive domain
have been proposed, to the best of our knowledge, no study characterizes them. This chapter
characterizes the state-of-the-art in eliciting safety requirements via a systematic literature
review. We select 102 primary studies from 2097 related articles. We identify and compare nine
distinct processes for safety requirement elicitation and construct taxonomies of 38 distinct
techniques used to conduct the different steps in each of these processes. This chapter can act
as a guide and ‘cheat sheet’ for beginners and practitioners to choose processes and techniques
for their projects. For researchers, this chapter provides an overview of the field, research gaps,
and future research opportunities.

This chapter is based on:
 S. Kochanthara, L. Cleophas, Y. Dajsuren, M. van den Brand. Requirements Engineering for Safety of Automotive.
Submitted to a journal
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W ith an estimated 1.4 billion cars on the road and a direct market capitalization of 3
trillion dollars,1 the automotive industry forms a core part of modern civilization.

The century-old automotive industry is undergoing arguably the most significant paradigm
shift since its inception with (a) the move to driving automation and (b) the change of
propulsion systems from fossil fuel to electric-based, along with associated changes in the
powertrain2. These disruptions make the automotive industry a software-intensive and
electronic industry rather than a traditional electro-mechanical one. This paper focuses on
the safety of automotive software and the electronics that run the software. This is also
referred to as functional safety [5] and safety of intended functionality [6]).

There is an inadequacy in safety of automotive software and electronics that run it,
especially in comparison to electro-mechanical systems. For instance, software and related
defects led to the recall of 7.5 million and 5.5 million vehicles in the United States in
2020 and 2021, respectively. These recalls dominated the top reasons for recalls both
in the number of recalls and the number of affected vehicles.3 Another example is the
infamous Uber automated driving vehicle crash, which led to the death of a pedestrian.
NTSB’s4 investigation found that software and inadequate safety culture in developing
software and related systems were among the reasons for this crash.5 Such inadequacies in
ensuring safety can cause fatalities, economic losses, brand damage, destruction of traffic
infrastructure, and indirect (economic) losses. A fundamental step for safer automotive
software systems is incorporating safety into the automotive product life cycle right from
the requirement elicitation stage.

There are many kinds of safety requirements based on the underlying cause of the
requirement. For instance, safety requirements caused by deficiencies in specified driving
behavior [7], safety requirements relating to failure or malfunction of components (also
referred to as functional safety [5]), safety requirements resulting from functional insuffi-
ciencies of the intended functionality (also referred to as safety of intended functionality [6]).
This paper focuses on the latter two types of safety requirements, in the context of systems,
software, and hardware that runs the software. In the rest of this paper, safety requirements
refer to these two types.

Our goal is to characterize the state-of-the-art in safety requirement elicitation processes
and techniques in the automotive context via a Systematic Literature Review (SLR).

Secondary studies on safety requirement elicitation focused on: (a) the broader safety-

1https://www.bloomberg.com/opinion/articles/2021-12-29/cars-are-suddenly-worth-
3-trillion-and-it-s-not-all-tesla

2Powertrain is the set of components, including engine or motor, that generates (and possibly stores) power and
converts it to the rotation of the wheels.

3https://www.recallmasters.com/wp-content/uploads/2021/05/Infographic_2020_
smaller.png

4National Transportation Safety Board (NTSB) is a U.S. government agency for civil transportation accident
investigation.

5https://www.ntsb.gov/news/events/Pages/2019-HWY18MH010-BMG.aspx

https://www.bloomberg.com/opinion/articles/2021-12-29/cars-are-suddenly-worth-3-trillion-and-it-s-not-all-tesla
https://www.bloomberg.com/opinion/articles/2021-12-29/cars-are-suddenly-worth-3-trillion-and-it-s-not-all-tesla
https://www.recallmasters.com/wp-content/uploads/2021/05/Infographic_2020_smaller.png
https://www.recallmasters.com/wp-content/uploads/2021/05/Infographic_2020_smaller.png
https://www.ntsb.gov/news/events/Pages/2019-HWY18MH010-BMG.aspx
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critical systems domain [19]; (b) practices and challenges in the development of embedded
systems [20]; (c) integration between requirement and safety engineering [21]; (d) managing
safety in mobile robotic systems [22]; and (e) safety in the context of product lines [23].
However, to our knowledge, there are no secondary studies on safety requirement elicitation
for automotive systems.

Automotive systems differ from other safety-critical systems. One difference is that
the operator (driver) is not trained to handle safety-critical issues, while other safety-
critical domains like aviation, space, and nuclear always rely on highly trained operators.
Furthermore, the industry is moving towards automated driving, thereby eliminating the
operator from the loop, making automotive vehicles autonomous systems working among
humans and non-automated driving vehicles.

This paper presents the first SLR on safety requirement elicitation for automotive
software and systems. Specifically, we focus on the technical aspects of safety requirement
elicitation, including different processes, their steps, techniques to perform these steps,
and use cases for each process.

We translate our goal into the following research questions:

RQ1: What processes are used for or applicable to safety requirement elicitation in the auto-
motive domain?
By answering RQ1, we intend to identify, summarize, and compare the various safety
requirement elicitation processes.

RQ2: What techniques are used for safety requirement elicitation in the automotive domain?
In RQ2, we dive deeper into the techniques (used for different steps in the processes) and
compare and taxonomize them.

Our primary contributions are:

• A summary, analysis, and synthesis of the body of knowledge in safety requirement
elicitation for the automotive domain through an SLR over 102 primary studies.

• Empirical validation of the need for such an SLR via a systematic qualitative analysis.

• Taxonomies of techniques for safety requirement elicitation in the automotive do-
main.

This chapter targets practitioners and researchers alike. For researchers, this study
outlines the automotive safety requirements elicitation research field, research gaps, and
future research opportunities. For practitioners, this paper provides a concise guide toward
choosing one or more processes and techniques for safety requirement elicitation in their
projects.
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The rest of this paper is structured as follows. Section 2.1 presents this chapter’s
planning phase and design choices. Section 2.2 describes an overview of the research
landscape via qualitative metrics. Sections 2.3 and 2.4 answer our research questions and
discuss our findings. Section 2.5 elaborates implications of this chapter for research and
practice, while Section 2.6 presents validity threats. Related work is outlined in Section 2.7.
Finally, Section 2.8 concludes the paper.

2.1 Study design
The different steps in conducting an SLR can be organized into three phases: planning,
conducting, and reporting [24]. This section primarily discusses the study’s planning phase
and our design choices in detail. Reporting includes drawing conclusions, considering
threats, and disseminating results which are covered in later sections of the chapter.

The planning phase of this study is divided into the following 5 stages (based on various
guidelines [24–29]):

• Evaluate the need for this SLR (Garner et al. [25]);

• Form a search strategy (Kitchenham et al. [24], Petticrew et al. [26], and Petersen et
al. [27]);

• Create a primary studies’ selection procedure (Kitchenham et al. [24]);

• Identify quality assessment criteria for the primary studies (Kitchenham et al. [24],
Tiwari et al. [28], and Wieringa et al. [29]); and

• Extract and synthesize data and insights from primary studies (Kitchenham et al. [24]).

The rest of this section explains each of these stages in detail.

2.1.1 Need for SLR
To evaluate the need for this study, first, we conduct an initial search for secondary studies,
followed by a qualitative empirical evaluation.

For the initial search, we use the search string: “functional safety" AND (automotive*
OR vehic*) AND (“systematic map" OR “systematic mapping" OR “systematic literature"). The
search string is created by combining the topic (“functional safety"), domain (automotive*
OR vehic*), and the kind of studies we are looking for (“systematic map" OR “systematic
mapping" OR “systematic literature"). Note that we used the term “functional safety" instead
of “safety" since the former resulted in a low signal-to-noise ratio. Functional safety refers
to safety concerning (malfunction of) software and related systems. The term is universally
adopted in the automotive domain [5, 6].
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Figure 2.1: Number of articles in the result of Google scholar search of query: "functional
safety" AND (automotive* OR vehic* OR driv* OR automobile* OR AUTOSAR OR car). The
query was performed on the 2nd of August 2021

Our Google Scholar search (on November 10th, 2020) did not identify any secondary
study that focuses on safety requirement elicitation in the automotive domain. However,
we found an SLR by Martins et al. [19] on approaches to elicit, model, specify, and validate
safety requirements in the broader context of safety-critical systems. In this SLR, automotive
formed 5.29% (8 out of 151) of all the primary studies [19]. Given the study’s broader scope
and rigor, we assumed that primary studies until 2013 are covered (since the primary
studies search was conducted in 2014). We consider this study by Martins et al. [19] as a
basis to evaluate the need for our SLR.

We evaluate the need in two steps: (1) an initial analysis of the trend in the number of
relevant publications since 2014 as shown in Figure 2.1, which indicates a positive trend;
and (2) a systematic approach for qualitative empirical evaluation, presented in the rest of
this section.

We use the 3PDF framework [25] to validate the relevance of conducting this SLR
empirically. The 3PDF framework is an empirical framework consisting of three sequential
phases. A positive outcome of all three phases ascertains the need for an SLR. Note that
the 3PDF framework [25] was originally designed to address the relevance of repeating an
existing SLR. Meanwhile, we use it to identify the significance of this study using the SLR
by Martins et al. [19] as a basis. Next, we explain the 3 phases of the 3PDF framework.
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• Phase 1: Assess currency, aims to identify whether the research questions are already
answered by available evidence or no longer considered relevant [25, 30]. This phase
consists of the following three yes/no questions and is passed if and only if all of
them are answered positively.

1. Does the published SLR still address a current question?
Yes. The study byMartins et al. [19] focuses on safety requirement elicitation for
safety-critical systems with ≈5% of their primary studies from the automotive
domain.

2. Has the SLR had good access or use?
Yes. The prior SLR [19] has a yearly average citation count of 15.5 (with a
total citation of 62 when checked via Google Scholar on the 10th of November
2020). Citation count is a measure of access, use, and relevance [31, 32]. In
the software engineering domain, a yearly average citation of 6.82 or above is
judged as having had good access or use [31].

3. Has the SLR used valid methods and was it well-conducted?
Yes. Martins et al. [19] followed the well-established guidelines of Kitchen-
ham [24] for conducting the SLR and the work has been published in a top-tier
peer-reviewed journal from the domain.

Since all the questions are answered yes, we proceed to the next phase.

• Phase 2: Identify relevant new methods, studies, and other information. This phase
focuses on whether new information is not covered by the existing study, including
study design, evidence synthesis, and new primary studies. The phase consists of
two yes/no questions, and proceeding to the next phase needs at least one question
to be answered positively.

1. Are there any new relevant methods (in conducting the SLR)?
Yes. In addition to the approaches used in the study design of the prior SLR [19],
we add the following new methods: (a) full-text search and (b) both forward
and backward snowballing.

2. Are there any new studies or new information?
Yes. The period of our initial search is between the end of Martins et al.’s study
(2014) and 2020. This ensures that every primary study we considered is not
included in their research. Furthermore, this period experienced landscape
shifts in the automotive industry with automated and connected driving enabled
by software-intensive sub-systems [12].

Both the questions are answered with yes; therefore, we advance to the next phase.
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• Phase 3: Assess the effect of updating the review. This phase aims to assess whether
the information from the new primary studies influences the conclusion compared
to the base SLR. A Yes answer to any of the two following questions empirically
validates the need for a new study.

1. Will the adoption of new methods (for conducting the SLR) change the findings,
conclusions, or credibility?
Maybe. The new methods that we adopted were full-text search and snow-
balling. Our initial set of primary studies is disjoint from the set of primary
studies considered in the prior SLR [19]. Also, snowballing has resulted in
identifying new techniques and wider adoption of some of the processes and
techniques for safety requirement elicitation, which were not evident otherwise.

2. Will the inclusion of new studies, information or data change findings, conclusions,
or credibility?
Yes. Only 5.29% of primary studies in Martins et al. [19] are from the automotive
domain. We scope our work specifically to the automotive domain. This makes
a direct comparison of our study with theirs inaccurate. Also, the study does
not differentiate or taxonomize processes and techniques or present challenges
specific to the automotive context.

Thus, the execution of the 3PDF framework empirically establishes the need for our SLR.

2.1.2 Search strategy
Our search strategy consists of identifying search keywords and multiple iterations to
compose a search string followed by automatic search. We perform both forward and
backward snowballing to widen the set of primary studies beyond the initial search.

The search string was constructed from two sets of strings, one for scoping: (automotive,
vehicle, vehicular, drive, driving) and another related to the intervention: (functional safety,
hazard, accident, risk). The final search string was formed by iterative refining (via piloting)
to reduce the amount of noise while covering as much relevant literature as possible. The
following search string was formed after several iterations:

The term “functional safety" is searched within keywords, title, and abstract AND the
following terms were searched in the full text of publications.

(automotive OR vehicle OR vehicular OR drive OR driving) AND
(hazard OR risk OR accident)
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To identify and compose the search string, we use the PICOC (Population, Intervention,
Comparison, Outcome, Context) method [24, 26, 27] as detailed below.

• Population: peer-reviewed publications describing safety requirement elicitation
processes and techniques as well as application of such approaches to the automotive
domain [24, 26, 27].

• Intervention: processes or techniques for safety requirement elicitation [24, 26].

• Comparison: compare the different processes and techniques of safety requirement
elicitation by means of identifying the different strategies used, and their context of
application [24, 26, 27].

• Outcome: safety requirement elicitation process, different stages in the processes,
techniques used to conduct each stage, and the following aspect of each process/tech-
nique: (a) context of use, abstraction level of application, and applicable compo-
nents [24, 26, 27].

• Context: any phase in the automotive product life cycle that comprises safety re-
quirement elicitation [24].

We use the same search databases as in the related studies [19, 21]. The databases in-
cluded are IEEE Xplore, ACM Guide to Computing Literature, ScienceDirect, and Springer-
Link. Except for SpringerLink, automatic search is directly performed in the corresponding
database. Since SpringerLink does not have a feature for the intended search string, we
used broader search criteria (searching in the whole body of publications rather than title,
tags, and abstract), with which a bibliography is retrieved. A further refined search is
performed within this bibliography using the reference manager Mendeley.

Once the initial set of primary studies is finalized based on full-text reading, we applied
snowballing to gather additional studies. We applied the guidelines by Wohlin et al. [33] to
conduct backward and forward snowballing. For backward snowballing, we checked the
references of primary studies (using titles only) until no new studies were found. Likewise,
for forward snowballing, we looked at the articles (titles only) citing our primary studies
until no further studies were found. For forward snowballing, we used the ‘cited by’ feature
of Google Scholar and went through the citations to every primary study. The number of
studies considered in each of the steps mentioned above is presented in Figure 2.2.

2.1.3 Study selection
We create inclusion-exclusion criteria tailored to focus on the technical aspects of safety
requirement elicitation, which is the focus of this study. We excluded studies on other di-
mensions of safety requirement elicitation. Some examples are: (a) social and human-related
factors that play a role in eliciting requirements like meetings, reviews, communication
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among different parties; (b) a combination of technical, social, and human-related factors;
and (c) processes and techniques that merge safety requirement elicitation with requirement
elicitation for other quality attributes like security.

Our inclusion and exclusion criteria are as follows:
Inclusion criteria:

I1 Any study that presents, compares, or discusses approaches (techniques, models, frame-
works, methods, processes, or methodologies) to (help) elicit safety requirements, either
used in or usable for the automotive domain.

I2 Studies relating to safety requirements in the context of safety analysis, hazard analysis,
or safety-critical standards from the automotive domain.

The exclusion criteria cover secondary studies; articles that are not written in English;
non-peer-reviewed articles (gray literature); short papers (< 4 pages); studies below a quality
threshold of 50% according to the quality assessment criteria detailed in Section 2.1.4 below;
and studies that do not explicitly specify or are not from the automotive domain.

To ensure reproducibility, we conducted an inter-rater agreement. Before the first
author selected primary studies, the rest of the authors evaluated the selection criteria. To
assess the quality of the selection process, the second and third authors independently
used the selection criteria on two disjoint random samples of the initial set of studies. The
first author independently evaluated these two sets of studies employing the same criteria,
resulting in the inter-rater agreement measured to 0.8 and 1 with the second and third
authors, respectively, according to Cohen’s kappa statistics [34]. This shows the highest
level of inter-rater agreement in both cases.6 Each disagreement between two researchers
was discussed and resolved with the intervention of a third researcher.

We followed a five-step study selection procedure as presented in Figure 2.2. We
incrementally apply the inclusion-exclusion criteria in steps 1, 3, 4, and 5. This includes
applying inclusion-exclusion criteria on the additional studies resulting from snowballing
(only 17 studies were selected after the application of inclusion-exclusion criteria on the 48
studies resulting from snowballing).

2.1.4Quality assessment
Quality assessment of primary studies is crucial (i) “to investigate whether quality differences
provide an explanation for differences in study results” ; (ii) as a “means of weighting the
importance of individual studies when results are being synthesised” ; and (iii) “to guide
recommendations for further research” [24].

We derived the quality assessment criteria from the guidelines of Kitchenham et al. [24],
Tiwari et al. [28], and Wieringa et al. [29], as summarized in the first column of Table 2.1.
6Since Cohen’s Kappa statistic being at least 0.80 is considered best agreement [35, 36].
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Automatic Keyword Search

Step 1 530 Titles

Step 2

493 Titles

Step 3

202 Titles

Step 4

85 Titles

Step 5

102 Titles

Application of inclusion-exclusion criteria on title and abstract

Application of inclusion-exclusion criteria on full-text

Snowballing -  
(a) 32  studies in backward (b) 16 studies in forward
 Total 48 studies selected for full-text reading

Science Direct
81

Springer Link
1347

IEEE Xplore
448

ACM
83

1959 Titles

Duplicate Removal

 Application of the criteria:  
(1) publication date: 2014 -2020  (2) peer-reviewed 
(3) title, abstract, or keywords  comprises "functional safety" 

Figure 2.2: Procedure to select primary studies

We chose those questions from the guidelines that apply to our list of primary studies. For
example, the question “Was there any control group present with which the treatments can
be compared” [28] does not apply to studies that present the application of a requirement
elicitation technique to an automotive component.

All the questions that form our assessment criteria have three possible answers “Yes",
“Partially," and “No," with a score of 1, 0.5, and 0, respectively. The score of each primary
study is the sum of scores for every pertinent question (see Table 2.1). We use this scoring
method to gauge the primary studies’ credibility, completeness, and relevance.
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2.1.5 Data extraction and synthesis
We iteratively created a digital data extraction form. We created an initial set of attributes
to be extracted from the primary studies and applied this to 10% of the initial set of primary
studies. This form was iterated based on data synthesis at 30%, 50%, and 70% (of the
initial set of primary studies) based on the categories and information emerging from data
extraction. We applied a backward pass on the prior studies in cases where extra attributes
were added to the data extraction form during the process. Finally, the following categories
of data were extracted from primary studies:

• Administrative information: Paper ID; Title; and Source.

• Literature characteristics: Authors; Year; Venue type (journal, symposium, conference,
or workshop); Venue;

• Data pertaining to RQ1: What processes are used for or applicable to safety requirement
elicitation in the automotive domain?

– What process(es) are employed, compared, or discussed?

– What is the motivation or reason to choose a specific process (or how a process
compares with other processes)?

– What are the steps followed in executing the process?

– Which component or setting is the process applied to?

• Data related to RQ2: What techniques are used for FSR elicitation in the automotive
domain?

– What are the techniques employed, compared, or discussed?

– Which high-level step (of a process) is accomplished using the specific tech-
niques used or discussed?

– What is the motivation or reason to choose a specific technique (comparison
among techniques)?

– Which component or setting is the technique applied to?

The data extraction form is a table with one column for each of the above categories and a
row for each paper.

Data synthesis was performed after aggregating the information collected using digital
forms. The data synthesis is achieved by cross-reading each column to answer the research
questions.
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Journal
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20%

Conference &
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(a) Primary studies classified on type
of venues.

Industry-
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Dependable Systems &
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5%
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Other
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Vehicular &
Transportation

Systems

13%

Software
Engineering

20%

Safety &
Reliability
Engineering

22%

Systems Engineering

22%

(c) Primary studies categorized on domain

Figure 2.3: An overview of the publication, domain, and contribution landscapes of the
primary studies

2.2 Characteristics of primary studies
Our study selection process resulted in 102 primary studies [P1–P102]. This section presents
an overview of the publication landscape, quality, and a preliminary analysis of the primary
studies. We analyze the publication trend across venues. We also classify the studies based
on their domain and on whether the study is a contribution from industry, academia, or
both.
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Table 2.1: Quality assessment summary of primary studies. The bold face part shows two
aspect that only a few papers report

Percentage Yes Partially No

Aim clearly presented 100% 0% 0%
Approach clearly explained 83% 17% 0%
Clarity of application context 31% 63% 6%
Threats to validity taken to consideration 6% 1% 93%
Presence of discussion on results 46% 31% 23%
Limitations/Scope discussed 6% 9% 85%
Related work discussed 64% 27% 9%

Quality assessment of primary studies shows that most existing studies do not report
limitations and scope of their solution. We assessed the quality of each study according to
the criteria summarized in Table 2.1. On application of our quality assessment criteria, we
found that only a few papers (at least partially) report the following two aspects (highlighted
with boldface in Table 2.1): (1) threats to validity, taken into account in 7% (7 out of 102) of
primary studies; and (2) limitations, discussed in 15% (15 out of 102) primary studies. The
first observation is not surprising since only a few studies (4 out of 102) report empirical
analyses. However, with a few studies reporting scope or limitations makes the reuse and
replication of a majority of studies difficult. Our advise for future papers is to explicitly
state the limits and scope of proposed solution.

Quality assessment of primary studies

Most existing studies do not report limitation and scope, further limiting our ability
to reuse. We advise future studies to report it.

Most studies in safety requirement elicitation are published at conferences. We classified
studies based on the type of venue as shown in Figure 2.3a. Most of the primary studies (66
out of 102) are published at conferences and symposiums. Twenty studies are published in
workshops and sixteen in journals.

The publication landscape of safety requirement elicitation has substantial contributions
from industry. We classified the studies according to industry, academia, or industry-
academia collaboration contributions. Two intuitive means to identify the source of contri-
butions are (1) the affiliation of authors and (2) the source of case studies and data. The
latter is not feasible in our context since many primary studies do not explicitly specify the
source of the case study, data, or the examples they use. Therefore, we choose to classify the
source of the study based on the author’s affiliation into three categories: (1) industry, (2)
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academia, and (3) industry-academia collaboration. If all the authors are affiliated with the
industry, then the study is considered from industry and similarly for academia. If a study
has author affiliations from both industry and academia, it is classified as industry-academia
collaboration. The resulting classification is presented in Figure 2.3b. This categorization
shows that most of the primary studies (54 out of 102) have some contributions from
industry, making the safety requirement elicitation publication landscape one with a solid
industrial contribution.

Publication landscape

A majority of studies are published in conferences and symposiums with 53% of all
studies having contributions from industry.

Safety requirement elicitation is a multi-disciplinary field of research. We examined the
domain of each primary study. We identified the domains by research areas listed on the
web page of the publication venue of each primary study. When a venue represented one
domain, publications were classified to that domain. There were also cases where a venue
represented more than one domain. Here, we chose to report the domains together if most
of the venues listed two or more areas together, like reliability engineering and safety
engineering. Otherwise, we counted the study in both areas. For this analysis, we excluded
venues like the International Conference for Convergence in Technology, which does not
have specific research areas, or venues like the International Conference on Networks,
Communication, and Computing, which specify a wide variety of unrelated domains. This
does not affect our classification since less than 1% of the primary studies are from such
venues. All the domains that cumulatively covered less than 5% of the publications were
classified as ‘other’ in the final list of domains. The resultant set of domains is presented
in Figure 2.3c. The set of domains depicted shows the multi-disciplinary nature of safety
requirement elicitation research.

Multi-disciplinarity

Primary studies span across different disciplines with a domination of software, systems,
reliability and safety engineering.

2.3 Safety reqirement elicitation processes (RQ1)
In this section, we identify, summarize, and compare processes (also referred to as method-
ologies [P32,P59]) used or discussed in the primary studies for safety requirement elicitation
in the automotive context. In our context, processes or methodologies refer to the high level
steps that describe the elicitation of safety requirements [5,6,37] [P20,P40,P46,P59,P77,P86].
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For example, the safety requirement elicitation process prescribed by the industry-standard
ISO 26262 consists of four high-level steps as shown in Figure 2.4.

We organize the rest of this section into two parts. Section 2.3.1 compiles the safety
requirement elicitation processes proposed, used, or discussed in the primary studies.
Section 2.3.2 analyzes the application of the processes reported in the literature, their
temporal trend, the associated research gaps, and the upcoming domain trends.

2.3.1 Findings
The primary studies mention 9 unique processes for safety requirement elicitation. We
organize them into the following 7 categories ( 1⃝ - 7⃝).

Processes

There are 9 unique safety requirement elicitation processes in the automotive domain.

1⃝ ISO 26262: The ISO 26262 standard [5] forms the basis for safety requirement
elicitation in the automotive domain. One focus area of the standard is risks from systematic
and random hardware failures in automotive electronic systems and the software that runs
them (also termed functional safety). The standard is an adaptation of IEC 61508 [38] to
the automotive domain, the latter being a generic standard that outlines safety guidelines
for developing any electronic and programmable systems that carry out safety functions.

The safety requirement elicitation process outlined by the standard (ISO 26262: part-
3 [5]), highlighted by the dashed red rectangle in Figure 2.4, comprises four steps: item
definition, hazard analysis, risk assessment, and safety analysis. The item definition step
specifies the system and its boundaries on which the rest of the steps will be performed.
The hazard analysis step first identifies possible situations that can be a safety risk, followed
by safety goals to prevent harm in those situations. The risk assessment step assesses the
level of risk for each safety goal based on three factors:
(a) Exposure (frequency or probability of the safety goal violation);
(b) Controllability (in situations of safety goal violation by the driver); and
(c) Severity (of harm on violation of the safety goal). It then allocates a score from A
through D, indicating the importance of covering a safety goal during further development
steps, with D indicating the highest risk level and A the lowest. This score is called the
Automotive Safety Integrity Level (ASIL) score. Note that these safety goals have a system-
wide scope. Finally, the safety analysis step maps these safety goals to safety requirements
for individual sub-systems or components, which can then be used in developing individual
sub-systems.
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Figure 2.4: Different safety requirement elicitation processes from the automotive domain. The ISO 26262 process
(highlighted in red) forms the basis for safety requirement elicitation in the domain. The circled numbers ( 1⃝, 2⃝, 5⃝- 7⃝)
point to the part of Section 2.3.1 in which the corresponding methodology is discussed. Similar steps across different
processes are color-coded the same. The methodologies proposed by Schoenemann et al. [P59], Saberi et al. [P86],
and Kochanthara et al. [P32], described in 3⃝ and 4⃝ in Section 2.3.1 use the entire ISO 26262 process without any
modification (with the primary difference of partitioning the scenarios space before starting the ISO 26262 process).
Therefore, we have not presented them in the figure.
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The above process, prescribed by the ISO 26262 standard, forms the basis of safety
requirement elicitation in the automotive domain. Note that we do not differentiate between
the 2018 and 2011 versions of ISO 26262 or its regional variants (for example the Chinese
GB/T 34590 safety standard, used by Zhou et al. [P85]) since the fundamental concepts
and high-level steps do not differ among them. The other processes from the primary
studies that are described in this section build on or complement ISO 26262 in various
ways, fundamentally differing from ISO 26262’s process either in its concept, model, or in
the high-level steps.

Basis

The process outlined by ISO 26262 (part-3) forms the basis of all safety requirement
elicitation processes in the automotive domain.

The rest of this section is organized as follows. Parts 2⃝ - 4⃝ describe five processes that
extend ISO 26262 requirement elicitation. After those we elaborate on three methodologies
proposed as replacement for ISO 26262 in parts 5⃝ - 6⃝. Finally, we present a process ( 7⃝)
that complements the ISO 26262 elicitation process.

2⃝ Social safety requirements: Gharib et al. [P21] argue that ISO 26262 does not con-
sider safety requirements specific to driver behavior, which they term as “social safety
requirements”. An example of a social safety requirement is “identify available information
concerning the driver state (e.g., head pose and motion, hands and foot location and motions)
at any point in time” [P21]. Gharib et al. [P21] propose to add a step to elicit social safety
requirements at the end of ISO 26262 requirement elicitation, as shown as a white box
below the ISO 26262 process flow in Figure 2.4. They also present an example of the
proposed extension on a maneuver assistance system to detect and respond to drivers’
unintended maneuvers. However, they did not describe any systematic method to elicit
social safety requirements.

Social safety requirements

Social safety requirements are safety requirements specific to driver behaviour, pro-
posed by Gharib et al. [P21]. Details on how to elicit these requirements are not
available.

3⃝ Safety requirements for connected driving: Connected driving refers to multiple
vehicular systems and traffic infrastructure communicating and working as a single system.
This forms a system of systems and enables collective traffic optimizations. Such a system
of systems perspective is missing in ISO 26262 [P32, P86], thus making ISO 26262 unsuited
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for use in the connected driving context. Saberi et al. [P86] and Kochanthara et al. [P32]
propose augmentations to the ISO 26262 process for this context.

The process by Saberi et al. [P86] uses the steps for safety requirement elicitation
from ISO 26262 but is executed separately, from a system of a systems perspective. Their
extension to ISO 26262 is inspired by hazard analysis for the system of systems from other
domains [39]. Saberi et al. [P86] also partially outlines the usage of their method in the
context of a connected driving use case of trucks, where a lead truck is driven by a driver
and a sequence of other trucks autonomously follows the leader.

Kochanthara et al. [P32] suggest a two-step extension to the ISO 26262’s process,
considering the heterogeneity of connected systems. i.e., traffic infrastructure and multiple
kinds of vehicles (for example, trucks and cars or different types of cars) forming a connected
system. Their first step is partitioning the scenarios for connected driving operations into
sets of scenarios specific to each different system (vehicle) and those common to or involving
the entire connected system. Thus, a connected driving system consisting of 𝑛 distinct
types of vehicles will have 𝑛+1 sets of scenarios. Then, the ISO 26262 process is applied to
each of the 𝑛 distinct types of vehicles separately. The partitioning and applying ISO 26262
process on each of the 𝑛 distinct types of vehicles, is the first step. In the second step, the
scenarios specific to the connected system, i.e., common to the entire connected system
or involving more than one vehicle, are considered. A connected system architecture is
created using the individual systems’ (distinct types of vehicles’ and traffic infrastructure’s)
components. The connected system architecture should show the possible interactions
across the individual systems’ components. Now, the ISO 26262 method should be applied
to the entire connected system using its architecture and the scenarios specific to the
connected system. They also show the applicability of their approach in a similar use case
as in Saberi et al. [P86].

Connected driving

Connected driving refers to multiple vehicular systems and traffic infrastructure
communicating with each other and working as a single connected system. To elicit
safety requirements for connected driving, Saberi et al. [P86] and Kochanthara et
al. [P32] extends the ISO 26262 process to cover both individual-vehicle perspecitve(s)
and a connected system perspective.
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4⃝ Scenario-based safety analysis for automated driving: Schoenemann et al. [P59] argue
that the number of operating situations to be considered for safety requirement elicitation
for automated driving might be unlimited, making the ISO 26262 process infeasible. Their
proposal extends the ISO 26262 process for automated driving with the abstraction of
the system’s behavior to limit the number of parameters. The proposed process starts
with decomposing the system’s functional behavior into a higher abstraction of functional
scenarios and then performing ISO 26262 safety requirement elicitation specifically for
each functional scenario. Thus, the steps (other than decomposing the system’s functional
behavior into functional scenarios) are the same as ISO 26262.

5⃝ New requirement elicitation process for automated driving: Warg et al. [P77] argue that
ISO 26262 assumes a driver for fallback in case of a malfunction or failure of a component.
At the same time, there is no driver to fall back to in the case of entirely automated
driving. To address this gap, Warg et al. [P77] present an approach based on the ideology
of adequately specifying the system and its function iteratively using their version of
hazard analysis. This process ensures that the automated driving functions are adequately
specified. It also ensures that all the relevant hazardous events related to all functions that
enable automated driving are covered. Their process differs from the one by Schoenemann
et al. [P59] (see 4⃝ above) to automated driving in two aspects: (1) Schoenemann et al. [P59]
uses the ISO 26262 process as is, while Warg et al. [P77] proposes a new iterative process to
replace it; and (2) Schoenemann et al. [P59]’s process is aimed to scale the ISO 26262 process
to an in-feasibly high number of operating situations via abstraction. At the same time,
Warg et al.’s ideology is based on iteratively defining a function and minimal representative
set of hazardous conditions.

Warg et al. proposed a new process as shown as the rightmost flow in Figure 2.4. It
differs from the ISO 26262 process in the first two steps: preliminary feature description
and new hazard analysis. The preliminary feature description step describes the proposed
feature’s anticipated benefits and initial scope. The hazard analysis step consists of two sub-
steps: finding dimensioning hazardous events and function refinement. The dimensioning
hazardous events are the sets of hazardous events that are sufficient to identify all critical
safety goals. The function refinement sub-step aims to elicit requirements for the intended
nominal functionality and define the scope of each function. Therefore, the hazard analysis
step results in (ideally) a minimal set of hazardous events and refined functionality from
the preliminary feature description.

Another significant difference between this process and ISO 26262 is that the definition
of the system and its boundaries (item definition) is an intermediate step in Warg et
al.’s [P77] process, yet it is the starting step in ISO 26262 (see Figure 2.4).
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Automated driving

Automated driving refers to a vehicle taking over (part of the) driving and eliminating
the need for a human for (some) driving tasks. Schoenemann et al.’s [P59] and Warg et
al.’s [P77] proposes processes to address two limitations of the ISO 26262 process in an
automated driving context: (a) the possibility of unlimited number of conditions [P59]
and (b) the assumption of driver fallback which leads to inadequate specification of
functionalities, respectively.

6⃝ Systems Theoretic Process Analysis (STPA): The primary difference between STPA and
ISO 26262 is that STPA treats accidents as a control problem rather than a failure problem.
STPA is proposed for safety requirement elicitation in the general context of safety-critical
systems from a system theoretic point of view [37]. In literature, STPA has been used
in the automotive domain in two contexts: (1) as a methodology for safety requirement
elicitation that complies with the ISO 26262 standard [P33,P40,P94]; and (2) as a technique
for the steps (similar to) hazard analysis and safety analysis [P89] [6], from the ISO 26262
and ISO 21448 (described in 7⃝) processes. In this section, we discuss the former context.

STPA intends to prevent accidents by enforcing constraints on component behavior and
interactions. The underlying model of STPA promises to cover more causes of accidents
than component failures, like design errors and flawed requirements [37]. Therefore, two
dominant reasons to advocate STPA over the ISO 26262 process are: (1) the wide variety
of error types it covers (ISO 26262 only covers random hardware failures and systematic
failures) [P33]; and (2) less dependence on expert knowledge [P33,P89]. The error types
STPA covers include component failures, inadequate component interactions, software
failures, human error, and system failure [P33]. Another advantage of STPA is that expert
knowledge is not always required for requirement elicitation [P33,P89].

However, the original STPA process [37] lacks a risk assessment step. Mallya et al. [P40]
showed that the STPA process could be augmented to include a risk assessment step from
ISO 26262 as shown in flow 6⃝ STPA) in Figure 2.4. The STPA safety requirement elicitation
process itself consists of 4 steps, as shown in Figure 2.4. The first step (identify systemic
hazards) identifies the possible accidents and hazards that can cause these accidents and is
similar to the hazard analysis part of ISO 26262. The second step of defining a functional
architecture (control structure in STPA’s original terminology) includes defining the sys-
tem’s interaction with the environment and stakeholders in addition to defining the system
and its boundaries as is done in the ISO 26262 process. The third step, identifying unsafe
control actions using the functional architecture and hazards from the previous steps, is
similar to a partial merge of the hazard analysis and safety requirement elicitation steps in
ISO 26262. We mention partial merge here since identifying hazards (possible accidents)
from hazard analysis step and identifying safety requirements from safety analysis step of
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ISO 26262 is not a part of identifying unsafe control actions step in STPA. These two parts
from hazard and safety analysis comes in first and last step of STPA respectively.

After third step in STPA, Mallya et al.’s augmentation [P40] adds the risk assessment
from ISO 26262. The final step is similar to the last step from ISO 26262 (safety analysis). It
identifies safety requirements based on the unsafe control actions (and their corresponding
risk level in Mallya et al.’s augmentation [P40]).

System Theoretic Process Analysis (STPA)

STPA originates from system theory rather than control theory on which ISO 26262
is based. STPA promises inclusion of requirements beyond systematic and hardware
failures (which is the scope of ISO 26262) including inadequate component interactions
and human errors.

7⃝ ISO 21448: The standard ISO 21448 [6] alternatively known as Safety of Intended
Functionality (SOTIF), is introduced to complement ISO 26262 in contexts “where proper
situational awareness is essential to safety and where such situational awareness is derived
from complex sensors and processing algorithms" [6]. The SOTIF process focuses on hazards
that do not exist because of failures, but instead because of insufficiency of specifica-
tion, performance limitations, insufficient situational awareness, incorrect and inadequate
Human-Machine Interface design, impact from active infrastructure and vehicle to vehicle
communication, and external systems [6]. Note that attacks exploiting vehicle security vul-
nerabilities, and intentional actions that violate the system’s intended use, like a substitute
hand to fool an “hands-on wheel” detection safety measure, is out of the scope of SOTIF.
Also, the standard is in its development stage, and a complete version is yet to be released
to the public.

The SOTIF safety requirement elicitation process consists of five steps, as shown in
Figure 2.4. The first step, specification and design, is analogous to the item definition step
from ISO 26262. This step consists of defining the operating environment like road surface
and climatic conditions, the system’s interactions with users and traffic participants, and
the system and its boundaries. The second step, SOTIF-related hazard identification, is
analogous to the hazard analysis step from ISO 26262 but scoped to intended functionality
rather than failure scenarios. The third step, SOTIF-related risk evaluation, is analogous
to risk assessment from ISO 26262 and is based on three aspects: occurrence frequency
of a given scenario, the severity of a triggering condition (same as in ISO 26262), and the
effectiveness of measure taken for the safety of the intended functionality. The fourth
step identifies insufficiencies of specification, performance limitations, and conditions that
trigger the limitations that could initiate hazardous behavior. The final step is deriving
safety requirements to avoid or prevent hazardous behavior.
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ISO 21448 – Safety of Intended Functionality (SOTIF)

ISO 21448 complements the ISO 26262 process for automated driving and include
requirements relating to insufficiencies of specification, performance limitations, in-
sufficient situational awareness, incorrect and inadequate Human-Machine Interface
design, impact from active infrastructure and vehicle to vehicle communication, and
external systems.

2.3.2 Analysis
We analyze the processes presented in the prior section based on their temporal adoption
trend and context of usage. Based on this information and the comparison presented in the
preceding section, we present research gaps and upcoming domain trends.
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Figure 2.5: Number of primary studies that discuss safety requirement elicitation processes
plotted across years

A process adoption’s temporal trend is an indicator of its use, in the scope of peer-
reviewed literature. A positive trend points to tooling and community support. Both of
these are essential for the application of the process in large-scale systems. The adoption
of processes across years does not indicate any apparent overall patterns as shown in
Figure 2.5. However, the number of publications that mention the usage of ISO 26262’s
process peaked in 2019 with a substantial decrease in 2020. The number of publications that
report usage of STPA first peaked in 2016, followed by a downfall and a small increase again.
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Figure 2.6: Number of primary studies presenting the usage of different safety requirement
elicitation processes

Adopting the rest of the processes is reported primarily in the papers that describe them or
in papers by the same authors. The only exception is one paper by Stolte et al. [P66] which
reports usage of Warg et al.’s [P77] process (described in 5⃝). In summary, the application
of processes proposed by industry-specific standards dominates across years, while the
other processes proposed to extend or replace the standards do not show wide adoption
except for STPA. Note that the adoption estimates are based on the primary studies and
the real industry adoption might be different. Since industrial usage might not always be
apparent from papers published, it will have to be substantiated via future research, for
instance, using interviews or surveys.
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High adoption of industry standard processes

ISO 26262’s safety requirement elicitation process dominates in adoption across years.
Other processes proposed to extend or replace the ISO 26262’s process do not show wide
adoption with the exception of STPA.

The practicality and limitations of processes in different use cases will only be known
by the application of the process in those use cases. Therefore, prior application contexts
are important for researchers, practitioners, educators, and beginners to identify avenues
for future research, the starting point for similar use cases, and to act as a guide for the
application of processes. For this, we first group the components and use cases where the
processes have been applied into the following six categories based on existing classification
schemes in literature [12, 40].
(1) Vehicle-centric functional components are the components necessary for the functioning
of the vehicle. Examples are powertrain, battery management system, braking and steering
system (including their safety systems such as anti-lock braking system), and fuel injection
system.
(2)User-centric functional components, which in our context is the Human-Machine Interface
(HMI), for interacting with the vehicle.
(3) Advanced driver assistance systems like adaptive cruise control, traffic jam assist, and
lane management system, which can assist a human driver in a driving task but cannot
accomplish a complete driving task on their own.
(4) Advanced active safety systems like advanced emergency braking system, collision
warning and avoidance systems, and maneuver assistance system that use multiple sensors
and sensor fusion techniques to actively ensure the safety of traffic participants.
(5) Highly automated driving use cases where the vehicle is capable of handling a complete
use-case without driver intervention like automated valet parking, automated shuttles
that can operate without a human driver on specific routes, and completely automated
driving that can drive ideally anywhere or at least in a geofenced area without the active
intervention of a human driver.
(6) Connected driving use cases like platooning where multiple vehicles form a vehicle train
with only the lead vehicle driven by a human and the rest autonomously following the
vehicle in front.
The number of articles that report safety requirement elicitation in each of the above
categories and the processes they use is plotted in Figure 2.6. The ISO 26262’s process is
used in primary studies for every category except for User-centric functional components
(HMI); STPA and ISO 21448 processes and the processes proposed for automated driving
have been reported to be used in more complex use cases (except in one study for battery
management systems) andHMI. HMI is not seen traditionally as a safety-critical component;
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however, with the advent of advanced driver assistance systems, and highly automated
and connected driving, HMI is becoming safety-critical.

Essential versus Advanced functions

The ISO 26262’s process has shown to be usable for safety requirement elicitation of
essential automotive functions that do not require complex situational awareness.

Informed by the adoption, temporal trend, and comparison of processes, we point to
the following three dimensions that need further exploration. One, components and use
cases to which the current processes can be applied, but have not been presented in the
literature. Two, new contexts and emerging technologies like neural processing units and
Machine Learning (ML) based software, which might require new processes for safety
requirement elicitation. Three, the introduction of new systems outside the vehicle like
intelligent traffic infrastructure and use of the cloud for (assisting) automated driving. The
scope and criticality of these external systems will have to be quantified to identify (1)
whether they need a separate or integrated requirement elicitation and (2) whether the
existing process can be used. Next, we elaborate on each of these aspects.

The literature lacks case studies on categories like advanced active safety systems like
blind-spot detection and advanced driver assistance systems like adaptive cruise control,
as evident from Figure 2.5. These features have matured from research and development
to production and are standard features in today’s high-end cars. Upcoming technologies
currently in research and development, like highly automated and connected driving,
also lack case studies compared to other categories. The adoption of processes other
than the industry-standard processes is still low. The lower adoption makes the iterative
improvements and scope of their applicability harder to identify and hinders further
research. The majority of existing case studies on advanced systems for automated and
connected driving are rudimentary examples. The practicality of new processes presented
within the scope of these advanced systems is yet needed to be shown in practice. To
summarize, new processes proposed in primary studies need more case studies in their
respective context for conclusive verdicts on the feasibility of their application in real-world.

Case studies

There are few to no case studies that use requirement elicitation processes other than
ISO 26262 or on advanced components and use cases.

All the advanced driver-assist and safety features as well as automated and connected
driving are enabled by special-purpose hardware and software that utilizes ML. Yet neither
of the two standards ISO 26262 and ISO 21448 mentions [41] any requirements or processes
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regarding developing neural networks for usage in such systems. The basis and underlying
model on which the requirement elicitation processes were built belonged to an era before
ML based software were mainstream. In ML based systems, the system’s behavior is
dictated by the input data and not by human written logic. The newly proposed processes
build on the basic safety requirement elicitation framework proposed by ISO 26262 and
mainly focus on the increased complexity, non-existence of driver (controllability aspect),
sufficient specification of (safety) requirements, and foreseeable misuses in the context
of automated and connected driving, rather than on the above mentioned fundamental
changes.

ML based sub-systems

Whether the current processes are sufficient to elicit safety requirements for special
purpose hardware and ML based software is an open question.

Connected driving builds on collective traffic optimization by a set of vehicles commu-
nicating with each other and external entities (roadside infrastructure) using peer-to-peer
networking or via the cloud. With the intelligent traffic infrastructure being a part of a
driving task and the cloud acting as a data intermediary or a sensor, both of them become
safety-critical components. However, the new methods proposed to elicit safety require-
ments for the connected driving context focus on the vehicles and do not consider the
safety requirements for the infrastructure involved.

Smart infrastructure and intermediaries

How to elicit safety requirements for traffic infrastructure and communication inter-
mediaries like the cloud in the context of connected driving is another open question.

The landscape shifts in the automotive industry with automated driving will also impact
safety requirement elicitation. Like the smartphone replaced three separate devices for
music, taking photos, and communication; automated driving bundles advanced tasks
together. Therefore, many of the categories specified in Figure 2.6 might be a single one in
the future. This changes prior assumptions on driver fallback and turns many non-safety
critical systems into safety-critical. For example, maps, previously a non-safety critical
part, used at human discretion, have an active role in automated driving and are sometimes
considered as a sensor. Previously, the driver was assumed to be vigilant and ready all the
time for fallback. Now, HMI can be used to decide on a driving task and for emergency
takeover, making HMI a critical safety component. The impact of such changes on safety
requirements and their elicitation is yet to be seen.
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Blurring lines

No more separation of advanced driver assistance and safety systems; these all are
bundled together in highly automated driving.

2.4 Safetyreqirementelicitationtechniqes (RQ2)
In this section we identify, review, taxonomize, and compare techniques (also referred
to as methods [5, 37] [P20,P46,P78]) for safety requirement elicitation in the automotive
domain. Techniques or methods refer to the alternative ways to conduct each high-level
step [6, 21, 37] [P40,P46,P59,P77] in safety requirement elicitation processes as presented
in Section 2.3. For example, two widely used techniques to conduct the safety analysis step
in the ISO 26262 process (the last step in the red highlighted part of Figure 2.4) [5] are fault
tree analysis [42] (FTA) and failure mode effect analysis [43] (FMEA).

We organize the rest of this section into two parts. Section 2.4.1 present a summary
and taxonomies of techniques for safety requirement elicitation. Section 2.4.2 analyzes the
techniques, their scope, the associated research gaps, and the upcoming domain trends.

2.4.1 Findings
There are 38 distinct safety requirement elicitation techniques discussed in the primary
studies. Our taxonomy is inspired by stages in automotive product development and
the reference product life cycle from industry standards [5, 6]. In automotive product
development, the norm is to design and evaluate at the system level, then subsystem
level, followed by the design and development of the individual hardware and software
components. We follow the same structure for creating our taxonomy. Our taxonomy is
organized based on the level of application (system, software, and hardware), the usage
context (general, automated driving, and connected driving), and the scope of application
of the techniques, as shown in Tables 2.2 to 2.4. This allows easy identification of the choice
of techniques by both researchers and practitioners. We organize the entire taxonomy
of techniques based on the steps in safety requirement elicitation processes (since the
techniques are alternate ways to conduct these steps).

To group techniques based on the safety requirement elicitation steps, we must adhere
to the definitions of what each step is intended to achieve in the safety requirement
elicitation processes. However, in the literature, there is little consensus on this subject.
For example, Vilela et al. [21] use the term safety analysis to denote any technique used
in safety requirement elicitation in the larger context of safety-critical systems; while
Kolln et al. [P33], and Abdulkhaleq et al. [P89] use both the terms hazard analysis and
safety analysis to compare the same set of techniques. Since this study focuses on the
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automotive domain, we follow the terminology from the industry standards ISO 26262 and
ISO 21448. These standards have industry consensus and wide adoption (as is evident from
the discussion in Section 2.3.2 above).

For consistency and brevity, we group techniques for similar steps of safety requirement
elicitation processes (shown with the same color in Figure 2.4) together and refer to each
group with the terms (for steps) from the ISO 26262 process. However, in our taxonomy,
we refer back to the original processes (refer to the fourth column of Tables 2.2 to 2.4
that shows our taxonomy). Note that the social safety requirement elicitation step [P20],
shown in the white box in Figure 2.4, is not similar to any of the four steps from the ISO
26262 process. We did not find any technique for this step in primary studies including the
original study itself [P20]. Therefore, we do not consider this step for our taxonomy. Also,
our taxonomy does not have the first step of the ISO 26262 process (item definition) nor
similar steps in other processes. This step (formally or informally) defines the system, its
boundaries, the environment it operates in, the traffic participants it interacts with, and the
stakeholders. Such a definition uses languages for modeling, which is a topic in itself for
another study and beyond the scope of this work. Therefore, we group techniques based
on their usage for each of the other three steps (and corresponding similar steps in other
processes shown in Figure 2.4).

We present the techniques in the following three parts (corresponding to the three
steps in ISO 26262 process): Hazard analysis, Risk assessment, and Safety analysis.
Tables 2.2 to 2.4 show our taxonomy, one for each of the three steps. The techniques
are presented in the third column of each table. The primary studies that mention these
techniques along with the corresponding process (identified from each primary study)
are presented in the fourth column. The first two columns present two dimensions of
our taxonomy, and a third dimension is specified in the caption of each table. Note that
we only considered explicitly mentioned techniques. For example, Wang et al. [P75] uses
the method of brainstorming but does not mention it explicitly; thus, the study is not
considered for the technique. In cases where a method is used for more than one step, it is
presented in all steps.

Techniques

There are 38 distinct techniques used in primary studies for safety requirement elici-
tation. We group them into three categories: hazard analysis, risk assessment, and
safety analysis. We taxonomize techniques in each category based on the application
level, usage context, and scope, as shown in Tables 2.2 to 2.4.
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Table 2.2: Hazard analysis techniques from primary studies. All the above techniques
are reported in the corresponding primary studies with the scope of identifying/deriving
hazardous events or situations and thus deriving safety goals.

Level
of

appli-
cation

Usage
con-
text

Technique Process [Primary
studies]

System &
Software

General
1 Guide-word based brainstorming ISO 21448 & STPA [P98]

2 Failure Mode and Effect Analysis (FMEA) ISO 26262 [P84,P85]

3 Undesired Combination State Templates No process specified [P1]

4 Hazard analysis using vehicle level simulator & item
functional model

ISO 26262 & ISO
21448 [P62]

Automated
Driving

5 Situation/Scenario Analysis & Brainstorming
ISO 26262 [P96]
ISO 21448 [P34]

6 guide words based, HAZard and OPerability analysis
(HAZOP)-inspired brainstorming

ISO 21448 [P34]

7 Iterative hazard analysis and function refinement Process for automated
driving [P77]

8 Shared and multi-level hazard analysis ISO 26262 [P47]

Connected
Driving 9 Guide-word based brainstorming

Process for
connected driving [P32],
No process specified [P97]

Hardware
specific

General
10 Brainstorming ISO 26262 [P68]

11 HAZOP ISO 26262 [P15,P27]

12 FMEA ISO 26262 [P68,P76]

Automated
Driving

13 HAZOP extension to automated driving ISO 26262 [P5]

14 HAZOP based on sensor limitations to identify malfunctions ISO 21448 [P42]

Hazard analysis
The objective of hazard analysis (and similar steps) is to identify (a) (minimal set of)
hazardous events either caused by a system’s malfunctioning behavior or related to the
system’s intended functionality, (b) unsafe control actions, (c) possible accidents, and (d)
hazards that can cause the accidents. These can then be used to derive safety goals or to
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refine the system’s functionality (see Section 2.3.1 for more details). We taxonomize hazard
analysis techniques as shown in Table 2.2 and discuss each of the techniques starting with
the simplest one.

Brainstorming ( 5 and 10 in Table 2.2) is a technique to identify hazardous events and
eventually safety goals for hardware, system, and software specific requirements [P34,P68,
P96]. The idea is to first think of possible scenarios and situations that can lead to potential
hazards; and then use these to identify safety goals to avoid harm in those hazardous
situations.

Guide-word based brainstorming ( 1 and 9 in Table 2.2) is a more structured, systematic
form of brainstorming. It uses guide-words to explore the hazardous situation space [P32,
P34,P96–P98]. Guide-words are predefined words like No and Late, which, when combined
with scenarios, can thus be used to identify potentially hazardous situations. This structured
method is shown to be applied in general [P98] and in automated [P34,P96] and connected
driving [P32,P97] contexts.

HAZard and OPerability analysis or HAZOP ( 11 in Table 2.2) is the technique from
which the usage of guide-words stems. In its original form, HAZOP is a structured and
systematic method with a specific documentation style. HAZOP also recommends a specific
team composition (to conduct the analysis) with certain roles inside the team [44]. HAZOP
is reportedly used in its traditional form at the hardware level [P15,P27].

Three extensions to HAZOP ( 6 , 13 , and 14 in Table 2.2) were proposed in the context
of automated driving [P5, P34, P42]. Martin et al. [P42] showed that HAZOP, based on
limitations of sensors like cameras and LiDARs, can be used to identify hazardous situations
related to the safety of intended functionality ( 14 in Table 2.2). Another extension of
HAZOP uses a skill graph as a functional model of the system with scenarios for automated
driving to find hazardous events [P5] ( 13 in Table 2.2). Kramer et al. [P34] uses a HAZOP-
inspired brainstorming approach using guide-words for identifying hazards in the context
of automated driving ( 5 in Table 2.2). They also use it in the context of safety of intended
functionality, focusing on environment triggers that can cause hazards.

Failure Mode and Effect Analysis or FMEA ( 2 and 12 in Table 2.2) is another traditional
and systematic technique [43]. FMEA is a bottom-up method, starting from the failure
of a component(s) and then identifying the potentially hazardous situations it can lead
to. FMEA is reported to be used for hazard analysis at system, software, and hardware
level [P68,P76,P84,P85].

Undesired combination state templates ( 3 in Table 2.2) is a technique proposed by
Aceituna et al. [P1] for identifying hazards which can be caused by a combination of system
components’ (and environmental) states. They argue that traditional hazard analysis
techniques like FMEA focus on hazards relating to the state of (failure of) one component
or event. The proposed method identifies hazards relating to multiple (failure) events
while reducing the number of state permutations needed in combinatorial approaches. The
technique uses templates to identify the combination of events/states (rather than a single



2.4 Safety reqirement elicitation techniqes (RQ2)

2

43

event/state in FMEA), which can lead to a potential hazard. Thus, it forms a complementary
method to the traditional hazard analysis techniques.

Iterative hazard analysis and function refinement ( 7 in Table 2.2) is a technique proposed
by Warg et al. [P77] that can help reach completeness of safety goals for the completely
automated driving functionality. They argue that in completely automated driving settings,
the traditional methods used for hazard analysis are insufficient to ensure safety goals’
completeness. They suggest that hazard analysis should have a broader scope to ensure
that a vehicle’s function fulfills its specifications for completely automated operation. Their
technique uses an iterative procedure using trees of hazards and operational situations
that can help reach a more complete and minimal set of safety goals than other techniques.
They use hazard analysis as an aid rather than an afterthought, when defining the scope of
vehicular functions. On the contrary, other techniques define the functions before hazard
analysis.

Shared and multi-level hazard analysis ( 8 in Table 2.2) is a technique proposed based
on the idea of shared responsibility in automated driving. The hazard analysis techniques
discussed above take only the vehicle (and its driver) responsible for the potential haz-
ards and associated safety goals. Monkhouse et al. [P47] suggest that automated driving
comes with shared responsibility between multiple traffic participants to avoid hazardous
situations. The study recommends performing hazard analysis considering the division of
responsibilities, and handling hazard analysis at various levels, for instance, one level for
each participant.

Hazard analysis using vehicle level simulator and item functional model ( 4 in Table 2.2)
is proposed to increase the accuracy and reliability of hazard analysis techniques. Most
methods mentioned above (except FMEA) do not use a detailed system model for hazard
analysis. Sini et al. [P62] and Tao et al. [P68] use simulators to model system and its
environment (item functional model) to aid hazard analysis [P62,P68].

Hazard analysis techniques

here are 12 distinct techniques for hazard analysis and similar steps discussed across
17 primary studies. Brainstorming forms the basis for a majority ( 1 , 5 , 6 , 9 , 10 ,
11 , 13 , and 14 ) in Table 2.2) of techniques. Some techniques ( 3 , 4 , 7 , 8 , 13 ,
and 14 in Table 2.2) are proposed by the primary studies while the rest of them use
existing techniques in the automotive context. Most of the techniques are reported in
the context of the safety requirement elicitation processes of industry standards ISO
26262 and ISO 21448.
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Table 2.3: Risk assessment techniques from primary studies. Except for the quantitative
risk norm (fourth row in the third column), the rest of the methods are used in general
context. The quantitative risk norm is proposed and used specifically to replace the ASIL
levels in the context of automated and connected driving.

Level of
applica-
tion

Scope Technique Process [Primary
studies]

System &
Software

1

Identify/allocate
Automotive
Safety
Integrity
Level (ASIL)
for systemwide
safety goals

Usage of Controllability, Exposure, and Severity
metrics from ISO 26262

ISO 26262 [P30,P32,P39,P41]
[P62,P72,P76,P82,P85,P96]
STPA [P6,P40,P94]

Augmenting the ISO 26262 metrics with plant and
fault modeling

ISO 26262 [P84]

Identifying severity ratings using simulation No process
specified [P17]

Quantitative Risk Norm to replace ASIL ratings for
automated & connected driving

ISO 26262 [P9,P78]

2
ASIL
decomposition

High to low ASIL decomposition according to ISO
26262 guidelines

ISO 26262 [P51]

Merging ASIL allocation method from ISO 26262
with ASIL decomposition

ISO 26262 [P37]

3
Optimal
ASIL allocation
out of possible
allocation options

Genetic Algorithm with cost heuristics ISO 26262 [P3]

Tabu Search with cost heuristics ISO 26262 [P3,P102]

Penguin Search No process
specified [P93]

4
Reducing
ASIL allocation
search space

Cut-set based reduction ISO 26262 [P23]

Heuristic cost based reduction ISO 26262 [P23]

Ant colony optimization algorithm No process
specified [P24]

Hardware
specific

5 Identify/allocate
ASIL for
functional
component
(hardware)

specific safety
goals

Usage of Controllability, Exposure, and Severity
metrics from ISO 26262

ISO
26262 [P15,P27,P35,P36,
P38,P60,P63,P68,P69,P76]

6 ASIL
decomposition

Dependent Failure Analysis ISO 26262 [P83]

7 Optimal ASIL
allocation

Genetic Algorithm with cost heuristics ISO 26262 [P3]
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Risk assessment
Risk assessment intends to allocate scores for safety goals such that the score indicates
the urgency and reliability level needed to address the safety goal. Table 2.3 shows a
taxonomy of techniques for risk assessment derived from the primary studies. Unlike
hazard assessment techniques, the risk assessment techniques have different scopes of
application, as listed in the second column of Table 2.3. We elaborate on each group of
techniques based on their scope of application.

Identification of ASILs ( 1 and 5 in Table 2.3) is the problem of identifying the risk
level of a safety goal. ASIL is the risk scoring scheme from the ISO 26262 standard (see
Section 2.3.1 under 1⃝ for more details). The standard also provides a metric that combines
the three individual ratings to identify the ASIL level.

These metrics are used by a majority of the studies [P6, P15, P27, P30, P32, P35, P36,
P38–P41,P60,P62,P63,P68,P69,P72,P76,P76,P82,P85,P94,P96] (first row of 1 and 5 in
Table 2.3). These studies use the metrics with the three assumed individual ratings derived
from operational scenarios.

All the studies use the metrics for their case studies except Khastgir et al. [P30]. They
explore how to improve inter-rater reliability of risk assessment while using the metrics in
ISO 26262. They look at the two following settings: one, a rerun of the same techniques by
different teams using the same data; two, with no restrictions on techniques and data (i.e. not
necessarily the same methods and data) by different teams but with the same analysis scope
and objectives [45]. They propose a rule set for risk assessment to improve the reliability of
risk assessment (the severity and controllability ratings) in the automotive context. They
conclude that subjective interpretation and resulting unreliability and variation could be
reduced using an exhaustive and explanatory rule-set [P30].

Augmenting the ISO 26262 metrics with plant7 and fault modeling (second row of 1 in
Table 2.3) is another method to reduce subjectivity of the ISO 26262 ASIL determination. The
method stems from control theory and is proposed by Zhang et al. [P84]. They propose the
use of mathematical modeling of the system and faults. Such modeling enables quantitative
analysis via simulation. This can provide sound reasoning for exposure and controllability
ratings, and evidence for the ratings can be provided by fault simulations.

Identify severity ratings using simulation (third row of 1 in Table 2.3), the usage of
formal models and physics based simulations for risk assessment. This contrasts with the
abovementioned studies, where severity level is computed based on various assumptions.
Duracz et al. propose amethod that allows computing severity levels for specific operational
scenarios with accurate bounds on all the modeled parameters like the pre-collision and
post-collision velocities, which contribute to a hazardous event [P17].

7Plant (in control theory) refers to a machine or system. Plant modeling refers to specifying the system as a
relation between output and input signals. Plant and fault modeling refers to modeling both the system and
probable faults.
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Quantitative Risk Norm or QRN to replace ASIL ratings for automated and connected
driving (fourth row of 1 in Table 2.3) is a risk assessment scoring system proposed by
Warg et al. [P78]. They suggest that the automated driving systems’ safe behavior results
from a combination of tactical and operational decisions. Therefore, safety guarantees
can be achieved by adjusting the proactive decision-making, in addition to addressing
random and systematic failures. These two kinds of failures are independent of the traffic
situations and are the only kinds of failures the ASIL ratings takes into account [P78]. QRN
is proposed to substitute the fixed risk assessment criteria of ISO 26262. Warg et al. [P78]
suggests to define what is regarded ‘sufficiently safe’ at design time. This definition is to
used to identify discrete risk levels called consequence classes. Each consequence class
receives a total norm frequency informing how often, at most, this kind of consequence is
allowed to occur. The consequence classes along with their norm frequency is QRNs. QRNs
can be used to classify incidents into a set of incident types. Now each safety goal will be
associated with one incident type. Warg et al. [P78] demonstrate the applicability of QRN
for automated driving while Bergenhem et al. [P9] show its applicability for connected
driving.

ASIL decomposition ( 2 and 6 in Table 2.3) is the process of decomposing a higher
ASIL rating of a functional component by implementing the functional component with
redundancy. Here, each redundant component will have a lower ASIL rating than the
original functional component, while combined, the functionality they achieve will still
have a higher ASIL rating. The idea is that redundant components with individually higher
probability of failure will have a lower overall failure rate. Readers can refer to Park et
al. [P51] (first row in 2 Table 2.3) for an example implementation of the guideline.

Merging ASIL allocation method from ISO 26262 with ASIL decomposition (second row
of 2 in Table 2.3) is proposed by Lidstrom et al. [P37]. They argue that the allocation
and decomposition of ASILs should not be separate as specified in ISO 26262 and instead
should be merged into one. They point out that separating the two processes applies only
to systems with a specific kind of redundancy where two or more safety mechanisms
check some state and take action sequentially. Such separation is not applicable in cases of
redundancy where only one of the redundant components is operating and the other is on
standby. They propose a method to combine the allocation and decomposition of ASILs.
They apply it in the context of an actuation system for automated driving.

Dependent Failure Analysis or DFA ( 6 in Table 2.3) is a part of the ASIL decomposition
where a higher ASIL rating is splited to lower ASILs among a set of components. DFA [46]
is performed to ensure that a single root cause cannot lead to the failure of all the lower
ASIL components: whether the ASIL rating, when split into multiple components, does not
lead to dependent failures among the components. Young et al. [P83] propose a new scoring
system for root causes of dependent failures. This scoring system can be used to compare
failures’ root causes, which can aid ASIL decomposition. They claim that their scoring
system is more exhaustive and compelling than IEC 61508 – ISO 26262’s predecessor.
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Optimal ASIL allocation ( 3 and 7 in Table 2.3) problem arises when there are multiple
ways to allocate ASIL ratings to individual components which together perform a function
(forming a functional component). According to Azevedo et al., the ASIL allocation problem
is a complex optimization problem with a vast search space of possible ASIL allocations to
individual components [P3]. They present a genetic algorithm and tabu search algorithm
with cost heuristics to find a strategy that minimizes the total cost of development and
production while meeting the desired ASIL level with the least effort [P3]. Following
Azevedo et al.’s work, Sorokos et al. [P102] also showed the application of tabu search
to ASIL, allocation in the context of a braking system. Another work in the direction of
optimal ASIL allocation is using the penguin search algorithm by Gheraibia et al. [P93].
They claim that the penguin search algorithm can produce optimal or near-optimal results
within the least amount of time and resources for the computation. Detailing these search
algorithms is beyond the scope of this chapter.

Reducing ASIL allocation search space ( 4 in Table 2.3) is important since, in any practical
case, the search space for finding an optimal ASIL allocation that meets the safety and cost
requirements has a huge solution space due to the combinatorial nature of the problem [P23].
Searching through this space may become impracticable in large and complex systems [P23].
Therefore Gheraibia et al. [P23] propose two solutions that can be sequentially performed
to reduce the solution space: (1) Cut-set based reduction where cut sets8 with different
orders are formed as trees with their roots and nodes as the cut sets and leaves as basic
events. The idea is to limit the possible ASIL range for a basic event (leaf node) and thus
reduce the search space by reducing the possible ASIL allocations; (2) Heuristic cost-based
reduction9 which reduces solution space by grouping the ASIL allocations to equivalence
classes and creating a priority list of the allocations in each equivalence class. Gheraibia et
al. [P24] further builds on their earlier work [P23] and adds an ant colony optimization
algorithm for further solution space reduction.

Note that techniques like FMEA and its augmentation [P11] are used to assess whether
a component or system adheres to a specific ASIL level (ASIL evaluation). This is out of
our scope since it does not belong to eliciting safety requirements but instead assesses the
fulfillment of safety requirements.

8“A cut-set is a minimal combination of failures of components, which, if they occur in conjunction, lead to a
hazard” and fault tree analysis is used to find cut sets. [P23]

9“Cost heuristics are functions that determine the cost of associating the ASILs to each component of the
system" [P23]
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Risk assessment techniques

There are thirteen distinct techniques for risk assessment and similar steps discussed
across 34 primary studies. These are techniques to (1) identify/allocate risk scores to
safety goals; (2) decompose risk scores to multiple components; (3) identify optimal
allocation of risk scores; or (4) reduce risk score allocation space. Most studies discuss
or use techniques belonging to the first category. The only process specified for risk
assessment in all the primary studies is ISO 26262’s process.

Safety analysis
Safety analysis is the process of deriving functional safety requirements from safety goals
and allocating them to the individual components, system, software, or hardware archi-
tecture.10 A taxonomy of techniques used for safety analysis in the primary studies is
presented in Table 2.4. Now we summarize each method in the order of predominance of
usage and simplicity.

Fault Tree Analysis or FTA ( 1 , 5 , 8 and 10 in Table 2.4) is a top-down, tree based,
safety analysis technique that starts from a safety goal and leads to safety requirements
and their allocation to architecture components [42]. The safety goal (or a potential hazard)
is taken as the root node or top event of a tree made of logic gates as intermediate nodes.
The safety requirements form the leaf nodes of the tree. The tree is constructed top-down
from the root to the leaves. The fault tree can be qualitative (without any labels on edges
connecting the nodes) or quantitative (with the edges labelled with failure probabilities).
FTA has been applied for all levels and all usage contexts that we considered in this
chapter [P10,P14,P15,P27,P32,P35,P36,P38,P45,P48,P58,P60,P82,P86].

FTA with fault classification ( 9 in Table 2.4) is proposed by Dajsuren et al. [P13] for
identifying the relative contributions of different groups of faults (fault classes) to the
safety goals. They use fault classification—a key-value structure indicating the frequency of
different faults—rather than failure probabilities to label the fault tree starting with the leaf
nodes. They use this method to identify the percentage of total potential failures caused by
vehicle-to-vehicle communication faults in connected driving.

Dynamic Fault Trees or DFTs ( 2 in Table 2.4) are proposed by Ghadhab et al. [P92]
to augment fault trees for faithful representation of vehicle system model. They suggest
that the traditional fault trees are not sufficiently expressive for faithful representation
of vehicle system models. DFTs extend fault trees with the following four specific gates:
sequence-enforcers, for restricting sequence between children of a node; priority-and, for
indicating priority between children of a node; spare-gates, for supporting reduced or zero
10In some processes, the intermediate safety goal step is skipped, and safety requirements are directly derived
from hazardous events
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Table 2.4: Safety analysis techniques from primary studies. All the above techniques are
reported in the corresponding primary studies with the scope of identifying/deriving safety
requirements from safety goals using architecture of the system or the specific component.

Level
of

appli-
cation

Usage
context

Technique Process [Primary
studies]

System &
Software

General

1 Fault Tree Analysis (FTA) No process specified [P10]

2 Dynamic fault trees No process
specified [P92]

3 Component integrated component fault trees No process
specified [P16]

4 Model Based Safety Analysis (MBSA)
ISO 26262 [P48,P84]
No process specified [P53]

Automated
driving

5 FTA ISO 26262 [P58]

6 Environment fault tree ISO 21448 [P34]

7 MBSA augmented with simulation No process
specified [P70]

Connected
driving

8 FTA Process for connected
driving [P32,P86]

9 FTA with fault classification ISO 26262 [P13]

Hardware
specific General

10 FTA ISO
26262 [P14,P15,P27,P35,
P36,P38,P45,P48,P60,P82]

11 Common-cause fault analysis ISO 26262 [P18,P27]

12 Failure Mode and Effect Analysis (FMEA)
ISO 26262 [P27,P35,P48]
No process specified [P53]

13 Aging FMEA ISO 26262 [P57]

14 Failure Mode Effect and Diagnostic Analysis (FMEDA) ISO 26262 [P12,P28,P45,
P50,P95]

15 FMEDA augmented with Simulation ISO 26262 [P61]

16 Dependent failure analysis ISO 26262 [P50]



2

50 2 Automotive Safety Reqirements: A Systematic Literature Review

failure rate; and functional dependencies supporting modeling feedback loops and triggers.
They show the applicability of DFTs in the case study of a vehicle guidance system.

Environment Fault Tree or EFT ( 6 in Table 2.4) proposed by Kramer et al. [P34] extends
fault trees to specify environmental conditions using special gates. In EFT, environmental
conditions are modeled as leaf nodes that trigger higher-level faults. EFTs classify the causes
for deviation from correct behavior to (random) hardware faults, (systemic) design faults in
hardware or software, (systemic) specification faults either due to incorrect assumptions or
lacking a structural approach. This method is specified in the context of safety of intended
functionality in automated driving.

Common Cause Fault analysis or CCF ( 11 in Table 2.4) is a safety analysis technique
that uses fault trees to identify faults caused by the same set of causes or conditions. Such
common cause faults can be fatal in case of redundancy, especially in cases where a higher
risk level is addressed by using redundant components rated with lower risk levels. Here
a common cause fault can lead to the failure of all redundant units at once, potentially
leading to a sub-system or system-wide failure. Frigerio et al. [P18] suggest that such
faults should be avoided across individual components contributing to redundancy. An
application of CCF is presented by Huang et al. [P27] in the context of the steer-by-wire
system’s hardware.

Failure Mode and Effect Analysis or FMEA ( 12 in Table 2.4), in contrast to FTA, is a
bottom-up safety analysis technique [43]. The analysis starts with the possible malfunction
or failure of individual components. It works backward to identify the effects of the failure
in the system and which safety goals they (failure of a component) violate. The potential
failure modes are typically derived from experience with similar products and processes. In
our primary studies, FMEA is reported in the contexts of the hardware part of steer-by-wire
system [P27], brake-by-wire system [P35], and part of ignition system [P53]. Further
optimizations for streamlining FMEA are proposed in [P48].

Aging FMEA ( 13 in Table 2.4) tailor fits FMEA to focus on aging effects for circuits
in automotive. Aging FMEA proposed by Scharfenberg et al. [P57] analyze the electrical
properties’ change due to aging and identify aging-dependent critical hardware components
that can lead to a potential hazard or safety goal violation. The method is an adaptation
of FMEA assisted with simulation. They show the feasibility of the method using a fuel
injection system case study.

Failure Mode Effects and Diagnostic Analysis or FMEDA ( 14 in Table 2.4) builds on
FMEA [47] with adding three aspects to each failure mode that affects safety goals: (1)
failure rate or the rate at which the component experiences faults; (2) whether there is a
safety mechanism to detect the failure mode or probability to detect internal failures; and
(3) the effectiveness of the safety mechanism at detecting faults. The end product of this
analysis consists of the hardware parts related to failures and metrics that show the level
of safety readiness. In primary studies, FMEDA is applied on hardware of anti-lock braking
system [P45,P50], system-on-chip [P12], FPGA [P28], and powertrain electronics [P95].
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FMEDA augmented with simulation ( 15 in Table 2.4) is presented by Sini et al. [P61] to
help designers, especially in cases where the system’s behavior is highly coupled with the
vehicle’s behavior. They simulate the system/component and generate possible failures or
misbehaviors using fault injection and then propagate these misbehaviors to the vehicle
level using a vehicle dynamics simulator. They use it for failure effect classification by
taking the predicted effects on dynamics and drivability of the vehicle.

Component Integrated Component Fault Trees or C2FTs ( 3 in Table 2.4) are proposed as
a combination of FTA and FMEA [P16]. The resulting tree structure’s root nodes represent
safety goal violations or hazards of a system, leaf nodes represent basic failure modes,
and the intermediate nodes present the relation between failure modes and hazards with
Boolean gates. Domis et al. [P16] use C2FT in the context of product lines.

Dependent Failure Analysis or DFA ( 16 in Table 2.4) focus on safety goal violation due
to possible common cause(s) and cascading failures between elements [46]. DFA aims
to identify the common causes that can violate required independence or freedom from
interference between elements and, in turn, causes a safety goal violation. Nardi et al. [P50]
mentions the usage of this method in the case study of an anti-lock braking system.

Model based safety analysis or MBSA ( 4 and 7 in Table 2.4) is an umbrella term that is
used to denote any safety analysis that uses a (formal) system model created ideally using
a model-based development process, extended with a fault model [48]. Using a system
model in the safety analysis can minimize subjectivity and be more complete, consistent,
and error-free than using an informal system model or no model. The underlying safety
analysis technique(s) can be any of the above-discussed techniques. MBSA, in conjunction
with FTA and FMEA, is reported in primary studies [P48,P53,P84]. In addition, a study by
Tlig et al. [P70] extends MBSA with simulation for safety analysis of automated driving
systems.

Safety analysis techniques

There are thirteen distinct techniques for safety analysis and similar steps discussed
across 28 primary studies. These techniques build on two base techniques: (1) the
top-down Fault-Tree Analysis or FTA; and (2) the bottom-up Failure Mode and Effect
Analysis or FMEA. FMEA and its extensions are predominantly reported in hardware-
specific contexts, while FTA and its extensions dominate usage in systems and software.
While ISO 26262’s process dominates the underlying process for which these techniques
are used, a good number of primary studies (five out of 28) do not specify any process.
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2.4.2 Analysis
We analyze the techniques presented in the prior section regarding their scope and context
of usage. Based on this information and the comparison presented in the preceding section,
we present research gaps and upcoming domain trends.

Each step in safety requirement elicitation can be conducted using multiple kinds of
techniques. Especially for beginners, it is important to understand which techniques can
be employed in a given context; for educators, which techniques to teach. Our study can
aid in these directions. We find that no one technique fits all levels of an application or all
use cases for any step in the safety requirement elicitation. For any real-life use case, we
believe it is best to use a combination of techniques to identify safety requirements. Each
technique has its strengths and drawbacks. For instance, FTA can easily be applied for the
safety analysis at system, software, and hardware levels; however, it might not be able to
find dependent failures. To the best of our knowledge, no cheat sheet lists the strengths
and drawbacks of individual techniques. Our taxonomy is a mere first step in this direction.
However, an in-depth comparison of the techniques for their use in the automotive context
is out of the scope of this study and is an essential future research direction.

No silver bullets

No one technique fits all application contexts; it is best to use a combination of
techniques to identify safety requirements.

The repeatability of safety requirement elicitation techniques is a key factor in ensuring
safety from a safety engineering and requirements engineering perspective. For instance,
one element in the safety certification in almost all domains is based on an assessment by
an independent team by repeating or assessing the safety cases. Such activities require
objective safety requirement elicitation. The primary studies show that most methods
rely on expert knowledge, rendering them subjective. Surprisingly there is little effort
to quantify the subjectivity. We found only one study on the subjectivity of a technique,
which focused on a specific risk-assessment technique [P30]. Even though methods like
model-based safety analysis are proposed to increase reliability and repeatability of the
safety analysis, (1) their adoption rate is low (only one of the primary studies uses model-
based safety analysis in their case study), and (2) there are fewer such methods for hazard
analysis and risk assessment.

Repeatability

Most methods rely on expert knowledge rendering them subjective and thus hampering
repeatability.



2.4 Safety reqirement elicitation techniqes (RQ2)

2

53

Informed by our taxonomy of techniques presented in the prior section, we foresee four
aspects that need further exploration: (1) comparison among techniques, (2) completeness
and coverage of safety requirements, (3) lack of techniques to support steps of newer
processes, and (4) whether the current techniques are a match for the new application
contexts arising along with the automated and connected driving. We elaborate on each of
these aspects below.

Comparison among techniques is necessary to identify the most suited techniques
for use by both practitioners and researchers. There is little empirical evidence on which
method to choose among the available options. Current studies only compare the techniques
FTA, FMEA, and STPA, where STPA is considered as a technique rather than a process [P33,
P89]. Existing studies argue that STPA is better than FTA and FMEA. However, no studies
specify the scope of the techniques which could allow practitioners to make an informed
decision on which technique to choose for a specific use case. Also, most of the studies
that compare the methods are on toy case studies, which might not represent methods’
real-world efficacy.

Comparison

There is a lack of studies that systematically compare the requirement elicitation
techniques.

Ensuring the completeness and coverage of safety requirements is essential for the
rest of the development process. Failing to ensure this can lead to high costs, impact
the timeline of product development, and potentially catastrophic consequences during
operation [49, 50]. However, we did not find any studies that look in this direction for any
of the specified techniques.

Completeness & coverage

Completeness and coverage of safety requirements, especially in the context of auto-
mated and connected driving, are seldom explored.

Any process for safety requirements is ineffective unless there are systematic techniques
to support or perform the individual steps in the process. Even though the steps in newer
processes like STPA are similar to the steps from more established processes like the one
from ISO 26262, the way to conduct them and their intended outcomes are either different
or have different scopes. Thus, the techniques to conduct the steps in traditional techniques
do not apply to the newer processes, and we did not find any other systematic techniques
in the primary studies to conduct the individual steps. For example, no systematic method
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to perform the individual steps of STPA is used in any of the primary studies that apply
STPA [P27,P40,P42,P87,P91,P98]. Rather these studies use informal guidance and previous
examples to conduct STPA. The only exception is a technique for hazard analysis, namely
iterative hazard analysis ( 7 in Table 2.2), which is specified to conduct a step similar to
hazard analysis in a new process for automated driving ( 5⃝ in Figure 2.4).

New processes versus old techniques

The newer processes, especially based on fundamentally different approaches, lack
systematic techniques to support their steps.

One primary enabler for current innovations in automated and connected driving is
the use of ML based sub-systems, especially for perception and planning [12]. Most of
the techniques mentioned in this section were developed in and for an era prior to the
development of these technologies. The special-purpose hardware like Neural Processing
Units uses a different style of instruction execution than traditional processing units [51].
The applicability and adequacy of current techniques, which might be built on the assump-
tions for traditional general-purpose hardware, need further studies. It is also yet to be
seen whether the current techniques can be applied in the context of safety requirements
for developing neural networks, which are increasingly used in perception and planning
subsystems of automated driving stacks.

ML based systems

The adequacy of current techniques to elicit safety requirements for special purpose
hardware and ML based software is yet to be seen.

2.5 Implications
We presented a taxonomy and comparison between different processes. One use-case of
this work is as a cheat sheet or guidebook for practitioners and educators. This work
outlines what exists in the peer-reviewed literature in almost every technical dimension of
automotive safety requirement elicitation.

This study has broad implications from research to practice. We present the implications
in the rest of this section in the following five parts:
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• current state of safety requirement elicitation;

• a trend of creating islands of knowledge;

• the changing landscape of the automotive domain;

• the lessons that can be learned and reused beyond automotive software engineering;
and

• education.

Current state
We discuss two aspects of the current state of safety requirement elicitation research:
maturity of the research field and transparency & replicability of the primary studies.

Maturity: The safety requirement elicitation for older technologies has matured, while
the newer concepts need further research. Four ways to empirically measure the maturity
of a research area are (1) author divergence [52], where a diverse set of authors indicate a
mature research field; (2) prevalence of case studies [53] where the bulk of case studies point
to maturity; (3) relation between academic work and what is applied in the field [52, 54]
where more evidence of industry/practitioner participation form an indicator of maturity;
and (4) convergence of best practices [54] where a majority of studies showing adaptation
of a set of similar practices indicate maturity. Based on these four parameters, we classify
the safety requirement elicitation into two contexts: for traditional components and the
newer age concepts and components.

We define traditional components as the components in production for more than a
decade. Examples are the steering system and most items belonging to vehicle-centric
functional components, as shown in Figure 2.6. We define newer age concepts as those
that have not entered or are currently entering the production stage and components that
enable the implementation of the concepts. Example concepts are highly automated driving
and example components are ML based perception systems that enable highly automated
driving.

The safety requirement elicitation relating to the former context (traditional compo-
nents) is more mature than the latter based on the above mentioned four metrics. The
evidence are high author divergence, a wide range of case studies, and increased industry
participation based on the (meta) data from 62 papers that explicitly mentions case study on
specific components. Regarding a wider range of case studies, case study on traditional com-
ponents form 44 papers [P2,P3,P7,P14,P15,P26,P27,P31,P35,P36,P38–P41,P44–P46,P49–P51,
P54,P55,P57,P60–P64,P67–P69,P71,P72,P74,P76,P77,P79,P82,P84,P85,P87,P88,P98,P99]
while 19 mentions case study on new age components [P5,P6,P9,P13,P21,P30,P32,P37,
P42, P46, P59, P65, P66, P86, P90, P91, P94, P96, P101] with one study [P46] belonging to
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both categories since it mentions more than one case study. Concerning author diver-
gence, out of the 19 papers on new age components, up to four papers have common
authors [P5,P65,P66] with at least two more similar clusters of papers with overlapping
authors [P13, P32, P86, P90, P91]. In the 44 case studies on traditional components, most
sets of authors for the papers are disjoint, with the size of the largest cluster of papers with
the same authors being three [P61–P63]. With respect to industry participation, the papers
with all authors affiliated with the industry form 5% of the newer age components while
16% for the traditional components.

For the fourth metric, the convergence of best practices, we have two angles: processes
and techniques. In the context of processes, we can see convergence to ISO 26262 (see
Figure 2.6). In the context of techniques, we can see convergence to brain-storming and
related techniques for hazard analysis, usage of metrics from ISO 26262 for risk assessment,
and FTA and FMEA-related techniques for safety analysis (see the last column of Tables 2.2
to 2.4).

Transparency & replicability: A majority of the primary studies do not specify details
on techniques that the studies employ, hampering transparency and replicability. In the
case of hazard analysis, many studies do not specify which technique they use for hazard
analysis; instead, they directly present the results of hazard analysis. For risk assessment,
the assumptions on coming up with a specific value for exposure, controllability, and
severity are often not specified. For safety analysis, the intermediate results are often not
presented, making it hard to understand and replicate the final result. For future studies,
we recommend reporting the techniques, intermediate results from these techniques,
associated assumptions, and their scope.

Islands of knowledge
From our 102 primary studies, we noticed a systematic trend of creating islands of knowl-
edge inside companies where the detailed knowledge on safety requirement elicitation
stays inside the companies and are not available via peer reviewed publications. We present
two related aspects below.

Sharing specifications, intermediate results, and related data of research: Continuing our
prior discussion on transparency & replicability, the majority of the studies, except for a few
(e.g., [P32]), do not share the details on case studies. For example, an operational design
domain (ODD) definition is essential for making an informed judgment on any result of
hazard analysis of a system. However, most studies do not provide details but only discuss
the final result. The assumptions (e.g., exclude snowing conditions) during the process and
the intermediate steps (e.g., fault trees; hazardous events) are essential to judge the results
produced in the papers and, most importantly, to build on for future studies. In its current
format, this “unknown details" makes it difficult for newer researchers and other related
disciplinarians to enter this field. The sharing of related data on research should be the
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norm as in other software engineering fields like mining software repositories.
Sharing real-case studies: Given the existence of myriad vehicle types with various

capabilities, it is safe to assume that considerable safety requirement elicitation has been
performed for their development. Yet, to our knowledge, no real-world, industry-scale case
studies have been published on this topic in peer-reviewed literature. So far, publications
in collaboration with industries either use toy case studies (e.g., [P1]) or very high-level
abstractions (e.g., [P86]) hampering any real-world reproducibility. The publication of
real-world case studies can help researchers and the automotive community to identify
current issues facing the industry and contribute to rectifying and proposing methods
and techniques, rather than creating islands of knowledge inside companies. This can
reduce the work to re-invent the knowledge and benefit the companies to get better talent
and suggestions from academia. Additionally, with the higher reliance on software and
related components for automated and connected driving, openness to independent safety
verification/certification (in contrast to self-certification) should be made a norm.

Changing landscape
Is safety requirement elicitation catching up? The last decade marks arguably the most
significant paradigm shift in the automotive industry since its inception. Four dimensions
of this shift are the transition from internal combustion to electrification, automated and
connected driving, ongoing shift to open source software development, and start-ups
entering the field and finding success bringing disruptive ideas and new business models.
This means profound changes in almost all dimensions of automotive software and the
electronics that run them. Whether the safety requirements elicitation is catching up is
still an open question. There is relatively more research on transition to electrification
(especially on battery and power-train) as evident from Figure 2.6. The open-sourcing
trend is still unfolding [12] and its safety requirement elicitation side might be too early
to research. Automated and connected driving is achieved by combining special purpose
hardware, ML based software, and traditional software to make them work seamlessly.
We discuss three dimensions of this topic further: (a) functional safety and (b) safety of
intended functionality in the context of ML based components, and (c) connected driving-
specific issues. All the above aspects are particularly challenging to safety certification
bodies across the globe.

ML based components & functional safety. Both software and hardware components spe-
cific to ML (and mainly neural networks) function fundamentally different from traditional
components. For example, the software components are built from data rather than human
logic. The hardware components are based on multi-threaded execution, parallelism, and
many levels of optimizations compared to non-parallel execution units otherwise used.
Given the ML based components are now becoming a part of safety-critical applications,
we need (functional) safety requirement elicitation methods that take the peculiar nature of
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these components into account, which is not the case currently. This might need thinking
with a different perspective altogether than the traditional kinds.

When we look at the case studies (on functional safety), the vast majority use traditional
processes and techniques. Even though newer methods and techniques for automated and
connected driving are proposed, there is little evidence for their applicability and suitability
in the real world. Also, the sufficiency of current processes and techniques to address
ML based systems is another daunting question for industries and safety certification
bodies. Multiple processes and techniques might be applicable to ML based systems. While
our study presents a comparison among processes, no study on in-depth comparison
of techniques, in the context of the automotive domain. To summarize, there are many
potential directions for research in the ML based component’s context, including case
studies on newer processes and techniques and in-depth comparison among existing
techniques for their suitability, sufficiency, and scope.

ML based components & safety of intended functionality. Safety of intended functionality,
especially in the context of removing the human operator fallback, is out of the scope of
traditional processes and techniques. Even though methods like STPA is developed to cover
some aspects, its real-world adaption is low, and so far, the scope of STPA is at the system
level. The standard, ISO 21448, is proposed to tackle the safety of intended functionality. It
is still in its beginning stage and gives only conceptual directions than concrete guidelines.
Safety of intended functionality in both hardware and software levels still needs processes
and techniques that can be applied to special purpose hardware like neural processing
units. The processes and techniques could be entirely new, extension of current ones, or
studies show that existing techniques are applicable in such settings.

Connected driving specific issues. There can be three kinds of communications connected
driving: vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-road users
(V2R). The first two kinds are more established than the third kind. As we mentioned
in Section 2.3, there is a lack of methods that integrates V2I along with the traditional
automotive safety requirement elicitation. There are at least two challenges here, (1)
safety requirement elicitation for communication intermediaries like cloud for connected
driving11 and (2) requirements spanning across multiple vendors (e.g., the manufacturers
for smart traffic infrastructure and vehicles might be different). Further research is needed
in these two directions.

While vulnerable road users form about a third of fatalities in road accidents in the
USA12, safety requirement elicitation for vehicle-to-road user communication is not men-
tioned in any of the primary studies. It is still an open question how to complement the
information on road users (cyclists and pedestrians) beyond vehicle sensors (like camera
11Connected driving refers to a set of vehicles and traffic infrastructure communicate various parameters to
optimize the collective traffic behavior. This communication is often achieved by using intermediaries such as
cloud.

12https://crashstats.nhtsa.dot.gov/Api/Public/Publication/813178

https://crashstats.nhtsa.dot.gov/Api/Public/Publication/813178
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and LiDAR) and remove their blind spots. Safety requirement elicitation regarding the
same is also in its nascent stages and needs further research.

Multi-disciplinarity: beyond automotive software engineer-
ing
This chapter explored the technical dimension of safety requirement elicitation. However,
there are other dimensions, e.g., combining safety requirement elicitation with aspects
like security, tool support, and the human and social factors of safety requirement elic-
itation. These are some directions the future research can explore for a comprehensive
understanding of safety requirement elicitation.

While this chapter considered a system and software view of safety requirement
elicitation, the area is primarily multi-disciplinary, as shown in Figure 2.3c. Also, there
are similar domains like advanced robotics (e.g., robots from Boston Dynamics13), which
are multi-disciplinary, with similar challenges in perception systems and unsupervised
deployment (in the future). It might be interesting to see how these domains compare and
what can be learned from each discipline.

Education
The next generation of engineers who will have to build more of these new systems is
being educated today. In the context of software engineering, most curricula do not focus
on safety, let alone the safety of the newer types of systems. Since software systems are
becoming more safety-critical, this trend needs to change, and safety has to be incorporated
as a topic. We believe it is equally important to educate on the caveats and limitations of
current techniques since it is crucial to understand the scope of existing processes and
techniques for their correct usage in real-life. Also, in typical software engineering curricula,
a systems view is seldom included but is crucial in the context of safety requirements. We
strongly encourage including this in the curricula for educating future software engineers.

From a practitioner’s perspective, it might be difficult to have a definitive idea on
which processes and techniques to use in different contexts, especially for ML based
systems. While this chapter can be used as a cheat-sheet, there is still room for an in-depth
comparison of the techniques. Some directions are: (a) the scope and possible application
contexts of techniques; and (b) objective criteria on when to and not to choose a technique.

2.6 Threats to validity
This section presents the threats inherent in our study despite our best attempts at mitigat-
ing them during design, implementation, and interpretation. Below we use the framework
by Cook and Campbell [55] to discuss the threats to validity.
13https://www.bostondynamics.com/

https://www.bostondynamics.com/
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Construct validity: For a systematic literature review to be useful, the articles analyzed
should be representative, presenting an overview. To identify representative scientific
articles, we employed multiple methods, including:

1. PICO method (see Section 2.1.2) to create the search string;

2. both forward and backward snowballing on the primary studies to improve the
coverage of relevant research articles and to make the process as insensitive to the
choice of the search string and databases as possible;

3. documentation of our search process, inclusion-exclusion criteria, and information
extracted from the selected papers for transparency and replicability of our research;
and

4. independently assessing the intermediate steps as authors, and resolving disagree-
ments with discussions.

Still, we might have missed relevant articles, for instance, non-peer-reviewed articles.
Conclusion validity: In comprehending the scientific literature for presenting insights,

we foresee two threats: one, characteristics of the available literature, and two, researcher
bias in interpretation. For the first part, we have limited control over the availability of
scientific literature. For instance, we observed that case studies on real-life vehicles could
have added deeper insights for investigation. Unfortunately, such studies are limited. To
mitigate researcher bias in interpretation, we followed the definitions from the literature
and did not make assumptions or choices if the text was not clear. Also, we explicitly
defined the criteria we followed to ensure objectivity.

Internal validity: As indicated above, our findings are susceptible to publication bias
since we only analyze published scientific literature. Our choices ensure that our analysis
rests on systematic scientific findings but implies that non-peer-reviewed articles (e.g.,
negative results) are systematically removed. It is possible that a study including other
sources of information can present a different picture than the one depicted here. Also, our
study inherits the same threats for quality assessment as in Kitchenham et al. [24], Tiwari
et al. [28], and Wieringa et al. [29] as we adopted the same methods.

External validity: The representativeness of our study hinges on the domains we
considered for our analysis and the representativeness of the studies within these domains.
We search for relevant articles on a broader range: using multiple databases and applying
techniques such as snowballing. But our investigation is also limited by our choices to
study articles written in English, non-grey literature, and published in reputed venues. All
of the above factors influence our findings’ generalizability and define the scope within
which our results apply.
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2.7 Related work
We classify the secondary studies that cover safety requirements during product develop-
ment into three categories: (𝑖) studies applicable to multiple domains, (𝑖𝑖) studies on safety
assurance, and (𝑖𝑖𝑖) studies that focus on the automotive domain. Since our scope is limited
to safety, we do not discuss secondary studies on the intersection of safety and security.
This section discusses relevant secondary studies and discludes primary studies as this
chapter is a secondary study.

2.7.1 Cross domain studies
Pereira et al. conducted an SLR on requirements to be considered, and on requirement en-
gineering practices and challenges in developing embedded systems [20]. They summarize
open issues that can be potential research directions, which include: “Requirements Specifi-
cation for automotive system"; “Improve the development process for ensure functional safety
requirements"; “Handling of non-functional requirements such as ⋯, safety,⋯"; “Specification
of safety requirements"; and "Analysis of hazard and threats, ⋯, and safety".

Martins et al. present an SLR on approaches to elicit, model, specify and validate safety
requirements in the context of safety-critical systems and usage of these approaches in
industrial settings [19]. This work forms a precursor to our study, as detailed in Section 2.1.2.

Vilela et al. performed an SLR to explore methods to improve the integration between RE
and safety engineering [21]. They identified techniques and tools used for hazard analysis
and safety analysis (to be) used by requirement engineering and safety engineering teams.
They also generated a taxonomy of these techniques along with a separate taxonomy of the
safety information used or generated by these techniques. This study is complementary to
our focus.

Bozhinoski et al. [22] presents a systematic mapping study onmanaging safety in mobile
robotic systems from a software engineering perspective. Their primary studies on safety
management in the context of self-driving cars conclude that “self-driving vehicles lack a
standardized platform, processes, and tools for designing and analyzing safety approaches" [22].
However, they did not consider safety standards from the automotive domain.

Another direction pursued in literature is functional safety in product line engineering.
Baumgart et al. conducted a systematic mapping study to summarize topics covered and
evaluation approaches used in the literature on the functional safety of product lines
[23]. Gadelha Queiroz et al. performed an SLR for identifying approaches, methods, and
methodologies from the intersection of the product line engineering and model-driven
engineering for safety-critical systems [56]. We consider this direction of research out of
scope for this work.
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2.7.2 On safety assurance
Safety assurance is about providing evidence that safety is ensured. Safety requirements
are a part of safety assurance, and in this SLR, we focus on eliciting functional safety
requirements. Nair et al. conducted an SLR towards establishing evidence for system
safety [57]. They focused on three aspects: the information that constitutes evidence;
structuring of evidence; and evidence assessment. There are also model-based methods
based on goal structured notation and conceptual models for establishing evidence for
system safety [58–60].

Bolbot et al. examined different sources of complexity introduced to cyber-physical
systems and explained different methods for safety assurance in those contexts [61]. This
work does not specify methods used in the automotive domain nor uses any systematic
method to identify the different techniques in the literature for safety assurance.

Ingibergsson et al. [62] conducted a systematic mapping study on (coding) practices in
developing safety-critical software for field robots. Field robots are machinery for outdoor
tasks like agriculture. They concluded that most approaches propose solutions to attain
safety, focus on behavior modeling, and do not stress reliable software development e.g., in-
volving formal verification. Half of the literature they considered uses non-standardized
methods to develop software. They also note an increase in safety-related issues with the
introduction of computer vision.

In this work, we concentrate on approaches for generating safety requirements rather
than safety assurance. However, conclusions from these studies, for example, the nascence
of technologies like computer vision which does not follow traditional development meth-
ods, equally, apply in the context of our work.

2.7.3 On safety in the automotive domain
Some secondary studies from the last decade discuss safety and are specific to the auto-
motive domain. A few studies ( [63, 64]) outline safety-related methods across the entire
product life cycle, while others focus on a specific stage of product development [65], a
specific technology [66], or a specific use-case [67]. In addition to the secondary studies,
there is a proliferation of experience reports [68, 69]. We do not cover experience reports
in our related work since they form a different class of studies than secondary studies.

Studies by Kannan et al. and Gosavi et al. consider the entire product life cycle [63, 64].
Kannan et al. [63] present a gap analysis between the objectives of the ISO 26262 standard
and safety-related techniques to achieve these objectives. They conclude that there is a
need for tooling for conducting HARA, combining sub-phases of product development,
integration among the product development phases of design, requirement management,
and validation and verification. They also find a lack of methods for ASIL decomposition
for large-scale systems.
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Gosavi et al. [64] summarize four primary studies from the product development phase
at the system, hardware, and software levels covered by parts 4, 5, and 6 of ISO 26262. They
noted the lack of a standard and inadequacy of ISO 26262 to address functional safety in
the development of autonomous and semi-autonomous vehicles.

Gheraibia et al. [65] reviewed different approaches for the specific sub-phase of product
development, ASIL allocation. ASIL allocation methods find optimal allocations of ASILs
(QM, A, B, C, D, with QM being negligible risk and D being highest risk) to system
architecture components such that safety requirements are guaranteed to be met at the
lowest possible cost. They classify approaches for ASIL allocation into two categories—exact
and optimization approaches—and present the pros and cons of each method.

Borg et al. present a short review of validation and verification (V&V) methods for
the safety of the specific technology, machine learning, and deep learning methods, to be
used in the automotive domain [66]. They classify support for V&V of machine learning
and deep learning-based systems as formal methods, control theory, probabilistic methods,
process guidelines, and simulated test cases. They conclude that the V&V methods for
machine learning and deep learning lag compared to other areas. Also, those V&V methods
suggested by ISO 26262 do not apply to developing components that use machine learning
and deep learning methods. They stress the need for a new standard for them.

Axelsson [67] presented an SLR and a gap analysis on safety in the specific use-case
of platooning. Platooning is a coordinated movement of vehicles as a train with minimal
distance between vehicles in the pack. Specifically, they focus on safety analysis methods,
hazards and failures, and solutions to improve safety for platooning. The authors also note
a lack of studies from commercial settings and current research primarily from research
prototypes or technology demonstrators.

Even though many of these studies overlap with our work, we did not find any system-
atic study on eliciting safety requirements for the automotive domain.

2.8 Conclusions
This work characterizes safety requirement elicitation in the automotive domain and
presents a comprehensive overview of the current landscape through a systematic literature
review. This chapter is a first step in the direction of summarizing, taxonomizing, and
comparing processes and techniques for safety requirement elicitation for the automotive
domain.

We identified nine safety requirement elicitation processes and 38 distinct techniques.
Out of the nine processes, we observed that the process outlined in the ISO 26262 standard
forms the basis for requirements elicitation in the automotive industry. Other processes
have been proposed to complement, extend, or replace the process outlined in the standard.
This chapter offers an overview, comparison, and taxonomy of such processes and corre-
sponding techniques for safety requirement elicitation in the automotive domain. Based on
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this information, temporal adoption trend, usage context, and scope, we presented research
gaps and discussed current domain trends.

The current landscape shifts in the automotive industry, such as automated driving,
connected driving, and themove to open sourcing, have profound implications for the safety
of automotive systems. We empirically showed the immaturity of the safety requirement
elicitation concerning newer concepts and components like automated and connected
driving. For instance, the majority of processes and techniques for safety requirement
elicitation were proposed more than two decades ago. At the same time, the upcoming
perception and decision systems for automated driving rely on ML based components
whose feasibility of usage in real-world scenarios (e.g., neural networks) was demonstrated
only a decade ago. The applicability and scope of the processes and techniques to these
new-age components is still an open question. Another example is the lack of studies on
safety requirements regarding traffic infrastructure and communication with vulnerable
road users, which are critical to accomplishing connected driving. Other dimensions,
e.g., combining safety requirement elicitation with aspects like security, tool support, and
the human and social factors of safety requirement elicitation, are yet to be explored.

We emphasize the importance of safety requirement elicitation of software and related
systems and show the importance of a systems and multi-disciplinary perspective. This
work opens up many future avenues for research and provide a concise and comprehensive
guide to practitioners and educators.
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3
Assessing

Safety Reqirements
for Connected Driving

The scope of automotive functions has grown from a single vehicle as an entity to multiple
vehicles working together as an entity, referred to as connected driving. The current automotive
safety standard, ISO 26262, is designed for single vehicles. With the increasing number of
connected driving capable vehicles on the road, it is now imperative to systematically assess
the functional safety of architectures of these vehicles. Many methods are proposed to assess
architectures with respect to different quality attributes in the software architecture domain,
but to the best of our knowledge, functional safety assessment of automotive architectures
is not explored in the literature. We present a method that leverages existing research in
software architecture and safety engineering domains, to check whether the functional safety
requirements for a connected driving scenario are fulfilled in the technical architecture of a
vehicle. We apply our method on an academic prototype for a connected driving scenario,
platooning, and discuss our insights.

This chapter is based on:
 S. Kochanthara, N. Rood, L. Cleophas, Y. Dajsuren, M. van den Brand. Semi-automatic Architectural Suggestions
for the Functional Safety of Cooperative Driving Systems, ICSA’20 (New and Emerging Ideas track) [70];
 S. Kochanthara, N. Rood, A. Saberi, L. Cleophas, Y. Dajsuren, M. van den Brand. Semi-automatic Architectural
Suggestions for the Functional Safety of Cooperative Driving Systems, JSS’21 [71]; and
 S. Kochanthara, N. Rood, L. Cleophas, A. Saberi, Y. Dajsuren, M. van den Brand. Summary: A Functional Safety
Assessment Method for Cooperative Automotive Architecture, ECSA’21 [72]
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T raffic congestion was estimated to cost 305 billion dollars in 2017 to traffic participants
in the United States of America.1 With continuously increasing urban population [73],

traffic congestion will continue to be an inevitable problem for the foreseeable future.
Around 70% of all goods transported around the United States are moved by trucks, and the
lion’s share of the cost for operating trucks comprises fuel costs and driver salary [74]. One
potential solution to reduce traffic congestion and operational costs is connected driving.

Connected driving refers to the collective optimization of the traffic participants’ behav-
ior by sharing information using wireless communication such as a peer-to-peer network
or via other actors like the cloud [75]. connected driving can improve traffic efficiency,
reduces cost, and increases comfort [76,77]. It is one of the 54 trends shaping the technology
market, according to market research.2 In the year 2020 alone, 10.46 million new vehicles,
with some form of connected driving capabilities, are projected to hit the roads.23 With
millions of connected driving capable vehicles on roads, the safety of these vehicles needs
urgent attention.4

A majority of the connected driving functionalities are achieved by determining a
vehicle’s behavior for optimal traffic behavior according to the information received from
other traffic participants. Such optimal behaviors are achieved (partially or fully) using
software-controlled steering, acceleration, and braking [78]. Therefore, any problem in the
software can lead to catastrophic effects not only to the vehicle itself but also to other traffic
participants. To avoid such events, connected driving systems are designed to operate in
case of failure or fail safely.

The current guidelines to ensure the safety of automotive systems (and their architec-
ture) are provided by ISO 26262:2018 - a product development standard for the automotive
domain [5]. The ISO 26262 standard offers systematic methods from the safety engineering
domain to identify safety requirements. Any automotive software architecture that fulfills
these safety requirements is deemed safe-by-design.

ISO 26262 standard neither considers connected driving nor prescribes methods for
architecture assessment. The standard is designed for single vehicles and does not include
a connected perspective in which a set of vehicles is seen as a single entity [79, 80]. This
can mean that a low-risk safety requirement from a single-vehicle perspective can have
catastrophic effects on other cooperating vehicles [77]. To create a functionally safe
architecture from a connected perspective, existing studies have extended the standard
guidelines [70, 81] or presented an architecture framework [77]. Yet, checking the safety
of software architecture of an existing vehicle for connected driving, remains an open
question.
1https://www.smartcitiesdive.com/news/gridlock-woes-traffic-congestion-by-the-
numbers/519959/

2https://go.abiresearch.com/lp-54-technology-trends-to-watch-in-2020
3https://www.forbes.com/sites/samabuelsamid/2019/10/28/volkswagen-includes-nxp-
v2x-communications-in-8th-gen-golf/

4https://www.sciencedaily.com/releases/2019/05/190519191641.htm

https://www.smartcitiesdive.com/news/gridlock-woes-traffic-congestion-by-the-numbers/519959/
https://www.smartcitiesdive.com/news/gridlock-woes-traffic-congestion-by-the-numbers/519959/
https://go.abiresearch.com/lp-54-technology-trends-to-watch-in-2020
https://www.forbes.com/sites/samabuelsamid/2019/10/28/volkswagen-includes-nxp-v2x-communications-in-8th-gen-golf/
https://www.forbes.com/sites/samabuelsamid/2019/10/28/volkswagen-includes-nxp-v2x-communications-in-8th-gen-golf/
https://www.sciencedaily.com/releases/2019/05/190519191641.htm
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ISO 26262 standard does not prescribe methods to assess the functional safety of automo-
tive architecture. Many approaches to assess architectures with respect to quality attributes
have emerged in the software architecture domain in the past three decades [82–89].
However, only some of these methods are designed for operational quality attributes like
performance (in contrast to development quality attributes like maintainability) [82, 90].
To the best of our knowledge, none of these methods are designed to assess the operational
quality attribute functional safety of automotive systems.

This chapter presents a method to assess the functional safety of existing automotive
architecture for connected driving, by combining methods from the safety engineering and
software architecture domains. Our method has two parts:
(𝑖) derive Functional Safety Requirements (FSRs) for connected driving scenarios—an
extension of our earlier work [70];
(𝑖𝑖) check whether the (technical) software architecture fulfills the derived functional
safety requirements—a combination of techniques [84, 91, 92] adapted from the software
architecture domain.

This chapter primarily focuses on the design phase (concept development phase in ISO
26262) and validation of the resultant requirements in the software architecture in the final
product. We demonstrate our method on the architecture of an academic prototype capable
of connected driving. The connected driving scenario used for demonstration is platooning,
where a manually driven vehicle is autonomously followed by a train of vehicles.

The rest of the chapter is organized as follows. Section 3.1 presents the background
relevant to the study. Section 3.2 describes the proposed method to derive FSRs and check
for their fulfillment in vehicles’ technical software architecture. Section 3.3 details the
application of the proposed approach on an academic prototype for the connected driving
use case, platooning, and interpreting the results from this case study. Section 3.4 discusses
our implicit assumptions, applicability, and scope of our approach. Section 3.5 outlines
related research. Section 3.6 presents threats to validity, followed by future research
directions in Section 3.7 and the conclusion in Section 3.8.

3.1 Background
In this section, we discuss the three basic concepts upon which we build the contributions of
this chapter. First, we outline the relevant concepts in automotive functional safety. Second,
we discuss some basics on safety tactics and patterns. Last, we give a brief introduction to
the two views of automotive architecture.

3.1.1 Functional safety
Functional safety is defined as “an absence of unreasonable risk due to hazards caused by
malfunctioning behaviour of E/E systems" [5] where E/E systems refer to electrical and/or
electronic systems. In the automotive domain, functional safety is defined by two standards:
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ISO 26262:2018 and ISO 21448 [6], serving complementary purposes. The former focuses on
the hazards caused by the malfunctioning of components of a system, while the latter does
on the hazards resulting from the functional insufficiency and misuse [5, 6]. ISO 26262 [5]
is the current safety standard with its latest revision from 2018. In contrast, ISO 21448 [6],
is currently available as ISO/PAS 21448 specifications with a formal release planned in
2021. The predecessor of these standards is the broader IEC 61508 standard [38], which
outlines the functional safety guidelines for developing electrical/electronic/programmable
electronic systems that are used to carry out safety functions [38].

We primarily focus on the concept phase (part 3) of the ISO 26262 standard, which
outlines the derivation of FSRs and their allocation to functional architecture components.
The concept phase is executed on an itemwhere an item is defined as “system or combination
of systems, to which ISO 26262 is applied, that implements a function or part of a function at
the vehicle level” [5].

The derivation of functional safety requirements (FSRs) begins with creating hazardous
events. Each hazardous event is a combination of a hazard, an operational mode, and
an operational situation. An example of a hazardous event is a brake failure (hazard) in
eco-driving mode (operational mode) while driving on a highway (operational situation).
The operational modes and operational situations are derived from natural language
descriptions of intended environments or situations where the system operates. This
natural language description is referred to as scenario description or scenarios from hereon.

To ensure safety from hazardous events, safety goals are defined. These goals are broad,
presenting high-level safety requirements. Each safety goal is allocated a score, termed
Automotive Safety Integrity Level (ASIL), of A, B, C, or D, which specify the importance of
achieving the goal (A for least important and D for most important) during further stages
of product development. The ASILs are calculated based on exposure, controllability, and
severity of each safety goal according to the ISO 26262 guidelines [5]. Each safety goal is
decomposed into one or more FSRs [5]. Each FSR inherits the (maximum) ASIL from the
safety goal(s) it is derived from.

In the literature, there is little consensus on safety requirements being functional or
non-functional requirements. FSRs are classified as functional requirements in the safety
engineering domain. However, FSRs are predominantly classified as quality requirements
(non-functional requirements) in the software architecture domain [85].

3.1.2 Safety tactics and patterns
Architectural tactics encapsulate design decisions that can influence the behavior of a
system with respect to a quality attribute [85]. Architectural tactics are abstract, do not
impose a particular implementation structure, and can be seen as recommendations without
a prescribed implementation. On the other hand, architectural patterns are well-defined
structured entities with a prescribed implementation that realize tactics. This chapter
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employs safety tactics and patterns [91, 92] which are architectural tactics and patterns to
address safety.

3.1.3 Architecture views

Total System
scope

Functional Architecture
view

Technical Architecture
view

Runtime Model view

allocated runtime model
allocation subview

Allocation
view

Hardware Topology
view

functional view technical view

runtime subview

target topology

topology subview

Technical Software Architecture

Figure 3.1: Functional and technical architecture views and their scope, adapted from
Broy et al [93]. Functional and technical architecture are views of the same system at
different architectural abstraction levels, with functional being the highest abstraction
level. Runtime model describes system behavior while hardware topology describes the
structure of hardware platform containing electronic control units, sensors, mechanical
components, and the buses that interconnect them. Allocation associates elements of the
runtime model with the elements of hardware topology. Runtime model and allocation
together form technical software architecture.

We use the architecture of a system in two contexts: (𝑖) to generate FSRs from hazardous
events by mapping hazardous events to functional components of the system; (𝑖𝑖) to
identify whether one or more safety tactics are used for the implementation of a functional
component.

The first context needs a functional decomposition view of the system [5], known as
functional architecture view [93–96]. In the automotive domain, the functional architecture
view outlines functional composition, functional entities, their interfaces, interactions,
inter-dependencies, behavior, and constraints in a vehicle [93]. This view is derived from
the functional viewpoint, which considers the system from the angle of vehicular functions
and their logical interactions from a black-box perspective [93]. Note that the scope of this
view is at the system level.

The second context demands more details that are not available in the functional
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architecture view but are available in the technical architecture view (also described as
the implementation view) [93, 95–97]. The technical architecture view outlines specific
software implementation, physical components (like electronic and electrical hardware),
their relationships, the allocation of software parts to hardware components, the depen-
dencies among software and hardware components, and constraints [93]. Clearly, there is
strong conformity between the technical architecture view and the functional architecture
view [93]. A pictorial depiction of these two architectural views is shown in Figure 3.1.

We chose the technical architecture view since it enables identifying whether one or
more safety tactics are implemented, and this view is readily available, as it is mandatory
in automotive projects [93]. In contrast, other views might lack necessary detail or may be
outdated. In the rest of this chapter, we discuss the runtime model and allocation part of
the technical architecture view, together termed as technical software architecture.

3.2 Research design
We propose a method that checks whether the technical software architecture of a vehicle
fulfills the FSRs for connected driving scenarios. The method consists of two parts: (𝑖)
derive FSRs for connected driving scenarios (see Section 3.2.1 and Figure 3.2), and (𝑖𝑖) check
whether the derived FSRs are fulfilled in the technical software architecture of a vehicle
(see Section 3.2.2 and Figure 3.3).

FSRs for connected driving shall be implemented in individual vehicles. The ISO 26262
standard recommends mapping of FSRs (or breaking down FSRs) to individual system
architecture components [5]. Further, such a mapping is crucial given the complexity and
scale of the system. Referring to the existing solutions from the safety engineering disci-
pline [98], the current methods do not map derived FSRs for connected driving scenarios
to individual vehicle components [70]. Our solution bridges this gap by integrating a con-
nected functional architecture (with its individual components belonging to the vehicular
functional architecture) with the existing methods to derive FSRs. This step is presented in
detail in Section 3.2.1.

Next, we check whether the derived FSRs are fulfilled in the technical software architec-
ture of a vehicle. Our method of assessing the fulfillment of derived FSRs is a combination
of techniques adapted primarily from the software architecture domain. With no existing
architecture assessment techniques addressing the quality attribute of functional safety in
the context of automotive systems, the proposed method takes inspiration from traditional
architecture assessment techniques like ATAM [84,85] and employs the safety tactic frame-
work [91, 92, 99] to leverage existing architecture knowledge. This part of our method is
presented in Section 3.2.2.

Alongside functional safety, cyber-security is another area that is increasingly addressed
together with functional safety [100]. The scope of our approach is limited to functional
safety and security is out of our scope. Moreover, FSRs are often fulfilled dedicatedly in
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hardware or a combination of hardware and software. Even though the first part of our
method associates FSRs to architecture components at the system level, the second part
of our approach focuses on software. FSRs fulfilled in hardware architecture (hardware
topology in Figure 3.1) is beyond the scope of our method.

3.2.1 Derive FSRs for connected driving
The deriving FSRs part of our method needs only a black box view of individual vehicle
functions and interactions among these functions. Therefore, we use the functional archi-
tecture view for deriving FSRs for connected driving. Note that functional architecture is
the overall system architecture (see Figure 3.1), which includes both hardware and software
components.

We extend the traditional method outlined by the ISO 26262 standard [5] to derive
FSRs for connected driving scenarios. The traditional approach (the concept phase of ISO
26262) is executed on an individual vehicle as the item. We propose a similar approach to
be executed on the entire connected system in parallel. Figure 3.2 presents an overview of
the proposed method. We first outline the traditional method, followed by our prior work
on its extension [70] and our new contribution. For the rest of the chapter, we use the term
vehicular perspective for an individual vehicle as a unit under consideration and connected
perspective for a set of vehicles as a unit under consideration.

Traditionally, FSRs for a vehicular perspective are derived by mapping the safety goals
for a vehicle on to the individual components of the vehicle’s functional architecture. This
process ofmapping, also termed safety analysis, captures information on themalfunctioning
of a component that can lead to violation of a safety goal. Safety analysis is performed
using a systematic process like fault tree analysis (FTA) [42] or failure mode effect analysis
(FMEA) [43]. To conduct safety analysis, we need two inputs: (𝑖) the functional architecture
that captures a system’s decomposition into functional components and the interconnection
between these components, and (𝑖𝑖) safety goals.

According to ISO 26262 guidelines [5], safety goals are derived from hazardous events.
Hazardous events are found by decomposing the scenario description using the hazard
analysis and risk assessment technique (HARA) [5]. This method to derive FSRs is depicted
by part 3 and flows 𝑎 and 𝑑 of Figure 3.2, with 𝑎 and 𝑑 acting as inputs to safety analysis.
This method of deriving FSRs from scenario descriptions has been standard practice in the
automotive domain [5] for at least a decade [101].

During safety goal derivation using HARA, each safety goal is assigned an ASIL level.
The ASIL level is allocated based on the severity of the damage possible by the hazardous
event, and the probability of exposure and controllability of the vehicle during the event,
according to the metric provided by ISO 26262 [5]. Each FSR inherits the highest ASIL of
the safety goal(s) it is derived from. An FSR with ASIL ‘D’ indicates that the most stringent
safety measures must be applied to meet the FSR. In contrast, ASIL ‘A’ indicates a lower
risk and lower level of safety measures.
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Figure 3.2: Method to derive FSRs for connected driving scenarios. The gray part on the
right is the traditional method from ISO 26262 [5], and the black part on the left is our
addition to the traditional approach. System architect represents external entities involved
in creating the connected architecture.

In a connected system, a safety goal for one vehicle can lead to an FSR in another
vehicle. For example, consider a simple connected driving scenario of one vehicle (follower)
autonomously following another manually-driven vehicle (leader) using vehicle-to-vehicle
communication for coordination. A safety goal in this setting is: “the follower shall au-
tonomously accelerate in accordance with the acceleration of the leader." Even though the
safety goal seems to belong to the autonomously accelerating component of the follower,
it also maps to the functional architecture component(s) of the leader. This safety goal
leads to the following FSR on the acceleration sensing component of the leader : “failure in
the acceleration sensing component of leader shall not communicate incorrect acceleration
information to the automatic steering component of the follower”. Failing to meet this re-
quirement (and its associated safety goal) can potentially lead to a crash. Such safety goals,
however, will only be visible in the connected perspective.
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In the proposed method, we have one item per individual vehicle type, and an item
for the entire connected system of which the vehicles are part. A connected system can
have more than one type of vehicle (for example, two vehicles with different functional
architectures forming a connected system) and other entities like a cloud, enabling con-
nected driving capabilities. In the case of more than one type of vehicle (with different
functional architectures), each kind of vehicle will form an item. For each item, except
for a connected system, the traditional ISO 26262 analysis described above is applicable.
We believe that two items, as shown in Figure 3.2 will generalize to other scenarios that
require more than two items. Such cases only add replication of traditional ISO 26262
analysis (see shaded part in figure 3.2) for each additional item (i.e., each unique functional
architecture). In any case, there will only be one connected functional architecture and thus
only a connected item. For the rest of this section, we consider two items: an individual
vehicle (representative of all vehicle functional architectures) and the connected system.

We propose that FSRs for a connected system are derived from: (𝑖) safety goals from the
vehicular perspective (as in the traditional method), and (𝑖𝑖) safety goals from the connected
perspective. Along these lines, our prior work [70] extended the traditional process to
derive safety goals for the vehicular perspective to the connected perspective (annotated
as part 2 in Figure 3.2) to cover FSRs from both perspectives. This process partitions the
scenario description into vehicle-specific and cooperation-specific parts. Next, we apply
the traditional safety goal identification steps to the two parts. FSRs from the vehicular
perspective are then derived, as discussed above.

We observed that the connected functional architecture should be built using individ-
ual vehicle functional components. This will preserve the mapping between functional
architecture of connected system and its implementation view (in the technical architec-
ture of the vehicles). A connected functional architecture is required for safety analysis
techniques like FTA [42] to derive FSRs, by mapping safety goals to components of func-
tional architecture. We propose that the connected functional architecture be built from
(𝑖) the functional architecture of individual vehicles that constitute the connected system
and (𝑖𝑖) the connected scenario description of the interaction between individual vehicles.
With these requirements, system architects can create a functional architecture of the
connected system such that the individual components of the architecture are mapped
onto the components of the functional architecture of vehicles. This process is labeled as
part 1 in Figure 3.2; the complete process of deriving FSRs from the connected perspective
is shown by the labels 1, 2, 𝑏, and 𝑐.

In summary, the presented method maps each individual connected driving scenario
to a set of FSRs, where each FSR is associated with at least an individual vehicle function,
which in turn is associated with a functional component. Note that a one-to-one mapping
is suggested for the efficiency of method and is not mandatory. Mapping an FSR to multiple
functional components is unwise for two reasons: (1) the responsibility is not clear, therefore
implementation may go wrong; and (2) testing may not be feasible at that level and only
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integration testing can assess the achievement of that FSR. In the rest of the chapter, we
assume that each FSR can be mapped to a functional architecture component.

3.2.2 Check fulfillment of FSRs
Our method to check for the fulfillment of FSRs in the technical software architecture of
individual vehicles is organized in two phases. Phase one ensures that it is possible to
realize all the FSRs by identifying whether there are conflicting FSRs. Phase two describes
a systematic method to check for the fulfillment of FSRs in the technical architecture.
Figure 3.3 depicts an outline of the process.
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Our method uses both functional and technical views. The functional view is used for a
sanity check among FSRs for conflicts. The technical view, in contrast, is used for checking
the implementation of each vehicular function (and its associated safety mechanisms)
against the corresponding FSRs.

In phase one, we check for conflicting FSRs. Two FSRs are conflicting if both of them
cannot be fulfilled at the same time. A hypothetical example of conflicting FSRs is:
FSR_01: A failure in the actuation sensor shall be indicated by a fault message from the sensor.
FSR_02: A failure in the actuation sensor shall cease any further messages from the sensor.
FSR_01 and FSR_02 are conflicting requirements: sending a message for FSR_01 and not
sending any message for FSR_02 for the same event (failure in the actuation sensor), which
cannot be realized simultaneously.

Comparing every pair of FSRs for conflicts will lead to a quadratic number of com-
parisons (if 𝑛 is the number of FSRs, the number of comparisons is 𝑛(𝑛 − 1)/2 ≈ 𝑂(𝑛2)).
We compared FSRs that belong to the same functional architecture component for con-
flicts. This can reduce the number of comparisons up to a factor of 𝑑 , where 𝑑 is the
number of functional components (i.e., the number of comparisons can be reduced up
to 𝑛(𝑛−𝑑)/𝑑 ≈ Ω(𝑛2/𝑑)). Such a reduction is possible since safety analysis techniques for
deriving FSRs ensure that each FSR belongs to only one functional component [5, 42, 102].
Further, FSRs belonging to a component can have conflicts among themselves but not with
the FSRs belonging to other components. For example, in our case study in Section 3.3, we
derived 31 FSRs across 8 functional components. Comparing every pair of FSRs would result
in 465 comparisons; however, grouping FSRs based on functional components reduced it
to 60. This process is annotated as Phase 1 in Figure 3.3.

The presence of conflicting requirements points to flaw(s) in any of the following:
(𝑖) the functional architecture, (𝑖𝑖) functional decomposition of the scenario, or (𝑖𝑖𝑖) the
scenario itself. This is based on the assumption that the rest of the steps are carried out
without mistakes. These conflicts need resolution before proceeding. While resolving such
conflicts is beyond the scope of this work, checking for these conflicts provides a sanity
check that it is possible to meet all FSRs in a given technical architecture.

An FSR may be fulfilled by a safety tactic or a combination of safety tactics. To identify
whether an FSR is fulfilled, we propose checking the vehicle technical software architecture
for the implementation of safety tactics [91,92] that canmeet the FSR. This is achieved in two
steps: (𝑖) identify a set of safety tactics (hereafter referred to as applicable safety tactics) such
that the implementation of each tactic, in itself or in combination with some other tactics in
the set, can fulfill the FSR; and (𝑖𝑖) check whether any feasible combination of tactics from
the applicable safety tactics that are present in the vehicle technical architecture meets the
FSR. Note that, for an FSR 𝑓𝑖 and its corresponding functional component 𝑐𝑖 , the applicable
safety tactics for 𝑓𝑖 need to be compared with only the safety tactics implementations used
in the technical architecture counter part of 𝑐𝑖 and its associated safety mechanisms since
𝑓𝑖 is only associated with 𝑐𝑖 .
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Applicable safety tactics for an FSR can be identified based on the FSR description
(by navigation through a tactic hierarchy) [85, 91, 92] or by matching the FSR description
to the descriptions of each tactic [92]. Consider the following example FSR: “failure in
the acceleration sensing component of leader shall not communicate wrong acceleration
information to the automatic steering component of the follower.” According to the first
method—safety tactic hierarchy [91]—an applicable safety tactic for failure containment
using redundancy is diverse redundancy [91]. The same tactic can be identified by matching
the FSR description to the tactic description [92]. For example, the diverse redundancy
tactic’s description—“introduction of a redundant system which allows detection or masking
of failures in the specification or implementation as well as random hardware failures" [92]—
matches the FSR description.

By the end of this two step process of identifying applicable tactics and checking the
technical architecture for these tactics, we will have a list of FSRs that do not have any
feasible combination of tactics implemented. If the list is empty, then the vehicular technical
architecture fulfills all the FSRs for the given connected driving scenario. Otherwise, the
list shows the FSRs that have not been fulfilled.

As a by-product, for each unfulfilled FSR, we will also have a set of applicable tactics
such that some feasible combinations from this set can fulfill the FSR. These combinations
point to a set of safety patterns since safety patterns are associated with the safety tactics
they implement [92]. These applicable safety patterns (and applicable tactics) provide the
system architects with a set of possible design decisions to realize the unfulfilled FSRs.
Detailed analysis on the applicability of these safety patterns and trade-off analysis among
them is beyond the scope of our work.

Note that the architecture tactics are not associated with any safety integrity level.
Therefore, whether a tactic can address a given ASIL level is a research topic on its own
and is beyond the scope of our work. Our objective for (the second phase of) our method is
to identify relevant tactics to see whether they are implemented in the technical software
architecture.

3.3 Research method
This section presents an application of the proposedmethod on a connected driving scenario:
platooning. First, we describe the platooning scenario and the functional architecture of an
individual vehicle, the two inputs to our proposed method. Next, we present the results
of applying our method to platooning and its interpretation. All artifacts generated are
available online [103].

A platoon is a vehicle train in which a manually driven vehicle (referred to as leader)
is autonomously closely followed by at least one vehicle (referred to as follower). In a
platoon, vehicles coordinate with each other using vehicle-to-vehicle (V2V) communication.
Platooning has shown the potential to (𝑖) reduce average fuel consumption [76]; (𝑖𝑖)
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improve safety—for example, by preventing rear end collisions by enabling platoon-wide
braking [77]; and (𝑖𝑖𝑖) increase traffic throughput by increasing average speed and reducing
traffic jams. In this case study, the scope of platooning is limited to highways and highway
interchanges.

We applied the proposed method on a connected driving software architecture de-
veloped for the i-CAVE project5 that is deployed on Renault Twizy6 – a small electric
vehicle. The vehicle is fitted with extra sensors and actuators including a complete software
stack (hereafter referred to as i-CAVE demonstrator). The software stack of the i-CAVE
demonstrator is deployed on a combination of a real-time computer—an Advantech ARK-
3520P7—that runs the Simulink RealTime operating system and an Nvidia’s Drive PX2
platform.8 In-depth details of the prototype (including mechanical design, the details on
individual sensors and extra outfits on the vehicle) are beyond the scope of this chapter.
Interested readers can refer to Hoogeboom’s work for details [104].

A simplified functional architecture of i-CAVE demonstrator is shown in Figure 3.4a.
For simplicity, we present only those functional components that are fundamental to
achieve platooning. The arrows indicate data flow from sensor abstraction to actuator
while the system as a whole is a closed control loop. Note that we focus on uni-directional
information flow in our case study. However, a complete platoon setting will include
bi-directional information flow.

Some of the functional architecture components are grouped to classes based on their
functionality (as shown in Figure 3.4a). For example, sensor abstraction is a class of com-
ponents that contain two types of functional components namely actuation sensors and
environment perceptions sensors. The functional components inside each class act as
independent entities and do not have data flow between them. The functional components
of the architecture are described below:
𝑎) Sensor abstraction consists of hardware sensors and their encapsulation via its software
interfaces. Two classes of sensors are functionally distinguished: (𝑖) actuation sensors that
monitor vehicle state and dynamic attributes like speed and inertial measurements; (𝑖𝑖)
environment perception sensors, like RADAR and GPS, that monitor the vehicle’s external
environment and localize the vehicle on the map.
𝑏) Sensor fusion combines data from different kinds of sensors to generate information about
the vehicle and its surroundings. The sensor fusion of i-CAVE demonstrator has three func-
tional components: (𝑖) host tracking that combines location and inertial measurement data
to determine the absolute position of the vehicle, (𝑖𝑖) vehicle state estimator that combines
acceleration information with data from actuation sensors to estimate the dynamic state
5https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-
autonomous-driving

6https://www.renault.co.uk/electric-vehicles/twizy.html
7https://www.advantech.com/en/products/1-2jkd2d/ark-3520p/mod_6666bf1e-af4f-47b6-
8006-1a0a89eb3c93

8https://developer.nvidia.com/drive/

https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-autonomous-driving
https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-autonomous-driving
https://www.renault.co.uk/electric-vehicles/twizy.html
https://www.advantech.com/en/products/1-2jkd2d/ark-3520p/mod_6666bf1e-af4f-47b6-8006-1a0a89eb3c93
https://www.advantech.com/en/products/1-2jkd2d/ark-3520p/mod_6666bf1e-af4f-47b6-8006-1a0a89eb3c93
https://developer.nvidia.com/drive/
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of the vehicle, and (𝑖𝑖𝑖) target tracking component that combines data from environment
perception sensors like radar to detect objects and other vehicles in the surroundings of
the vehicle.
𝑐) V2V communication communicates actuation-related signals for platooning between a
vehicle and its surrounding vehicles.
𝑑) Vehicle control generates control signals for autonomous actuation of the vehicle using
the information about the state of the vehicle, its surroundings, and information about the
vehicle in front (received via V2V communication). When manually driven, this component
receives actuation commands from a human driver.
𝑒) Actuator is hardware and corresponding software interface for accelerating, steering,
and braking of the vehicle, also known as drive-by-wire interface.
Note that the components to fulfill non-functional requirements (outside the platooning
functionality), like safety management components, are not shown since they are not part
of basic functional architecture needed to achieve platooning.

3.3.1 Derive FSRs for platooning
Following are the steps in the first part of our method, depicted in Figure 3.2.

Functional decomposition: We decompose the platooning scenario description (also
referred to as SD) into five sub-scenarios.

SC-1 A vehicle can join a platoon as a follower after the last follower.

SC-2 A follower can leave a platoon.

SC-3 A platoon can split into two platoons.

SC-4 Two adjacent platoons can merge into a single platoon.

SC-5 When the leader leaves a platoon, the first follower becomes the new leader.

A platoon is formed when one vehicle joins another vehicle to form a two-vehicle platoon.
Eventually, a platoon is disbanded when a vehicle leaves a two-vehicle platoon. The join
and leave actions in a platoon are performed manually by the driver of the vehicle.

The platooning scenario description is partitioned into 9 functions from the vehicle
perspective and 6 functions from the connected perspective. These functions are listed in
Table 3.1.

Hazardous events: Next, we identify hazards relating to these functions. We use the
seven most common guide words from the automotive domain (no, more, less, as well
as, part of, reverse, and other than) [38] to identify 57 hazards. For example, the platoon
function—“keep sufficiently safe inter-vehicular distance"—with the guide word less creates
the hazard—“keeping less than sufficiently safe inter-vehicular distance"—that can potentially
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lead to crash inside a platoon. The list of hazards is available online [103] and the count of
hazards derived from each function is shown in Table 3.1.

These 57 hazards (26 from connected perspective and 31 from vehicular perspective)
when combined with operational modes (7 from connected perspective and 6 from vehicle
perspective) and operational situations (2 per perspective) resulted in 340 hazardous events,
140 from vehicle perspective and 200 from connected perspective. Note that not every
combination of hazards, operational modes, and operational situations is feasible and the
infeasible combinations are not considered further. An example of a hazardous event from
connected perspective is: “keeping less than sufficiently safe inter-vehicular distance (hazard)
during merge with another platoon (operational mode) on highway (operational situation)".

Safety goals: For each hazardous event, we created a safety goal to prevent it. We
merged similar goals in each perspective to have 14 and 11 safety goals from vehicle and
connected perspective respectively. For example, the safety goal “sufficiently safe inter-
vehicular distance shall be kept regardless of the operational mode or operational situation of
the platoon" is formed by combining the goals derived from 56 hazardous events.

For ASIL allocation to safety goals, we assumed that all vehicles inside a platoon, except
for the leader, cannot rely on a human driver for fallback in case of any failure. For vehicles
joining or leaving a platoon, during the process of joining and leaving, we assume a human
driver for fallback in case of failures. We have given the lowest score for controllability
in the scenarios pertaining to follower vehicles. Since the leader is human-driven, the
controllability of the leader vehicle is assumed to be the highest. The highest levels are
assigned to the severity if a vehicle or platoon failure causes a crash since we assumed
the speed range for highways. We assumed different exposure levels based on scenarios
(joining platoon, leaving platoon, splitting of a platoon, merging of two platoons, and
change of leader in a platoon) and operational situation (highway or highway- interchange)
with the highest exposure levels in operational scenario highway. Therefore, most of the
safety goals are assigned ASIL D. The detailed list of exposure, controllability, and severity
levels assigned and resulting ASIL for each safety goal is available online [103].

Connected functional architecture: Figure 3.4b shows a simplified connected functional
architecture for platooning with functional components for platooning as well as the
working of vehicles within a platoon at the functional level. The connected functional
architecture is created by four system architects, who are mechanical engineers involved
in the development of i-CAVE demonstrator with at least a master’s degree and a minimum
of two years of experience in automotive architecture development. The connected func-
tional architecture contains the same functional components as the vehicular functional
architecture (see Figure 3.4a and Figure 3.4b), but only the components that are used to
accomplish the connected functions and their interconnections are used. For example,
a design choice of the system architects was to communicate the information from the
vehicle control functional unit of the leader to the follower and not to communicate the
sensor information between the leader and the follower. Thus, in the leader, the sensor
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Table 3.1: Hazards for functions identified from platooning description

Connected functions Hazard
(count)

Keep optimized inter-vehicular distance within a platoon 4
Make place for a vehicle to join 6
Merge with another platoon 4

Split into two platoons 4
Change leader 4

Keep proper distance to the surrounding traffic 4

Vehicle functions Hazard
(count)

Autonomously follow the vehicle in front (follower) 3
Keep a proper distance to the surrounding traffic as part of a platoon (follower) 5

Leading the platoon (leader) 4
Take leader role of platoon 3

Switch from leader to follower role 3
Join platoon (follower) 2

Leave platoon 2
Timely react to the actions of surrounding vehicles in a platoon 5

Follow traffic indications, signs and rules 4

abstraction and sensor fusion class of functional components are not used for connected
driving functions. Also, these functional components are not used for leader’s own driving
functions since the leader is manually driven. Therefore, in the connected functional
architecture, in the leader block, these components are not shown for leader (see the leader
block at the top of Figure 3.4b).

Safety analysis: Finally, FSRs are derived by mapping safety goals to the functional
architectures using fault tree analysis (FTA) [42]. The FTA generated 16 FSRs from the
vehicle perspective and 15 FSRs from the connected perspective. i.e., 31 in total. The count
of FSRs for each functional component is presented in Figure 3.5 along with some example
FSRs in the second column of Table 3.2.

Interpretation of results

In our case study, the traditional safety analysis (vehicular perspective) according to
ISO 26262, resulted in 16 safety goals leading to 16 FSRs. While the proposed extension of
safety analysis resulted in 9 more safety goals and 15 more FSRs, resulting in a total of 25
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safety goals and 31 FSRs. The maximum number of FSRs from the vehicular perspective
is associated with the vehicle control component (6 FSRs), while in the context of FSRs
from the connected perspective, it is the V2V communication component (5 FSRs). Another
interesting note is that most of the FSRs (17 out of 31; 12 from the vehicular perspective
and 5 from the connected perspective) is assigned with ASIL D while only a relatively
low number of safety goals (7 out of 25; 6 from the vehicular perspective and 1 from the
connected perspective) as assigned with ASIL D. This difference in ASILs between safety
goals and FSRs because of most functional safety requirements being related to multiple
functional safety goals, and FSRs inherit the highest ASIL of their related safety goals.

Our count of FSRs (31 FSRs from 25 safety goals in total) is low compared to industry
scenarios in which a similar count of safety goals are linked to more than 100 FSRs.
We believe that the reduced number of FSRs is related to the simplicity of our vehicle
functional architecture. To give perspective, a reference architecture presented in [105]
has 39 functional components while our simplified architecture has 8.

It is possible to have overlap of FSRs derived from both the perspectives. That is, the
same FSR can be derived as a result of connected and vehicular perspectives. Our case
study, however, did not result in any overlapping FSRs.

3.3.2 Check fulfillment of FSRs
Following are the steps in second part of our method, depicted in Figure 3.3.

Check for conflicts in the derived FSRs: We grouped FSRs based on their associated
functional architecture component. For example 9 FSRs belong to the functional architecture
component vehicle control and 3 of them is shown in Table 3.2 (see details in the third–fifth
row, first and second column). The overall count of FSRs grouped on associated component
is shown in Figure 3.5. Within each group, we compared the descriptions of each pair
of FSRs to identify potential conflicts. We did not find any conflict in the 8 groups. The
complete list of FSRs grouped by functional architecture component and compared pairwise
is available online [103].

Identify safety tactics for implementing each FSR: For each FSR we identified a list of
applicable safety tactics. We chose the following 13 safety tactics on which the 15 most
widely used safety patterns build [91, 92]: simplicity, substitution, sanity check, condition
monitoring, comparison, diverse redundancy, replication redundancy, repair, degradation,
voting, override, barrier and heartbeat [91, 92]. More details on individual tactics are
presented in Appendix A.
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Table 3.2: FSRs that are found to be fulfilled in the technical architecture of i-CAVE demonstrator. FSRs in blue cells are
derived from connected (platooning) perspective and other FSRs are derived from vehicle perspective.

FSR Applied
Tactics Implementation in Technical Architecture

En
vi
ro
nm

en
t

pe
rc
ep
tio

n
Se
ns
or
s Failure of environment perception sensors

shall not result in the generation of in-
correct information on distance to the
surrounding vehicles and objects. Sa

ni
ty

C
he
ck
,

Ba
rr
ie
r,

H
ea
rt
be
at
,

C
on
di
tio

n
M
on
ito

ri
ng

Cyclic Redundancy Check (CRC) for messages (sanity check)
and validity time per message (heartbeat) is implemented in
the Environment perception Sensors component while a watch
dog is implemented in the safety management (condition mon-
itoring). Software interface for each sensor is implemented
independent of each other to protect from unintended influ-
ence between interfaces (barrier).

Ac
tu
at
io
n

Se
ns
or
s External interference shall not invali-

date/corrupt data from actuation sensors
. Sa

ni
ty

C
he
ck

CRC and a message counter is implemented

Ve
hi
cl
e

Co
nt
ro
l A failure in vehicle control shall not

cause generation of incorrect actuation
signals Ba

rr
ie
r,

C
on
di
tio

n
M
on
ito

ri
ng

Two independent driving modes are implemented in vehicle
control component. One mode generate control signals (when
in follower role) relying on V2V communication and the other
without relying on V2V communication (barrier). A monitor
for checking correct working of (and switching between) the
two modes is implemented in safety management (condition
monitoring).

A failure in vehicle control shall neither
inhibit nor modify the input from driver
to further pass on. Si

m
pl
ic
ity

The driver input is bypassed directly to Actuators.

A failure in vehicle control shall not
cause a switch to manual drive mode
while in platooning mode Sa

ni
ty

C
he
ck
,

O
ve
rr
id
e,

C
on
di
tio

n
M
on
ito

ri
ng

A state machine based method for mode selection and moni-
toring is implemented as a part of safety management.

V2
V

Co
m
m
un

ic
at
io
n

Failure in V2V communication shall not
transmit incorrect information to or re-
ceive incorrect information from a vehi-
cle joining or leaving a platoon. H

ea
rt
be
at

Heartbeat messages to continuously monitor reliability of com-
munication channel are implemented in V2V Communication.
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Each safety tactic has an aim and a description of its scope [92]. For example, the aim
of safety tactic simplicity is to “avoid failure by keeping a system as simple as possible" and
its description is “Simplicity reduces system complexity. It includes structuring methods or
cutting unnecessary functionality and organizing system elements or reducing them to their
core safety functionality to eliminate hazards." [92].

Applicable tactics for each FSR: To identify whether an implementation of a safety
tactic can realize an FSR, the aim and description of the safety tactic is matched with the
description of the FSR. Examples of FSRs, safety tactics that match them as well as their
implementation are presented in Table 3.2. Table 3.2 also shows that the first FSR listed
does not match the simplicity tactic (not present in column 3) resulting from the inherent
complexity of environment perception sensors. A complete list of the 31 FSRs and matched
safety tactics is available online [103].
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Figure 3.5: The 31 FSRs, grouped by associated functional component. The total FSRs for
each group is shown at the end of each stacked bar

Check for safety tactics implementations in technical architecture: Finally, to identify
whether the vehicle architecture meets an FSR, we analyzed the implementation of the
associated functional architecture component in the technical architecture of the i-CAVE
demonstrator. The technical architecture of the i-CAVE demonstrator is implemented in
MATLAB/Simulink. We inspected the MATLAB code as well as the Simulink state flow
diagram to identify functional architecture components as well as any associated safety
management system. We mapped the implementations of these functional architecture
components to the safety tactics identified for each FSR to evaluate whether each FSR is
fulfilled by the technical architecture. Table 3.2 shows the FSRs that are found to be fulfilled
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in the technical architecture, the tactics applied from the set of applicable tactics, and how
the specific combination of applied tactics fulfills the corresponding FSR. Also, an example
of FSR that is found to be unfulfilled is: “A failure in Actuator (software interface) should
not cause propagation of incorrect control signals to hardware actuators". A complete list of
unfulfilled FSRs is available online [103].

For each functional component, Figure 3.5 shows the count of FSRs that are realized and
not realized from the vehicle as well as the platooning perspective, respectively. Recall from
Section 3.3.1 that we derived 16 and 15 FSRs from the vehicle and platooning perspective,
a majority of them relate to vehicle control. Out of the 16 FSRs for the vehicle perspective,
3 FSR are fulfilled by the vehicular technical architecture and the remaining 13 FSRs are
unfulfilled. Likewise, for the connected perspective, 3 FSRs are fulfilled and the remaining
12 FSRs are unfulfilled. We showed our results to the four system architects of the i-CAVE
project. They confirmed that fulfilled FSRs are implemented and unfulfilled FSRs are not
implemented in i-CAVE demonstrator. For the 25 FSRs unfulfilled by i-CAVE demonstrator,
we provide a list of applicable safety patterns that can act as a starting point for the next
design iteration of the technical architecture.

Interpretation of results

Our study shows that the technical architecture meets only 6 out of 31 FSRs (with all
six fulfilled FSRs presented in Table 3.2). In our case study, we checked whether FSRs are
fulfilled in the i-CAVE demonstrator using 13 safety tactics. The set of tactics was chosen
based on their use in the 15 most widely used safety patterns [92]. It is possible that we
might have classified some fulfilled FSRs to be unfulfilled since we considered only 13
tactics. However, the architects of the i-CAVE project agreed to our findings. This indicates
that our classification was correct.

Our assessment using these safety tactics showed that, out of the 15 FSRs from the
connected perspective, 12 were unfulfilled. Notably, we found almost as many unfulfilled
FSRs from the vehicle perspective as from the connected perspective. An explanation for
this observation relates to the capabilities of the vehicle behind the i-CAVE demonstrator.
The i-CAVE demonstrator uses a Renault Twizy9 which is a bare-bones two seater electric
vehicle. To give perspective, the Renault Twizy is small enough (2338𝑚𝑚 × 1381𝑚𝑚) to
be used in bicycle lanes, is lightweight (gross weight of 690 kilograms) and has a driving
range of up to 51 kilometers. In contrast, Tesla’s entry level vehicle, Model 3,10 is almost
double in dimension, three times in gross weight, and more than ten times in driving
range. As a result, the i-CAVE demonstrator has limited features and components. Also,
the demonstrator is a work-in-progress being developed iteratively by a multi-domain
team. Since some parts of the technical architecture were not implemented during our case
9https://www.renault.co.uk/electric-vehicles/twizy/specifications.html
10https://www.tesla.com/model3

https://www.renault.co.uk/electric-vehicles/twizy/specifications.html
https://www.tesla.com/model3
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study, our results merely point to the missing implementations as unfulfilled FSRs in the
vehicle perspective. Future iterations of the demonstrator11 can use this list of unfulfilled
FSRs from both the vehicle and the connected perspective to improve the i-CAVE technical
architecture.

In summary, our case study found unfulfilled FSRs from the connected perspective
showing the viability and applicability of the proposed method. The results of our case
study show better coverage of safety goals by providing additional FSRs as compared to the
ISO 26262 process [5]. The current safety engineering methods to derive FSRs are outlined
by ISO 26262 standard [5, 80] which lacks the connected perspective. It provided valuable
insights in the context of i-CAVE project. In our case study, we found 15 FSRs from the
connected perspective, making up 48% of all FSRs. Yet it is still a mere illustration of our
method. Clearly, replications are required to verify the generalizability and scalability of
our method. Nonetheless, our results corroborate the existing body of knowledge [78,80,81]
in showing that the current safety standard misses FSRs from the connected perspective.

The results of our case study show better coverage of safety goals by providing ad-
ditional FSRs as compared to the ISO 26262 process [5]. The current safety engineering
methods to derive FSRs are outlined by ISO 26262 standard [5,80] which lacks the connected
perspective. In our case study, we found 15 FSRs from the connected perspective, making
up 48% of all FSRs. Our results corroborate the existing body of knowledge [78, 80, 81] in
showing that the current safety standard misses FSRs from the connected perspective.

3.4 Discussion
We present a deeper exploration into the proposed method in terms of implicit assumptions.
We describe how our solution is likely to apply to connected driving scenarios in real-life.
Below we discuss the implicit assumptions in our method, the scalability, generalizability,
and the scope of our method.

3.4.1 Assumptions
The proposed method borrows some assumptions applicable to single-vehicle and applies
them to connected driving. These assumptions are derived from the safety engineering
domain as well as the software architecture domain. For example, it is assumed that
proper functional separation of the system is always possible. This results in every FSR
being mapped to exactly one functional component. Such a functional separation is a
standard practice in the safety engineering domain and has been followed for at least five
decades [42]. This separation is also underlined by the product development standard in
the automotive domain—ISO26262 [5, 101] and automotive architecture frameworks [93].
Nonetheless, the applicability of this assumption in connected driving is not established.
11https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-
autonomous-driving

https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-autonomous-driving
https://www.nwo.nl/en/cases/i-cave-five-years-research-cooperative-and-autonomous-driving
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Similarly, the second part of our method relies on two assumptions: (𝑖) it is possible to
map functional components to implementations in the technical software architecture; and
(𝑖𝑖) every FSR can be fulfilled by a combination of safety tactics. Our first assumption comes
from the architecture frameworks in the automotive domain [93]. The assumption about
safety tactics stems from the architecture domain, which considers safety tactics as design
primitives, and architectures are formed by the combination of design primitives [85].
Mature architecture assessment methods like ATAM also rely on this assumption, albeit
in the context of tactics for the quality attributes they focus on [84, 85]. Nonetheless, the
applicability of this assumption in the automotive domain is not established.

3.4.2 Applicability
Our case study presents a simplified version of connected driving use cases. In real-life, the
proposed method should work on a bigger scale and apply to connected driving systems
with various entities. The potential factors limiting the scalability and generalizability of a
method include the complexity of the system, heterogeneity of participating systems (e.g.,
different types of vehicles (car and truck) and/or vehicles from different manufacturers), and
inclusion of entities other than participating vehicles, like the cloud, to enable connected
driving functionalities.

Scalability: Our method is modular, which means that it is likely to scale to complex
systems. The method uses two levels of abstraction at the architecture level. The functional
architecture view separates functionalities such that each component performs one unique
function and collectively performs a connected driving function. This ensures that the
safety requirements for connected driving functions can be allocated to individual vehicular
components without entering into their implementation details. In the second part of the
method, all the FSRs pertaining to one component are assessed against their implementation
details. Segregation of safety requirements pertaining to each component and handling
each component separately, ensures the applicability of our approach to complex systems.

Heterogeneity: The functional architecture view acts as a black box separating functional
components and interaction among functional components from their implementation,
making our approach agnostic of vehicle type and brand. As a result, we believe that
our approach can assess the safety of connected driving systems that involves different
kinds of vehicles (for example, platoon containing both trucks and cars) as well as different
automotive brands (for example, platoon containing cars from BMW and GM) as long as
the functional architectures of the participating entities are provided.

Entities other than vehicles: Entities enabling connected driving functionalities can
be beyond participating vehicles. One such example is cloud communication. The con-
nected architecture and corresponding item definition in the first phase of our approach
are specifically introduced to ensure that all the entities involved in enabling connected
functionalities are systematically considered in the safety analysis. For example, in the
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use cases that include cloud communication, the cloud will be a part of the connected
architecture.

Fail-operational and fail-safe designs: Our work is designed for connected systems
irrespective of their operational design domain and whether they are designed to be fail-
operational or fail-safe [106,107]. The proposed method is generic for both fail-operational
as well as fail-safe systems. Our method ensures that both connected and vehicular
perspectives are covered while deriving FSRs.

3.5 Related work
The proposed method has two parts: (i) deriving FSRs for connected driving and (ii) check
whether each FSR is fulfilled in the technical software architecture of the vehicle. These
two aspects are addressed separately in the literature, and the related research primarily
stems from two domains: software architecture and safety engineering.

Software architecture
A variety of architecture assessment techniques has emerged from the software archi-
tecture research community in the past three decades. These architecture assessment
techniques assess the “goodness" [85] of an architecture(s) with respect to some property
(or a set of properties). Such properties are termed as quality attributes. Quality attributes
can be divided into two broad categories: operational (e.g., reliability, performance) and
development (e.g., maintainability, re-usability) [90]. This chapter focuses on functional
safety as an operational quality attribute.

The software architecture assessment techniques proposed for operational quality
attributes [82, 83] mainly use mathematical modeling & analysis and scenarios of system
operation (also known as scenario-based techniques) to uncover whether the architecture
achieves the intended quality attributes sufficiently [108]. The assessment techniques
that use mathematical modeling mainly focus on reliability and performance as quality
attributes [109]. Some studies have shown that these techniques are not scalable and hence
not suitable for complex systems of systems like connected driving systems that are built
by multiple inter-disciplinary teams [109].

The prominent scenario-based architecture assessment methods for operational quality
attributes are the Architecture Trade-off Analysis Method (ATAM) [84, 85], Scenario-Based
software Architecture Re-engineering (SBAR) [86], Software architecture Comparison
Analysis Method (SCAM) [87], Domain Specific software Architecture comparison Model
(DoSAM) [88], and Pattern-Based Architecture Reviews (PBAR) [89].

PBAR is designed for light weight evaluation, primarily performed on small projects
with some case studies on projects with at most 10 developers [89, 110]. It is not suitable
for evaluation of complex safety-critical systems that we assess in this chapter [89]. SCAM
and DoSAM are designed for comparing different architectures rather than assessing an
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individual architecture [87, 88]. These methods grades each of the architectures under
comparison on a normalized scale, typically from 0 to 100, and use this to characterize
the fitness of a candidate architecture in contrast to others. SBAR is an iterative method
for re-engineering of architectures for functionality based re-design [86] including for
architectures that might not properly separate functional concerns. We assume that the
automotive architectures for our analysis are designed based on separation of functional
concerns since this is a standard practice in the automotive domain, enforced by safety
engineering [5, 101]. Moreover, SBAR suggests scenario-based techniques for development
quality attributes and simulation based assessment for operational quality attributes [83]. In
contrast we consider scenario-based methods for the operational quality attribute functional
safety.

ATAM is the most mature and widely used architecture assessment method in prac-
tice [85]. ATAM, in its current form, is primarily used to analyze trade off among different
quality attributes and to identify stress points and sensitivity points in the architecture
under assessment. ATAM facilitates usage of existing knowledge in the form of tactics,
which we take inspiration from and reuse in our proposed method.

ATAM considers six quality attributes, however, functional safety is not one of them [85].
Note that case studies of ATAM’s application to safety critical domains like avionic sys-
tems [111] do not stress safety as a primary quality attribute either. Even though ATAM
provides some methods for scenario elicitation, it does not provide a systematic method for
scenario decomposition to generate requirements for individual architecture components.
This is crucial in the context of systems of systems since a scenario may lead to a multitude
of requirements affecting different systems which are to interact with each other to perform
the intended action(s).

In summary, within the field of software architecture, none of the software architecture
assessment methods that we found are applicable for analyzing the functional safety of
connected automotive systems.

Safety engineering
Now, we present related research on the application of safety engineering concepts in
automotive software and system evaluation. We primarily present related research on (𝑖)
identifying FSRs in automotive settings and (𝑖𝑖)methods to check or ensure that a technical
architecture realizes FSRs.

Identifying FSRs: Studies on deriving FSRs largely focused on the perspective of indi-
vidual vehicle as a system while just a few explored the perspective of a set of vehicles as a
system. Studies to derive FSRs from the vehicle perspective present different mechanisms
to generate safety goals and map these to the functional architecture using safety analysis
methods. For instance, Beckers et al. [112] presents a model-based method to define FSRs
given safety goals.
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Studies on connected driving systems try to replicate themechanisms from an individual
vehicle perspective. For example, Oscarsson et al. [113] uses system theory for the safety
analysis from the perspective of set of vehicles as a system. Another study proposed an
alternative safety analysis technique, using possible accidents as a starting point to identify
FSRs [114]. Our study closely follows the study by Saberi et al. [81] in deriving FSRs from
connected driving scenarios.

Checking or ensuring architecture realizes FSRs: Studies on a single vehicle perspective
use many different approaches to ensure that systems satisfy FSRs. One approach uses
an architecture description language for safety verification [115]. Martin et al. [116] uses
architecture patterns to incorporate FSRs in the design phase. Sljivo et al. [117] presents a
method for fulfillment of FSRs at design time using design patterns and contracts. Other
approaches use formal methods to verify that systems satisfy FSRs, although the solutions
do not scale [118–120].

Ensuring fulfillment of FSRs as part of a connected system is challenging [77]. A
majority of works on connected systems proposes a reference architecture from a system
of systems viewpoint [77]. Some other solutions look at specific architecture components
in specific connected scenarios, thereby missing high-level insights [78].

To the best of our knowledge these studies, with their scope of complete system
architecture, focus on fulfilling FSRs during the design phase. This chapter, in contrast,
focuses on checking for the fulfillment of FSRs on existing architectures or when designing
architectures.

3.6 Threats to validity
Our proposed method and the findings from the case study are susceptible to threats
relating to human participation and choice of techniques. Below, we present potential
threats and our attempts at mitigating them.

Cognitive bias: Several steps of our proposed method and the related case study rely on
the expert opinions of architects. This step may have resulted in cognitive bias [121] in
relation to human judgment. To mitigate this threat, for every step that required human
judgment, we consulted at least three experts (in addition to the first two authors), who
performed the steps independently. For example, (𝑖) the connected functional architecture
was created from the vehicle architecture and scenario descriptions, in consultation with
four expert system architects, independently (𝑖𝑖) two of the authors independently checked
for conflicts among FSRs; and (𝑖𝑖𝑖) The validity of the safety goals depends on the decompo-
sition of a scenario description to functions. The decomposition of the scenario description
to functions was validated by the third author, who is an expert in functional decomposition
with over five years of industry experience in the functional safety domain and a participant
in the development of the automotive industry’s functional safety standards ISO 26262 and
ISO 21448.
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Technical bias: To generate FSRs, we chose fault tree analysis [42] as the safety analysis
technique. The choice of other techniques, like failure mode effect analysis [43], may
influence the outcome. We need empirical studies to check whether the choice of safety
analysis technique introduces differences in findings.

Choice of safety tactics: In our case study, we checked whether the FSRs are fulfilled in
the i-CAVE demonstrator using 13 safety tactics. The safety tactics are chosen based on
their use in the 15 most widely used safety patterns [92,99]. This list of safety tactics is not
complete and defines the scope of our case study.

3.7 Future work
Our work is an initial step in the direction of functional safety assessment for connected
driving. This section presents potential future directions.

Cyber-security alongside functional safety: Cyber-security is a prominent directions
to explore in connected driving alongside functional safety. The connected nature of
connected driving increases the potential attack surfaces and can compromise the system’s
functional safety. Integral approaches that consider safety and security together are a
potential future research direction.

Hardware topology: Functional safety is often achieved via hardware architecture or a
combination of hardware and software. The second part of our method focused only at
the software level. Extending the second part of the approach to address functional safety
requirements that are fulfilled specifically in hardware topology and the combination of
hardware and software is the logical next step of the proposed approach.

ASILs for safety tactics: Currently, safety tactics are not associated with ASIL levels. This
means that, from the current taxonomy of safety tactics, we can only conclude whether a
tactic addresses an FSR rather than whether it addresses the FSR at the specific level of
ASIL. Augmenting safety tactics with ASILs is a potential future research direction. This
will allow prioritizing FSRs based on the risk associated with them. This may also be a step
towards a trade-off analysis where each FSR can be traded off with other requirements
based on the risk associated.

Alternative architecture abstraction levels: Currently, the second part of our approach,
checking fulfillment of FSRs, uses the technical architecture view. It can be argued that a
higher level of architecture abstraction than the technical architecture view can be used
instead. We plan to evaluate this in the future.

Finally, our method adapts existing solutions for addressing functional safety in the
context of connected driving scenarios. Alternative methods to check for unfulfilled FSRs
will be an interesting direction to explore.
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3.8 Conclusion
This chapter investigated whether the architecture of a single vehicle meets the functional
safety requirements for connected driving. We proposed a method to ensure that an
automotive architecture is functionally safe to operate in given scenarios. The proposed
method derives functional safety requirements for a connected driving scenario and checks
whether they are fulfilled in the technical architecture of a vehicle. The method is a
combination of methods adapted from the safety engineering and software architecture
domains. We show the usability of our method for a connected driving scenario, platooning,
on an academic prototype, resulted in uncovering functional safety requirements that were
not fulfilled by the software architecture. Our method is motivated by and reinforces the
notion that functional safety should not be an afterthought in the design of automotive
architectures rather be used for defining the architecture of the automotive system.
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4
Safety of

Perception Systems
for Automated Driving:
A Case Study on Apollo

The automotive industry is now known for its software-intensive and safety-critical nature.
The industry is on a path to the holy grail of completely automating driving, starting from
relatively simple operational areas like highways. One of the most challenging, evolving, and
essential parts of automated driving is the software that enables understanding surroundings
and the vehicle’s own as well as surrounding objects’ relative position, otherwise known as the
perception system. Current generation perception systems are formed by a combination of
traditional software and machine learning-related software. With automated driving systems
transitioning from research to production, it is imperative to assess their safety.

We assess the safety of Apollo, the most popular open-source automotive software, at the design
level for its use on a Dutch highway. We identified 58 safety requirements, 38 of which are
found to be fulfilled at the design level. We observe that all requirements relating to traditional
software are fulfilled, while most requirements specific to machine learning systems are not.
This study unveils issues that need immediate attention; and directions for future research to
make automated driving safe.

This chapter is based on
 S. Kochanthara, T. Singh, A. Forrai, L. Cleophas. Safety of Perception Systems for Automated Driving: A Case
Study on Apollo, Under revision at a journal
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4 Safety of Perception Systems for Automated Driving:

A Case Study on Apollo

T he automotive industry has transitioned from an electro-mechanical to a software-
intensive industry. Current and future vehicles are characterized by immense use of

software to enable automated (a.k.a. self-) driving. Today, industry players like Waymo
and Baidu have shown the capability of completely automating driving (i.e., without the
need of a human driver for emergency takeover) in relatively simple situations like specific
geographic locations and restricted weather and illumination conditions.1 Likewise, many
software companies, including Apple, Sony, and Uber, are reportedly developing their
automated driving frameworks.2

This chapter focuses on perception systems in automated driving frameworks. Per-
ception refers to sensing surroundings for semantic understanding, such as identifying
traffic signs and locating the vehicle’s own position and the relative position of objects
around [14]. This information is used for planning and executing the next driving decision.
Perception systems are arguably the most evolving and relevant part of any automated
driving framework [12].

Software engineering research on perception systems has explored multiple aspects,
including their development [122], complexity [123], and use of machine learning (ML)
models in perception systems of existing automated driving frameworks [13,15]. Withmany
automated driving frameworks transitioning from research to production, one challenge
that the automotive industry, regulatory bodies, and legal authorities experience today
is the safety of automotive software, which is imperative for its public acceptance [124].
Relating to safety, recent software engineering literature primarily focuses on validation
& verification; with most of the studies on testing [125–127] and related aspects [128].
Bridging a gap in the literature, this chapter presents a case study assessing the safety of
perception systems at the design level.

We study Apollo 7.0’s [11] perception system software for its use in a segment of the
Dutch highway A270.3 Existing studies show that Apollo is the most popular open-source
automotive repository [12], with its development history in GitHub dating back to 2017. It
is currently one of the most advanced automated driving frameworks [13], embraced by
many world’s top automakers, and is used to offer automated driving services to the public
in parts of the world.1

This study makes two contributions. One, eliciting safety requirements, and two,
design assessment of the elicited safety requirements. We focus on three aspects of safety
requirement elicitation (a) system or sub-system failures [5]; (b) data corruption [5];
(c) insufficient situational awareness arising from limitation of sub-systems on specific
conditions (e.g., due to weather) [6]. There are more dimensions to safety requirement
elicitation like deficiencies in specified driving behavior [7]; and incorrect and inadequate
1https://www.engadget.com/baidu-apollo-go-robotaxi-shenzhen-141727050.html
2https://bwnews.pr/3KRZwYS
3https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%
2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636

https://www.engadget.com/baidu-apollo-go-robotaxi-shenzhen-141727050.html
https://bwnews.pr/3KRZwYS
https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
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human-machine interface design leading to inappropriate or incorrect user situational
awareness (e.g., confusion, overload, or inattentiveness to users) [6, 8]; which are not
considered in this study.

For safety requirement elicitation on failures and data corruption we use the industry
standards and traffic authority guidelines [5, 16, 17, 129] based on its high adoption [12],
compliance requirements [129], and proven applicability in automotive domain1. To the
best of our knowledge, no existing case study in the scientific literature that elicits these
three kinds of safety requirements for a real-life highway and a mature software stack
from the industry.

The resulting requirements can be divided into two categories: (1) requirements that
can be assessed in the traditional software and (2) requirements specific to ML systems. An
example of traditional software requirement is “a failure of the camera sensor in the camera-
based perception system shall not lead to an incorrect estimation of the state of vehicles or
other obstacles." An example of an ML system requirement is “the performance deterioration
of a camera-based perception system due to low light in the night shall not lead to an incorrect
estimation of the state of vehicles or other obstacles." 4

For traditional software safety requirements, we use existing frameworks to assess
Apollo’s design [70, 71, 85]. Since there is no similar framework for assessing safety
requirements specific to ML systems, we systematically prepare a curated list of ML specific
design choices relating to safety and use them for design assessment. Our assessment uses
publicly available data like documentation, architecture, code, datasets and related artifacts,
and scientific papers linked to the documentation. An overview of the entire elicitation
and assessment process is depicted in Figure 4.1.

In summary, our study contributes the following:

• We present a case study of a mature, automated driving software stack from industry
for its real-life highway use, the first in the scientific literature. For transparency
and replicability, in addition to the safety requirements, we provide results from all
intermediate steps [130].

• We identify 58 safety requirements, specific to a Dutch highway segment of A270,
that can enable safe automated driving on highways.

• We present a curated list of 10 ML specific design choices for assessing the quality
attribute safety at design level.

4Note that these are hypothetical examples similar to the ones from this case study, which does not demand
knowledge of the detailed architecture of the perception system for comprehension. Original requirements
might require some knowledge of the perception system architecture to comprehend. These actual requirements
and how they are systematically derived are presented in Section 4.2.
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Figure 4.1: Overview of the design assessment process

• Our study shows that there exists design evidence for the fulfillment of 38 out of
58 safety requirements. A detailed description of how and where to find them is
available as a part of the replication package [130].

The rest of the chapter is organized as follows. Section 4.1 presents an overview of safety
assessment along with a brief introduction to the architecture of Apollo automated driving
framework and a description of our operational area—a Dutch highway segment. Section 4.2
and Section 4.3 describe how we elicit and assess safety requirements, respectively, and
our findings. Section 4.4 discusses our findings and their implications for research and
practice. Threats to validity and related work are presented in Section 4.5 and Section 4.6,
respectively. We present concluding remarks in Section 4.7.

4.1 Overview and context
This section presents an overview of the safety assessment process and outlines the assess-
ment context. The entire process can be divided into three parts, as shown in Figure 4.1.
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The first part is systematically identifying the necessary information needed to conduct
safety requirements elicitation. This includes Apollo’s detailed architecture [11] and a
systematic description of the intended operational area [16, 17]. There did not exist a
detailed architecture or a operational area description. A detailed description of both and
how we created them is presented in Sections 4.1.1 and 4.1.2.

The second part is deriving safety requirements for Apollo’s perception system. In this
work, we focus on safety requirements relating to three aspects: (1) failure of a component;
(2) data corruption; (3) limitations to the intended functionality (leading to insufficient
situational awareness). For the limitations in the functionality of ML components, we
concentrate on different weather and illumination conditions of the operational area that
can lead to the limitations. Section 4.2 presents the method we used for eliciting safety
requirements and the resulting requirements.

The third part is assessing the perception system, where we focus on the design
decisions and how they (do not) fulfill the safety requirements. The perception system
relies on multiple ML models along with traditional software. We assess the requirements
related to failure and data corruption in the architecture of the traditional software. ML
models have different design choices since they are fundamentally different from traditional
software. For ML models, the logic is automatically deducted from the training data, while
logic is manually programmed for traditional software. Requirements on limitations to the
intended functionality (specific to ML components) are assessed in the sub-systems that
rely on ML components. We explain the method and the results in Section 4.3.

4.1.1 Apollo: an open autonomous driving platform
Apollo is an open-source, automated driving platform from the Chinese search engine
company, Baidu. Our choice of Apollo is motivated by its popularity [12], prominence of
usage [12], continuous development since 2017, prior usage in research articles (e.g., [13]),
and industry ownership. We use the current version, Apollo 7.0, for this study. The
information used in this study is derived from publicly available documents, including
Apollo’s documentation on Github [11].

To create a detailed architecture, we started with the documentation available in GitHub.
While an abstract outline is available in the documentation, the detailed architecture as
shown in Figure 4.2 did not exist. To create this architecture, we combined information from
the source articles pointed by the documentation as well as prior research article [13] that
discusses the platform. Each individual module is identified from the documentation and
folder structure of the repository. The architecture of the individual modules is identified
based on the code, referenced (scientific) articles, and associated documentation. For
example, the module for localization and its overall role in perception is found using the
overall documentation5 and the organization of the repository. Then the next level of
5https://github.com/ApolloAuto/apollo#readme

https://github.com/ApolloAuto/apollo#readme
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details is identified from the module documentation6 and code7. The next level of details is
derived from the source article [131] (pointed at by the module documentation) which dives
deeper into the architecture and implementation of the different localization techniques.
The rest of this section presents an overview of Apollo’s architecture with a focus on its
perception system.

The components in Apollo’s architecture can be grouped into four categories: percep-
tion, decision & control, interface to vehicle platform, and safety systems, as indicated with
the dotted rectangles in Figure 4.2. The dotted arrows in Figure 4.2 (inside the perception
system) indicate information processing pipelines. The pipelines and components consist-
ing of ML systems are shown in light green.
The perception system is responsible for understanding the surroundings, identifying obsta-
cles, and giving all information needed for components in decision & control. In Figure 4.2,
the dotted arrows inside the perception system indicate information processing pipelines.
The pipelines and components consisting of ML systems are shown in light green.
The decision & control part is formed by the following 4 sub-parts: (a) prediction, which
predicts the trajectory of moving objects surrounding the automated driving vehicle; (b)
routing, which identifies a path from source to destination to be followed by the vehicle;
(c) planning, which plans the next maneuver of the vehicle based on the inputs from pre-
diction, routing, and perception; and (d) control, which takes its inputs from the planning
and various sensors to identify the current pose (a combination of position and orientation
including yaw, roll, and pitch8) of the vehicle and generate messages to the vehicle platform
for executing automated driving through the trajectory obtained from planning.
The vehicle interface is responsible for two kinds of functions: (a) conveying commands like
steering angle and throttle to execute the desired maneuver of the vehicle (or simulation
system) on top of which the Apollo framework operates; and (b) dealing with other parts
like lights and turn signals.
The safety system is responsible for monitoring (primarily) the perception and decision &
control parts to identify potential faults and failures and maintain the automated driving
system in a safe state. For instance, in the event of partial failure of the perception system,
the safety system is responsible for making the vehicle reach a safe stop.
We exclude some components from the architecture that are not required for the perception
system’s safety requirement elicitation—e.g., human-machine interface. In the rest of this
chapter, we focus on the perception system.

The perception system in Apollo primarily uses three kinds of sensors to sense the
environment: camera, Light Detection And Ranging (LiDAR), and radar. The information

6https://github.com/ApolloAuto/apollo/tree/master/modules/localization#readme
7https://github.com/ApolloAuto/apollo/tree/master/modules/localization/proto
8Yaw, roll, and pitch three different kinds of motions of a vehicle based on three different axes. For a pictorial
view and details see https://www.liskeforensics.com/blog/title/vehicle-pitch-roll-and-
yaw/id/249/

https://github.com/ApolloAuto/apollo/tree/master/modules/localization#readme
https://github.com/ApolloAuto/apollo/tree/master/modules/localization/proto
https://www.liskeforensics.com/blog/title/vehicle-pitch-roll-and-yaw/id/249/
https://www.liskeforensics.com/blog/title/vehicle-pitch-roll-and-yaw/id/249/
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Figure 4.2: Relevant parts of Apollo’s architecture workflow.
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from these sensors is augmented with details from a High Definition (HD) map. The data
from each of these sensors is processed individually for obstacle classification (camera
and LiDAR) and obstacle detection and tracking (camera, LiDAR, and radar) as shown in
Figure 4.2. The camera is also used for traffic light detection, traffic light color recognition,
and lane detection and tracking. The information from the individual object perception
and detection sub-systems is further fused to have an overall view of all the objects
surrounding the vehicle and allow their tracking. For the self-localization and pose (a
combination of the position and orientation of the vehicle) estimation, data from GPS/GNSS,
Inertial Measurement Unit (IMU), LiDAR, and HD map are used. Localization is performed
individually using data from LiDAR and GPS/GNSS. Further, this data is combined with
HD map and IMU data to identify the automated driving vehicle’s position, velocity, and
altitude-related information. Note that the following details of the architecture are not
shown in Figure 4.2 for simplicity. (1) The information from the HDmap is used in (a) traffic
light detection and recognition pipeline; (b) LiDAR obstacle detection, classification, and
tracking pipeline; and (c) radar obstacle detection and tracking pipeline. (2) The output of
the localization fusion pipeline is used in (a) radar obstacle detection and tracking pipeline
and (b) traffic light detection and recognition pipeline.

This entire suite of sensors and software around them are organized as 5 (kinds of)
sensors (camera, radar, LiDAR, GPS/GNSS, and IMU), HD map, and their 9 pipelines that
use the data from the sensors (as highlighted in dotted arrows in Figure 4.2). Each of these
pipelines forms a module or a cluster of modules in Apollo 7.0.

4.1.2 Operational design domain description
This study is on complete automated driving with no human supervision9 in a Dutch
highway segment. For this level of automation, the current automotive safety standards [5,
6], industry consortiums [16], and regulatory bodies [17] recommend that the operational
area of the automated vehicle should be taken into account to identify safety requirements.
Moreover, specifying an operational area reduces the complexity and overall set of scenarios
for developing and deploying autonomous driving vehicles rather than considering every
possible scenario. Such a scoping has been shown to make it feasible to deploy automated
driving vehicles without human supervision with current technological limitations [132].

The operational area for this case study is a 3.4-kilometer segment of highway A270
in the Netherlands.10 We systematically define our operational area based on the best
practices outlined by industry consortiums and traffic regulatory bodies [16, 17]. The data

9Otherwise known as Level 4 of automation. For a brief overview, refer to https://www.sae.org/blog/
sae-j3016-update

10https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%
2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636

https://www.sae.org/blog/sae-j3016-update
https://www.sae.org/blog/sae-j3016-update
https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
https://www.openstreetmap.org/directions?engine=fossgis_osrm_car&route=51.4564%2C5.5408%3B51.4657%2C5.5865#map=15/51.4610/5.5636
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for specification of the operational area are extracted from maps11, Google Street View12,
and guides from Dutch authorities [129, 133]. Our operational area definition consists of
the following six aspects:

1. Physical infrastructure, i.e. characteristics of the traffic infrastructure including road
types, surfaces, markings, and geometry;

2. Operational constraints which include speed limits and traffic conditions;

3. Objects that can be present on the road, including signage and types of road users;

4. Environmental conditions that include weather, weather-induced road conditions,
particulate matter on the road due to weather, and illumination;

5. Connectivity including possible (wireless) networking options and data provided via
these networks;

6. Zones that include different traffic related zone classification.

A detailed specification of the operational area, individual variables considered in each of the
above six categories, and their range of values is provided in the replication package [130].

4.2 Safety reqirements elicitation
4.2.1 Method
In the automotive domain, methods for safety requirement (also referred to as functional
safety requirement) elicitation of software systems is described in two domain-specific
safety standards: ISO 26262 [5] and ISO 21448 [6]. ISO 26262 covers the safety requirements
relating to the malfunction of components, while ISO 21448 describes the limitations in
achieving the intended functionality of ML based components. We use the two standards
to derive safety requirements for situations when (a) components of the perception system
become non-operational; (b) components are operating as intended, but the output is lost
or corrupted before reaching the destination; and (c) limitations arise in achieving the
intended functionality of ML based components due to unsuitable weather and illumination
conditions.

For the first two cases, safety requirement elicitation methods are described in ISO
26262 standard [5]; and for the last case, in ISO 21448 [6]. A framework combining the two
standards for eliciting the safety requirements can be described in three steps: (1) hazard
analysis, (2) risk assessment, and (3) safety analysis.

11https://www.openstreetmap.org/
12https://www.google.com/streetview/

https://www.openstreetmap.org/
https://www.google.com/streetview/
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(1) Hazard analysis focuses on identifying potentially hazardous situations to the
traffic participants or infrastructure. The hazard analysis step results in system-wide
safety goals to prevent harm in those situations. We use the hazard and operability
analysis (HAZOP) [44] technique which uses systematic brainstorming to identify such
situations. HAZOP identifies all possible situations based on the environment, functions of
the automated driving vehicle, and the possible behavior of other traffic participants. Then,
the technique associates a situation with possible harm to generate hazardous events using
guide words. For example, the harm (otherwise known as a hazardous event) “does not avoid
collision with a decelerating vehicle in front, in the driving lane” is formed by combining:
the guide word no with the situation “avoid collision with a decelerating vehicle in front,
in the driving lane". We used the guide-words: no, more, less, as well as, part of, reverse,
other than, early, late, before, and after, which are widely used in literature [70, 71]. The
situation is a combination of function (“avoid collision” ), the behavior of traffic participant
(“decelerating vehicle in front"), and the operational area (“in the driving lane” ). The latter
two parts forming the situation, i.e., (a) all possible situations and (b) behaviors of traffic
participants, are directly from the operational area description (detailed in Section 4.1.2).
Next, each hazardous event is converted into a system-wide safety goal to prevent, avoid,
or reduce its impact.
(2) Risk assessment estimates the risk associatedwith a safety goal. Since every situation does
not lead to the same level of harm, we need to prioritize situations based on their potential
for harm. The safety standard’s [5] framework proposes four risk levels (‘A’ through ‘D’
in increasing order of importance) for a safety goal, also referred to as Automotive Safety
Integrity Levels (ASILs). These ASIL levels are identified based on qualitative levels of three
parameters: (a) exposure, relating to the frequency of occurrence of a hazardous situation [5];
(b) controllability, relating to the level of control a vehicle has of the situation [5]; (c) severity,
relating to the severity of the potential harm in a situation [5]. The safety goals without a
reasonable risk are classified as a different risk level, QM (or quality management), and are
removed from further consideration. The assumptions we have taken to arrive at a specific
risk score are described in Section 4.2.1.
(3) Safety analysis translates the system-wide goals to the requirements on individual
components. Broadly, there are two types of approaches for safety analysis: (a) deductive
or top-down analysis, where a top-level event (such as a system-wide safety goal) is divided
into requirements for lower-level components of the perception system; (b) inductive or
bottom-up analysis where the analysis starts from the bottom-level events to identify its
possible impact [19].

We use fault tree analysis [42], a deductive analysis technique, to translate system-wide
safety goals to the safety goals specific to components (pipelines, sensors, HD map, or
safety system). The choice of fault tree analysis is based on its prominence and use in
literature in similar contexts [19]. We further subdivide each safety goal (specific to a
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component) into requirements for (a) failure of a component and (b) corruption or loss of
messages during communication among components. We need two pieces of information
to perform fault tree analysis: (1) system-wide safety goals and (2) detailed architecture of
the system. The system-wide safety goals resulted from the first step–hazard analysis; and
we created the detailed architecture of Apollo as described in Section 4.1.1.

We also consider weather and illumination conditions that can limit individual compo-
nents in achieving their safety goals for the components that use ML based systems. We
use inductive analysis, as specified in the ISO 21448 standard [6], for identifying external
conditions (or triggering conditions) that can violate safety goals due to the limitations of
ML systems in delivering the intended functionality and translating them into requirements.
To conduct this inductive analysis, in addition to safety goals and detailed architecture,
we need a third kind of information–the possible weather and illumination conditions
applicable to safety goals. This information is derived from the operational area description
(see Section 4.1.2).

The result is a list of safety requirements where each requirement is mapped to a (set of)
component(s). Note that the ISO 21448 standard also provides a post-design risk evaluation
for the safety requirements specific to ML based systems’ limitations. Doing so is beyond
the scope of this work since this evaluation pertains to the validation and verification (of
the measures to make risks due to the limitations of ML based systems tolerable) and not
design assessment.

The above steps are performed by the first two authors. The results are compared
until an agreement is reached. The process was supervised by the third co-author who
is a researcher from industry with more than ten years of experience in the automotive
industry and more than 15 years of experience in safety-related and safety-critical systems
development and certification according to IEC 61508 [38] and ISO 26262 [5]. Note that the
scope of this study is using existing methods to elicit safety requirements. The state-of-
the-art in automotive safety requirement elicitation involves considerable manual efforts.
Automating and reducing the amount of manual effort is its own research topic and is out of
the scope for this study. However, to ensure soundness while using the current method, two
authors performed the entire set of steps. For the first step (hazard analysis), which is the
one step with the possibility of individual interpretation, we performed an inter-researcher
agreement [35]. The result was a kappa score of 1.0 [35] showing an ideal agreement.
The ideal agreement might be the result of a clear and extensive definition of operational
area and vehicular functions. Going a step further, the entire process was supervised by
researchers from both academia and industry (the third and fourth authors), with the
researcher from industry who has more than ten years of experience in the automotive
industry and more than 15 years of experience in safety-related and safety-critical systems
development and certification according to IEC 61508 [38] and ISO 26262 [5]. For future
validation and repeatability, we have provided the entire set of intermediate results and
sources of information in the replication package [130].
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4.2.2 Results
Hazard analysis. We identified a tractable number of scenarios for hazard analysis by
combining automated vehicle operations with driving situations. For this study, the opera-
tions of the automated vehicle can be divided into two categories: (1) avoid collision with
other road users and obstacles, and (2) follow traffic rules in the operational area. Like-
wise, we partitioned the driving situations into the following four categories: (1) driving
in the lane, (2) changing lanes, (3) location-specific behavior for an intersection, and (4)
location-specific behavior for a merging point. The scenarios for hazard analysis are then
a cross-product of the operations and driving situations.

We used guide words to identify hazardous events for the list of scenarios identified
for hazard analysis. An example of a hazardous event is the automated driving vehicle does
not avoid collision with a slower-moving vehicle in its driving lane. This way, we identified
69 potential hazardous events. Finally, we translated each potential hazardous event into
a system-wide safety goal. One such safety goal is the automated driving vehicle shall
avoid collision with obstacles or vehicles in the driving lane. The data relating to deriving
scenarios, hazardous events, and finally, system-wide safety goals is available as a part of
the replication package [130].

Risk assessment. Since not all safety goals are equal, we assign a risk score (or ASIL) to
each safety goal. We identified risk scores in terms of controllability, severity, and exposure
as mentioned before and defined in ISO 26262 standard [5]. To assign a risk score to each
safety goal, we make two assumptions: (1) no ‘controllability’ by a human driver in case of
hazard since we focus on fully automated driving; and (2) high severity levels for highway
driving speeds [134]. For example, the above-mentioned safety goal was assigned the risk
level ASIL D (highest).

Similar safety goals are aggregated to form one safety goal, inheriting the highest ASIL
level of the safety goals combined. We identified 18 distinct safety goals, aggregated from
the 69 safety goals identified above. The aggregation of safety goals was performed by com-
bining different future or current operations of the vehicle. For example, the safety goals
: “avoid collision in the scenario: decelerating vehicle in front in operational mode: driving
in the lane"; and “avoid collision in the scenario: decelerating vehicle in front in operational
mode: changing lanes"; and other similar safety goals are aggregated to – “avoid collision
with an object (obstacle or vehicle) in driving lane in all operational modes". Further, we
excluded three safety goals (since they have ASIL level QM13; as discussed in Section 4.2.1)
and explored the remaining 15 safety goals in the rest of this study. More details on risk
assessment are available in the replication package [18].

13ASIL QM–for Quality Management–is the lowest risk level [5]. According to the industry standard ISO 26262, a
safety goal with ASIL QM does not require further consideration.
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Safety analysis. Using fault tree analysis, we translate the fifteen system-wide safety
goals into the safety goals relating to the nine pipelines, five sensor types in Apollo (camera,
LiDAR, radar, GPS/GNSS, IMU), and HD map (see Figure 4.2 for details). We map each
safety goal to the entire pipeline and the safety system to ensure that the design choices in
Apollo that might satisfy our safety goals will be covered in the design assessment part
described in Section 4.3. One such pipeline-specific safety goal is: LiDAR obstacle detection,
classification, and tracking shall estimate the correct state of vehicles and other obstacles.

Next, we converted each safety goal into requirements relating to failure, data corrup-
tion, and ML based systems’ limitations. For example, two requirements derived from the
above-mentioned pipeline-specific safety goal are: “if any component in LiDAR obstacle
detection, classification, and tracking pipeline becomes non-operational, then this failure shall
not lead to an incorrect estimation of the state of vehicles or other obstacles” ; and “if the
output of any component in the LiDAR obstacle detection, classification, and tracking pipeline
is corrupted or lost, then this corruption or loss shall not lead to an incorrect estimation of the
state of vehicles or other obstacles”.

We identified 30 safety requirements relating to failure and data corruption of the
different pipelines, as shown in Table 4.2. Details of individual requirements are presented
in the replication package [130].

To derive requirements on limitations of ML components, we first identified the
pipelines that use ML based systems. Similar to prior work [13], we noticed that out
of 9 pipelines, only 4 use ML based solutions (based on analysis of documentation and
code). These pipelines are (1) traffic light detection and recognition, (2) lane detection, (3)
camera obstacle detection, classification, and tracking, and (4) LiDAR obstacle detection,
classification, and tracking (as also shown in Figure 4.2). These four pipelines use two
sensors: camera and LiDAR. Therefore, we use safety goals specific to the four pipelines to
identify the limitations of ML solutions relating to the weather and illumination conditions
in the operational area. Mainly, we map the description of the known limitations of our op-
erational area to the violations of safety goals specific to the four pipelines. The limitations
of ML solutions, as identified from the literature on camera and LiDAR, are as follows:

1. Camera related limitations: low-illumination conditions [135, 136], illumination
conditions rarely captured in training data sets such as dusk and dawn [6], and
weather conditions, in particular fog [137], rain [138, 139], snow [140], and strong
sunlight [141].

2. LiDAR pipelines are not affected by low illumination conditions. However, they are
affected by strong sunlight [142] and conditions leading to light (laser) scattering
effects which include fog [143], rainy conditions [144], and snow [145].

The requirements for each of the above conditions are identified from the respective safety
goals and allocated to the corresponding pipelines. An example requirement allocated to



4

106
4 Safety of Perception Systems for Automated Driving:

A Case Study on Apollo

LiDAR obstacle detection, identification, and tracking pipeline is “if the performance of
LiDAR obstacle detection, classification, and tracking pipeline is deteriorated due to moderate
inclement levels of fog, then this deterioration in performance shall not lead to an incorrect
estimation of the state of vehicles or other obstacles”.

The result consists of the 28 requirements as shown in Table 4.2. The details of individual
requirements are available in our replication package [130]. A summary of results of the
entire safety requirement elicitation is presented in Table 4.3. Note that all our requirement
phrasings are based on the industry-specific standard guidelines and literature specific to
the automotive domain [5, 6, 146]

4.3 Design assessment
There are many ways to assess the safety requirements for perception system software,
including formal verification. To assess the safety requirements for perception system
software at the design level, one widely used method is to assess the software using its
underlying architecture. However, this solution alone does not work for a perception
system consisting of ML components. In addition to architecture, it also requires datasets
and ML models to describe them adequately. Excluding these artifacts is not an option
since the design decisions for these artifacts can directly impact quality attributes such as
safety [147–150]. Therefore, for the safety assessment of perception system software, we
study its (1) software architecture and (2) design choices specific to ML based systems.

Table 4.1: ML design decisions related to safety

Design choice
[secondary study]

Objective of the design choice [source papers
pointed by secondary studies]

Where is it
assessed?

Input data is
complete, balanced
and well
distributed [147]

The dataset used for training (and testing) the ML
model shall demonstrate how it covers (corner
cases of) the intended application area and
qualitative or quantitative representativeness of
different categories. [151–154]

Dataset and its
related artefacts

Design
specification [148]

The (safety specific) properties for which the ML
model is designed for shall be specified, for
example via formal specification or breaking
down ML components into smaller algorithms to
work in hierarchical structures [155–157]

ML model related
artefacts including
scientific paper or
documentation
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Design choice
[secondary study]

Objective of the design choice [source papers
pointed by secondary studies]

Where is it
assessed?

In-distribution error
detectors [148]

Use of mechanisms like (a) run-time prediction
error detectors or monitors, (b) prediction for
high confidence samples and withholding result
otherwise, (c) employment of classification with
reject function, and (d) failure prediction through
a secondary model, to maintain the safety of the
system in case of model failure for instance due to
weak representation learning [158–160]

ML model related
artefacts including
scientific paper or
documentation, ML
(software)
architecture, code,
and documentation

Out-of-distribution
error
detectors [148]

Employment of techniques to detect outliers or
out of distribution samples (inputs outside
training distribution, for instance, input that were
not in the training set or those that the ML model
did not learn during the training process), like
using an ensemble of leaving-out
classifiers [161–163]

ML model and
related artefacts
including scientific
paper or
documentation, ML
(software)
architecture, code,
and documentation

Domain
generalization [148]

The ML model shall demonstrate its robustness to
deviations in the input data distribution in
contrast to the training set, for example, through
techniques like adversarial domain adaptation and
multi-task learning [164–166]

ML model and
related artifacts
including scientific
paper or
documentation

Robustness to
corruption and
perturbations [148]

The ML model shall demonstrate its robustness to
natural corruptions (e.g., due to camera lens flairs
and snow in contrast to an ideal situation) and
perturbations (e.g., elastic deformation due to
different viewing angles, occlusions) for instance,
by using data augmentation and style
transfer [167–169]

ML model and its
training related
artifacts including
scientific paper or
documentation

Uncertainty
estimation [148]

There shall be uncertainty estimation for ML
model, including confidence on its prediction and
uncertainty for unknown samples. This is crucial
in detecting domain shift and out of distribution
samples at run-time using techniques like deep
ensemble and Monte Carlo dropout. [170, 171]

ML model and
related artefacts
including scientific
paper or
documentation, ML
(software)
architecture, code,
and documentation
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Design choice
[secondary study]

Objective of the design choice [source papers
pointed by secondary studies]

Where is it
assessed?

Uncertainty
monitoring [150]

There shall be mechanisms for quantifying and
monitoring uncertainty. Such mechanisms shall
identify degradation of models or silent failures
(erroneous outputs despite nominal, fault-less
operation). This can also enable detection of
domain (distribution) shift and out of distribution
samples [172–174]

ML model and
related artefacts
including scientific
paper or
documentation, ML
(software)
architecture, code,
and documentation

N-versioning [150] Rather than using a single ML model, using
ensembles of ML models, for example, using an
interpretable or rule-based model as back-up,
leading to reduced risk of over-fitting, better
approximate prediction uncertainty, and facilitate
interpretability. [172–176]

Software
architecture of the
component that
include the ML
model, ML model
and related
artefacts including
scientific paper or
documentation, ML
(software)
architecture, code,
and documentation

Metric monitoring
and alerts to detect
failure [150]

There shall be mechanisms for monitoring to
detect silent failures (errenous outputs despite
nominal, fault-less operation) of the ML
system [176–178]

Software
architecture of the
component that
include the ML
model, ML model
and related
artefacts including
scientific paper or
documentation, ML
(software)
architecture, code,
and documentation

4.3.1 Method
The software that forms the perception system of Apollo can be classified into two cate-
gories: (1) traditional software, where humans decide on the logic; and (2) ML software,
where one of the factors the logic is derived from, is the data. Since the two types of
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software are developed differently, their design choices and considerations for safety differ
in some aspects. We assess the safety requirements of the perception system by identifying
the design decisions using its architecture and complementing it with additional artifacts
specific to ML software.

Software architecture design choices:
To identify the design choices of software, we look at its architecture. We look at the smallest
units of architecture design choices, called tactics [85]. Tactics are abstract design decisions
without an implementation structure that can influence the behavior of a system [85]. An
example of a tactic is diverse redundancy which is the introduction of redundant systems
for detecting or masking failures [92]. Tactics that address the quality attribute safety are
called safety tactics.

We use all 13 safety tactics (heartbeat, simplicity, substitution, sanity check, comparison,
replication redundancy, diverse redundancy, condition monitoring, repair, voting, degradation,
override and barrier [92]) that have been codified and presented as a framework in prior
studies [91, 92] (See Appendix A for more details on individual tactics). Prior studies have
shown the use of these safety tactics in the automotive domain for safety assessment [70,71].
For more details on the framework, we point our readers to the studies by Wu et al. [91]
and Preschern et al. [92].

ML design choices:
To the best of our knowledge, no framework exists in the literature that codifies ML design
choices that address the quality attribute safety. Therefore, we refer to prior secondary
studies that have aggregated the (best) ML design choices. These ML design choices are for
different life-cycle stages and have demonstrably direct impact on quality attributes [147–
150]. We aggregate the known (best) ML design choices from prior works and curate a list
of ML design and related choices to assess the quality attribute safety.

To identify ML design choices, we follow a two-step process. First, we create an aggre-
gated list of design choices specific to ML software. Then, we select design choices specific
to our use-case, i.e., relating to safety and applicable in the context of ML software relating
to camera, LiDAR, or object/lane/color recognition and tracking.

List of design choices. To create an aggregated list of practices or decisions specific to
ML based components, we rely on secondary studies, which are aggregations of primary
studies. To identify secondary studies, we search Google Scholar using the following
keyword: “safety" AND “software architecture" AND (“machine learning" OR “artificial
intelligence" OR “neural networks") AND (“review" OR “survey"). In this search term, we
added “software architecture" to improve the signal-to-noise ratio.

Once we identified a list of secondary studies summarizing ML practices (e.g., [147–
150]), we shortlisted studies that are (a) the most recent for the most comprehensive list of
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practices and (b) have at least one design choice specific to ML systems and particularly
safety, and at least one design choice specific to the limitations relating to weather or
illumination conditions. We identified 4 secondary studies [147–150] which cumulatively
discuss 67 design choices or practices specific to ML based systems.

We applied another level of inclusion criteria to identify ML design choices relevant to
safety assessment. These include:

• Applicable to automated driving systems (Apollo’s perception system).

• Identifiable from architecture, model, code, dataset-related artifacts, or documenta-
tion. For example, practices like neuron coverage testing, fuzz testing, and formal
verification cannot be identified from the abovementioned artifacts.

• Applicable to ML software’s design stage (like design choices related to ML model or
dataset).

• Related to the quality attribute safety.

• Usable for countering limitations caused by weather or illumination conditions.

Note that these inclusion criteria are defined iteratively.
We found 10 ML specific design decisions that are listed in Table 4.1. These design

decisions correspond to the choices made relating to the dataset (like ensuring “input data
is complete, balanced and well distributed” ), the neural network model, and other design
choices (like “monitor data quality issues") relating to the safety of ML systems.

Assessment
To identify whether the design decisions in the perception system of Apollo fulfill the safety
requirements, we use a previously demonstrated method in the automotive domain [70,
71, 85]. This method has two parts. First, identification of the applicable design choices
for each safety requirement such that the implementation of a design choice itself or in
combination with other design choices, can fulfill the safety requirement. Here we have
two categories of design choices (safety tactics and design choices specific to the limitations
of ML) and three categories of requirements (failure, data corruption, and limitations to
ML). We make a cross-product of the requirements to the selected design choices. The
requirements concerning failure and data corruption are crossed with the safety tactics
used in the prior studies [70, 71]. The rest of the requirements (regarding limitation to
ML systems) are crossed with the design choices specific to ML systems selected in the
previous step (refer to Section 4.3.1). Each combination in the cross product is checked for
validity, and invalid choices are discarded.

For example, consider the traditional software requirement “if any component in LiDAR
obstacle detection, classification, and tracking pipeline becomes non-operational, then this
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failure shall not lead to an incorrect estimation of the state of vehicles or other obstacles”.
When crossed with the thirteen tactics, this requirement has thirteen possible choices. Of
these thirteen, two invalid choices are substitution and repair. The substitution tactic 14

is invalid in this context because LiDAR pipelines in the automotive industry are still in
their initial stages and have not yet reached wide adoption; we do not have any alternate,
well-proven option to choose from. The repair tactic 15 is invalid since manual intervention
is not an option for our use-case of fully automated driving and automatic restore is not
applicable in this context. An example of a valid choice is sanity check 16 since it is possible
to continuously monitor the state and output of the pipeline for implausible outputs or
states.

After this step, we have a list of design decisions associatedwith each safety requirement.
Each design decision in the list, either in itself or in combination with other design decisions
(from the list), can fulfill the safety requirement.

Next, we look for evidence of whether these safety requirements are fulfilled in the
artifacts relating to the perception system software of Apollo. We rely on publicly available
artifacts: architecture, code, documentation, dataset descriptions, and scientific papers
pointed to by Apollo documentation for our assessment. For efficiency, safety tactics related
to failure and data-corruption-related requirements are first checked in the architecture
description and documentation. If a safety requirement is not satisfied, we look at the
code of specific components for coverage of the requirement. To identify the parts of the
code that deal with data corruption or failure, we look for error messages and logging
statements in the code of specific components associated with the safety requirement.

For requirements relating to the limitations of ML systems, we first look at the dataset,
documentation, and the base paper for design decisions. If a requirement is not satisfied, we
analyze the specific parts of the code relating to the requirement. Table 4.1 (third column)
presents pointers to which subjects (e.g., documentation, source code) are used to identify
the usage of each of the design decisions.

For example, consider the safety requirement “if the performance of LiDAR obstacle
detection, classification, and tracking pipeline is deteriorated due to moderate inclement levels
of fog, then this deterioration in performance shall not lead to an incorrect estimation of the
state of vehicles or other obstacles”. One way to satisfy this requirement is n-versioning (see
9th design choice in Table 4.1 for details). To identify whether n-versioning is used starts
with identifying ML models used for the pipeline and then looking at the properties of
14The aim of substitution tactics is to “avoid failures though usage of more reliable components" [92]. This tactic
can be further described as “components or methods are replaced by other components or methods one has higher
confidence in. For hardware and software, this can mean usage of existing components which are well-proven in the
safety domain" [92].

15The aim of substitution tactics is to “bring a failed system back to a state of full functionality" [92]. This tactic
can be further described as “the full system functionality is manually or automatically restored if a system failure
occurs" [92]

16The aim of sanity check tactic is “detection of implausible system outputs or states" [92].
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these models and how they are trained. The model and its properties can be identified from
the code17, the documentation18, and associated research articles [179, 180]. According to
the articles [179, 180] these models do not use n-versioning.

Another way to satisfy this requirement is to have the training and testing data being
complete, balanced, and well distributed (see first design decision in Table 4.1) concerning
moderate inclement levels of fog. In this context, Apollo has used only the neural network
architecture from a few research articles [179, 180] and trained them with custom data.
The training data and its source are not available; thus, we cannot make any conclusion
about the data. In other cases like camera obstacle detection, classification, and tracking
pipeline, datasets typically consist of meta-data (and its summary), including time of day
and place of capture. The meta-data and summary can be used to identify the distribution of
illumination and weather scenarios (the focus of this study) required to assess requirements
relating to ML systems. For example, the dataset used for training ML models in the camera
obstacle detection, classification, and tracking pipeline is captured from Phoenix, San
Francisco, and Mountain View. Therefore the dataset does not contain weather situations
like snow and sleet while our operational design domain can. Thus, the dataset does not
represent our context’s weather and illumination conditions.

We followed a conservative approach of marking requirements to be fulfilled at the
design level only if we found conclusive design evidence in the specific components relating
to a requirement.

Note that design evidence is not a guarantee that a safety requirement is fulfilled in
the final product (similar to passing the testing phase does not show the absence of bugs).
Instead, it indicates that the requirement is considered at the design level. Without such
consideration, the requirement will not be fulfilled when the design is implemented. In
our context, we are looking at the final product architecture and, thus, what exactly is
implemented in the final product. Therefore, if the results do not point to any design
consideration for a requirement, it shows with high confidence that the final product does
not satisfy the specific safety requirement.

Similar to safety requirement elicitation (detailed in Section 4.2), The state-of-practice
in design (safety) assessment is still manual effort heavy. Therefore, two authors perform
the above processes under the supervision of researchers from academia and industry, as
detailed in Section 4.2.1.

For selecting the ML specific design choices, the inclusion criteria and the search terms
were defined iteratively. For the selection of the ten ML-design choices and their feasibility
for each requirement, an inter-researcher agreement was calculated using Cohen’s kappa
coefficient [35]. We got a score of 1.0 and 0.84, respectively, indicating an ideal agreement in
the first case and a very good agreement in the second case. The ideal agreement in the first
17https://github.com/ApolloAuto/apollo/tree/master/modules/perception/lidar
18https://github.com/ApolloAuto/apollo/tree/master/modules/perception/lidar#
readme

https://github.com/ApolloAuto/apollo/tree/master/modules/perception/lidar
https://github.com/ApolloAuto/apollo/tree/master/modules/perception/lidar#readme
https://github.com/ApolloAuto/apollo/tree/master/modules/perception/lidar#readme
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case might be due to the clarity and systematic nature of secondary studies [147, 148, 150].
The second score (0.84) shows (relative) difficulty mapping design choices to ML specific
requirements.

Table 4.2: Components and count of associated requirements. Every requirement is assessed
in the safety system (refer to Figure 4.2 for details) in addition to the component itself.
Further, the requirements relating to sensors (IMU, LiDAR, Radar, Camera, GPS/GNSS) and
HD map (last 6 rows in this table) are assessed in all modules that use their output.

Component Req.s related to
failure or data
corruption
(fulfilled)

Req.s specific to ML
(fulfilled)

Traffic light detection and recognition pipeline 2 (2) 8 (8)
Lane detection pipeline 2 (2) 7 (0)
Camera obstacle detection, classification, and
tracking pipeline

2 (2) 7 (0)

Radar obstacle detection and tracking pipeline 2 (2) n/a
LiDAR obstacle detection, classification and
tracking pipeline

2 (2) 6 (0)

Obstacle fusion pipeline 2 (2) n/a
LiDAR localization pipeline 2 (2) n/a
GPS/GNSS localization pipeline 2 (2) n/a
Localization fusion pipeline 2 (2) n/a
HD Map 2 (2) n/a
IMU 2 (2) n/a
LiDAR 2 (2) n/a
Radar 2 (2) n/a
Camera 2 (2) n/a
GPS/GNSS 2 (2) n/a

4.3.2 Results
We identified 58 safety requirements for the different subsystems of the perception system,
covering the failure of a module or data corruption (30) and limitations of ML systems in
adverse weather and illumination conditions (28). The cross-product of these requirements
with 23 design choices relating to safety (thirteen architecture tactics crossed with 30
requirements pertaining to the failure of a component or data corruption, and ten ML
specific design choices crossed with 28 requirements relating to ML based systems) led to
698 design choices. After removing infeasible design choices, we had 477 design choices.
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A detailed list of the feasible design decisions for each requirement is presented in our
replication package [130].

Table 4.3: Summary table

Stage and intermediate or final result # or status

Safety requirements elicitation
Hazardous events 69
Aggregated safety goals 18
Discarded safety goals (risk level ASIL QM) 3
Safety requirements 58

on failure or data corruption 30
on limitation of ML components 28

Design assessment
Feasible design choices 477

on traditional software 225
on ML components 252

Status of safety requirements 38 fulfilled
20 unknown

on traditional software 30 fulfilled

on ML components 8 fulfilled
20 unknown

We search for design choices associated with each requirement in the components
related to the requirement (also presented in our replication package). For each safety
requirement, we reach one of the following three conclusions: (1) there exists evidence that
a requirement is fulfilled; (2) there does not exist evidence that a requirement is fulfilled;
and (3) unknown. We reach the second conclusion when despite searching all the associated
components, the evidence is non-conclusive. We arrive at the third conclusion if a resource
is not found or we cannot comprehend the code or its structure. For example, the dataset
or the description of dataset characteristics is required to assess choices related to a dataset
used for training an ML model. If the dataset or its characteristics are not specified, we
reach the third conclusion.

We found evidence that Apollo’s design fulfilled 38 out of 58 safety requirements. We
noticed that all the requirements relating to architecture are fulfilled in the design. The
status of the rest 20 requirements was concluded to be unknown, and all the 20 requirements
were specific to ML components and related explicitly to three pipelines: (1) lane detection;
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(2) camera obstacle detection, classification, and tracking; and (3) LiDAR obstacle detection,
classification, and tracking pipeline. The only pipeline that contains ML components and is
found to satisfy ML specific safety requirements is the traffic light detection and recognition
pipeline. We identified 180 design choices for the 20 requirements with unknown status.
Out of these 180 choices, 119 were concluded as not used. The other 61 were concluded
as unknown primarily due to the non-availability of the dataset or its characteristics and
no comments, and unknown structure of the code. An overview of the number of (un-
)fulfilled requirements, and related components are shown in Table 4.2. More details on how
Apollo’s design decisions do (not) fulfill each requirement are available in the replication
package [130]. A summary of the results of the entire design assessment is presented in
Table 4.3.

4.4 Discussion
This section presents interpretations of our findings, their potential use and implications,
the role of the choice of methods, and the applicability of our findings to other contexts.

Interpretation of our findings. It might be obvious to some readers that all requirements
related to failure and data corruption are satisfied, especially since this is the seventh (major)
version of the Apollo stack. This points out the maturity of the stack from a traditional
software safety standpoint. However, the same is not valid for ML based components.
Our study shows that 20 out of 28 safety requirements specific to ML systems are not
found satisfied in Apollo’s design (7.0) [11]. The lack of data relating to ML systems (e.g.,
specification of datasets on which the ML models are trained and documentation of the ML
models and their code) has rendered the decision-making inconclusive, thus making the
satisfaction of these requirements unknown. If these requirements are not met, it can point
to an acute shortage of research related to the safety assessment at the design level for
ML based systems. This corroborates with the literature suggesting that quality attribute
safety is not yet one of the highest priorities in developing ML systems [150].

Understanding unfulfilled safety requirements in design is the first step to safety. If
design issues are not corrected in time, they transfer to implementation. Since design
deficiencies cannot be fixed in implementation, they can cause catastrophe, risking the lives
of passengers and other traffic participants. For example, the infamous Uber self-driving
car accident leading to the death of a pedestrian was caused by the decision system failing
to act after the perception system identified a pedestrian well before safety margins. Also,
fixing a design issue later in the product life cycle is orders of magnitude costlier than in
the design or early prototype stage.

To the best of our knowledge, this study is the first one in the scientific literature
to present the safety design assessment for the perception system of a mature software
stack for automated driving in a real-life setting. Nonetheless, based on the insights
derived from our study, we suggest the industry to provide their ML models’ and datasets’
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characteristics, like their representatives in different situations, training and test data, and
resultant accuracy. Specifically, our study identifies areas that might need more work that
can inform the planning of tech leads and managers. For example, the LiDAR obstacle
detection, classification, and tracking pipeline may require more work than the traffic light
detection and recognition pipeline. Further, the industry can use our list of requirements
and our curated list of practices to generate documentation relating to ML components.

Recommendations & Future directions: This study brings the high amount of human
effort required to elicit safety requirements to the limelight. In its current form, each
automotive stakeholder that plans to sell an automated driving stack directly or indirectly
to an end user has to perform requirements elicitation. Then ideally, safety certification
bodies in respective countries have to examine the entire process. One key takeaway
that we saw in this case study (which might already be known in the community) is that
many steps (e.g., hazard analysis, risk assessment) of requirement elicitation are common
irrespective of the underlying stack, given the end functionality (in our context, automated
highway driving) is the same. Instead of each entity performing the same steps separately,
we recommend all the entities, especially safety certification bodies in respective places,
to perform such common steps together and make the results available to all interested
parties. Such a practice can not only remove the unnecessary waste of resources but also
update those steps consistently in the future. Note that such common steps (due to their
very nature as “common") will not affect the exposure of the intellectual property and
any related advantages of any of the stakeholders involved. We also believe that vehicle
users have the right to an unbiased understanding of the safety of the vehicles’ software,
especially in automated driving settings.

Another important part we noticed is the lack of clarity and the highly distributed
nature of documentation and associated resources. To make a detailed architecture, we
(and similar prior research [13]) have to create a detailed architecture using a multitude
of resources and code spread across multiple domains (e.g., image recognition, neural
networks, localization methods). Yet, many details are missing; in our case leading to
the fulfillment status unknown for 20 requirements. This not only hampers the safety
requirement elicitation and assessment but also the idea of open sourcing, which is to
elicit community participation, and overall under-stability, usability, and maintenance.
We strongly recommend updating the missing details (see our replication package for
details [130]).

This study is primarily qualitative, while future studies can consider the analysis on the
impacts of the obtained results in a quantitative way. Another future direction studies can
explore is safety requirement elicitation on other automated driving stacks and how they
compare to Apollo. Techniques to reduce the human effort (and the resulting subjectivity)
of the requirement elicitation and assessment are another dimension to explore.

Applications. We foresee many applications of our findings for industry, research,
education, traffic authorities, and lawmakers. Currently, every company that develops or
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uses an automated driving framework for a specific location has to repeat its own safety
requirements elicitation due to the current proprietary nature. Then the authorities will
need to assess each of them (if this is required for certification for use on the road for
automated vehicles). Open sourcing safety requirement elicitation can reduce this rework
(by both companies and traffic authorities), attract community participation, make the
process more transparent, easier, and reduce cost and effort.

The research community can use our results as a first step to identify weak points in
automotive perception systems and identify directions for future research from a safety
perspective. For education, including safety in a curriculum might avoid catastrophic
events19 resulting from considering safety as an afterthought.

For lawmakers and traffic authorities, one major challenge is identifying who is respon-
sible in case of a catastrophic event involving an automated driving vehicle: the automotive
company, the software suppliers, tool vendors, or the users themselves?20 A publicly
available safety analysis can be the first step to ensure that basic steps are taken to avoid
such situations.

Method. As the first study on assessing safety in the design of Apollo, we chose the
de-facto method in the automotive domain for safety requirement elicitation and banked
on literature for design assessment. However, alternative techniques, for instance, failure
mode effect analysis [43] or system-theoretic process analysis [37], can be used instead of
fault tree analysis. Future research should validate whether the choice of a method can
influence findings and, if so, how.

Generalizability. This study is on a 3.4 km stretch of a Dutch highway and Apollo’s
perception system. Since the highways in the Netherlands are relatively standardized
with minor variations and similar weather and illumination conditions, our findings are
more likely to generalize to highways in the Netherlands than a similar study in a higher
variability country like the United States of America. We suggest investigating other
highway segments before exploring an entire highway-wide safety requirement elicitation.
This also means a similar generalization may not hold across Europe or beyond Europe
since the traffic environment, traffic rules, weather, and illumination conditions can vary
drastically. We also expect similar results if other automated driving frameworks were to
be used instead of Apollo. More research is required to test these scenarios.

In retrospect, the validity should improve when independent researchers replicate our
work. For reproducibility, data and step-by-step results are publicly available [130].

19https://www.bbc.com/news/business-50312340
20https://www.theguardian.com/technology/2022/jan/26/self-driving-car-users-
should-have-immunity-from-offences-report

https://www.bbc.com/news/business-50312340
https://www.theguardian.com/technology/2022/jan/26/self-driving-car-users-should-have-immunity-from-offences-report
https://www.theguardian.com/technology/2022/jan/26/self-driving-car-users-should-have-immunity-from-offences-report
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4.5 Threats to validity
Construct validity. Many steps in our case study rely on human judgment, which can
introduce researcher bias. For instance, many steps in requirement elicitation require
brainstorming and manual inspection. While researcher bias remains a valid threat; we
tried to mitigate it by using systematic methods and inter-researcher agreements where
possible (e.g., using HAZOP for hazard analysis). Two authors performed each step that
required manual analysis under the broad supervision of a subject matter expert from
the industry. The industry expert (and co-author) has more than 10 years of experience
in the automotive industry and more than 15 years of experience in safety-related and
safety-critical systems development and certification according to IEC 61508 [38] and ISO
26262 [5].

We identified ML specific design practices from secondary studies. So, if these studies
systematically missed a subset of design practices (e.g., linked to their scope), they are
missing from our study too. To minimize this threat, we selected the most recent secondary
studies for the latest and most comprehensive list of design practices. We also noticed that
these studies used systematic and mixed methods approaches, reinforcing our belief that
the aggregated list of practices is comprehensive.

Note that we followed the current state of practice in requirement elicitation and
architecture assessment, which is human effort intensive. At the same time, we have
employed systematic methods and qualitative evaluation to improve reproducibility and
soundness. Another way to reduce human effort and improve reproducibility might have
been automating the entire process. However, it is out of the scope of this work and a
research direction on its own.

Internal Validity. Many steps in our design assessment make assumptions (e.g., assump-
tions for risk assessment). As long as these assumptions hold, our results are likely accurate.
To limit the risk of introducing unjustified assumptions, we only made assumptions that
are grounded in literature.

Our design assessment relies on publicly available documents. While we tried to be as
comprehensive as possible, the results in this chapter are as sound as the documentation,
code structure, error and logging code, and pointers to the base papers.

External validity. Our case study uses Apollo’s automated driving framework on a
Dutch highway segment. While Apollo is one of the most advanced automated driving
frameworks available in the open-source and the highway scenarios we choose are generic,
our findings may not generalize. To improve the external validity of our findings, our
solution should be tried on other Dutch highway segments, other highways, and automated
driving frameworks.
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4.6 Related work
There is an industry-wide consensus on the importance of the safety of automated driving
systems, especially after the catastrophic uber automated driving vehicle crash, which led
to the death of a pedestrian.20 Nowadays, every manufacturer and software vendor, who
tests their vehicles on public roads, releases a safety report for the public [181–183], further
acknowledging the relevance of safety. Unfortunately, these reports neither disclose safety
requirements nor how they are assessed, making it hard to gauge their usefulness. Our
study is an attempt to bring safety assessment into the public domain. Making the safety
assessment available publicly will be a first step in showing that the basic steps to avoid
potential catastrophic events are taken right from the design stage.

The safety of automated driving systems can be assessed in many stages of product
development including design [70, 71], development [184], validation & verification [125–
127], and deployment [185]. Currently, the vast majority of literature focus on safety
assessment in validation & verification stage including testing [125–127], particularly for
ML based systems [128]. While coding standards [184], design patterns [85,91,92], and best
practices [186] to address safety during the design and development stages of traditional
software exists, a similar set of guidelines are still in their inception phase for ML-based
systems. Given automated driving systems are being used in highly dynamic settings with
proximity to other traffic participants, without operator (human driver) supervision, and
in safety-critical settings, their safety assessment at every product life-cycle stage requires
immediate attention.

Literature has shown the cost of fixing any issue in software increases exponentially
with every product life-cycle stage [187]. The design is likely a better stage to start making
automated driving safe. While relatively unexplored, studies on design assessment for safety
offered methods to elicit and assess requirements in settings such as connected driving [70,
71, 81]. To the best of our knowledge, the scientific literature on safety assessment in the
design of a mature automated driving framework for complete automated driving has not
been explored, nor has the design assessment of limitations of ML-systems considering
environmental factors [188]. Note that environmental factors, including adverse weather
and illumination conditions, have been shown to cause functional limitations for ML
systems that process data from various sensors [188]. Building on the prior works, this
study presents a design safety assessment of an automated driving system for its use in a
Dutch highway segment.

4.7 Conclusions
This chapter presents a case study assessing the safety of the Apollo automated driving
framework’s perception system in design. We elicited 58 safety requirements to enable
automated driving in a Dutch highway segment. For the assessment of safety requirements,
we used 23 design choices; thirteen relating to traditional software and the other ten
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specific to ML based systems. We found design evidence that 38 out of 58 requirements are
met. While all requirements relating to traditional software systems are satisfied, many
requirements specific to ML based systems are not found satisfied. This points to the
higher maturity of the stack from a safety standpoint of traditional software than ML based
software.

To the best of our knowledge, this study is the first study in the scientific literature
to present the safety design assessment for the perception system of a mature software
stack for automated driving in a real-life setting. Our study opens up a multitude of future
research directions, including safety requirement elicitation on other automated driving
stacks and their comparison to Apollo, and techniques to reduce the human effort (and
the resulting subjectivity) of the requirement elicitation and assessment. For practitioners,
our contributions include the parts of Apollo which need more work and possible design
choices to consider for closing the safety gap. We have shared our data, including results
from its intermediate steps for transparency, replicability, and reusability of our work for
research and practice.
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5
Painting the Landscape of

Automotive Software
in GitHub

The automotive industry has transitioned from being an electro-mechanical to a software-
intensive industry. A current high-end production vehicle contains 100 million+ lines of code
surpassing modern airplanes, the Large Hadron Collider, the Android OS, and Facebook’s
front-end software, in code size by a huge margin. Today, software companies worldwide,
including Apple, Google, Huawei, Baidu, and Sony are reportedly working to bring their
vehicles to the road. This chapter ventures into the automotive software landscape in open
source, providing a first glimpse into this multi-disciplinary industry with a long history of
closed source development. We paint the landscape of automotive software on GitHub by
describing its characteristics and development styles.

This chapter is based on
 S. Kochanthara, Y. Dajsuren, L. Cleophas, M. van den Brand. Painting the Landscape of Automotive Software in
GitHub, MSR’22 [12]
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T oday, automotive is a software-intensive industry [96, 189]. The latest innovations in
this 5 trillion dollar industry1 (including automated driving, intuitive infotainment,

and electrification) depend less on mechanical ingenuity and more on software innovations.
In 2020, the software in a car and hardware it runs on is estimated to cost from $4,800 up to
$10,650.2 By 2030, this cost is expected to double to an estimated 50% of the total car cost.3

The recent entry of the automotive industry in Open Source Software (OSS) is a land-
marking change for an industry primarily driven commercially and dependent heavily
on protecting their intellectual property. This exposes the automotive software industry,
consisting of original equipment manufacturers (or car makers in short), their different tiers
of suppliers, and tool vendors to a wide network of contributors worldwide, in addition
to interesting and relevant projects. To understand what exists and what opportunities
this landmark change can offer, this study explores the landscape of automotive software
projects in OSS, as seen on GitHub.

Many studies have explored the landscape of OSS, albeit for different domains. There
are studies on AI-ML software [190], software from large tech companies [191], and
even specific application domains like video games [192] and bots [193]. To this, we add
automotive software with its distinctive and unique blend of non-safety critical, safety
critical, and infotainment software, bunched together into a single system. We investigate:

What characterizes automotive software projects in open source?

We explore the following two dimensions:
(1) Categories & characteristics: We identify what types of automotive software projects are
open sourced and compare them to each other. We also compare the automotive projects
to non-automotive projects. Further, we explore the characteristics of automotive projects
(e.g., size and maturity of the field) and their stakeholders (e.g., key players and affiliations).
(2) Software development styles: We investigate different aspects of software development
like collaboration (e.g., types of contributors, their contributions and interactions) and
contribution style (e.g., independent vs. dependent).

Our analyses are based on ≈600 automotive and a similar count of non-automotive
projects on GitHub created in a span of 12 years from 2010 to 2021.
Our main contributions are:

1https://www.carsguide.com.au/car-advice/how-many-cars-are-there-in-the-world-70629
2https://www.eetimes.com/projections-for-rising-auto-software-cost-for-carmakers/
3https://www.statista.com/statistics/277931/automotive-electronics-cost-as-a-share-of-total-car-cost-
worldwide/
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• A manually curated, first of its kind dataset of actively developed automotive soft-
ware and their classification along four popular dimensions including safety-critical
software and tools [18]. This dataset facilitates the replication of this study and
future explorations into automotive software.

• A characterization of automotive software including its temporal trends, popularity,
programming languages, user distributions, and development activities.

To the best of our knowledge, this study is the first in presenting the automotive software
landscape in open source. Insights presented in this study are relevant for the field growing
at a fast pace and yet little is known from a software engineering perspective.

The rest of the chapter is organized as follows: Section 5.1 presents our design choices
for data collection and analysis. Section 5.2 and 5.3 present our findings and insights along
with our approach to derive these insights. Section 5.4 presents the implication of this study
for automotive and software engineering research and practice. We review the threats
to validity in Section 5.5, describe the related research in Section 5.6, and conclude the
chapter in Section 5.7.

5.1 Study design
Our choice of GitHub for the exploration of the automotive software landscape is motivated
by the sheer volume of open source software projects hosted on the platform, and its
prevalence worldwide. In 2021 alone, 64 million new repositories were created, with more
than 73 million contributors from over 200 countries around the globe and 84% of the
Fortune 100 companies using GitHub.4

There are three parts to this investigation. First, we define automotive software and
propose criteria to distinguish automotive software from general software systems; and
criteria to identify general repositories serving as the baseline for comparison. Themetadata
of the two sets of selected repositories are used for the second and third part. In the second
part, we present descriptive statistics of the repositories (in Section 5.2) while in the third
part we explore user statistics as well as contribution patterns (in Section 5.3). For the
second and third parts, we derive insights from the automotive domain and compare it
against the baseline. Particularly, wemine archival data via the GitHub API (using PyGithub
- a python wrapper for GitHub API search5) for the second part. We further enrich this
data with the GHTorrent data [194] for the third part. Generally, our study design takes
inspiration from recent landscape studies relating to OSS (e.g., [190, 191]).

4https://octoverse.github.com/
5https://pygithub.readthedocs.io/en/latest/introduction.html
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5.1.1 What is automotive software?
There are many definitions of automotive software prevalent in different scientific com-
munities (e.g., [97, 189, 195]). Some common elements of these definitions are: (a) the
software that forms part of a vehicle, (b) the software that interacts with a vehicle via APIs
or other similar mechanisms, and (c) the software specifically used for creating (a) and
(b) [40, 189, 195, 196]. A more detailed characterization of automotive software is presented
in Section 5.2.

5.1.2 Identify automotive software projects
To identify a specific type of software projects on GitHub, conventional methods like topic
modelling [197, 198] are found to be inefficient [190]. Another approach uses the ‘topics’
feature on GitHub.6 Topics are labels defined by a project or suggested to a project (by
GitHub) that can be used to discover a network of similar repositories.7 Our preliminary
manual analysis showed that unlike previous study [190], several automotive repositories
did not use GitHub’s ‘topics’ feature. Therefore, in addition to looking at ‘topics’ to identify
repositories, we searched GitHub for specific keywords which if found in the ‘README’
file are likely to identify an automotive software repository.

To identify automotive software using the ‘topics’ feature of GitHub, first we defined
seed terms. We choose ‘automotive’, ‘automobile’, ‘drive’, ‘driving’, ‘vehicle’, ‘vehicular’,
and ‘car’ as the seed terms. To capture a range of related terms, we transformed the seeds
terms to their base terms. For example, ‘automo’ for automobile and automotive. Likewise,
the other keywords became: driv, vehic, and car. Using these base terms, we composed a
search string excluding the terms that are not related to automotive software. Examples
are google-drive, e-commerce, and device-driver related topics. Our final (4) search queries
were:

• automo,
• vehic,
• driv NOT driven NOT drives NOT license NOT google-drive NOT linux-driver,
• car NOT cart NOT card NOT caro NOT carp NOT care

Using these search queries we identified topics which collectively defined the search
space for automotive software repositories. In total, we identified 2,797 topic labels. We
manually analyzed each topic to decide whether it is related to automotive software or not.
If a topic label was not informative, we looked at the name and description of the top 10
repositories linked to the topic to make the decision. Ultimately, we identified 286 topics
and selected all their linked repositories. A complete list of the topics (along with its search
term) is available as a part of our replication package [18].
6https://github.blog/2017-01-31-introducing-topics/
7https://github.com/topics
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Further, to identify relevant repositories that do not use topics, we selected the top five
topic results based on repository count (from the 286 topics in the prior step), from each
of the four search queries, that are selected in the prior step (yielding a total of 20). For a
better signal-to-noise ratio in the search results, we removed the most common terms (e.g.,
car, cars) which resulted in 12 terms. We searched for these terms in the ‘README‘ file
of repositories which do not use ‘topic’ labels, in order to identify additional repositories.
Notably, only up to 50% of the repositories relating to automotive were found using the
‘topics’ feature and 301 out of 585 selected automotive repositories did not use this feature.
Note that in each of the above manual analysis steps, a random sample and borderline
cases were analyzed by two researchers independently, to ensure rigor and repeatability.

5.1.3 Selection and elimination criteria
To curate a representative sample of active projects, we apply the following filtering criteria
(inspired by [190]):

Size: The size of a repository should be greater than 0 KB.

Popular: Stars and forks are indicators of the popularity of a repository. To collect a represen-
tative sample of repositories (and not just the popular ones), we select repositories
with at least 5 forks OR 5 stars.

Activity: We use commits as a proxy of development activities and select repositories where
the last commit was in 2021, a criterion for selecting actively developed projects.

Data: The repository data should be available via the GitHub API. The above four criteria
when applied to the shortlisted software repositories, resulted in a subset of 1981
repositories.

Content: To gauge whether a repository is an automotive software one or not, the first author
manually examined the project title, description, and README file based on the
following inclusion and exclusion criteria.
Inclusion criteria

• Select automotive-specific software

• Select software that aids in the development of automotive-specific software

• Select software related to on-road vehicles only

• The text is written in English and has a README file

Exclusion criteria
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• Repositories that are not automotive related or relate to (automotive) sales and
marketing, tutorials, course projects, bachelor and master theses, documenta-
tions, data-sets, toy cars, games, traffic infrastructure, maps, and ones that do
not directly interact with vehicles.

We adopted a conservative approach for selecting repositories. This means that cases
which fall in a grey area were excluded. For the repeatability of the procedure, another
researcher with experience in conducting empirical software engineering independently
classified a subset of randomly selected repositories (approximately 100) using the above
inclusion and exclusion criteria. The inter-rater agreement between the two classifications
was 0.83 as calculated using Cohen’s Kappa [199] indicating an almost perfect agreement.
The two researchers discussed their disagreements until a decision was reached. In the
end, we identified 585 active and popular automotive software repositories.

5.1.4 Identify baseline repositories
To compare our insight against a baseline, we needed actively developed repositories
that are not automotive-related. Our first choice was reusing the baseline from a related
prior study [190]. This dataset, however, had three issues: (1) does not contain recent
repositories (created after mid-2019), (2) systematically excludes AI-ML repositories, and
(3) represents most popular repositories which are not necessarily representative of general
software projects. To mitigate these concerns, we created our baseline with the following
characteristics. First, we identified actively developed projects using the same criteria (size,
popularity, activity, and data availability) as for the automotive software projects (refer to
Section 2.3). The only deviation wemade is selecting repositories with five or more stars and
forks. This decision was made to mitigate the practical implementation limits of the search
API. Then, for each year (from 2010 until 2021), we sub-sampled repositories proportional to
the percentage distribution of all the actively developed GitHub repositories over the years,
and selected based on most recent activity from each sub-sample. We selected repositories
such that their aggregate count is closer to 600 repositories. To avoid overlap with the
automotive software, we excluded repositories with the terms automotive, car, and vehicle.
Our resulting dataset had 566 repositories as baseline.

5.1.5 Data analysis
There are two parts to our data analysis: (1) We report descriptive statistics on the selection
of automotive and baseline repositories. We describe the types of automotive software
systems and how they relate to baseline software systems. This part of our analyses is
based on the meta-data extracted using PyGithub. For details, refer to Section 5.2. (2) We
offer deeper insights into development styles by combining insights from PyGithub and
GHTorrent [194]. Since GHTorrent dataset contained developement data only upto July
2021 (we collected data using PyGitHub in December 2021), some of the repositories from
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PyGitHub based data was not available in GHTorrent. Consequently, we were left with
436 out of 585 automotive repositories and 503 out of 565 the baseline repositories. Refer
to Section 5.3 for deeper implementation details along with obtained insights.

5.2 Categories and characteristics
This section presents the types of automotive software available on GitHub and their
characteristics. First, we introduce the different ways to classify automotive software. The
next subsection presents our findings and the distinctive characteristics of automotive
software with reference to the comparison set of general software systems. This analysis is
based on the 584 automotive repositories (extracted using PyGitHub) created in a span of
12 years between 2010 and 2021. The most recent one was created on 30th December 2021.

5.2.1 Approach
Informally, automotive software can be defined as: (1) the software that runs or interacts
with a vehicle; and (2) the tools to support different life cycle stages (e.g., development,
validation & verification) of the software that runs or interacts with a vehicle. We refer to
the above two categories as in-vehicle software and tools, respectively.

In-vehicle software: In literature, there are many ways to categorize in-vehicle software.
We use the following two schemes:
(1) Safety critical & safety critical based on application: Safety critical software is defined as
the software that carries out tasks, which if not properly performed, could lead to human
injury, death, or harm to the environment [200–205]. During the manual classification of
automotive software, we noticed that in addition to safety critical and non-safety critical
software systems, there is a third type of software systems: safety critical based on applica-
tion. These software systems can be safety critical depending on the (intended) application
context. For instance, a software system for perception is safety critical when used in
fully automated driving (i.e., without an active human driver). In this case, any failure,
malfunction, or unintended function of the perception software system can lead to a crash,
injury to the traffic participants, and harm to its surroundings. The same system when
used as a driver-warning system, in which human driver is in charge, can be classified
as non-safety critical. In this scenario, the responsibility of maneuvering the vehicle is
with the human driver. We classified such software repositories as safety critical based on
application.
(2) Broy’s classification: In 2007, Broy et al. [40] classified automotive software into the
following 5 categories: (a) Human Machine Interface (HMI), multimedia, and telematics re-
lated software; (b) Body/comfort software, for instance, the software for controlling various
aspects of car doors; (c) Software for safety electronics, that are hard real-time, discrete
event-based software with strict safety requirements; (d) Powertrain and chassis control
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software, which include control algorithms and software for controlling the engine; and (e)
Infrastructure software, like software for diagnosis and software updates.

Since 2007, the field of automotive software and software systems in general has evolved.
For example, highly accurate image recognitionwith (relatively) lower computational power
was demonstrated using neural networks in 2012 [206]. Automotive software has advanced
in perception systems and automated decisionmaking whichmakes fully automated driving
possible. While other aspects of automated driving like drive-by-wire are captured in the
current classification, this aspect of perception and decision making, however, is not. We
extend Broy’s classification by adding a sixth category: (f) perception and decision software.
Perception and decision software includes any software that contributes to the perception
(understanding the surroundings of a vehicle) and decision making (e.g., deciding actuation,
steering, and brake), for any level of automated driving (i.e., driver assistance, partially
automated, and fully automated).

Tools: Industry standards (e.g., ISO26262 [5]) define multiple stages, such as validation
& verification, in the automotive life-cycle. We consider all software repositories that offer
tools for one or more stages of an automotive life-cycle, in this category. For brevity, we
exclude from this classification, the stages (and hence the corresponding tool) for which we
had exactly one repository. The selected repositories fall into the following four categories:
(1) tools for development, (2) tools related to simulation or emulation, (3) tools for validation
& verification, and (4) tools for diagnostics.

Please note that traditionally tools relating to simulation (and emulation) are considered
part of validation & verification. However, with the advent of neural networks, many
simulation tools are used in training (developing) neural networks. Therefore, we study
these tools separately here.

To ensure a rigorous and repeatable classification of automotive repositories into the
above-mentioned categories, the first author and another researcher with experience in
empirical software engineering, independently classified a subset of randomly selected
repositories and borderline cases.

In the subsequent subsection, we report the distribution of automotive software based
on the above classification to offer an overview of the types of automotive software open
sourced on GitHub. We continue venturing into these popular and prominent classes of
automotive software throughout the chapter.

To characterize automotive software, we report descriptive statistics on automotive
software repositories and compare them against the comparison set of non-automotive
repositories, also from GitHub. Our analyses highlights four key areas, starting with the
temporal trends and evolution of the repositories on GitHub. This analysis indicates the
maturity and growth of the field. Next, we discuss the ownership of the automotive software
(users versus organization) indicating the key players of the field and how they are shaping
the landscape of automotive software. Along the same lines, we continue exploring popular
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automotive software in terms of development activities (inferred from fork count) and in
general (using stars and subscribers). We conclude with an exploration into the choice of
primary programming languages used by different categories of automotive software.

5.2.2 Findings
Genesis - The beginning & temporal trends: In 2010, the first still actively developed
automotive project, Veins, was created in GitHub (26th-April-2010). This vehicular network
simulation framework defined the entry of automotive software development into GitHub,
marking a turning point for an industry traditionally closed source in the past 50 years of
its software use.

Since then more repositories are added each year to a total of 584 (actively developed)
automotive software repositories in a span of 12 years. Figure 5.1 presents the percentage
distribution of the automotive software repositories (based on their creation year) with
reference to the total actively developed repositories in GitHub. The temporal trend suggests
that from 2018 to 2019 the percentage growth of automotive software has doubled which
again doubled from 2019 to 2020. In comparison to the actively developed repositories
across GitHub (which peaked in 2014), automotive software is still in its infancy and
expected to grow in the future.

Origin & temporal trends

Veins - a simulation tool, is the first automotive software repository created by a user
in 2010 that is still actively developed. This study witnesses open source automotive
software boom in its infancy.

The dawn of new opportunities - Ownership: In 2010, no organization was developing
any automotive software in GitHub that is still actively developed. In the next 6 years
(2011-2016), small organizations, enthusiast groups, and non-profits organizations ventured
into open source; owning 14 software projects. The first organization owned (still actively
developed) project is Open-Vehicle-Monitoring-System, an in-vehicle software from the
enthusiast group Open Vehicles.

The year 2017 marked the entry of big players to open source. This year Baidu, the
Chinese search engine company, created project Apollo - a full software stack for fully
automated driving. The other big players, namely, Amazon, Intel, Microsoft, and Udacity
joined soon after, each of which open sourced one of their tools to build automated driving
solutions. In our data set, one in three (or 194 out of 584) automotive software repositories
is owned by an organization. Cumulatively, we are looking at 163 organizations and 343
users owning at least one repository.
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Figure 5.1: Temporal evolution of actively developed automotive software repositories with
reference to all actively developed repositories in GitHub, between 2010 and 2021.

The development of automotive OSS today is spearheaded by tool vendors, academic,
and industrial research labs with more than 30 repositories owned by academic research
groups.

The only car maker in automotive software on GitHub is Toyota with two repositories,
a tool and an in-vehicle software. Please note that we might have missed the different tiers
of suppliers to car makers since there is no straightforward way to identify suppliers from
the GitHub meta-data.

Currently, the top 5 organizations working on automotive software (in terms of reposi-
tory count) are: VITA lab at EPFL (5 repositories), LG Silicon Valley Lab (4), MathWorks
Open Source and Community Projects (4), AutonomouStuff (3), and CARLA (3).

Repository ownership

One in three automotive software repositories is owned by an organization. The field
witnesses high participation from academic and industrial (tool vendors) research labs
with only one car maker (Toyota) at the forefront.

In the catbird seat - Popularity: The top 5 popular automotive projects from orga-
nizations based on the three indicators of popularity (stars, forks, and subscribers; see
Table 5.1) are simulation tools (4 in count), followed by in-vehicle software on perception
and decision systems (fizyr/keras-retinanet) and the automated driving stack Apollo.

The popular user repositories on automotive software are more diverse, including
both in-vehicle software and tools. The in-vehicle software in the top 5 relate to (a) HMI
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and telematics and (b) perception and decision. The tools in the top 5 relates to (a) the
development of perception and decision-related software and (b) diagnostics.

Figure 5.2 presents the distribution of stars, forks, and subscribers across automotive
software along with the baseline repositories. Generally, projects have more stars, than
forks and subscribers. This is the same for automotive and baseline repositories. Notably,
automotive software is far less popular than the baseline software systems, further re-
inforcing the notion of infancy of the field. The differences in the distribution among
the automotive and baseline repositories are statistically significant as calculated using
the Mann-Whitney-Wilcoxon Test [207], a non-parametric test for two independent data
samples, calculated at p-value<0.05. The median numbers of stars, forks and subscribers
for automotive repositories are 24, 9, and 4 respectively, while the median for baseline
repositories are 297, 121, and 36, respectively. Here, we would like to remind the readers
that despite our attempts at selecting a representative sample of projects as baseline, our
dataset might be somewhat biased towards more popular repositories (see threats to valid-
ity in Section 5.5 for details), skewing the distribution further. Even within automotive
repositories, organization-owned repositories is at least twice as popular as user-owned
software projects.

Popularity

Automotive software as a field is less popular than general software on GitHub. Apollo,
Baidu’s automated driving software stack, is currently the most popular automotive
repository. Generally, organization-owned software projects are twice as popular as
user-owned projects.

Genera - Types of automotive software: Broadly, there is an abundance of in-vehicle
software (375) in comparison to tools (233). A detailed distribution of the types of auto-
motive software (both in-vehicle software and tools) is presented in Table 5.2. Note that a
repository can belong to multiple categories. Therefore, the sum of the repository count
in all the categories can be greater than the actual repository count. More details on the
classification of individual repositories is available in the replication package [18].

Within in-vehicle software, most repositories relate to perception and decision related
software. Notably, Broy’s classification [40] for in-vehicle software is a small part (108 out
of 375) of the whole. Of these 108, HMI (71) and infrastructure (38) are the top categories,
and are primarily developed by users.

The development of safety-critical software in open source is still in its initial stages
(21 repositories). Although, many software repositories belong to safety-critical based
on application category (approximately 60% of in-vehicle software). Most of the safety-
critical software relates to perception and decision-based software intended for use in fully



5

132 5 Painting the Landscape of Automotive Software in GitHub

Table 5.1: Top 5 popular organization and user repositories (based on subscribers, forks,
and stars) and their count

Organization User

Top 5 repositories based on subscriber count
1 ApolloAuto/apollo (1103) stanleyhuangyc/ArduinoOBD (175)
2 microsoft/AirSim (597) timdorr/tesla-api (119)
3 carla-simulator/carla (236) Smorodov/Multitarget-tracker (110)
4 udacity/self-driving-car-sim (231) cedricp/ddt4all (81)
5 autoas/as (145) fr3ts0n/AndrOBD (68)

Top 5 repositories based on fork count
1 ApolloAuto/apollo (8013) MaybeShewill-CV/lanenet-lane-detection (772)
2 microsoft/AirSim (3557) Smorodov/Multitarget-tracker (569)
3 carla-simulator/carla (2128) stanleyhuangyc/ArduinoOBD (486)
4 fizyr/keras-retinanet (1964) timdorr/tesla-api (474)
5 udacity/self-driving-car-sim (1414) karlkurzer/path_planner (355)

Top 5 repositories based on star count
1 ApolloAuto/apollo (19954) MaybeShewill-CV/lanenet-lane-detection (1707)
2 microsoft/AirSim (12590) Smorodov/Multitarget-tracker (1636)
3 carla-simulator/carla (7100) timdorr/tesla-api (1549)
4 fizyr/keras-retinanet (4252) poodarchu/Det3D (1220)
5 udacity/self-driving-car-sim (3595) yangyanli/PointCNN (1200)
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Figure 5.2: Distribution of the popularity of automotive repositories (in terms of stars,
forks, and subscribers) with reference to the comparison set (outliers removed)
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automated driving systems. These include neural-network based semantic segmentation,
path planning, and object, pedestrian, and intent detection related software.

Table 5.2: Types of automotive software on GitHub and their distribution.

Category Org User Total

In-vehicle software 97 278 375

Safety-critical 11 10 21

Safety-critical based on application 57 167 224

Extended Broy’s classification
HMI, multimedia, & telematics 17 54 71
Body/comfort software 10 8 18
Software for safety electronics 8 4 12
Power train and chassis control software 10 7 17
Infrastructure software 9 29 38
All Broy’s categories combined 23 85 108

Perception and decision software 68 180 248

Tools 100 133 233

For development 32 31 63
For validation & verification 18 22 40
Related to Simulation (and emulation) 48 52 100
For diagnostics 5 28 33

The category ‘tools’ in automotive software is dominated by simulators and related
software. This is evident in the top five automotive software from industry (see Table 5.1),
three of which are simulators. For tools overall, there is near to equal ownership from
users (100) and organizations (133). We see a similar trend in the ownership of development
tools (32 from organization and 31 from users) and validation & verification tools (18 from
organizations and 22 from users). The only exception is diagnostic tools which are five times
more prominent among users (28) than organizations (5). Other than the above, we also
notice a small number of automotive software repositories (32) relating to (driver) safety
(like drowsiness detection) and security (tools for security testing or in-vehicle software
for the security of the vehicle).
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Types of automotive software

The most popular type of automotive software developed open-source is in-vehicle
software (375 repositories) followed by tools (233 repositories). Within in-vehicle
software, perception and decision software are most popular while in tools, simu-
lations are prominent. Traditional vehicle software and safety critical software are
underrepresented in open source.

Two worlds; two languages - Languages: Automotive software is developed in 33
primary languages and 96 languages when considering all the languages for development.
The most popular programming language is Python with 291 projects using it as a primary
language and up to 415 projects using it as one of the languages. The top 5 primary
programming languages are Python (291), C++ (98), C (33), Jupyter Notebook (33), and
MATLAB (30). Technically Jupyter Notebook is not a programming languages, rather a
blend of text and code. We do not make any assumptions in the programming languages
used inside the Notebooks rather considered them according to the tagging by GitHub.
Organizations generally prefer (based on repository count) Python (82), C++ (37), C (16),
MATLAB (10), and Jupyter Notebook (7) for their projects. Notably, users also prefer the
same languages but in slightly different order: Python (209), C++ (61), Jupyter Notebook
(26), MATLAB (20), and C (17). Most safety critical software is written in C++ (14), followed
by Python (4), MATLAB (1), and C (1).

The distribution of programming languages across projects shows a shift fromMATLAB
as preferred language of development [208] to Python. Likewise, traditionally most safety
critical software were developed in C or Ada which has now shifted to C++ in GitHub [209].

Languages

The preferred language for open source automotive software development has shifted
to Python (291 repositories) from MATLAB (30 repositories). Similarly, safety critical
software development has moved from C or Ada to C++.

5.3 Software development style
Building on the insights derived in the previous section, this section delves into the user
distribution, types of development activities, and the choice of development models in
automotive software. We compare it against the baseline to understand the unique char-
acteristics of automotive software, if any. Note that since this analysis combines data
acquired using PyGithub (in December 2021) with GHTorrent’s data (data available until
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July 2021), we missed repositories which do not exist on GHTorrent. Further, depending
on the development activities of individual repositories and missing data in GHTorrent
dataset, the total count of the repositories may vary across different analyses.

5.3.1 Approach
User distribution: In this section, we explore the types and distribution of users across
projects. We study two types of users: external and internal [190], based on their activities
in automotive software. Internal users contribute directly to the development of a project
by making changes to the actual software (commits) and moderating the decision to
include/exclude the proposed changes (like merging and closing pull requests and closing
issues). External users, on the other hand, contribute indirectly by requesting features,
reporting issues, and commenting. We believe that investigating the distribution of internal
and external users across projects indicates how a community works. For deeper insights,
we also explore changes in contribution patterns, if any, across organization and user
projects.

A natural next step to understand developer contribution and collaboration patterns is
to examine developer roles (e.g., maintainer, or reporter) and their distribution. However,
given the small community size and limited development activities, it is infeasible to
offer meaningful insights and conclusive statistical analyses. Therefore, we do not report
collaboration patterns.

Development activities: Development activities on GitHub can be broadly classified into
commits, issues, and pull requests. Issue events indicate participation from the broader
user base (beyond contributors) requesting additional features or indicating problems. Par-
ticipation in issue events indicate how the users of the software interact with developers,
influencing its development. The next group of development activities are pull requests
which indicate a relatively stronger influence on the software by proposing changes for in-
clusion into the software system or its associated artifacts. These activities log the decisions
to include or exclude proposed changes. Finally, a commit is an even more involved activity
dealing with the technical aspects of creating desired changes in the software.8 Here too,
we explore whether project ownership influences the development activity patterns across
projects.

Development models & autonomy: Finally, we analyze the choice of development model
in automotive software. There are two types of development models in GitHub: (1) shared
repository model and (2) fork & pull model.9 The two models are different in the level
of autonomy of contributors. In the shared repository model, an author can merge their
8https://docs.github.com/en/get-started/quickstart/github-flow
9https://docs.github.com/en/pull-requests/collaborating-with-pull-requests/getting-started/about-collaborative-
development-models
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Figure 5.3: User distributions across repositories compared with baseline (outliers omitted)

proposed code changes themselves, indicating their autonomy. The fork & pull model
implies that the changes proposed by an author are reviewed by a maintainer. In this
model, an author is dependent on the actions of a reviewer for the decision to include or
exclude the proposed changes. To study the level of autonomy or dependence in a project,
we aggregate the distribution of pull requests and commits for which the author merged
the changes (self-merge) versus other contributor (other-merge). We refer to the projects
with more self-merges as practicing a shared-repository model and fork and pull model
otherwise.

5.3.2 Findings
The real stars - Users & their distribution: All the automotive repositories cumulatively
have 15,260 unique users where as the baseline set of repositories have 439,032 unique users.
In automotive software, the median count of users per repository is 5 while 115 for general
projects from our baseline (refer to Figure 5.3 for distribution). The two distributions are
significantly different as calculated using the Mann-Whitney-Wilcoxon test at p-value<0.05.
Here again, we warn our readers that our baseline is somewhat skewed towards actively
developed and popular software systems. Therefore, the differences may appear larger
than they are. Note that our identification of individual contributors relies on unique user
identifiers from GitHub. However, one individual can have several unique identities [210].
Consequently, the actual number of users might be lower than the reported count.

Looking at the distribution of users in automotive software, each project has a median
count of 3 internal and 5 external users. When we further segregated the user distribution
on the ownership type (see Figure 5.4), we observe that organizations have more users
per repository. The two distributions are different as calculated using the Mann-Whitney-
Wilcoxon test at p-value<0.05. Organizations recorded a median of 6 internal and 8 external
users in comparison to 3 and 5 respectively for the user owned automotive repositories.
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Figure 5.4: Internal and external users across automotive repositories owned by users and
organizations (outliers omitted)

User distribution across repositories

Open source automotive software has a small developer community with a median
of 5 users per repository. Notably organization repositories solicit more participation
internally and externally in comparison to the user repositories.

Abiogenesis - Development activities: We notice that most common development
activities (based on the median count of activities) in automotive software are in the form of
commits (32), followed by issues (9), and then pull requests (6). We further investigated the
distribution of development activities based on the ownership and the types of automotive
software.

Figure 5.5 presents the development activities of automotive software repositories
owned by organizations in comparison with the repositories owned by users. Generally,
organization projects have more development activities (in terms of median) than user
projects do, although there are a few user projects where the commit activity level matches
that of the organizational repositories. This indicates variability among user projects with
extremes in the distribution of development activities. Please note that the two distributions
are different as calculated using the Mann-Whitney-Wilcoxon test (p-value<0.05).

A comparison of the development activities across in-vehicle software and tools is
shown in Figure 5.6. Here, the development activities across issues (p-value = 0.29) and pull
requests (p-value = 0.40) are comparable with major differences in the commits (p-value =
0.0013). These p-values are calculated using the Mann-Whitney-Wilcoxon test such that
a p-value<0.05 indicates differences in the distribution and no differences otherwise. We
notice that there are more commit activities in tools in comparison to in-vehicle software.
We believe that this difference is attributed to the higher participation of tool vendor
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Figure 5.5: Development activities in organization owned automotive repositories versus
user owned repositories (outliers omitted)

0

100

200

Commit Issue Pull request

C
ou

nt

In−vehicle
Tools

Figure 5.6: Development activities for in-vehicle software versus tools (outliers omitted)

organizations in automotive software. To remind, there are 100 out of 233 organization
owned repositories in the tools category versus 97 out of 375 in the in-vehicle software
category.

We also explored the distribution of development activities in perception and decision
related software, which form a majority of the in-vehicle software (with sizable number
of repositories for statistical comparison) with respect to the development activities with
the rest of repositories in in-vehicle software. Figure 5.7 shows that traditional software is
more actively developed in terms of commits, issues, and pull requests than perception and
decision related software. The differences in the distribution of development activities on
repositories belonging to all the Broy’s categories combined versus repositories belonging
to perception and decision software, are significantly different as measured using the Mann-
Whitney-Wilcoxon test at p-value<0.05. This means that while perception and decision
related software are more in count, they have fewer development activities than traditional
software.
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Figure 5.7: Development activities for perception and decision related in-vehicle software
versus other in-vehicle software (outliers omitted)

Development activities

The organization-owned repositories attract more contribution across all categories.
However, there are smaller number of user owned repositories matching the level of
development activities as in organization owned repositories. Tools are more actively
developed than in-vehicle software. Within in-vehicle software, traditional in-vehicle
software is more actively developed than perception related software.

Guardians - Development model: We classified each project as a shared repository or
fork-and-pull development model by looking at their collaboration patterns. We noticed
that while 41 repositories followed the shared repository model, 182 repositories practice
the fork-and-pull model. This indicates that fewer projects are autonomously developed and
a majority of the development teams (contributors of a repository) do not have autonomy.
This observation matches the baseline with fork-and-pull being the most prominent model
and also prior work on other software sub-communities [190].

Development model

Automotive software—despite being a small development community—mostly follows
the fork-and-pull model for its development activities.

5.4 Implications
While automotive open source software is still in its infancy (in comparison to our baseline),
the field is 584 repositories and 15,260 contributors strong. With industry players entering
the field and choosing to open source their projects, we believe that automotive software
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is the next promising area with an expected multi-fold growth in the next decade. In this
section, we discuss how the insights from this study can be applied to research and practice.

5.4.1 Research
Academia is a prominent contributor of automotive software in GitHub with one of the top
5 organizations in terms of count of repositories owned. We also identified 108 repositories
linked to scientific articles in automotive software. Given the close link of automotive
software and academic research, in this section, we present the ways in which our study
can inspire future research.

Manually curated automotive software. To the best of our knowledge this chapter is the
first in presenting a manually curated dataset of automotive software in open source. We
have classified each repository using four categorization schemes namely (1) safety critical,
(2) safety-critical based on application, (3) Broy’s classification extended with perception
and decision related software, and (4) tools. One immediate future research direction is
strengthening the classification with inputs from experts in the automotive and related
domains. Also, our manually curated dataset along with the classification can be used (in
training and testing) to automate the process of identifying and classifying automotive
software by automated (algorithmic) approaches. Further, we believe that future research
can use this classification for the characterization of automotive software and in-depth
explorations into prominent software systems.

Motivation to open source. Relating to the types of automotive software open-sourced
by companies, we noticed that organizations mostly open source their tools and some
experimental projects. It will be interesting to see what types of companies come to open
source and their motivation (similar to a recent study exploring motivations of Chinese
companies to open source [191]). While our results show that one in three automotive
software repositories is owned by an organization, it is possible that at least some of the
GitHub projects in large organizations might have started as personal projects because
there was not yet a company policy on how to open source projects. Given the entry of
organizations to open source in the automotive domain is still in its infancy, it is possible
that some individual projects might actually belong to organizations and the transfer of
ownership to the organization has yet to be made. This phenomenon in itself and the
subsequent changes in our results form another direction to explore for future research.

Safety-critical. Most automotive software in open source relates to perception and deci-
sion and tools. These software systems can be safety-critical depending on the application.
Given the limited attention to safety-critical software in open source, it remains a future
work to see whether the current and future automotive software in these categories are
developed and/or tested according to safety critical standards. Also, our study forms a
guide and baseline for future studies on open source software in (other) safety critical
domains.
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Multi-disciplinary software versus general software. Automotive software developed
in GitHub is multi-disciplinary in nature. We observed repositories that model vehicle
dynamics;10 develop firmware and drivers for sensors like LiDARs and Camera; develop
algorithms for perception and motion control; and repositories on complete operating
systems integrating the above. It will be interesting to see differences in the contribution
and collaboration patterns of such multi-disciplinary software projects in comparison to
general software systems.

5.4.2 Practice
This study shows that the industry is more interested in open sourcing tools (43% or|-gani-
zation-owned) in comparison to in-vehicle software (26%). Three possible explanations
for this observation are: (1) the revenue stream for the tools is dominated by car-makers
or their suppliers who will pay for their support irrespective of open-sourcing; (2) tools
might be less intellectual property intensive than in-vehicle software and thus easier to
open source without losing the edge to competition; and (3) in-vehicle software typically
runs on less-standardized hardware (application-specific embedded hardware for various
in-vehicle functionality) than tools. These explanations however, cannot be derived from
the data used in this study and need to be validated.

In addition, our list of automotive repositories and their categorization can aid future
research into identifying the stakeholders in each category, their motivations to participate
in open source, and other domains where these tools are used. Our study also provides
the first list of automotive software tools and in-vehicle software in open source, with the
former available for practitioners to use (and contribute to) and the latter to learn from.
Further, our data and insights can be used to identify (a) software for reuse, (b) attract talent
and/or increase the adoption of software and standards, and (c) new directions, companies,
and trends in the automotive domain. Three potential implications of our findings for
practice are discussed below.

Language of choice. Automotive software in open source is now developed mostly in
Python, replacing MATLAB as reported in prior studies (see Table 12 in [208]). A similar
trend of C++ domination replacing C or Ada for safety critical software development [209]
is seen. Our advice to the readers interested in venturing into automotive software is to
consider these findings while choosing programming languages.

Companies. Prior study has shown that one reason for companies to open source
their software is to attract talent and internationalization [191]. We believe that start-up
automotive companies can benefit by open sourcing their projects.

Safety certification & car makers. Safety certification of vehicles is obligatory to allow
them on road. The current trend of more software dependent functionalities in vehicles is
challenging for certification bodies. These bodies can benefit from open software stacks.
10https://github.com/TUMFTM/velocity_optimization

https://github.com/TUMFTM/velocity_optimization
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Such a change can subsequently encourage carmakers to contribute to open source software.
Our study can be used by the certification bodies to get insights on the characteristics of
automotive software developed in open source. To car makers our study offers trends in
the open source automotive software.

5.5 Threats to validity
Construct Validity: There are threats to the representativeness of the automotive software
systems selected for analyses. To mitigate this concern, we identified automotive software
repositories using two approaches (using topics and keyword search in README files)
and adopted best practices for selecting actively developed software systems [211–213].
That being said, we might have systematically missed the repositories that do not use the
search terms, uses different topic labels, misses README file, or a meaningful description.
Also, in case of doubt, we discarded a repository, i.e. we followed a conservative approach.
The same threat applies to the categories of automotive software systems presented in
Section 5.2.

For counting unique contributors, we used their GitHub identifier and counted every
user with a distinct identifier as a unique user. However, prior studies have shown that
one individual can have several identities [210], thus the actual number of users might be
lower than the reported count.

Our baseline set of repositories might be skewed towards more popular repositories. For
representativeness, we sub-sampled repositories based on the number of actively developed
repositories created every year. However, given the smaller size of automotive repositories
as compared to the total number of actively developed repositories in GitHub, the random
selection from each sub-sample based on recent activity might have resulted in the selection
of popular repositories as the baseline.

Another threat is the introduction of researcher bias in the manual selection of repos-
itories and the classification of the automotive software. While these threats cannot be
eliminated, we tried to minimize them by (a) clearly documenting the inclusion-exclusion
criteria for the selection of repositories, and (b) using an independent rater for a subset
of the repositories. For the classification of software, we borrowed the definitions from
literature for reference.

Our insights into development styles rest on the GHTorrent dataset. The activities that
are not present in the dataset are systematically excluded from our analyses [214].

External Validity: This chapter is based on the publicly available software repositories
on Github. While GitHub is a popular and widely used platform, there are other platforms
(e.g., Gerrit and Phabricator) with their distinctive characteristics, private projects hosted
on GitHub, and closed source systems. They might add a different perspective to the
automotive software landscape. We leave it to future research to pick these topics to
improve the generalizability of the findings here.
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5.6 Related work
Related studies around automotive software landscape in GitHub can be divided into two
parts. The first part focuses on the literature on automotive software and its engineering. In
the second part we explore studies offering characterization of other software communities.

5.6.1 Automotive software
There are many studies on automotive software, exploring the different dimensions of the
topic. Some areas focused in the last five years (as identified using Google Scholar search)
include automotive software architecture [70–72, 96, 215], AI-based solutions [216, 217],
model-based solutions [218–220] and blockchain [221]. These studies touch on aspects such
as complexity [222], safety [222], security [220, 223], privacy [221], and testing [223, 224]
that are relevant for automotive software.

Another line of research on automotive software is in terms of their development
and development processes [96, 97, 225]. These studies focus on the different steps in
automotive software development [96, 97] and applicability of process models like agile
development [225] to automotive industry. That said, to the best of our knowledge, there is
little to no study characterizing automotive software development and its process in terms
of its development activities (like pull requests, issues, and commits) on closed or open
source software systems.

5.6.2 Non-automotive software landscape
Even though the software development process or its characterization is not studied for
automotive domain, characterization of other software engineering communities has been
presented in literature. The software engineering communities whose characteristics are
explored in the past can be classified based on application domain [190, 192, 193] and those
based on other factors like geography and closed source [191,191]. We present four studies
that have explored software landscape from different perspectives and inspired our study.

The most recent exploration is on the open source software systems developed by
large Chinese technology companies namely Baidu, Alibaba, and Tencent [191]. Unlike
the open source software studied in general, this exploration is regional. It presents a
characterization of open source software developed by Chinese technology companies,
their objectives for open sourcing, and a comparison to other software systems [191].

The second study explores a decade of ML and AI software systems developed in open
source [190]. The study characterizes the trend of ML/AI evolution in addition to their
collaboration and autonomy, and contrasts it against the general software systems [190].
These two studies are our primary inspirations.

Another study characterizes video game development and how it is different from
traditional software development [192]. Based on interviews, the study identifies differences
between the two types of software system and how researcher can help [192].
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Finally, studies on bots explore its use, and how these special software systems can
help the development of other software systems [193].

Along these lines, this study offers an exploration into the landscape of open source
automotive software projects. Open sourcing is a recent phenomina in automotive industry
as shown in the temporal trends in Section 5.2. Taking inspiration from the previous studies
and combining elements from many sources, we quantitatively analyze the repository data.
We hope that like the previous studies, the findings from our study inspires future research
and improve the state of automotive software development.

5.7 Conclusions
This chapter presents a landscape of automotive software projects publicly available on
GitHub. We identified and categorized ≈600 automotive repositories grounded in definitions
from literature and well-defined empirical methods. We also identified a similar number
of non-automotive projects for comparison. We analyzed the origin, temporal trends,
key players, popularity of projects, languages for development, user distribution across
repositories, and development activities. We also present, a first of its kind, manually
curated dataset of automotive projects and a comparison set of non-automotive projects,
for replication and future research.

For an industry traditionally being in closed source in its half a century history of
software use, open sourcing software projects marks a landmark change. This chapter
shows that automotive domain is undergoing a shift in multiple dimensions including the
prevalence of automated driving software development, change in preferred language from
MATLAB to Python, and entry of software companies and startups to the domain.

We foresee that the recent developments in software engineering, that enables auto-
mated driving, will further accelerate open source automotive software development. We
believe that the software stacks for automated driving will benefit from perception and
decision software currently developed in open source. Since these systems are developed
independent of car makers, involving the open source community for the acceleration of
their development, is a logical step.
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6
Conclusions

I n this chapter, we revisit the research questions presented in Section 1.3 and summarize
the main contributions of this thesis. This thesis discusses how to ensure safety in the

requirement elicitation and design stages of automotive systems and software, focusing
on automated and connected driving systems. The thesis also discovered a new landscape
shift in the automotive industry with the open-source development of automotive software
and presented the first characterization of this trend. In the rest of this section, we present
the research questions and corresponding conclusions.

RQ1.1: What processes are used for or applicable to safety requirement elicitation
in the automotive domain?

RQ 1.2: What techniques are used for safety requirement elicitation in the
automotive domain?

We addressed these two research questions in Chapter 2. We characterized the safety
requirement elicitation in the automotive domain through a systematic literature review.
We taxonomized the processes and techniques (techniques are different alternatives to
conduct individual steps in processes) creating an overview of the current landscape of
safety requirement elicitation. This systematic literature review was based on 102 primary
studies published between 2014 and 2020.

We identified nine distinct safety requirement elicitation processes and 38 distinct
techniques. We observed that the process outlined in the ISO 26262 standard forms the
basis for the automotive industry. Other processes are proposed to complement, extend, or
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replace the process outlined in the standard. Chapter 2 offered an overview, comparison, and
taxonomy of processes and techniques for safety requirement elicitation in the automotive
domain. Based on this information, temporal adoption trend, usage context, and scope, we
presented research gaps and discussed upcoming domain trends.

RQ 2.1: How to derive safety requirements for connected driving?

RQ 2.2: How to assess safety requirements in the software architecture of con-
nected driving vehicles?

Chapter 3 investigated whether the architecture of a single-vehicle meets the functional
safety requirements for cooperative driving. We proposed a method to ensure that an
automotive architecture is functionally safe to operate in given scenarios. The proposed
method derives functional safety requirements for a cooperative driving scenario and checks
whether they are fulfilled in the technical architecture of a vehicle. The method combines
methods adapted from the safety engineering and software architecture domains. We show
the usability of our method for a cooperative driving scenario, platooning, on an academic
prototype; and how this resulted in uncovering functional safety requirements not fulfilled
by the software architecture. Our method is motivated by and reinforces the notion that
functional safety should not be an afterthought in the design of automotive architectures,
but that it should rather be used for defining the architecture of the automotive system.

RQ 3.1: What safety requirements shall be fulfilled by a vehicle’s perception
system for autonomous driving on a Dutch highway?

RQ 3.2: How to assess the safety requirements in the design of a perception
system?

Chapter 4 presented a case study assessing the safety of the Apollo automated driving
framework’s perception system in design. We elicited 58 safety requirements for a Dutch
highway segment with a focus on its weather and illumination conditions. For the assess-
ment of safety requirements, we used 23 design choices; 13 relating to traditional software
and the other ten specific to ML based systems. We found design evidence that 38 out of
58 requirements are met. While all requirements relating to traditional software systems
are satisfied, many requirements specific to ML based systems are not found satisfied.
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RQ 4: What characterizes automotive software projects in open source?

Chapter 5 presented a landscape of automotive software projects publicly available on
GitHub. We identified and categorized ≈600 automotive repositories grounded in definitions
from literature and well-defined empirical methods. We also identified a similar number
of non-automotive projects for comparison. We analyzed the origin, temporal trends,
key players, popularity of projects, languages for development, user distribution across
repositories, and development activities. Based on this analysis, we also present a first-
of-its-kind manually curated dataset of automotive projects and a comparison set of non-
automotive projects for replication and future research.

For an industry traditionally closed source in its half-a-century history of software
use, open sourcing software projects marks a landmark change. Chapter 5 showed that
the automotive domain is undergoing a shift along multiple dimensions, including the
prevalence of automated driving software development, change in preferred language from
MATLAB to Python, and entry of software companies and startups into the domain.

We foresee that recent developments in software engineering, which enable automated
driving, will further accelerate open-source automotive software development. We believe
that the software stacks for automated driving will benefit from perception and decision
software currently developed in open source. Since these systems are developed indepen-
dent of car makers, involving the open-source community for the acceleration of their
development is a logical step.

6.1 Future work
The last decade marks arguably the most significant paradigm shift in the automotive
industry since its inception. Four dimensions of this shift are the transition from internal
combustion to electrification, automated and connected driving, the ongoing shift to open
source software development, and start-ups entering the field and finding success bringing
disruptive ideas and new business models. This means profound changes in almost all
dimensions of automotive software, its development, and the electronics that run them.

While we empirically showed (in Section 2.5) that safety requirement elicitation of
the traditional components like the steering system has matured, the safety requirement
elicitation of newer age concepts and components like ML based perception systems are
not. Future research focusing on these newer concepts and components is of immediate
importance, especially since such systems are on the verge of entering production.

Relatedly, whether the safety requirements elicitation is catching up to the developments
of newer concepts and components is still an open question. The open-sourcing trend
is still unfolding [12] and its safety (requirement elicitation) side might be too early to
research. However, the safety of communication-side that enables connected driving and
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the ML based components that will allow automated driving, might already be at a stage
that needs immediate research.

There can be three kinds of communications that enable connected driving: vehicle-to-
vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-road user (V2R). The first two
kinds are more established than the third kind. As we mentioned in Section 2.3, there is a
lack ofmethods that integrates V2I alongwith the traditional automotive safety requirement
elicitation. There are at least two challenges here, (1) safety requirement elicitation for
communication intermediaries like cloud, for connected driving and (2) requirements
spanning across multiple vendors (e.g., the manufacturers for smart traffic infrastructure
and vehicles might be different). Further research is needed in these directions.

Cyber-security is another prominent direction to explore in connected driving alongside
safety. The communications part that enables connected driving increases the potential at-
tack surfaces and can compromise the system’s safety. Integral approaches for requirement
elicitation considering both safety and security are a potential future research direction.
On the architecture assessment side, this thesis focused on software architecture. How-
ever, safety is often achieved via hardware architecture or a combination of hardware and
software. The second part of our method focused only at the software level. The logical
next step is to extend our software architecture assessment approach (from Section 3.2) to
address safety requirements that are fulfilled specifically in hardware and the combination
of hardware and software.

Also, the current research in architecture assessment does not account for different risk
levels across different requirements. This means that with current assessment techniques,
we can only conclude whether a safety requirement is addressed but not whether the
specific level associated with the requirement is addressed. Augmenting the assessment
method with risk levels is a potential future research direction. This will allow prioritizing
safety requirements based on the risk associated with them. This may also be a step
towards a trade-off analysis where each safety requirement can be traded off with other
requirements based on the risk associated.

Our case studies, especially on the Apollo stack, are the first studies in the scientific
literature to present the safety design assessment for the perception system of a mature
software stack for automated driving in a real-life setting. This opens up a multitude of
future research directions, including safety requirement elicitation on other automated
driving stacks and their comparison to Apollo; and techniques to reduce the human effort
(and the resulting subjectivity) of the requirement elicitation and assessment. Our case
studies also provide practitioners with the parts which need more work and possible design
choices to consider for closing safety gaps. For all of our case studies, we have shared
our data, including results from its intermediate steps for transparency, replicability, and
reusability of our work for research and practice.

Regarding the open sourcing trend in automotive, we noticed that organizations mostly
open source their tools and some experimental projects. It will be interesting to see what
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types of companies come to open source and their motivation (similar to a recent study
exploring motivations of Chinese companies to open source [191]). Given the entry of
organizations to open source in the automotive domain is still in its infancy, it is possible
that some individual projects1 might actually belong to organizations and the transfer of
ownership to the organization has yet to be made. This phenomenon in itself and the
subsequent changes in our results form another direction to explore for future research.
Further, our data and insights from Chapter 5 can be used to identify (a) software for
reuse, (b) attract talent and/or increase the adoption of software and standards, and (c) new
directions, companies, and trends in the automotive domain.

From an education perspective, in the context of software engineering, most curricula
do not focus on safety, let alone the safety of the newer types of systems.Since software
systems are becoming more safety-critical, this trend needs to change, and safety has to
be incorporated as a topic. We believe it is equally important to educate on the caveats
and limitations of current techniques since it is crucial to understand the scope of existing
processes and techniques for their correct usage in real-life. Also, in typical software
engineering curricula, a systems view is seldom included but is crucial in the context of
safety requirements. We strongly encourage including this in the curricula for educating
future software engineers.

We firmly believe that every stakeholder involved, including car makers, safety cer-
tification bodies, automotive software developers, and vehicle users, has the right to an
unbiased understanding of the safety of the vehicles’ software, especially in automated
driving settings. This thesis is a step in that direction.

1While our results show that one in three automotive software repositories is owned by an organization, it is
possible that at least some of the GitHub projects in large organizations might have started as personal projects
because there was not yet a company policy on how to open source projects.
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A
Appendix: Safety tactics

Table A.1: Safety tactics used in Chapters 3 and 4; verbatim from the work of Preschern et
al. [92].

Tactic Aim Description

Simplicity Avoid failures
through keeping
the system as
simple as possible.

Simplicity reduces the system complexity. It
includes structuring methods or cutting
unnecessary functionality and organizes system
elements or reduces them to their core safety
functionality, thus, eliminating hazards. An
example for the application of the Simplicity tactic
is an emergency stop switch system which is
usually kept as simple as possible.

Substitution Avoid failures
though usage of
more reliable
components.

Components or methods are replaced by other
components or methods one has higher
confidence in. For hardware and software this can
mean usage of existing components which are
well-proven in the safety domain.
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Tactic Aim Description

Sanity Check
(Checking)

Detection of
implausible system
outputs or states.

The Sanity Check tactic checks whether a system
state or value remains within a valid range which
can be defined in the system specification or
which is based on knowledge about the internal
structure or nature of the system. An example for
a Sanity Check is a stuck-at fault RAM-test which
checks the proper functionality of the memory
during system runtime. The test is based on the
understanding of the memory behavior (if we
write data to the memory, we should later on be
able to read the same data). Faults are detected if
the memory behaves differently.

Condition
Monitoring
(Checking)

Detect deviations
from the intended
system outputs or
states.

Condition Monitoring checks whether a system
value remains within a reasonable range
compared to a more reliable, but usually less
accurate, reference value. The reference value is
computed at runtime by a redundant part in the
implementation which can be based on system
input values and is not pre-known from the
specification (like it would be the case for Sanity
Check). An example for Condition Monitoring is a
system which has to be time-synchronized via the
Internet and which checks if the synchronized
time is feasible by comparing it to an internal
clock.

Comparison Detection of
discrepancies of
redundant system
outputs.

Comparison tests if the outputs of fully redundant
subsystems are equal in order to detect failures.
The Comparison tactic usually implies the usage of
a redundancy tactic. An example for the
application of the Comparison tactic is a dual-core
processor running in lockstep mode. The
processor runs the same software on both cores
and compares their outputs after each cycle.
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Tactic Aim Description

Diverse
Redundancy
(Redundancy)

Introduction of a
redundant system
which allows
detection or
masking of failures
in the specification
or implementation
as well as random
hardware failures.

Diverse Redundancy can be applied to the
specification or to the implementation level. In a
system using Diverse Redundancy on the
implementation level, redundant components use
different implementations which were developed
independently from the same specification.
Diverse Redundancy on a specification level goes
one step further and additionally requires that
even the requirement specifications for the
redundant components have to be set up by
individual teams.

Replication
Redundancy
(Redundancy)

Introduction of a
redundant systems
which allows
detection or
masking of random
hardware failures
(not systematic
failures).

Replication Redundancy means introduction of a
redundant system of the same implementation.
The redundant systems maintain the same
functionality, use identical hardware, and run the
same software implementation. An example for
Replication Redundancy is the RAID1 data storage
technology.

Repair (Recovery) Bring a failed
system back to a
state of full
functionality.

The full system functionality is manually or
automatically restored if a system failure occurs.

Degradation
(Recovery)

Degradation brings
a system with an
error into a state
with reduced
functionality in
which the system
still maintains the
core safety
functions.

Degradation systems define a core safety
functionality. The systems maintain this safety
functionality and additional non-critical functions.
In case of an error, the system falls back into a
degraded mode in which it just maintains the core
safety functionality. An example where the
Degradation tactic is often applied are automation
systems. These systems control safety-critical
processes and often visualize these processes in a
GUI. If the system has too few resources (e.g.
processing time), then the system stops the GUI
service and just focuses on its core functionality
to control the safety-critical processes.
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Tactic Aim Description

Voting (Masking) Mask the failure of
a subsystem so that
the failure does not
propagate to other
systems.

Voting makes a failure transparent. The tactic
does not try to repair the failure, but it hides the
failure through choosing a correct result from
redundant subsystems. It decides for the majority
of the output values.

Override (Masking) Mask the failure of
a subsystem so that
the failure does not
propagate to other
systems.

The Override tactic forces the system output to a
safe state. For example, if we have a system which
is in a safe state when shut off, we can apply the
Override tactic to shut off the system if we have
doubt about the system output (e.g. if an output
validity check fails). In this scenario overriding
the system output with a safe output value
decreases the availability of the system. Another
form of the Override tactic, which does not
decrease the availability and is closely related to
the Voting tactic, chooses the output of redundant
subsystems by preferring one subsystem or one
output state over another.

Barrier Protect a subsystem
from influences or
influencing other
subsystems.

The Barrier tactic provides a mechanism to
protect from unintentional influences between
subsystems. To apply Barrier, the interfaces
between subsystems have to be analyzed and
specified. These interfaces are controlled at
runtime by a trustworthy component (the Barrier)
which often is an already existing reliable
mechanism. An example for a Barrier is a memory
protection unit which controls and restricts the
communication between different tasks.
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