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Summary

Regeneration of iron fuel in fluidized beds

Iron powder is a sustainable, carbon-neutral fuel as it offers multiple advantages over
other clean energy storage media, including ease of transportation, storage, and higher
energy density. Iron fuels combust, i.e., they react energetically with oxygen in air releasing
a huge amount of heat. The resulting iron oxides can be collected and reduced back to
iron powder closing the iron fuel cycle. To fulfill a carbon-neutral fuel cycle, regeneration
of the metallic iron from the combustion product (iron oxides) using renewable energy
(e.g. green hydrogen) is crucial. Direct reduced iron (DRI) using renewable energy (e.g.
green hydrogen) using fluidized bed technology has been primarily considered. However,
agglomeration of fine powder at elevated temperatures is one key issue hindering techno-
logical development. Better understanding the agglomeration/sintering phenomenon of
iron/iron oxide particles in a fluidized bed is an essential step towards the technological
development of direct iron reduction in the metal fuel cycle. Therefore, in this disserta-
tion, the (de-)fluidization and the reduction of micron-sized combusted iron powder are
studied.

The (de-)fluidization behavior of micron-sized combusted iron particles is first experi-
mentally studied. Effects of temperature, gas flow rate, and particle size on the fluidization
and agglomeration behavior are investigated. Different fluidization regimes (e.g. stable
fluidization, unstable fluidization, fast defluidization) are categorized. Transitions be-
tween stable fluidization, unstable fluidization, and defluidization have been identified
and are characterised by two critical temperatures: the transition temperature (Tt) and the
defluidization temperature (Td). These critical temperatures are found almost insensitive
to the gas flow rate but they highly depend on the particle size.

Based on the outcome of the defluidization study, reduction experiments of micron-
sized combusted iron powders using hydrogen are subsequently conducted at temperature
of 500−650 ◦C. Effects of temperature, hydrogen velocity and concentration on the re-
duction performance and sintering/defluidization behavior are investigated. Overall, a
reduction degree higher than 90% is reached at a lower temperature of 500 ◦C whereas at
higher temperatures severe particle sintering is encountered, which leads to quick deflu-
idization and thus a relatively low reduction degree. These experimental findings provide
insights for the design of the industrial process of hydrogen-based regeneration of iron
fuels.

To obtain a better understanding of the fluidization/agglomeration phenomenon
inside a fluidized bed, the (de-)fluidization/agglomeration behavior of micron-sized iron
oxide particles in a 3D fluidized bed using Computational Fluid Dynamics coupled with
Discrete Element Method (CFD-DEM) is subsequently investigated. Agglomeration usually
occurs at elevated temperatures, where heat transfer plays a critical role. Therefore, before
concentrating on the sintering/agglomeration study, it is necessary to properly model the
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x Summary

heat transfer inside the bed, particularly the heat exchange through confining walls due to
the large temperature gradient in the thin thermal boundary layer. Thus, two approaches
are adopted and compared in detail to study such heat transfer near the confining walls in
fluidized beds, i.e., by imposing a thermal boundary condition for the gas phase thermal
energy equation and by implementing a particle-wall conduction model for the discrete
particle phase. It is found that the latter method provides the best description.

With confidence in the heat transfer study, the (de-)fluidization behavior of micron-
sized iron oxide particles in a 3D fluidized bed is finally investigated using CFD coupled
with coarse-grained DEM (CFD-cgDEM). The temperature-dependent solid bridge force
is considered as the cohesive force. The cgDEM model is first verified by comparing the
results at different scaling factors with experimental observations. Subsequently, effects of
temperature on the bed dynamics are investigated. In conclusion, the developed model
shows the capacity to reliably predict particle agglomeration behavior, which can shed
light on the design of the DRI process in high-temperature fluidized beds.

This thesis reports an experimental and numerical modeling study focused on direct
iron reduction in the metal fuel cycle, the findings of which are crucial for closing the iron
fuel cycle. The work provides insights in the design of the industrial process of hydrogen-
based regeneration of iron fuels. Furthermore, it brings new insights to dense energy
carrier research for future storage and transport of renewable energy.



Samenvatting

Regeneratie van ijzerbrandstof in wervelbedden

IJzerbrandstof is een duurzame, koolstofneutrale brandstof die meerdere voordelen biedt
ten opzichte van andere duurzame energie opslagmethodes, zoals gemakkelijk vervoer
en opslag, en een hoge energiedichtheid. IJzerbrandstoffen reageren energetisch met
zuurstof in de lucht, waarbij een enorme hoeveelheid warmte vrijkomt. Het resulterende
ijzeroxide poeder kan worden opgevangen en teruggebracht tot ijzerpoeder, waarmee de
cyclus van ijzerbrandstoffen wordt volbracht. Voor een koolstofneutrale brandstofcyclus is
regeneratie van het metallisch ijzer uit het verbrandingsproduct (ijzeroxide poeder) met
behulp van duurzame energie (bv. groene waterstof) van cruciaal belang. Voornamelijk
direct gereduceerd ijzer (DRI) met behulp van duurzame energie (bv. groene waterstof) op
basis van wervelbedtechnologie is onderzocht. Agglomeratie van fijn ijzer poeder bij hoge
temperatuur is echter een belangrijk probleem dat de technologische ontwikkeling belem-
mert. Een beter begrip van het agglomeratie/sintering gedrag van ijzer/ijzeroxidedeeltjes
in een wervelbed is essentieel voor de technologische ontwikkeling van directe ijzerreduc-
tie in de metaalbrandstofcyclus. Daarom worden in dit proefschrift de (de-)fluïdisatie en
de reductie van fijn verbrand ijzerpoeder bestudeerd.

Het (de-)fluïdisatiegedrag van microngrootte verbrande ijzerdeeltjes is eerst expe-
rimenteel bestudeerd. Effecten van temperatuur, gasstroom en deeltjesgrootte op het
fluïdisatie- en agglomeratiegedrag zijn onderzocht. Verschillende fluidizatie-regimes (bv.
stabiele fluïdisatie, onstabiele fluïdisatie, snelle defluïdisatie) zijn gecategoriseerd. Over-
gangen tussen stabiele fluïdisatie, onstabiele fluïdisatie en defluïdisatie zijn geïdentificeerd
met behulp van twee bijbehorende kritische temperaturen: de overgangstemperatuur (Tt)
en de defluïdisatietemperatuur (Td). Deze kritische temperaturen zijn vrijwel ongevoelig
voor de gasstroom, maar hangen sterk af van de deeltjesgrootte.

Op basis van de resultaten van de defluïdisatiestudie zijn vervolgens reductie-
experimenten uitgevoerd voor micrometer-formaat verbrand ijzerpoeder met waterstof
bij temperaturen van 500−650 ◦C. De effecten van temperatuur, waterstofsnelheid en
concentratie op de reductieprestaties en het sinter-/defluidisatiegedrag zijn onderzocht.
In het algemeen wordt een reductiegraad van meer dan 90% bereikt bij een lagere tempera-
tuur van 500 ◦C, terwijl bij hogere temperatuur sintering van de deeltjes optreedt, wat leidt
tot snelle defluïdisatie en daardoor een relatief lage reductiegraad. Deze experimentele
bevindingen bieden inzichten voor het ontwerp van het industriële proces van regeneratie
van ijzerbrandstoffen op basis van waterstof.

Om een beter inzicht te krijgen in het fluïdisatie-/agglomeratiegedrag in een wervelbed,
is het (de-)fluïdisatie-/agglomeratiegedrag van ijzeroxidedeeltjes van micrometer-formaat
in een 3D wervelbed numeriek onderzocht met behulp van “Computational Fluid Dy-
namics" gekoppeld aan de “Discrete Element Method" (CFD-DEM). Agglomeratie treedt
voornamelijk op bij hoge temperatuur, waarbij warmteoverdracht een kritische rol speelt.

xi



xii Samenvatting

Daarom is het noodzakelijk de warmteoverdracht in het bed goed te modelleren, voordat
men zich concentreert op het bestuderen van het sinter-/agglomeratiegedrag. Met name
de warmte-uitwisseling met de reactorwanden is belangrijk, als gevolg van de hoge tempe-
ratuurgradiënt in de dunne thermische grenslaag. Twee benaderingen zijn geselecteerd en
in detail vergeleken om de warmteoverdracht met de reactorwanden te bestuderen: door
een thermische randvoorwaarde op te leggen voor warmteoverdracht in de gasfase en door
een deeltjes-wand warmtegeleidingsmodel toe te passen voor de discrete deeltjesfase. Het
laatste model blijkt de beste beschrijving te geven.

Met vertrouwen in de warmteoverdrachtsstudie is uiteindelijk het (de-)fluïdisatiege-
drag van micrometer-formaat ijzeroxidedeeltjes in een 3D gefluïdiseerd bed onderzocht
met behulp van CFD gekoppeld aan “coarse-grained" DEM (CFD-cgDEM). De cohesie
tussen de deeltjes is gemodelleerd als de temperatuursafhankelijke vaste brugkracht. Het
cgDEM-model is eerst geverifieerd door de resultaten bij verschillende schaalfactoren
te vergelijken met experimentele waarnemingen. Vervolgens zijn de effecten van de
temperatuur op de beddynamica onderzocht. De conclusie is dat het ontwikkelde model
een betrouwbare voorspelling kan geven van het agglomeratiegedrag van de deeltjes,
hetgeen licht kan werpen op het ontwerp van het DRI-proces in wervelbedden op hoge
temperatuur.

Dit proefschrift raporteert een experimentele en numerieke modelstudie gericht op
directe ijzerreductie in de metaalbrandstofcyclus, waarvan de bevindingen cruciaal zijn
voor het sluiten van de ijzerbrandstofcyclus. Het werk biedt inzicht in het ontwerp van
het industriële proces van ijzerbrandstofregeneratie met behulp van waterstof. Bovendien
brengt het nieuwe inzichten op het gebied van dichte energiedragers voor toekomstige
opslag en transport van duurzame energie.
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2 1. Introduction

1.1. Background and motivation

1.1.1. The role of metal fuels

The consumption and generation of energy are two of the most significant features of
modern society. Globally, fossil fuels, such as coal, oil, and natural gas, still play a dominant
part in the energy system, accounting for around 80% of the total energy supply [1, 2].
Such massive consumption of fossil fuels brings various challenges to our society. One
of the most important effects is accelerating climate change [3, 4]. Even though coun-
tries worldwide have launched regulations in response to the growing concerns about
traditional energy generation, unexpected situations such as the COVID-19 pandemic
and geopolitical conflicts exert unprecedented shocks across the entire energy sector.
Therefore, successfully transiting from traditional hydrocarbon fuel sources to sustainable
carbon-free energy carriers via a safe, stable, and high-density energy storage technology
is urgently required [5].

For displacing or supplementing traditional hydrocarbon fuel sources, future low-
carbon energy carriers should exhibit high energy densities for convenient trade and
storage, and be consumable within efficient high-power density engines for transportation,
heavy machinery, and other off-grid energy applications. Metal fuels have been proposed
as a promising energy carrier in the future low-carbon economy [6, 7]. On the one hand,
it offers comparable energy density as hydrocarbon fuels (as shown in Figure 1.1) and
safe/ease transportation; on the other hand, it meets climate mitigation goals due to zero
carbon emissions.

The metal-fuel energy cycle is depicted in Figure 1.2. Metal fuels, usually in micron size,
can either be reacted with water [8] or burned in air [7] to release their chemical energy.
The only products, metal oxides, can be collected and reduced back to metal fuel using
clean primary energy produced locally. High-density metal powders are already widely
used in many aspects, for example, within chemical-looping combustion systems [9, 10],
been added to propellants used in commercial or military applications [11], or been added
to pyrotechnics used in fireworks demonstrations [12]. From these points of view, metal
fuels are desirable alternatives, which are of great interest for scientific study.

pyrotechnics [128], liquid-hydrocarbon/metal-powder slurry fuels
[129�132], explosives [133,134], and other energetic materials
[135,136]. Metals are also used as fuels within metal-water propel-
lants [137�142], air-breathing ramjet engines [143�145], and
water-breathing propulsion systems for torpedoes and underwater
vehicles [146�157], with only part of this work reflected in the open
literature.

3.2. Metals as fuels within batteries

The high energy density of metals, along with their ability to take
part in reduction/oxidation (redox) reactions, also motivates their
use as the “fuel” within many batteries. Secondary batteries, such as
Li-ion, are attractive for low power applications, such as cell phones
and laptop computers, because they are conveniently recharged and
have high round-trip charge/discharge efficiencies [71]. Unfortu-
nately, secondary batteries have low energy density due to the need
to carry all reactants onboard, like a rocket. The low energy density
means that current secondary batteries are not practical for high-
power and long-duration applications [71,158]. The low energy den-
sity and specific energy of Li-ion batteries compared to pure lithium
metal is evident in Fig. 3.

Metal-air batteries aim to improve energy density by using the
oxygen within the air as a freely available oxidizer [60,158�162],
similar to all air-breathing engines [71]. Metal-air batteries are typi-
cally primary batteries that must be “mechanically recharged”, or
refuelled, where the spent anode, once discharged, must be replaced
with a fresh one, while the oxidized spent anode must be collected
for central recycling [71,158]. The primary energy needed to recycle
the metal anode would preferably be supplied by clean power sour-

ces [158]; in this case, the resulting metal anode would be a low-car-
bon electrofuel.

Metal-air batteries are effectively a type of fuel cell where a
metal fuel is electro-chemically oxidized by oxygen from the air
[158,163]. Aluminum-air batteries can achieve specific energies
of 0.3 kW ¢ h/kg and electrical efficiencies of 45% [60]. This spe-
cific energy is significantly lower than the specific energy of
pure aluminum metal (c.f. Fig. 3). The low reaction rates within
these batteries, resulting from the low temperatures of the reac-
tion, low surface area of the anode material, and the bulky oxy-
gen-reduction catalyst, lead to low power densities [60,71,158].
Metal-air batteries have been deemed impractical for vehicle
applications unless the reaction rates can be increased by two
orders of magnitude [71].

Another serious problem for many metal-air batteries is that par-
asitic reactions of the metal anodes with water leads to a require-
ment that ultra-pure metals be used for the anode material, which
increases costs and reduces the energy-cycle efficiency [60,117].
These same corrosion reactions are exploited when metal fuels are
reacted or burned with water [164,165], as discussed in Section 5.

3.3. Metals as recyclable electrofuels

The high energy density inherent to reactive metals, which moti-
vates their use as additives to propellants and energetic materials, or
as anodes within batteries, also inspires their use as recyclable elec-
trofuels. The concept of a metal-fuel cycle, in which metals are uti-
lized as recyclable zero-carbon electrofuels is illustrated in Fig. 4. In
this concept, metals, typically as powders or sprays, are burned with
air to produce heat for a heat engine [90,120], or are reacted with
water to produce heat and hydrogen that can be used in heat engines
or fuel cells [60,91]. Metal fuels can enable the high power density of
heat engines to be achieved without producing carbon dioxide or
other pollutant emissions [90,91]. Metal fuels can be refilled, and
products emptied, rapidly, as we are accustomed to with hydrocar-
bon fuels. Metal fuels can be thought of as primary-battery anodes
that carry no dead weight [90], and the metal engine is to the metal-
air battery what the hydrogen engine is to the hydrogen fuel cell.

The key limitation to hydrocarbon electrofuels is the inefficiency
in, and energy intensity of, the carbon-recycling process [38], mak-
ing it difficult to close the fuel cycle (see Fig. 1). This difficulty arises
because carbon dioxide is a gas under standard conditions. Recycla-
ble electrofuels are required for sustainability. A fuel that produces a
solid-phase combustion product that could be captured for recycling
would likely provide a better life-cycle efficiency than solutions that
use the atmosphere as both a sink, and source, of carbon.

Metal fuels produce metal oxides, which are typically solids
under standard conditions and can be collected for recycling. Metal
fuels can be recycled from the metal-oxide products, using clean pri-
mary energy sources and existing or advanced metal-reduction tech-
niques [57,73,106,122,166], an effectively infinite number of times

Fig. 3. Energy density and specific energy of various metal fuels compared to hydro-
carbons, hydrogen, and batteries. Adapted from [90,91].

Fig. 4. Low-carbon metal-fuel cycle for global trade in clean energy for power generation and motive power. Reprinted from [122] with permission of The Royal Society
of Chemistry.

J.M. Bergthorson / Progress in Energy and Combustion Science 68 (2018) 169�196 175

Figure 1.1: Energy density and specific energy of various metals compared with batteries, hydrogen and fossil
fuels. Adapted from [13].
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2. Metal fuel cycle

Our vision for a metal-fuel energy cycle is depicted Fig. 2.
Metal-powder fuels would be produced in regions with excess
clean primary energy and then be traded globally. The metal fuels
would be consumed in power-generation devices, such as the
metal-fuelled combustor and heat engine proposed in this paper,
for a variety of transportation and power-generation applications.
The resulting metal-oxide reaction products would be collected
and recycled using existing metal smelters or novel technological
processes powered by green power sources [25,67,69–73],
enabling an energy cycle with zero associated carbon dioxide emis-
sions. While there have been accidents caused by ignition of metal-
powder clouds [74,75], metal powders can be transported and
stored with similar safety to liquid hydrocarbon fuels and
improved safety compared to hydrogen. Metal fuels can have an
effectively indefinite shelf life if protected from humidity and the
ambient atmosphere in hermetically-sealed containers [25,52],
allowing them to be used as part of energy stockpiles or strategic
reserves. The bottleneck to implementing a zero-carbon energy
system based on metal fuels is the current lack of an end-use
device that can efficiently convert the chemical energy within
the metal at high rates to achieve high power densities.

2.1. Metal–water reactions for producing hydrogen and heat

In addition to the metal–air batteries that are under active
investigation as discussed above, the reaction of metal fuels with
water to produce hydrogen and heat is another possible means
of achieving the zero-carbon metal-fuel cycle that has been widely
studied by many researchers [25,58,67,68,76–79], including by our
group [80,81]. The metal–water reaction produces solid metal oxi-
des and hydroxides that are easy to collect for recycling, along with
hot hydrogen mixed with steam. The ability to produce hydrogen
on demand using metal–water reactors can enable the benefits of
hydrogen, as an efficient and reactive fuel for ICEs, gas-turbine
engines or fuel cells [26–28], to be realized while overcoming the
inherent safety and low-storage-density limitations associated
with hydrogen.

Although a very promising solution for many applications, the
metal–water energy-conversion cycle has its own deficiencies.
Due to the relatively slowmetal–water reaction at low to moderate
temperatures and pressures (up to T = 500 K and p = 20 atm)
[80,81], an estimated power density, using Eq. (1), of typical
metal–water reactors is much lower than that of combustion-
powered devices, such as ICEs. Engines burn fuels at flame temper-
atures well above 2000 K and, in accordance with the basic
exponential Arrhenius reaction-rate law, result in fuel consumption
rates and engine power densities that are several orders of magni-
tude greater than for low-temperature reactors. As a result, the
low-temperature metal–water power cycle is unlikely to be suit-
able for compact high-power applications, such as high-load
trucks, autonomous robotic systems, or heavy machinery.

2.2. Harnessing the chemical energy of metal fuels through direct
combustion

In this paper, we propose an alternative route for harnessing the
chemical energy within metals: direct combustion of metal-
powder fuels with air to generate high-grade heat that can be used
directly or that can drive an external-combustion heat engine.
Although metal–air combustion engines are more technically chal-
lenging to develop than low-temperature metal–water reactors,
they should provide superior performance in high-power-density
and high-specific-power applications, especially for ground trans-
portation where the weight and volume of the water required for
the metal–water cycle reduces system performance. As discussed
in this review, the direct combustion of metal fuels can lead to
power systems that match the power density of hydrocarbon-
fuelled engines. Direct combustion can also enable metals that can-
not be used in the low to moderate temperature metal–water
cycle, such as iron [81], to be used as recyclable fuels. This is
important because the optimal metal fuel for a given application
will depend not only on its chemical reactivity and combustion
or reaction properties, but also on its cost, the ease of collection
of its metal-oxide combustion products, and the economics and
life-cycle impacts of the fuel production and recycling systems.

metal recycling

energy production

global trade

transportation

primary energy

metal

metal oxide

Fig. 2. The metal-fuel cycle. Metal fuels can be used as energy-trading commodities and transportation fuels. Clean primary energy is used to reduce metal oxides into metal
fuels, which are then transported and sold for transportation and energy production. The metal oxides can be collected and recycled back into metal fuels, closing the energy
cycle.
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Figure 1.2: Metal fuel cycle. Adapted from [7].

1.1.2. Regeneration of iron fuel

The primary candidate fuel is considered iron as it offers multiple advantages, including
i) its moderate combustion temperature minimizing the formation of nano-particles;
ii) abundance and low cost of resources; iii) possible recyclability based on well-established
technologies from the reduction process of iron ore; iv) high energy density (i.e. 16 kW·h/L).
Thus, the energy-dense metal carrier in this thesis focuses on iron powder. In the iron-fuel
cycle, iron powder reacts energetically with the oxygen in air releasing a huge amount of
heat. The resulting iron oxides can be captured and reduced back to iron powder using a
green reducing agent (e.g. hydrogen) generated by clean primary energy to close the iron
fuel cycle.

In order to fulfill a carbon-neutral fuel cycle, regeneration of the metallic iron from
the combustion product (iron oxides) using renewable energy (e.g. green hydrogen)
is an essential step [14, 15]. Therefore, a fundamental understanding of the reduction
mechanisms or phenomena associated with the reduction process of combusted iron
powders becomes crucial. In this dissertation, the fluidization and reduction performance
of micron-sized combusted iron powder in a fluidized bed are comprehensively studied,
with the ultimate goal to guide the practical design of hydrogen-based direct reduction of
combusted iron powders.

1.2. Gas-fluidized beds

1.2.1. The concept of using fluidized beds

Gas-fluidized bed reactors are widely employed in industry for the production or treatment
of large amounts of granular materials. The movement of the gas phase and solids phase
highly depends on the fluid and solid properties [16]. As shown in Figure 1.3, with increas-
ing gas velocities, the bed exhibits distinct behavior. The gas is introduced from the bottom
of the bed and moves upwards through the interstitial spaces between the particles. By
increasing the gas velocity to a critical value, the drag force applied by the upwards-flowing
fluid becomes equal to the weight of the particles in the bed, and the bed starts to fluidize.
Such a critical point is commonly referred to as the minimum fluidization velocity (umf),
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which is one of the most important parameters associated with a fluidized bed system.
By further increasing the gas velocity, the granular phase shows fluid-like behavior with
gas bubbles generated in the bed. At even higher gas velocity, the bed is characterized by
a turbulent regime. This process is called fluidization, which is a promising technology
for the thermochemical reduction of iron oxide powder due to its high fluid-solid contact
efficiency, and excellent heat and mass transfer characteristics. Therefore, direct reduced
iron (DRI) using renewable energy (e.g. hydrogen) based on gas-fluidized bed technologies
has been primarily considered.
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particles can experience smooth fluidization before bubbles 
form (i.e., the region between the minimum fluidization and 
minimum bubbling velocities). Second, a small amount of 
gas leaks into and out of the bubbles. Thus, a more accurate 
version of Eq. 5 is:

where umb is the minimum bubbling velocity for the onset 
of bubbles in the bed and Y is the fraction of the gas in the 
bubbles (which ranges from 0 to 1).
	 As the gas velocity through the bed continues to 
increase, the type of fluidization changes, as shown in 
Figure 3. The bed transitions from a bubbling fluidized bed 
to a turbulent fluidized bed in which the gas voids are no 
longer regularly shaped bubbles, but rather have elongated 
shapes. The top of the bed becomes less well defined due 
to the increase in entrained particles. At even higher gas 
velocities, all of the particles are entrained out of the bed. 
This type of fluidization is called fast fluidization. Further 
increases in the superficial gas velocity result in complete 
conveying of all of the particles.
	 With such variations in bed hydrodynamics based on 
particle properties, it would seem tedious to predict particle 
behavior in a fluidized bed. However, Geldart (6) provides 
convenient criteria for predicting the fluidization behavior 
based on the Sauter mean particle size, dp, and the particle 
density. Based on these parameters, particles are classified 
into four groups: Geldart Groups A, B, C, and D, as depicted 
in Figure 4. (Note that Figure 4 applies only at ambient 
temperatures and pressures.) 
	 Geldart Group A. Particles in the Geldart Group A tend 
to be aeratable and fluidize well. Indeed, most particles used 
in fluidized beds are Group A powders, mainly because they 
can be easily made by spray drying. 
	 Group A particle sizes range from 30 μm to 125 μm, and 
particle densities are on the order of 1,500 kg/m3. Typically, 
Group A powders do not promote maximum bubble sizes 
larger than 20 cm (7). At low gas velocities, Group A pow-
ders exhibit significant bed expansion without the forma-

tion of bubbles (i.e., smooth fluidization). At high pressure, 
Group A powders can experience bed expansions of 100% 
or more. If a fluidized bed is not designed for this type of 
expansion, it could lose most of its mass to downstream 
equipment. 
	 The zeolite-based catalysts used in FCC units fall into 
the Geldart Group A classification. Other fluidized beds, 
such as catalytic oxidation, oxychlorination, and acrylo
nitrile processes, also employ catalysts that have a Group A 
behavior. Most particles used in fluidized beds are Geldart 
Group A powders. 
	 Geldart Group B. These particles have a particle size 
range of 150 μm to 1,000 μm. Group B particles tend not to 
undergo smooth fluidization, and bubbles form at the onset 
of fluidization. Thus, the minimum fluidization velocity 
and the minimum bubbling velocity are similar. Group B 
powders fluidize easily and are used in a wide range of fluid-
ized unit operations with few difficulties. Most fluidized-
bed combustors and fluidized-bed pyrolysis units use coal 
powders with Group B characteristics. 
	 Slugging occurs when the walls of the fluidized bed 
stabilize the bubbles such that the bubbles push the solids 
upward in the unit. Group B powders tend to allow the 
formation of very large bubbles (on the order of meters in 
tall beds), so slugging can occur in even some large units. 
Bubble sizes larger than two-thirds the diameter of the bed 
can cause slugging. 
	 Geldart Group C. Geldart Group C powders are typi-
cally less than 30 μm and are the most difficult to fluidize. 
These particles are considered cohesive, and almost always 
experience significant channeling (i.e., the formation of 
a channel of fast moving bubbles that bypass most of the 
bed) during fluidization. In fact, particles this small tend to 
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Figure 1.3: As the gas velocity through the bed increases, the type of fluidization shifts. Adapted from [17].

1.2.2. Challenges in fluidized beds

Within a gas-fluidized bed, particles are subject to gravity and drag due to the flow of
gas. On top of that, particles also experience interactions with neighboring particles
and/or the walls (i.e. collision forces and cohesive forces). All of these forces are relevant
to fluidization behavior. Even though fluidized beds are one of the ideal reactors for
metal fuel processes, fluidization of micron-sized iron oxides may encounter undesirable
behavior like agglomeration/sintering and/or channelling because of particle cohesion
under certain operating conditions. Such undesirable feature highly affects the fluidization
regimes in the bed and possibly reduces the efficiency of the regeneration of iron fuel.

Important factors which influence the sintering issue include the physical particle
properties (e.g. composition, geometry, size, and morphology), and operation conditions
(e.g. reducing gas, temperature, and velocity) [18–20]. Better understanding of the ag-
glomeration/sintering phenomenon of combusted iron particles in a fluidized bed is a
crucial step towards the technological development of direct iron reduction in the metal
fuel cycle.

1.3. Approaches

The main goal of this research is to obtain a detailed understanding of the phenomena
(including both fluidization and reduction) during the regeneration of iron fuel. Thus,
both experimental study and numerical investigation are carried out in this dissertation.
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1.3.1. Experimental study

Literature studies have concentrated on the analysis of the reduction/sintering of iron ore,
which possesses different characteristics from the iron/iron oxide powder applicable for
the metal fuel application including particle size (µm size), morphology, and composi-
tion [21–23]. In order to better understand the phenomena associated with the reduction
of iron oxide powder directly resulting from iron powder combustion, an experimental
study in a lab-scale gas-fluidized bed reactor is first carried out, with the ultimate goal to
guide the practical design of hydrogen-based direct reduction of combusted iron.

Two series of experiments are designed, i.e., fluidization and reduction. As such, exper-
imental test with micron-sized iron oxide powder, produced by iron powder combustion,
under N2/H2 atmosphere in a lab-scale fluidized bed reactor is carried out. A comprehen-
sive study has been conducted to investigate the effect of operating parameters (including
temperature, gas velocity, and particle size) on the fluidization characteristics and the
reduction process.

1.3.2. Modeling strategy

Detailed Computational Fluid Dynamics coupled with the Discrete Element Method (CFD-
DEM) provides a powerful tool to understand the detailed phenomena (e.g. agglomeration
and reduction) in a fluidized bed [24, 25], which has been extensively used to predict and
study hydrodynamics and heat transfer taking place in fluidized beds [26–28].

In the regeneration of iron fuel, the studied powders are of an average size of about 40
microns and a density of around 5000 kg/m3, which belongs to the Geldart A group. The
micron-sized cohesive iron/iron oxide powder provides a challenge for the computational
simulation cost due to the very large number of particles, particularly for modeling realistic
industrial processes. To reduce the number of computational entities, the so-called coarse-
grained DEM (cgDEM) models have been developed [29, 30]. The concept of coarse
graining is that a group of the original particles is represented by large-sized coarse-
grained particles (often called “parcels"), whose behavior is kept equivalent to the original
particles. This approach requires a scaling law which can ensure that the total energy of
the coarse-grained parcels is equal to that of the original particles that they represent.

1.4. Outline of the thesis

The thesis consists of two main parts: 1) experimental investigation on the deflu-
idization/agglomeration and reduction performance of combusted iron fines in a lab-
scale fluidized bed reactor; 2) numerical modeling on the heat transfer and sinter-
ing/agglomeration behavior using Computational Fluid Dynamics coupled with Discrete
Element Method (CFD-DEM).

In Chapter 2, the (de-)fluidization behavior of micron-sized combusted iron particles
is experimentally studied. Effects of various operating and material variables (temperature,
gas flow rate, and particle size) on the fluidization regimes and agglomeration behavior
are investigated. A theoretical model based on a force balance is finally developed to
predict the regime boundaries of fluidization. The obtained knowledge from this chapter
is applied to the experimental design of the hydrogen-based iron direct reduction process
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in Chapter 3.
In Chapter 3, based on the outcomes from the (de-)fluidization experimental study in

Chapter 2, reduction experiments of micron-sized combusted iron powders using hydro-
gen in a lab-scale gas-fluidized bed are conducted at a temperature range of 500−650 ◦C.
The effects of operating parameters including temperature, hydrogen velocity, and hydro-
gen concentration on the reduction performance (including reduction degree, particle
morphology, and size change) and sintering/defluidization behavior are investigated. The
reduction performance characterized by reduction degree, particle morphology, and size
change is analyzed by means of a titration method, XRD, SEM, and a Particle Size Analyzer.

Chapter 4 focuses on the heat transfer modeling in a fluidized bed, particularly the
heat loss from the confining walls. A comprehensive review is given on the treatments for
modeling bed-to-wall heat transfer in CFD-DEM simulations. Two modeling approaches
are investigated: a thermal boundary condition and particle-based conduction. Recom-
mendation on the treatments of bed-to-wall heat transfer is finally given after a detailed
comparison of both approaches.

In Chapter 5, the (de-)fluidization behavior of micron-sized iron oxide particles in a 3D
fluidized bed is investigated using CFD-cgDEM. The temperature-dependent solid bridge
force is considered as the dominant inter-particle cohesive force. The cgDEM model is
first verified by comparing the results at different scaling factors. Subsequently, the effects
of temperature and the magnitude of the solid bridge force on the bed hydrodynamics are
investigated. The developed model shows its capacity for reliable prediction of particle
agglomeration behavior. The obtained knowledge helps to develop strategies to counteract
agglomeration in the hydrogen-based iron direct reduction and provides insights for the
design of the industrial process of regeneration of iron fuels.

Finally, the main conclusions drawn from this thesis and recommendations for future
work are presented in Chapter 6.
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Abstract

Hydrogen-based direct reduction of iron oxide powder in gas-fluidized beds has

become an emerging technology. Agglomeration of fine powder at elevated tem-

peratures is however one key issue hindering the technological development. To

obtain better knowledge of the high-temperature agglomeration mechanism, the

(de-)fluidization behavior of micron-sized combusted iron particles is experimen-

tally studied in this Chapter. Effects of various operating and material variables

(temperature, gas flow rate, and particle size) on the fluidization and agglomeration

behavior are investigated. Different fluidization regimes (e.g. stable fluidization,

agglomerating fluidization, fast defluidization) are categorized based on the ex-

perimental results. A theoretical model based on the force balance is developed

to predict the regime boundaries of fluidization. The obtained knowledge is ap-

plied for experimental design of the hydrogen-based iron direct reduction process in

Chapter 3.
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2.1. Introduction

Energy is an important component of modern economy. So far, it has mainly been driven
by fossil fuels such as coal, oil, and natural gas as the main fuel. However, due to the
negative consequences of climate change on the global environment and the limited
fossil-fuel resources, energy and transportation systems must transit away from fossil-fuel
sources to zero-carbon clean and renewable energy sources. Recently, metal fuels have
been proposed as a promising clean energy storage system due to the high energy density
of metal powder and low or even negative net carbon dioxide emissions [1–3]. Metal
particles can be ignited easily and release a large amount of thermal energy, and the only
solid product (metal oxides) can be collected and reused by reducing it back to metal
powders using clean reducing agents. In this way, metal fuels are fully recyclable and,
therefore, resource efficient.

With its high volumetric energy density (e.g. 16 kWh/L for iron [4]) and abundant
availability, micron-sized iron powder has attracted a lot of interest in energy applications
[3, 5, 6]. To fulfill a carbon-neutral fuel cycle, regeneration of the metallic iron powder
from the combustion product (iron oxides) using renewable energy (e.g. green hydrogen)
is crucial. The reduction of iron oxides by hydrogen proceeds in two or three steps, under
and above 570 ◦C, respectively. Below 570 ◦C, the reduction follows the sequence: Fe2O3

to Fe3O4, and continues to Fe since wüstite is unstable below 570 ◦C. When the reduction
temperature is higher than 570 ◦C, the reduction occurs stepwise from Fe2O3 via Fe3O4

to FeO and continues to Fe. For this reduction process, gas-fluidized bed reactors have
been primarily considered due to their effective gas-solid mixing, and excellent heat and
mass transfer characteristics [7, 8]. Previous efforts have been made for understanding
the reduction process of iron oxides in fluidized beds [9–11]. However, most of the studies
reported a technical issue, i.e., agglomeration due to particle sintering at elevated temper-
atures, causing severe operational problems or defluidization [12–15]. Therefore, better
understanding the agglomeration or sintering phenomenon of iron/iron oxide particles
in a fluidized bed is a crucial step towards the technological development of direct iron
reduction in the metal fuel cycle.

It is generally accepted that the agglomeration/sticking occurs mostly during the
emergence of the metallic iron, and highly depends on the type of iron ore [13, 16, 17].
Furthermore, previous studies reported that the agglomeration/sticking increases with
increasing temperature, decreasing particle size and gas flow rate [15, 18–20]. Experimental
efforts have been made to prevent such problem from the perspective of reactor geometry,
particle coating, and the reduction process [14, 21–23]. There is one problem, i.e., the
majority of these studies using gas-fluidized bed reactors in literature focuses on iron ore,
which is the raw material in iron/steel industries. However, the iron/iron oxide powder
applicable for the metal fuel application possesses different physical properties from the
iron ore [5, 24, 25], e.g., purity, size, and morphology. Specifically, natural iron ore contains
more elements, i.e., Fe, O, Si, Al, Mg, S, etc. The inclusion of a small number of other
elements (except Fe and O) can exhibit significantly different characteristics from the
high purity of iron/iron oxides. On the other hand, the particle size (µm size) and the
surface morphology (rather smooth) of combusted iron powders have profound effects
on the sticking between contact particles, which makes it distinctly different from iron
ore (cm size and non-spherical). Therefore, in order to better understand the fluidization
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performance of iron oxide powder directly resulting from iron powder combustion, further
studies are required.

In addition to experimental studies, theoretical analysis to predict the (de-)fluidization
behavior of iron/iron oxides is also crucial. Xu et al. [26] established a model to predict
the agglomeration size on the basis of an energy balance, considering the van der Waals
force as the dominating cohesive force. They found that the agglomerate size decreases
with the increase of gas velocity. Zhong et al. [27] proposed a mathematical model to
predict the defluidization temperature using a balance between the drag acting on the
particles and the cohesive force. Later, Lei et al. [17] derived a force balance model by
considering the collision force and the cohesive force between particles. These models
are reported to perform well for respectively experimental conditions, and can represent
a relatively clear boundary between fluidization and defluidization. However, it is still
hard to distinguish the boundary between stable and unstable/agglomerating fluidization.
Additionally, models still need to be developed further due to the complicated overall flow
motion in the fluidized bed.

The present work is concerned with studying the fluidization and reduction perfor-
mance of micron-sized combusted iron powder in a fluidized bed, with the ultimate goal
to guide the practical design of hydrogen-based direct reduction of combusted iron. In
Chapter 2, we focus on (de-)fluidization behavior of these iron/iron oxide particles in
a fluidized bed, while in Chapter 3 we will experimentally study the reduction perfor-
mance with the insight learned from the present (de-)fluidization study. Therefore, the
experiments presented in this work are carried out under N2 atmosphere in a lab-scale
fluidized bed, i.e., without reaction. Different operation parameters including gas flow
rate, temperature, and particle size are investigated to understand their effects on the
transition of fluidization regimes and particle sintering phenomenon.

In this Chapter we will first introduce the (inter)-particle forces and theoretical de-
scription (Section 2.2). Subsequently, we present the experimental setup and conditions
in Section 2.3. In Section 2.4, the effects of the particle size, temperature and gas flow rate
on the fluidization behavior are discussed. Furthermore, the results of SEM images and
the performance of the theoretical model are presented. Finally, critical conclusions are
drawn in Section 2.5.

2.2. Particle forces

In gas-fluidized beds, particles are subject to gravity and drag due to the flow of gas. In
some circumstances, some interparticle forces may also become noticeable [28]. In the
current study, we consider interparticle forces related to cohesion behavior for combusted
micron-sized iron particles at elevated temperatures. Thus, we mainly consider the solid
bridge or sintering force, which is usually orders of magnitude larger than e.g., the van
der Waals force at high temperatures. The solid bridge force is the attractive force which
contributes to the formation of agglomerates, while the drag and the collisional contact
forces are the mechanisms to break or prevent the agglomerates. Agglomeration only
occurs in the case when the attractive cohesion force is larger than the breaking forces.
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2.2.1. Solid bridge force

The solid bridge force, also known as sintering force, usually occurs in systems where the
bonding of two or more particles takes place at elevated temperatures below the melting
point of the particles [29]. The thermochemical reduction of iron oxides is normally
conducted at high temperatures (≥ 500◦C), at which the particle surface becomes soft and
sticky. When these sticky particles come into contact, a permanent solid bridge can form
between the colliding particles.

Four categories of sintering mechanisms may be discerned, in which the relation
between the neck size x formed due to sintering and the contact time t is described:
plastic and viscous flow (x2∼t ); evaporation and condensation (x3∼t ); volume diffusion
(x5∼t ); surface diffusion (x7∼t ). The formation of the interface between two particles can
occur by one or a combination of the above-mentioned mechanisms. Specific sintering
mechanisms can be determined by measuring the neck size growth as a function of
time and temperature. Kuczynski et al. [29] experimentally investigated the sintering
mechanisms for metals and pointed out that the sintering mechanism for metals of low
vapor pressure is predominantly that of surface diffusion in the early stage and of volume
diffusion in the later stage. The volume diffusion mechanism occurs in the situation when
there exists higher hole concentration in the area near the interface, which causes the
flow of atoms from the main part to the junction. The surface diffusion mechanism is
very similar to the volume diffusion mechanism. In this situation, the atoms migrate
from the particle surface to a neck connecting the particles. In a gas-fluidized bed, the
particle’s contact updates frequently, assuming the sintering occurring in the early stage
and following a surface diffusion mechanism is reasonable. Previous studies also showed
that the sintering mechanism of iron powder follows surface diffusion [30]. Based on
Kuczynski’s [29] surface diffusion model, the solid bridge force between two particles i and
j can be expressed as:

Fsb,ij =πσx2 (2.1)

where σ is the tensile strength of particle material. x is the neck radius (see Figure 2.1),
which can be calculated based on the surface diffusion mechanism:

x =
(

56γδ4

K T
Ds a3t

)1/7

(2.2)

with:

Ds = Do,s exp

(−Es

RT

)
(2.3)

where γ is the surface tension; δ is the lattice constant; Ds is the surface diffusion coeffi-
cient; a is the curvature radius; Do,s and Es are the frequency factor and activation energy
of surface diffusion; K is the Boltzmann constant; T is the particle temperature, and t is
the contact time.

Note that the curvature radius is depending on the particle’s geometry. Kuwagi et
al. [31] reported that for a smooth surface, the particle radius can be used as the curvature
radius, while for rough particles, the surface roughness is chosen as the curvature radius,
which is about one tenth of particle radius. When surface roughness exists, instead of
a macroscopic contact point, there may be multiple microcontact points. As reported
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in the work of Kuwagi et al. [31], the number of contact points can be either three or
nine. Considering all options, the solid bridge force models can be expressed by a general
equation:

Fsb,ij = Cπσ
(

56γδ4

K T Ds r3
pt

)2/7
(2.4)

with C = 0.417, 1, and 1.251 representing the three-microcontact-point model, the smooth
surface model, and the nine-microcontact-point model, respectively. Note that the solid
bridge force is directed along the line connecting the particle centers.

rp
x

Figure 2.1: Schematic overview of sintering behavior between two smooth particles.

2.2.2. Contact force

For two colliding particles, a repulsive force of Fn along the normal direction occurs, which
tends to counteract the effect of particle attraction. A maximum repulsive force can be
estimated according to the maximum deformation during the contact period:

Fn = knδmax (2.5)

with:

kn = 4

3
Y∗√

r∗δmax (2.6)

The maximum overlap can be estimated by:

δmax =
(

15m∗v2
n,ij

16Y∗r∗1/2

)2/5

(2.7)

where vn,ij is the particle relative velocity; kn refers to the stiffness constant; δmax is the
maximum normal overlap. An effective particle radius (r∗), effective elastic moduli (Y∗),
and effective particle mass (m∗) are defined by:

1

r∗
= 1

ri
+ 1

rj
,

1

Y∗ =
(

1−ν2
i

Yi

)
+

(
1−ν2

j

Yj

)
,

1

m∗ = 1

mi
+ 1

mj
(2.8)

where ν is the Poisson’s ratio.

2.2.3. Drag force

Besides the interparticle normal contact force, the drag force is another force to disturb
the cohesive behavior. In a dense system, the Ergun equation [32] can be used to predict
the particle’s drag:
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Fd = βVp

1−εf
(ug −vp) (2.9)

with:

β= 150
(1−εf)

2µf

εfd2
p

+1.75
(1−εf)ρf

∣∣ug −vp
∣∣

dp
(2.10)

where Vp is the particle volume; ug and vp are the interstitial gas and particle velocity; β
is the gas-particle momentum exchange coefficient; ρf is the gas density; εf is gas phase
voidage; dp is the particle diameter.

2.3. Experiments

2.3.1. Experimental materials

tiny

10 μm 10 μm

small

100 μm

big

Figure 2.2: SEM image and the particle size distribution of the raw materials.

The iron oxide powder used in current study is produced by a combustion process of high
purity (> 99% Fe) iron powder which is originally purchased from Quebec Metal Powders
LTD (grade: Atomet 95). Iron combustion is conducted in a pilot scale industrial burner,
and the resulting combusted (iron oxide) powder is captured using a cyclone after a long
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horizontal cooling section. The combusted iron powder is sieved into three size ranges
i.e., 29.6−38.6µm, 41.2−50.3µm, and 51.4−66.2µm (d10−d90), with d50 of 33.7 µm,
45.5 µm, and 58.0 µm, respectively. In this work, we refer to these fractions as tiny, small
and big. Figure 2.2 shows the particle morphology recorded with SEM (scanning electron
microscope). Most of the particles are spherical and have a rather smooth surface. XRD
(X-ray diffraction) analysis shows that the powder is composed of hematite and magnetite
in a weight ratio of roughly 40:60. The particle bulk densities are 2550 kg/m3, 2500 kg/m3,
and 2420 kg/m3 for tiny, small, and big powder respectively.

2.3.2. Apparatus and procedures

Temperature

Pressure 

drop

Off gas

N2

1

2

3

4

5

6

7

8

9

Figure 2.3: Schematic overview of the experimental setup (1-Gas cylinder; 2-Shut-off valve; 3-Mass flow
controller; 4-Fluidized bed reactor; 5-Differential pressure sensor; 6-Thermocouple; 7-Display instruments;

8-Electric resistance furnace; 9-Data acquisition system).

The fluidization experiments are conducted in a laboratory-scale quartz cylindrical flu-
idized bed. Figure 2.3 shows a schematic overview of the setup. The cylinder has a height
of 960 mm with an inner diameter of 16 mm. A porous quartz plate with a uniform pore
diameter of 0.15 mm is used as the gas distributor at the bottom of the reactor.

We first measure the minimum fluidization velocity for different powders under N2

atmosphere at room temperature. The measured results are given in Table 2.1 and com-
pared to Ergun’s predictions [32] using εmf = 0.4 and d50. Small difference between the
measured and predicted values may be attributed to the particle size distribution.

Then the fluidization experiments are conducted with the conditions specified in
Table 2.2. The flow rates of nitrogen (u0) in this table correspond to 2umf to 8umf at room
temperature. Note that at high temperatures, u0 and umf differ from those at room tem-
perature due to the gas/particle property change. For all fluidization experiments, 10.0 g
of combusted iron powder is first fed into the fluidized bed reactor at room temperature
with supplying N2. Then the fluidized bed reactor is heated to the desired temperature by



2.4. Results and discussions

2

17

a vertical furnace. The temperature of the bed is monitored by a plug-in thermocouple
(component #6 in Figure 2.3). The heating process is conducted under N2 atmosphere
with a specific gas flow rate according to the specific experimental conditions. After the
temperature reaches the pre-set value, the combusted iron powder is fluidized for a fixed
time or till defluidization occurs. During the experiments, a differential pressure sensor is
used to monitor the bed pressure drop. When the experiment is finished, the reactor is
removed from the furnace and quenched directly by spraying water on its outer surface
until room temperature is reached. The powder sample is stored in a ziplock bag and
prepared for further measurements.

Table 2.1: Results of the minimum fluidization velocity measured under N2 atmosphere at room temperature.

Particle size tested umf,N2 umf calculated by Ergun equation
[−] [m/s] [m/s]
tiny 0.0028 0.0027

small 0.0050 0.0050
big 0.0091 0.0080

Table 2.2: Experimental conditions.

Particle size [-] u0/umf [-] Tb [◦C]
tiny 2−8 20−850

small 2−8 20−950
big 2−8 20−1000

2.4. Results and discussions

In this section, the (de-)fluidization behavior of combusted iron powder with three size dis-
tributions fluidized at different temperatures and gas velocities is presented and discussed.
Subsequently the theoretical prediction of the defluidization temperature is presented
based on the force balance of a single particle.

2.4.1. (De-)fluidization experiments

Transition of fluidization regimes

Figure 2.4 shows a typical bed pressure drop profile vs. operating time during the fluidiza-
tion experiments. In such experiments, the powder is first fluidized at a pre-set gas flow
rate and then the fluidized bed is linearly heated up until the occurrence of defluidization.
Note that the bed pressure drop in the figure is indirectly obtained by subtracting the
distributor pressure drop from the measured total pressure drop of the reactor. We define
t = 0 as the point when the bed temperature reaches to 200 ◦C. It can be seen that, during
the heating process the bed pressure almost stays constant but after a certain time the
pressure drop decreases first slowly and then sharply till almost zero, indicating a deflu-
idization with a full dead bed. We define two critical temperatures from this figure: 1)
the defluidization temperature (Td) at which the defluidization occurs; 2) the transition
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temperature (Tt) at which the pressure drop starts to decrease. Since the heating process is
linear, these temperatures also reflect the corresponding duration of different fluidization
regimes. Accordingly, three fluidization regimes are distinguished: 1) stable fluidization
where the mean bed pressure drop stays constant; 2) unstable fluidization where the pres-
sure drop slowly decrease (between Tt and Td); 3) defluidization (T > Td). The transition
from stable to unstable fluidization is attributed to the formation of agglomerates due
to particle sintering. As the experiment continues, the extent of agglomeration gradually
increases and it penetrates throughout the bed. Finally, one big particle agglomerate with
a size equivalent to the bed diameter is formed above the distributor, leading to a complete
defluidization.

Td=815°C

Tt=580°CStable fluidization

Unstable 

fluidization

Defluidization

Figure 2.4: The bed pressure drop vs. time for fluidization of tiny powder at u0/umf = 4 with a linear temperature
increase to 815 ◦C.

Stable fluidization
Unstable 

fluidization

Defluidization

Tt Td

30-38, Fe3O4

Figure 2.5: The bed pressure drop against the bed temperature with u0/umf = 2−8 (tiny powder).
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Figure 2.5 shows the bed pressure drop against the bed temperature at various gas flow
rates for the tiny particles. Similar to Figure 2.4, the two critical temperatures and three
fluidization regimes can be clearly identified. It can be seen that the transitions between
the different regimes and corresponding critical temperatures are almost insensitive to the
gas flow rate. For all the experiments with increasing gas flow rate from 2umf to 8umf, the
transition to unstable fluidization occurs at Tt = 580 ◦C and the defluidization occurs at
Td = 815 ◦C.

Similar experiments are performed using small and big particles, and the results are
shown in Figures 2.6 and 2.7. Again, the three fluidization regimes associating with two
critical temperatures can be clearly distinguished. Regarding the effect of gas flow rate, we
see that for these two sizes of powder the transition temperature Tt is also independent of
the gas flow rate, similar to the tiny powder. However, a slight difference appears to the
defluidization temperature Td, especially for small powder. As the gas flow rate increases,
Td slightly increases as well, corresponding to a longer defluidization time. In principle,
the mean bed pressure drop in stable fluidization regime should be identical at different
gas flow rates due to the same weight of powder fed into the bed. The small difference
in Figures 2.5-2.7 can be attributed to the measurement error. As mentioned above, the
bed pressure drop is indirectly obtained from the measured total pressure drop including
the pressure drop over the distributor. Since the bed pressure is much smaller than the
distributor pressure drop, small fluctuations in the measured total and/or distributor
pressure drops may introduce noticeable errors in the calculated pressure drop value of
the fluidized bed.

38-50, Fe3O4

Stable fluidization

Unstable 

fluidization

Defluidization

Tt Td

Figure 2.6: The bed pressure drop against the bed temperature with u0/umf = 2−8 (small powder).
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50-61, Fe3O4

Stable fluidization
Unstable 

fluidization

Defluidization

Tt Td

Figure 2.7: The bed pressure drop against the bed temperature with u0/umf = 2−8 (big powder).

Two additional experiments are conducted at the pre-set temperatures below Td for
tiny powder at u0/umf = 3. These experiments are meant to provide further insight on
the unstable regime. Figure 2.8 shows the bed pressure drop and the bed temperature
profiles against the operating time with pre-set temperatures of 550◦C and 700◦C. It can
be seen that in the experiment conducted at 550◦C, a temperature below the transition
temperature Tt = 580◦C, the fluidization of the powder bed stays stable indicated by a
constant mean bed pressure drop. In contrast, if the bed temperature exceeds Tt, as for
the test at 700◦C, the bed always transits to unstable fluidization regime. In this case, even
if the temperature is no longer increased, defluidization of the bed still takes place after a
longer period of operation. This indicates that when the bed temperature is higher than
the transition temperature, the bed eventually defluidizes. This can be understood from
the solid bridge force eq. (2.4), which is highly temperature dependent.

Tt=580°C

Figure 2.8: The bed pressure drop and bed temperature profiles against the operating time when u0/umf = 3 with
pre-set temperature of 550 ◦C and 700 ◦C (tiny powder). Solid lines: bed pressure drop (∆pb); dotted lines: bed

temperature (Tb).
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Effect of particle size

The obtained transition temperature (Tt) and defluidization temperature (Td) from Fig-
ures 2.5-2.7 for different powder sizes are compared in Table 2.3. Clearly, larger particles
show both higher Tt and higher Td. This dependency can be possibly explained by the
following reasons. First, smaller particles have larger specific surface area, which increases
the interparticle contact chances. Consequently, it increases the possibility of agglom-
eration, thus accelerating the transition from stable to unstable fluidization and finally
defluidization. Additionally, bigger particles have a higher kinetic energy with a larger
mass and momentum, and therefore a lower tendency to form agglomerates [20]. Sec-
ondly, smaller particles have been shown to exhibit lower melting temperatures due to a
larger surface-to-volume ratio than bulk materials, thus altering their thermodynamic and
thermal properties [33, 34]. This melting temperature is linearly correlated to the so-called
Hütting and Tamman temperatures [34, 35]. At the Hütting temperature, atoms at defects
(e.g. edges and corner sites) of solids start to exhibit mobility. When the Tamman tem-
perature is reached, atoms from the bulk show mobility and the bulk diffusion becomes
appreciable. Therefore, lower melting temperature of smaller particles leads to the fact
that sintering of smaller particles happens at a lower temperature, thus smaller Tt and Td.

Table 2.3: The summary of the defluidization behavior study based on different sizes of particle.

Particle size Tt [◦C] Td [◦C]
tiny 580 815

small 600 824−924
big 650 911−972

Agglomeration behavior

Figure 2.9 shows an image of tiny powders fluidized for 1h at a pre-set temperature of
650◦C, corresponding to the unstable fluidization regime. From the picture, some ag-
glomerates of intermediate size can be identified. The presence of these agglomerates
dampens the fluidization, and thus the bed pressure decreases. In contrast, the majority
of the powder in the bed remains dispersed particles as shown in the SEM image. Thus the
fluidization can still last, but in an unstable manner.

To get more information of the powder’s morphology after a defluidization process, one
additional experiment using small powder is conducted. The pre-set temperature is 850◦C
and the pre-set fluidization time after reaching the pre-set temperature is 1h. Figure 2.10
shows images of small powder after defluidization. We can clearly see a big honeycomb-
like block of sintered particles with a size equivalent to the bed diameter. As mentioned
earlier, this big block is usually formed just above the distributor, obstructing the fluidiza-
tion. Again, the SEM image shows that most of the powder is still in the form of dispersed
particles, although some small agglomerates are also present. Therefore, we believe that
developing strategies to prevent the expansion of particle sintering/agglomeration above
the distributor is the key to solving the defluidization issue at elevated temperatures. It is
also worthwhile to mention that agglomerates present in these experiments in the begin-
ning stage of the unstable region are fragile, meaning that they are easy to break with a
small mechanical force.
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100 μm

Figure 2.9: Image of combusted iron powders fluidized for 1h in an unstable fluidization regime. (operating
condition: tiny powder, u0/umf = 3, Tpre−set = 650 ◦C)

38-50 um, 4umf, 830 (20210406)-
20220425

100 μm
distributor

Figure 2.10: Images of combusted iron powders after defluidization. (operating condition: small powder,
u0/umf = 4, Tpre−set = 850 ◦C)

2.4.2. Prediction of defluidization

The fluidization behavior depends on the gas-solid and inter particle forces. Therefore, we
can employ a force balance of cohesive and breaking forces (as described in Section 2.2) to
predict the fluidization regime transitions and the corresponding temperatures.

Determination of solid bridge force

Determination of the solid bridge force (eq. (2.4)) requires the knowledge of solid proper-
ties. The combusted iron powder is composed of hematite and magnetite. The material
properties of both hematite and magnetite used in this work are listed in Table 2.4. The
material tensile strength depends on temperature is chosen from the work of Hidaka et
al. [36]. As can be seen in Table 2.4, the frequency factor Do,s of both materials differs nine
orders. However, we know from the iron combustion mechanism that the outer layer of
the particles primarily consists of hematite [37]. As the sintering of iron oxide particles is



2.4. Results and discussions

2

23

a surface diffusion mechanism, we can therefore use the parameters based on hematite
for the calculation of the solid bridge force. Another model parameter in eq. (2.4) is the
contact time (t). Since the collision between particles in a fluidized bed is frequent and
occurs in a very short time, we assume it is equivalent to the collision contact time of two
particles [38]:

t = 2.868

(
m∗2

Y∗2R∗vn,ij

)1/5

(2.11)

In a gas-fluidized bed, the particle relative velocity (vn,ij) exhibits a distribution of
a wide range in values, particularly for a cohesive system. In a non-cohesive bubbling
fluidized bed of micron-sized particles, CFD-DEM simulations show that the particle
relative velocity ranges between 10−4 m/s to 10−2 m/s. When predicting fast defluidization
behavior, it makes more sense to use the lower threshold of the collision velocity. Thus, we
will take vn,ij in the range of (1−5) ·10−4 m/s for the calculation of interparticle forces (i.e.
in eqs. (2.7) and (2.11)).

Table 2.4: Material property dependent parameters for calculating the solid bridge force.

Property Value (hematite) Value (magnetite)
Surface tension γ (N/m) 1(a) 1(a)

Lattice constant δ (m) 1.38×10−9 8.39×10−10

Frequency factor Do,s (m2/s) 2.8×10−13(b) (≤ 900◦C) 5.2×10−4(c)

1.6×105(b) (> 900◦C) 5.2×10−4(c)

Activation energy Es (J/mol) 1.74×105(b) (≤ 900◦C) 2.30×105(c)

5.79×105(b) (> 900◦C) 2.30×105(c)

Poisson’s ratio ν (−) 0.12(d) 0.37(d)

Young’s modulus E (GPa) 359(d) 175(d)

Density ρa (kg/s3) 5240 5180
(a), (b), (c), and (d) are from the literature of [39], [40], [41], and [42].

Model prediction of defluidization temperature

When a fluidized bed operates at elevated temperature, the solid bridge force is the at-
tractive interparticle force letting the particles stick together, whereas the drag force and
the collision force are the driving forces which would potentially break the agglomerates.
Thus, the criterion of fast defluidization would be the balance between the attractive force
and the maximum breaking force.

Figure 2.11 presents the results of drag, collision and sintering forces normalized by
the gravity force of the particle as a function of bed/particle temperature. Note that the
dotted lines represent the calculation of sintering and collision forces using vn,ij=1 ·10−4

m/s, whereas the solid lines represent the calculation using vn,ij=5 ·10−4 m/s. Shadow
regions represent the drag forces calculated based on the actual gas flow rates used in our
experiments. For a typical defluidization process, it often starts with agglomeration at
dense regions where the solid particles possess relatively low velocities, which corresponds
to the onset of unstable fluidization as observed in Figures 2.5-2.7. Subsequently, the
agglomeration will expand and penetrate through the entire bed, leading to the defluidiza-
tion.
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Furthermore, all the three solid bridge force models (given by the general expression
eq. (2.4)) are presented in Figure 2.11. Note that the models only differ by the value
of C, and the determined solid bridge force by the smooth surface model and the nine-
microcontact-point model is very close. As shown by the SEM images in Figure 2.2,
the surface morphology of combusted iron particles is rather smooth or little rough.
Considering the predicted results using the nine-microcontact-point model is reasonable.
The transition of the solid bridge curve shown in Figure 2.11 is caused by the different
diffusion coefficients below and above 900 ◦C. Finally, we can see that the drag force is
generally one order smaller in magnitude than the collision force. Thus in the fluidization
systems in current study, particle collisions are the dominating mechanism of breakage.
This explains the observation from experimental results in Table 2.3, i.e., the two critical
temperatures for transitions from stable to unstable to defluidization regimes are almost
insensitive to the increasing gas velocity.

30-38

Tt Td

C
1.251
1.0

0.417

Tt Td

C
1.251
1.0

0.417

Tt Td

C
1.251
1.0

0.417

Figure 2.11: Normalized forces as a function of temperature: Solid lines represent the calculation using vn,ij =
5e-4 m/s; dotted lines represent the calculation using vn,ij = 1e-4 m/s; shadow regions represent the drag forces
calculated based on the range of gas flow rates using in our experiments. The balance points (circles) represent
the predicted transition temperature (Tt) (via dotted lines) and the predicted defluidization temperature (Td)

(via solid lines).
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Table 2.5: The summary of the predicted and tested temperatures based on different sizes of particle.

Particle size Predicted Tt [◦C] Tested Tt [◦C] Predicted Td [◦C] Tested Td [◦C]
tiny 594 580 993 815

small 642 600 1030 824−924
big 683 650 1058 911−972

According to the criteria for unstable fluidization and defluidization, the temperature
corresponding to the intersections of the curves of the maximum breaking force, i.e., the
collision force and the solid bridge force, are the transition temperature (Tt) (via dotted
lines) and the defluidization temperature (Td) (via solid lines). Therefore, we summarize
the predicted temperatures obtained by the nine-microcontact-point model in Table 2.5,
including the actual temperatures obtained from experiments. The applied relative ve-
locities range roughly coincides with the temperature window in which agglomeration is
important, i.e., between the transition temperature (Tt) and the defluidization temperature
(Td). In this window the solid bridge force has a similar order of magnitude as the contact
force, meaning that agglomeration can no longer be neglected. In general, the model
gives a fair estimate showing an increase of the critical temperatures as the particle size
increases.

Regarding the general overprediction, we think the possible explanation is because of
the material properties. The determination of the solid bridge force shown in Figure 2.11
is based on the material properties of hematite. As mentioned earlier, the hematite would
mostly present on the outer surface of the particles due to the combustion mechanism.
However, the possibility that the presence of magnetite on and near the outer surface can-
not be excluded. If the material property dependent parameters are based on magnetite,
the determined solid bridge forces will be much larger, thus resulting in lower critical
temperatures (see Figure 2.12 as an example for tiny particles). In general, the deviation
between the predicted defluidization temperature and the defluidization temperature
obtained experimentally is less than 25%, indicating that using the current modeling
method can give a fair prediction of kinds of fluidization phases.

C
1.251
1.0
0.417

Figure 2.12: Comparison of breaking forces and solid bridge force for tiny magnetite particles. Solid lines
represent the calculation using vn,ij = 5e-4 m/s; dotted lines represent the calculation using vn,ij = 1e-4 m/s.
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2.5. Conclusions

In this work, we studied (de-)fluidization of combusted micron-sized iron powders under
N2 atmosphere at elevated temperatures. Transitions between stable fluidization, unstable
fluidization, and defluidization have been identified with two critical temperatures Tt and
Td. These critical temperatures are found almost insensitive to gas flow rate, but highly
depend on particle size. Furthermore, once unstable fluidization due to the formation
of agglomerates occurs, either further increasing the bed temperature or increasing the
operation time will eventually lead to defluidization of the bed.

Based on a simple force balance, a quantitative model for the fluidization characteris-
tics of combusted iron powder is developed for the prediction of (de-)fluidization behavior
at elevated temperatures. The theoretical model provides a reasonable prediction of the
dependence of the transition temperature (Tt) and the defluidization temperature (Td)
on the particle size. The predicted critical temperatures show fair agreement with the
experimental results, with a relative error in the order of 25%. The model also reflects the
sintering mechanism of the studied powder to be a sintering force model based on rather
smooth or little rough surface, and the particle collisions as the agglomeration break-
ing mechanism. We further use these gained experimental insights to design reduction
experiments of combusted iron powder in Chapter 3.
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Abstract

Direct reduction of combusted iron powders using renewable energy is one of the keys

to ensure a carbon-neutral iron fuel cycle. Based on (de-)fluidization experimental

study in Chapter 2, reduction experiments of micron-sized combusted iron powders

using hydrogen in a lab-scale gas-fluidized bed are conducted at temperatures

ranging from 500 ◦C to 650 ◦C. The effects of temperature, hydrogen velocity and

concentration on the reduction performance (including reduction degree, particle

morphology and size change) and sintering/defluidization behavior are investigated.

Overall, a reduction degree higher than 90% is reached at a lower temperature of

500 ◦C, whereas at higher temperatures the serious problem of particle sintering is

encountered, which leads to quick defluidization and thus a relatively low reduction

degree. Temperature has been found to have a pronounced effect on the sintering

and reduction behavior, while the effect of gas velocity on the reduction process is

negligible. SEM images show that the reduced powders are porous with the pore size

increasing with temperature. These experimental findings provide insights for the

design of industrial process of hydrogen-based regeneration of iron fuels.
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3.1. Introduction

The consumption and generation of energy are two of the most significant features of
modern civilization. The ongoing transition to low-carbon energy systems has intensified
the creation of clean energy solutions. However, this transition still faces great challenges
in finding effective and efficient clean energy carrier alternatives. Recently, metal powder
has been proposed as a promising energy carrier to fulfill the void of existing fuels in
applications where high energy density, ease of transportation, and/or reliable availability
are needed [1, 2]. Metal fuels react energetically with the oxygen in air releasing a huge
amount of heat and the resulting metal oxides can be collected and reduced back to metal
powder closing a metal fuel cycle.

Micron-sized iron powder has been considered a promising candidate for such a metal
fuel cycle due to its high volumetric energy density and abundance features. The energy is
generated by a ‘clean’ combustion process [3] with the only solid products, i.e., iron oxides.
To fulfill a carbon-neutral fuel cycle, regeneration of the metallic iron from the combustion
product (iron oxides) using renewable energy (e.g. green hydrogen) is crucial. Therefore, a
fundamental understanding of the reduction mechanisms of the combusted iron powders
becomes important.

Fluidization is a promising technology for thermochemical reduction of iron oxide
powder because of its high fluid-solid contact efficiency, and excellent heat and mass trans-
fer characteristics [4, 5]. Direct reduced iron (DRI) based on fluidized bed technologies
has been developed over the last few decades in the iron and steel industries. Regarding
the reducing agent, hydrogen has been proven to be a good reductive agent due to its
environment-friendly feature [6–9], and has become more important in DRI processes
[10–13]. A proven industrial direct reduction process is using hydrogen in a fluidized bed,
i.e. the Circored® process [14].

Depending on the reaction temperature, the process of DRI with hydrogen occurs
either in two or three steps. When the temperature is higher than 570 ◦C, the reduction
process follows in three steps: hematite (Fe2O3) → magnetite (Fe3O4) → wüstite (FeO)
→ metallic iron (Fe). On the other hand, below 570 ◦C the reduction occurs in two steps:
hematite (Fe2O3) → magnetite (Fe3O4) → metallic iron (Fe), owing to wüstite not being
stable below 570 ◦C. It is generally accepted that the reduction takes place stepwise from
iron with high valence to metallic iron [15]. Spreitzer et al. [11] studied the three-step
reduction process of Fe2O3 to Fe, and theoretically derived the multistep analysis method
in a temperature range 600−800 ◦C. Based on the multistep analysis method, He et al. [16]
further established the detailed reaction kinetics. Extensive study has focused on the effect
of temperature on the reduction performance. Many research reported that the reduction
rate increases with the temperature [11, 16, 17].

High temperature however, also provides a favorable situation for the formation of
agglomerates due to sticking or sintering behavior of solid particles, which may eventually
lead to a defluidization of the bed [18–20]. For thermochemical reduction of iron oxides,
previous research has reported the sintering and agglomeration issue [21–24]. These unin-
tentional agglomerations occur when particles have a strong tendency to stick together
due to certain harsh operation conditions [22, 25]. It is well accepted that the sticking
occurs mostly during the metallization of iron ore, which highly depends on the properties
of the raw materials. Previous efforts have been made on studying the factors that affect
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the sticking problem [26–28]. These pointed out that the sticking issue would be affected
by both the operation conditions (e.g., reducing gas, temperature, and velocity) and the
physical properties of particles (e.g., composition, geometry, size, and morphology).

As mentioned in Chapter 2 of this work [29], existing studies are highly concentrated
on the reduction and/or fluidization of raw iron ores (for applications in the iron and steel
industries), which presents a wide variation in size, impurities contents, etc. However, for
the application of metal fuel, iron oxides of micron size that are directly collected from iron
combustion are of interest. These powders possess different properties from the materials
(raw iron ores) studied in the existing literature. That is, the fine powder has a different
size (in µm), composition (high purity oxides) and morphology (rather smooth). These
unique characteristics make it necessary to focus on the study of combusted iron fines.
Thus in this chapter, we aim to study the reduction behavior of combusted iron powders
in a fluidized bed for regeneration of metal fuel. The objective of this analysis is to improve
the understanding of the impact of different process parameters on the entire reduction
process (fluidization behavior, reduction degree, and evolution of particle size and mor-
phology), and therefore, provide some guidance on practical design of industrial process
in the metal fuel cycle. The insights on (de-)fluidization behavior of the combusted iron
powder gained from experimental study in Chapter 2 are used in the design of reduction
experiments.

This Chapter is organized as follows: introduction of the setup and the experimental
conditions in Section 3.2, followed by the results in Section 3.3 including reduction de-
gree and characteristics of the reduced powder, and finally conclusions are presented in
Section 3.4.

3.2. Experiments

3.2.1. Experimental materials

Fe2O3 Fe3O4

big

small

tiny

Figure 3.1: XRD partterns of the raw materials.
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Table 3.1: Information of particle size, total iron content, and the minimum fluidization velocity of raw materials.

Particle size d50 [µm] W0(TFe) [wt%] umf,H2 [m/s]
tiny 33.7 72.19 0.0056

small 45.5 71.04 0.0095
big 58.0 71.93 0.0182

The particles used in this reduction investigation are identical to those used in Chapter 2
(i.e. tiny, small, and big). Figure 3.1 shows the XRD patterns of the raw materials, which
indicates that the combusted powders are composed of hematite and magnetite in a
weight ratio of roughly 40:60. The total iron content of the combusted powder is obtained
by the titration method according to the Chinese standard of GB/T6730.65-2009. The
obtained values are listed in Table 3.1.

3.2.2. Apparatus and procedures

A laboratory-scale quartz cylinder fluidized bed is employed to investigate the reduction
behavior of combusted iron powder (see Figure 3.2). The cylindrical fluidized bed has a
height of 960 mm and an inner diameter of 16 mm. A porous quartz plate with a uniform
pore diameter of 0.15 mm is used as the gas distributor at the bottom of the reactor.

Temperature

Pressure 

drop

Off gas

N2

1

2

3

4

5

6

7

8

9

H2

Figure 3.2: Schematic overview of the experimental setup for the reduction process (1-Gas cylinder; 2-Shut-off
valve; 3-Mass flow controller; 4-Fluidized bed reactor; 5-Differential pressure sensor; 6-Thermocouple; 7-Display

instruments; 8-Electric resistance furnace; 9-Data acquisition system).

Before the reduction experiments, the minimum fluidization velocities (umf) under
100% H2 atmosphere at room temperature are measured, which is shown in Table 3.1. For
all reduction tests, 10.0 g of combusted iron powders are first fed into the fluidized bed
reactor at a lower temperature and purged with N2 to remove air from the system. Then a
furnace around the bed is switched on, heating up the bed to the desired temperature. Such
heating process is conducted under N2 atmosphere with a specific gas flow rate depending
on the operation condition. When the temperature of the bed reaches the pre-set value,
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the required gas (H2) and its flow rate are switched to the required operation condition
immediately, and the time of which is assumed as the starting point of the reduction
process. After a specific reduction time or when the defluidization occurs (pressure drop
decreases sharply), the experiments are terminated by switching the hydrogen supply back
to nitrogen supply only. Then the reactor can be removed from the furnace and quenched
directly by spraying water on its outer surface until room temperature is reached. The
reduced sample is collected and stored in a ziplock bag for further measurements.

3.2.3. Experimental conditions

According to the outcomes in Chapter 2 [29], defluidization of the combusted iron powder
may occur due to severe sintering effect at temperatures higher than 650◦C. Therefore,
the reduction experiments are designed at temperatures ranging from 500◦C to 650◦C.
Different gas velocities are used ranging from 8umf to 12umf with umf determined for
the individual size of powder under H2 environment at room temperature. With such
hydrogen flow rates there is always an excess of hydrogen, since a full bed conversion
consuming all hydrogen fed would require less than 10 minutes.

3.2.4. Calculation of the reduction degree

The reduction degree (RD) is defined as the ratio of actual mass loss and the theoretical
maximum mass loss. Initially RD = 0, and for a complete conversion to metallic iron
RD = 1. Due to the small amount of powder used in our experiments, direct weighing of
the final product would induce large errors. Thus, the RD is determined via eq. (3.1) using
the measured weight content of total iron content in the initial (W0(TFe)) and reduced
(Wend(TFe)) samples. Note that we assume that the sample only contains the elements of
Fe and O, which is valid because of the high purity (> 99%) of the iron powder used in the
combustion process.

RD = 1−W0(TFe)
/

Wend(TFe)

1−W0(TFe)
(3.1)

3.3. Results and discussions

3.3.1. Fluidization and reduction performance

In this section, we investigate the effects of operation conditions on fluidization and re-
duction performance of the combusted iron powders. To this end, we analyze the results
in terms of defluidization time (tdef) and reduction degree (RD). Defluidization time is
obviously defined as the period from switching on the reducing gas to the moment deflu-
idization occurs indicating by a sharp decrease of the bed pressure drop (see Chapter 2).
The reduction degree is determined for the reduced powder after completion of the exper-
iments, which is either after the occurrence of defluidization or after a pre-set reaction
time.
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Effect of temperature

Figure 3.3 shows the reduction degree and defluidization time of the products of the
reduced particles of different sizes at temperatures ranging from 500 ◦C to 650 ◦C using
100% H2 and u0 = 8umf (0.0448 m/s for tiny powder, 0.076 m/s for small powder and 0.1456
m/s for big powder). Correspondingly, the XRD results of the reduced powder are shown
in Figure 3.4. As expected, the temperature has a significant influence on the reduction
process. For all particle sizes, defluidization occurs quicker with increasing temperature
(see Figure 3.3(b)), resulting in a decreasing reduction degree (see Figure 3.3(a)). An almost
complete reduction (RD ≈ 95%) is achieved for all the particle types at the relatively low
temperature 500 ◦C when defluidization occurs. This is confirmed by the XRD results in
Figure 3.4, where only at 500 ◦C all the reduced powder is pure iron. In contrast, particle
sintering at higher temperatures hinders the process, resulting in a decreasing reduction
degree when defluidization occurs.

Figure 3.3 shows that larger particles seem to be reduced much faster leading to higher
reduction degrees at lower temperatures of 500 ◦C and 550 ◦C, whereas this is not very
obvious at higher temperatures of 600 ◦C and 650 ◦C. Note that gas velocities used for
experiments of different powder sizes are varied. Consequently, higher hydrogen flow
rate for larger particles results in higher reduction degree at the same reduction time.
However, at higher temperatures, the acceleration of reaction rate by temperature is more
pronounced than the effect of hydrogen flow rate. Thus at 600 ◦C and above, the reduction
degree of different powder sizes does not show significant variation as the reduction time
is roughly equivalent.

(a) (b)

Figure 3.3: (a) Reduction degree (RD) as a function of operation temperature (T ) at the moment defluidization
sets in (tdef); (b) Time until defluidization (tdef) as a function of operation temperature (T ). Using 100% H2 with
u0 = 8umf. Specifically, 0.0448 m/s for tiny powder, 0.076 m/s for small powder, and 0.1456 m/s for big powder.

The observed trends can be explained as follows. Since the particles are quite small, the
particle Reynolds numbers are rather small, i.e., Rep << 1. This implies that the reduction
degree is limited by external mass transfer. Increasing the specific surface area available
for mass transfer (i.e. smaller particles) or increasing the mass transfer coefficient (i.e.
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higher flow rates) should lead to faster reduction degrees. So far, the gas velocity is kept as
8umf, so if the particle size is increased, simultaneously the particle specific surface area is
reduced (RD should reduce) while the flow rate is increased (RD should increase). The net
effect of these competing phenomena is that the RD reduces.

Fe3O4 FeO Fe

600ºC, tdef =11 min

550ºC, tdef =23 min

500ºC, tdef =83 min

650ºC, tdef =7 min

tiny

(a)

Fe3O4 FeO Fe

500ºC, tdef =45 min

550ºC, tdef =17 min

600ºC, tdef =9 min

650ºC, tdef =6 min

small

(b)

Fe3O4 FeO Fe

650ºC, tdef = 3 min

600ºC, tdef = 7 min

550ºC, tdef = 15 min

big

500ºC, tdef = 28 min

(c)

Figure 3.4: XRD patterns of the reduced particles at different operating temperatures for tiny (a), small (b) and
big (c) particle sizes.

We further conduct several tests at 550 ◦C applying the same gas superficial velocity
of 0.0448 m/s, to test if indeed the RD increases for smaller particles as expected. The
results of reduction/defluidization time and reduction degree are given in Table 3.2. In this
case, defluidization occurs earlier for larger particles, resulting in smaller reduction degree.
Quantitatively, the increase of reduction degree from big to small to tiny particles is much
more pronounced than the corresponding increase of reduction time. This may imply that
smaller particles are indeed reduced in a faster rate as expected. Moreover, one-to-one
comparison between Table 3.2 and Figure 3.3 for small and big particles indicates that
when the gas velocity decreases (e.g. from 0.1456 m/s to 0.0448 m/s for big particles),
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the defluidization time slightly decreases (15 min to 13 min), but the reduction degree is
significantly decreased (81.49% to 21.09%). This confirms the effect of gas flow rate on
the reduction process which was mentioned above for observation in Figure 3.3. As for
the defluidization time, lower gas velocity would decrease the collision frequency and
therefore increase the possibility to form agglomerates, thus slightly faster defluidization.

Table 3.2: Effect of the particle size on the reduction process.

Particle size H2+N2 Temperature Velocity Reduction time RD
[−] [%] [◦C] [m/s] [min] [%]
tiny 100+0 550 0.0448 23 (defluidization) 51.69

small 100+0 550 0.0448 16 (defluidization) 30.73
big 100+0 550 0.0448 13 (defluidization) 21.09

Furthermore from the XRD analysis in Figure 3.4, we see that raw materials are mainly
transformed into magnetite, wüstite and iron at temperatures of 600 ◦C and 650◦C, whereas
at the temperature of 500 ◦C and 550◦C there is no presence of intermediate phase wüstite
(FeO). This is consistent with the literature with respect to the different reduction mech-
anisms below/above 570 ◦C. Another clear observation is that even at extremely short
reduction times, e.g., 3 min for big particles at 650 ◦C, Fe2O3 does not exist anymore. This
implies that the conversion from Fe2O3 to Fe3O4 is a very fast reaction. Assuming a the-
oretically full conversion of Fe2O3 to Fe3O4, the reduction degree is 11%. This could be
achieved within a few minutes of reduction.

To further analyze how the temperature affects the reaction rate, more tests have been
conducted at temperatures of 500 ◦C and 550 ◦C for tiny particles with 100% H2 at different
pre-set reduction times. The reduction time is defined as the period from switching on
the reducing gas to the moment reaching the pre-set reduction time. The evolution of
the reduction degree is shown in Figure 3.5, whereas the corresponding XRD results of
the reduced powder are shown in Figure 3.6. The larger slope at 550◦C indicates a faster
reaction with a higher reaction rate. Thus, metallic iron would be emerging quicker at the
outer surface of the particles. These newly generated metallic iron grains will accelerate
particle sintering and eventually defluidization. Consequently, at temperature 550◦C and
above, defluidization always occurs earlier than the time required for a full reduction to
metallic iron. Combining the results based on Figure 3.3 and Figure 3.5, we can conclude
that a higher temperature can accelerate the reaction rate, while a lower temperature
is beneficial to prevent accelerated sintering/defluidization. These conflicting effects
of temperature should be carefully considered when designing the reduction process.
Furthermore, at all the applied temperatures, defluidization occurred earlier than full
reduction is reached.

The phase transformation over reduction time shown in Figure 3.6 again confirms the
observations/conclusions from Figure 3.4: 1) below 570 ◦C there is no intermediate step of
conversion to wüstite (FeO); 2) the conversion from hematite to magnetite is a very fast
reaction step.
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Figure 3.5: Reduction degree as a function of reduction time for tiny powder at 500 ◦C and 550 ◦C, using 100% H2
with u0 = 8umf (=0.0448 m/s.)

Fe3O4 Fe

500ºC, tred = 83 min

500ºC, tred = 60 min

500ºC, tred = 40 min

500ºC, tred = 20 min

tiny

(a)

Fe3O4 Fe

550ºC, tred = 23 min

550ºC, tred = 18 min

550ºC, tred = 12 min

550ºC, tred = 6 min

tiny

(b)

Figure 3.6: XRD patterns of the reduced particles at different reduction time for tiny powder, (a) 500 ◦C,
(b) 550 ◦C.

Effect of hydrogen velocity and concentration

To analyze the effect of the gas velocity on the reduction process and the defluidization
behavior, gas velocities i.e., 8umf, 10umf and 12umf are tested in 100% H2 atmosphere. The
reduction temperature is chosen as 500 ◦C since at this temperature all particle sizes can
fluidize for a relatively long time. Figure 3.7 compares the resulting reduction degree and
the defluidization time for tiny, small, and big particles. It is observed that when increasing
the gas velocity from 8umf to 12umf, the maximum reduction degree slightly decreases,
with a total change of roughly 6%. This decrease in reduction degree is attributed to the
shorter reduction time (equivalent to the defluidization time as shown in Figure 3.7(b)).
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The faster defluidization due to increasing gas velocity shown in this figure does not
seem to match our findings for fluidization of combusted iron powder in Chapter 2 [29],
where the defluidization is slightly influenced by gas velocity. Note that in the current
experiments the reduction speed is also influenced by increasing gas velocity, especially
at lower temperatures. As discussed in Section 3.3.1, increasing gas velocity at lower
temperatures leads to a significantly higher reduction degree. This means the generation
of metallic iron at the particle surface is faster at higher gas velocity, which thus accelerates
the sintering when particles come into contact. To conclude, the overall fluidization
behavior is determined by the competing effects of gas velocity (similar to temperature) on
the chemical reaction and the hydrodynamic interactions. Finding an optimal gas velocity
is critical to the entire reduction process as well as the fluidization behavior.

(a) (b)

Figure 3.7: Maximum reduction degree (RD) and defluidization time (tdef) as a function of gas superficial
velocity for all sizes of particles at 500 ◦C, using 100% H2.

Table 3.3 compares results when applying 100% hydrogen and 50% hydrogen diluting
in a nitrogen atmosphere. As expected, the partial pressure of hydrogen plays an important
role in determining the reaction rate. The reduction degree of 100% H2 reduction for 60
minutes reaches 73.77%, while the reduction degree of 50% H2 reduction for 60 minutes is
only 31.24%. This gives a dependence of reaction rate on hydrogen concentration with
an order of 1.24, which is very closed to the order of 1.4 reported in the work of Hessels et
al. [30].

Table 3.3: Effect of the hydrogen concentration on the reduction degree for tiny powders.

Particle size Temperature Velocity H2+N2 Reduction time RD
[−] [◦C] [m/s] [mol%] [min] [%]

tiny 500
8umf 100+0 60 73.77
8umf 50+50 60 31.24
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Kinetics analysis

To retrieve kinetic data from the experiments, the approach developed by Hancock and
Sharp [31] is applied. The benefit of this method is that the only data required to derive
the reaction rate is conversion-time data, and this approach has been successfully used
by many previous research related to the reduction of iron oxides [30, 32–34]. This model
describes the solid-state reactions follow the form:

X = 1−e−(kt )n
(3.2)

where X is the metal conversion at time t ; k is the reaction rate constant; n is the kinetic
exponent.

By integrating eq. (3.2) and plotting of ln[-ln(1-X )] against ln(t ), the kinetic exponent
(n) and reaction rate constant (k) can be obtained from the slope and intercept of a linear
function, respectively:

ln[− ln(1−X )] = n ln t +n lnk (3.3)

The kinetic exponent n depends on the mechanism of growth and the dimensionality
of the nuclei. Generally when n < 1, the mechanism is diffusion controlled; when n is close
to 1, the mechanism approaches a phase boundary reaction kinetic controlled mechanism,
and when n is close to 2 the mechanism is well represented as a nucleation model.

At temperatures below 570 ◦C, the reduction follows Fe2O3 → Fe3O4 → Fe. Figure 3.6
shows that at the initial stage of the reduction process (i.e. t = 20 min at 500 ◦C and
t = 6 min at 550 ◦C), the reduction of Fe2O3 to Fe3O4 has been already completed. Thus,
after this point, the reduction process only follows single-step reaction from Fe3O4 to Fe.
Fitting the experimental data shown in Figure 3.5, the kinetic exponent n is obtained 1.97
at 500 ◦C, and 1.75 at 550 ◦C as shown in Figure 3.8. Since the obtained values of n are
close to 2, the reduction mechanism of Fe3O4 to Fe is concluded to be nucleation growth
controlled.

n = 1.97

n = 1.75

Figure 3.8: The curves of ln[-ln(1-X )] versus lnt for extracting the kinetic exponent n for tiny powder.
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Meanwhile, the obtained values (n(T ) and reaction rate constant k(T )) can be further
used to determine the activation energy (Ea) of the reaction process according to an
Arrhenius expression (eq. (3.4)). The resulting activation energy (Ea) is 61.02 kJ/mol, which
is close to the results reported by previous studies [35, 36]. The obtained pre-exponent
factor (k0) is 4.37 s−1 for tiny particles.

k(T ) = k0 exp

(
− Ea

RT

)
(3.4)

3.3.2. Characteristics of reduced powder

Morphology

The structural changes at the outer surface and the internal structure of the particles
during the reduction process can be analyzed by means of a scanning electron microscope
(SEM). Figure 3.9(a)-3.9(h) show the morphology of samples (tiny powder) being reduced
at different temperatures. The surface morphology of the raw tiny powder is shown in
Figure 3.9(i) as reference, which presents a relatively smooth and dense surface structure.
In contrast, the reduced particles generally present a porous structure due to the generated
metallic iron crystals. The pore size highly depends on the reduction temperature, i.e.,
the pore size increases with increasing temperature. During the reduction process, the
microstructure change is complex and can be influenced by two aspects: i) the decom-
position rate of iron oxide (chemical reaction); ii) the migration of iron ions [37]. At low
temperatures, the diffusion rate of iron ions is relatively lower than the decomposition
rate of iron oxide occurring at the reaction interface, causing the increase in the surface
Fe/O ratio. Thus, the surface becomes supersaturated with iron ions. Eventually a large
amount of iron ions nucleate at the surface, which forms a relatively dense layer of metallic
iron through growth and coalescence. As the temperature increases, the migration of
iron ions goes faster, resulting in larger pores. Apart from that, wüstite is present as an
intermediate product when the temperate is higher than 570◦C, which would influence
the product morphology. Additionally, at high temperatures the surface structure seems
rougher, which would increase the possibility of forming agglomerates.

30~38 μm, 500 °C, 83 min

500°C, RD = 94.74%

10 µm

1 µm

(a)

30-38, 500 °C, 83 min

500°C, RD = 94.74%

10 µm

1 µm

(b)
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30~38 μm, 550 °C, 23 min

10 µm

1 µm

550°C, RD = 51.69%

(c)

30-38, 550 °C, 23 min

550°C, RD = 51.69%

10 µm

1 µm

(d)30~38 μm, 600 °C, 11 min

10 µm

1 µm

600°C, RD = 38.37%

(e)

600°C, RD = 38.37%

1 µm

10 µm

30~38 μm, 600 °C, 11 min

(f)30~38 μm, 650 °C, 7 min

10 µm

1 µm

650°C, RD = 34.76%

(g)

650°C, RD = 34.76%

10 µm

1 µm

30~38 μm, 650 °C, 7 min

(h)

Raw powder

10 µm

(i)

Figure 3.9: Effect of the reduction temperature on the surface morphology (left) and on the cross-section
morphology (right) (samples of tiny powder).
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0 min 20 min 40 min 60 min 83 min

1µm 1µm 1µm 1µm 1µm

Figure 3.10: Effect of the reduction time on the cross-section morphology (tiny powder samples), at 500 ◦C.

Comparing the surface morphology (left figures) to the cross-section morphology
(right figures) in Figure 3.9, we see that the particle surface becomes porous and rough as
soon as the reaction takes place, whereas the particle inner structure remains dense and
smooth and gradually becomes porous till a full conversion is reached. This can be further
verified by the evolution of cross-section morphology shown in Figure 3.10 for the powder
being reduced at 500 ◦C. It can be clearly seen that during the reduction, the generated
metallic iron grains first emerge on the surface forming a thin porous layer. Then the
inside dense (unreacted) part gradually becomes porous during the process of reduction.
At the end of the reduction process, the particle becomes porous everywhere and the voids
are mostly interconnected, indicating a complete reduction. This porous structure may
slightly influence the subsequent combustion process. The general combustion process of
the iron particle follows the main steps of 1) igniting the iron particles in the solid state; 2)
melting of the particle and subsequent oxidation in the liquid state; 3) solidification of the
iron oxide droplet [38]. Since the particle quickly liquefies, the effect of the porosity after
reduction is limited to the ignition phase [39]. Future efforts are required to quantitatively
measure the porosity evolution during the reduction.

Mean particle size of the reduced samples

A particle size analyzer (CAMSIZER X2) is applied to measure the size of raw and reduced
powder. The CAMSIZER X2 produces a particle flow which is characterized by an optical
system with high resolution. Since the resolution of the analyzer is 0.8 µm per pixel, which
is much smaller than the particle size (< 0.025d50tiny), the measurement based on this
analyzer can be applied to quantitatively analyze the particle size change during reaction.
Figure 3.11 shows the mean particle size (d50) and its deviations (d10 and d90) normalized
by the mean diameter of the raw powder (d50raw) for the reduced samples with different
sizes at different temperatures. Note that the results in the figure are obtained at 8umf

until the defluidization point. Similarly, Figure 3.12 shows the normalized size of the three
powders reduced with different times at 500 ◦C.

From Figure 3.11, we can see that when completely reduced to metallic iron at 500◦C,
the size of the particles decreases, whereas the particle size slightly increases with an
incomplete reduction at higher temperatures. Also in Figure 3.12 the size change of the
tiny particles shows a first increase and then decrease at the reduction temperature of
500 ◦C. In literature the particle swelling phenomenon has been attributed to three mech-
anisms: crystal transformation theory, iron whisker theory, and the carbon deposition
theory [40]. The carbon deposition theory can be excluded here obviously because no
carbon is involved in our experiments. Zhang et al. [41] also reported that the iron whisker
is commonly observed by CO reduction means and suppressed in the H2 reduction condi-
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tion. Therefore, the particle swelling observed in current study should be due to the varied
structure of the crystal transformations.

raw

d10

d50

raw

d90

d50

raw

d50

d50

Figure 3.11: Particle size change (d10
/

d50raw, d50
/

d50raw, and d90
/

d50raw) against temperature with
deviations representing d10

/
d50raw and d90

/
d50raw.

RD=29.71%
RD=16.04%

RD=24.41%

Figure 3.12: Particle size change (d10
/

d50raw, d50
/

d50raw, and d90
/

d50raw) against reduction time at 500◦C
with deviations representing d10

/
d50raw and d90

/
d50raw.

In the initial stage of the reduction, hematite is quickly reduced to magnetite, resulting
in a lattice structure transforming from the hexagonal lattice structure to the cubic lattice
structure. As a consequence, the volume increases, and cracks may occur in the outer
surface due to this volume expansion. In the middle and the latter stage of the reduction
process, oxygen diffuses from the iron/wüstite interface to the iron/gas interface through
the dense iron layer. Such behavior would cause the fracture of the dense iron layer
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and the disintegration of iron grains. Eventually, a large number of small fragments are
formed which in turn continues the swelling process [42]. Additionally, such volume
increase due to the disintegration is more notable at higher temperatures. This swelling
behavior at high temperature situation can also explain that the outer surface structure
becomes more porous at higher temperatures (see Figure 3.9). As the reduction reaction
continues, the interconnection/bonding between the small fragments enhances the iron
phase formation, and the accumulation of the dense iron phase leads to the volume
contraction. This evolution of particle size (first swelling then shrinking) is particularly
visible for the reduction of tiny powder at 500◦C in Figure 3.12, where the entire reduction
process is tracked. Unfortunately this transition is not visible for small and big powders
in Figure 3.12, simply because the reduction degree at these first experimental points
has largely exceeded the theoretical value (11%) assuming a complete conversion from
hematite to magnetite only. Therefore, the densification of more newly generated metallic
iron grains would eliminate the volume increase from the phase transformation, ultimately
resulting in a slightly unchanged or smaller volume.

Overall, the completely reduced powder at 500 ◦C possesses less than 10% size shrink-
age after undergoing through an evolution from volume swelling (Fe2O3 to Fe3O4 phase
transform) to volume contraction (densification of generated metallic iron grains). How-
ever, we are not certain if the size reduction also applies to the completely reduced powder
at higher temperatures, as of more pronounced volume expansion due to disintegration of
iron grains at higher temperatures as mentioned above. This is also reflected by the results
at higher temperatures in Figure 3.11, even though the RD has far exceeded 11% for a full
conversion from Fe2O3 to Fe3O4. Unfortunately this cannot be investigated in current
work because experiments at higher temperatures always encounter defluidization much
earlier before a possible full reduction.

3.4. Conclusions

We have conducted reduction experiments of combusted iron powders in a lab-scale
fluidized bed using hydrogen with the aim to provide insights on how the operation
conditions affect the fluidization and reduction performance. The main conclusions are:

1. Operational temperature is crucial to both fluidization behavior and reduction
performance. Increasing temperature has a dual effect, i.e., accelerating the reaction
rate and accelerating the particle sintering or bed defluidization. As a consequence, a
low reduction degree is usually obtained at high temperature condition because of early
defluidization of the bed. For all particle sizes, a complete reduction to metallic iron can
be achieved at 500 ◦C.

2. Similarly, there also exist competing effects of the reducing gas velocity on the pro-
cess. A higher gas velocity can enhance the hydrodynamic interactions (particle collisions,
drag force) which might break the agglomerates and thus delay the defluidization. On
the other hand, especially at lower temperatures a higher gas velocity leads to a higher
reduction degree, generating more metallic iron which accelerates the sintering and deflu-
idization.

3. The reduction temperature shows an evident influence on the surface structure of
the reduced particles. Specifically, the particles reduced at a higher temperature present
rougher surfaces with larger pores, and this surface structure provides a favorable condi-
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tion for the formation of agglomerates.
4. During reduction, the particle size first undergoes swelling (due to crystal transfor-

mation from Fe2O3 to Fe3O4 and disintegration of iron grains) and then shrinking (due
to the densification of the newly produced metallic iron grains). The mean size of final
reduced powder at temperature of 500 ◦C is slightly smaller than the original oxides.
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Abstract

Heat exchange through confining walls is an important feature of gas-fluidized

beds. However, near the wall, most of the temperature gradient exists in a thin

thermal boundary layer, which is typically smaller than the grid size in the computa-

tional fluid dynamics method (CFD). This makes it hard to resolve the temperature

distribution near the wall in coupled computational fluid dynamics and discrete

element method (CFD-DEM). To obtain a better understanding of the heat transfer

mechanism near the confining walls in fluidized beds, we adopted two approaches,

i.e., by imposing a thermal boundary condition for the gas phase energy equation

and by implementing a particle-wall conduction model for the discrete particle

phase. Both methods were first explained in detail and then validated by available

experimental results. Finally, the two approaches were compared with respect to

their performance on the prediction of the overall particle temperature distribution,

parameter sensitivity, and mesh resolution.



4.1. Introduction

4

55

4.1. Introduction

Gas-fluidized beds are widely employed in a variety of thermochemical processes mainly
due to their excellent heat and mass transfer characteristics. In these applications, heat
transfer usually plays a critical role when chemical reactions are involved. As such, heat
transfer influences the reaction rate as well as the performance of the reactor. Among these
applications, many involve heat transfer between the bed and the walls and/or internals,
the understanding of which is of great importance to reactor design and dimensioning.

Experimental measurements are limited in understanding the details of heat transfer
in bed due to the complex interactions between gas, particles, walls, and immersed tubes.
Thus, numerical simulation has become an important tool to model and predict the flow
and heat transfer behavior in fluidized beds. In particular, a coupled computational fluid
dynamics and discrete element method (CFD-DEM) has been mostly used to study the
details of transport phenomena prevailing in fluidized beds on a particle scale [1]. In
this method, the gas phase is treated as a continuum by solving the volume-averaged
Navier-Stokes equations, while the particles are tracked individually by solving Newton’s
equations of motion [2]. In recent years, CFD-DEM simulations have been extended to
include heat transfer as well [3–7]. Patil et al. [3] studied the mechanisms of heat exchange
in a pseudo-2D fluidized bed by comparing CFD-DEM simulations with infrared/visual
measurements and pointed out that the convection heat transfer between two phases and
the heat loss through the confining walls were both significant. Oschmann and Kruggel-
Emden [6] performed CFD-DEM simulations including the particle-wall heat conduction
and validated their model for rotating drum and packed bed cases. Immersed tubes have
also been considered in the CFD-DEM for the comprehensive study on the heat transfer
between tube surface and bed. Hou et al. [8, 9] have conducted simulations to study the
effect of particle thermal conductivity, superficial gas velocity, and tube array settings on
the heat flux between fluidized bed and tubes. Wahyudi et al. [5] applied 3D CFD-DEM
simulations to examine the heat transfer in fluidized beds with an immersed tube. It was
pointed out that the maximum heat transfer coefficient was a result of the competition
between tube–particle conduction and tube–fluid convection. At low superficial gas
velocity the tube–particle conduction was the dominant heat transfer mode, whereas at
high gas velocity tube–fluid convection dominated.

In the CFD-DEM, the fluid phase is resolved using a grid size larger than the size of a
particle (typically 2−4 times particle diameter). However, in fluidized beds, due to the
vigorous mixing of gas and solids, most of the temperature gradient and heat transfer
resistance lies very close to the wall. In other words, the resistance to heat transfer lies
within a thin layer, which is approximately one particle diameter. Obviously, the grid size is
much larger than the thermal layer thickness. Thus, the thermal layer is unresolved, which
does not allow for a straightforward treatment of heat flux through the walls. Instead,
additional models/treatments are required to account for the bed-to-wall heat transfer.
A variety of methods to describe the bed-to-wall heat transfer have been developed for
CFD-DEM simulations [7, 10–13]. There is no consensus on the most appropriate/accurate
model. The existing bed-to-wall thermal models in literature can be roughly categorized
into two approaches. The first approach describes the heat exchange from the view of
the fluid phase by imposing a thermal mixed boundary condition at the solid walls. A
common feature of this approach is that a scaling/correction factor is required in order
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to obtain a good fit to experimental data. In the work of Lichtenegger et al. [10], a factor
(∆x/2δl ) was chosen to scale up the temperature gradient obtained from the CFD grid
to achieve the physical result, where ∆x is the grid spacing and δl is the boundary layer
thickness. Similarly, Forgber et al. [11] adjusted the bed-to-wall heat transfer coefficient
by accounting for the thermal boundary layer near the wall. In the study of Forgber
et al. [11] and Patil et al. [3], the effective gas phase thermal conductivity was used
in the thermal boundary condition. However, Li et al. [7] mentioned that the more
accurate way of treating the heat loss through the walls was accounting for the solids phase
contribution, indicating that the effective bed thermal conductivity models were crucial in
the near-wall region. Therefore, a much higher value of the effective thermal conductivity
would be obtained compared to that only accounting for the pure gas phase contribution.
Previous efforts have been made for studying the effective bed conductivity in fluidized
beds based on the two-fluid model (TFM) [14–16]. Within the TFM model, the thermal
conductivity of the gas and solids phase are treated with effective thermal conductivity in
the energy equation separately. Zehner and Schlünder [17] proposed the effective thermal
conductivities for gas and solids phases on the basis of packed beds. Later, this model was
used to study the heat transfer in fluidized beds and extended to the heat transfer for the
near-wall region [14, 15]. From the approach proposed by Hunt [18], the effective solids
phase conductivity should also consider the contribution arising from the streaming of
the particles, which was referred to the kinetic conductivity. TFM studies from Schmidt
and Renz [19] and Patil et al. [16] investigated the influence of the kinetic contribution
on the effective solids phase conductivity, and draw the conclusion that the bed-to-wall
heat transfer coefficients were strongly overestimated when accounting for the kinetic
contribution to the effective solids phase conductivity. Patil et al. [16] explained the reason
might be an over-prediction of the granular temperature at the walls. Since then, there
is no solid evidence to explain the fundamental reason for such an over-predicted heat
transfer phenomenon, which thus requires further investigation.

The second approach describes the heat exchange from the view of the solids phase,
taking into account the detailed heat transfer mechanisms at the particle level. In this
case, the entire particle-wall heat transfer includes two mechanisms, i.e., the particle-wall
direct conduction and the indirect heat transfer from particles to the walls through a thin
gas layer [12, 13]. Regarding the second mechanism, the particle-fluid-wall conduction
model has been proposed. The particle-fluid-wall conduction model proposed by Rong
and Horio [20] is widely used to account for the heat removal through walls [12, 13, 21–24].
This model assumes that each particle is surrounded by a fluid lens (rlens), and when
the wall-particle distance is smaller than the thickness of this fluid layer thickness, such
conduction between the particle and the wall through the fluid lens initiates. Additionally,
a minimum separation distance is required to prohibit the perfect contact, which would
result in an infinite rate of conduction heat flux between the particle and the wall. Morris
et al. [23] studied the effect of input parameters on particle-fluid-wall conduction for a
static, single-particle system and concluded that the indirect conduction was sensitive
to the minimum conduction distance but not to the gas layer lens. Later, Lattanzi and
Hrenya [21] carried out CFD-DEM simulation to evaluate these effects for dynamic, mul-
tiparticle systems and draw the conclusion that the dynamic system was more sensitive
to the gas layer lens. Based on the indirect conduction model, Lattanzi and Hrenya [12]
proposed a numerical method for modeling constant heat flux boundary condition in
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DEM simulations. Recently, Zhang and Lu [22] extended this numerical technique by
considering the gas heat transfer resistance lying in the thin thermal film. It was pointed
out that the proposed method predicted more accurate hear transfer coefficients than the
previous method obtained by Lattanzi and Hrenya [12]. Additionally, Lu et al. [13] added
the particle-fluid-wall conduction model to a coarse grained particle model and validated
the method by comparing CFD-DEM results with experimental data. It was found that
the proposed coarse grained method accurately simulated the heat transfer in large scale
fluidized beds at low computational cost.

Both aforementioned approaches possess uncertainty due to some unknown param-
eters which can be considered as tuning factors in the model. These parameters are
commonly chosen either by fitting parameters or from empirical correlations. However,
the choice of these adjustable parameters is usually limited to particular experimental
conditions. We have not yet found a constructive guidance on how to determine these
parameters, nor how sensitive the model accuracy is to these parameters. In respect to the
above considerations, the objective of the current study is to evaluate and compare both
approaches for modeling bed-to-wall heat transfer in a fluidized bed using CFD-DEM
simulations. The results of the simulations are compared to available experimental data.
Additionally, the overall particle temperature distribution, parameter sensitivity, and mesh
resolution of both models are investigated. For sake of clarity, we will denote to represent
the thermal boundary condition approach by "tBC model" and use "PW model" to repre-
sent the particle-wall conduction model. The overall goal of this study is to provide some
insights for general thermal CFD-DEM simulations of dense gas-solid flows.

This Chapter is organized as follows: Section 4.2 gives the details of the thermal CFD-
DEM method as well as the constitutive equations for the two bed-to-wall heat transfer
models. Subsequently, the description of the numerical geometry and parameters are
given in Sections 4.3. In Section 4.4, results are presented with respect to the parameter
sensitivity, grid dependency, and model performance. Finally, conclusions are given in
Section 4.5.

4.2. Numerical model

The CFD-DEM method is implemented within the framework of CFDEMcoupling based
on OpenFOAM and LIGGGHTS [25]. Since the current research is mainly focusing on the
treatment methods of the bed-to-wall heat transfer, we only give a brief description of the
CFD-DEM model here.

4.2.1. CFD-DEM model

In the CFD-DEM method, the gas motion described by the continuity equation and Navier-
Stokes equations are expressed as:

∂
(
εfρf

)
∂t

+∇· (εfρfuf
)= 0 (4.1)

∂
(
εfρfuf

)
∂t

+∇· (εfρfufuf
)=−εf∇pf +εf∇·τf −S+εfρfg (4.2)
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where ρf, uf, and pf are the density, velocity and pressure of the gas phase, respectively.
Note that the gas density is calculated from the equation of state for ideal gas. εf is gas
phase voidage of current computational cell. τf is the viscous stress tensor for the gas
phase and for Newtonian fluid it can be evaluated as:

τf =µf

[(
(∇uf)+ (∇uf)

T)− 2

3
I (∇·uf)

]
(4.3)

where µf is the gas phase viscosity. I is a second order metric tensor. The sink term S
accounts for the momentum exchange between particles and fluid:

S = 1

∆V

n∑
i=1

Vp,iβ

1−εf
(uf −vp)D(r− ri ) (4.4)

where n is the number of particles located in the Eulerian grid with cell volume ∆V. Vp,i

and vp are the particle volume and velocity. β is the gas-particle drag coefficient. In this
work, it is evaluated by the correlation proposed by Beetstra et al. [26]. D is the distribution
function, which is used to distribute the force acted by the particles on the gas phase to the
Eulerian grid. r and ri are the position vector of the staggered velocity cell and the particle
center of mass.

The thermal energy equation for the gas phase is given by:

Cp,f

[
∂
(
εfρfTf

)
∂t

+∇·εfρfufTf

]
=∇·εfk

eff
f ∇Tf +Qp−f (4.5)

where Cp,f is the gas specific heat capacity. Tf is the temperature of the gas phase. keff
f is

the effective thermal conductivity of the gas phase, which can be expressed in terms of the
intrinsic fluid thermal conductivity kf [15] as follows:

keff
f = 1−p

1−εf

εf
kf (4.6)

The heat transfer of the particle to the fluid is the source term, which can be calculated
as:

Qp−f =∑
i
πd2

p,i h
(
Tp,i −Tf

)
D (r− ri ) (4.7)

where Tp,i is the temperature of particle i . dp,i is the diameter of particle i . h is the
heat transfer coefficient, which is calculated from Nusselt number (Nup) by the empirical
correlation given by Gunn [27]:

Nup = (
7−10εf +5ε2

f

)(
1+0.7Re0.2

p Pr0.33
)
+ (

1.33−2.40εf +1.20ε2
f

)
Re0.7

p Pr0.33 (4.8)

and:

h = Nupkf

dp
,Rep = εfρfdp

∣∣uf −vp
∣∣

µf
(4.9)

The Prandtl number Pr is given by:

Pr = µfCp,f

kf
(4.10)
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The DEM model is based on the soft sphere approach which has been implemented in
the open source package LIGGGHTS [28]. Newton’s 2nd law is used to solve the instanta-
neous motion of individual particles. The translational and rotational motions of a single
particle i are governed by the following equations as:

mi
dvi

d t
= mi g−Vi∇p +Fd,i +Fc,i (4.11)

Ii
dωi

d t
= Ti (4.12)

where mi , Ii , ωi and Ti are the mass, the moment of inertia of the particle, the angular
velocity and the torque resulting from the collision of the particles, respectively. The terms
on the RHS represent the gravity force, the pressure gradient force, the drag force and the
contact force. The contact force is approximated by the model as proposed by Cundall and
Strack [29].

The heat balance for the internal (thermal) energy of particle i is:

mi Cp,i
dTi

d t
=∑

j ̸=i
Qp−p

i j +Qp−w
i +Qp−f

i (4.13)

The radiation heat transfer from particle to surroundings is not taken into account since
the differences between the initial bed temperature and gas temperature are relatively
small [30]. Thus, heat transfer of particle i surrounded by fluid and particles/walls in-
cludes: particle-gas convection (Qp−f), particle-particle/wall conduction (Qp−p, Qp−w).
The conduction mechanisms can be subdivided into two categories: (1) direct conduction
between two contact solids, i.e., particle-particle (Qpp), particle-wall (Qpw). (2) indirect
conduction through a thin fluid layer between two particles, i.e., particle-fluid-particle
(Qpfp), particle-fluid-wall (Qpfw). Note that the expressions for Qpp and Qpfp are very simi-
lar to those for Qpw and Qpfw, which will be introduced in Section 4.2.2. For simplification,
we will not give these details because of our focus on bed-to-wall heat transfer.

4.2.2. Constitutive equations for bed-to-wall heat transfer

Thermal boundary condition approach

In the near-wall region of a fluidized bed, the particulate phase heat transfer becomes
significant due to the frequent particle-wall collisions. The temperature gradient of the bed
exists in a very thin thermal boundary layer of the order of one to two particle diameter
[14, 19], see Figure 4.1. From a fluid point of view, the bed-to-wall heat transfer can
be described by imposing a thermal boundary condition at the walls. Such boundary
condition can be expressed as:

−kb
dTg

d x
/

2
= hw(Text −Tg) (4.14)

where kb is the mixture conductivity or "effective bed conductivity". Text is the external
temperature or the temperature deep in the wall. Tg is the gas temperature. hw is the
bed-to-wall heat transfer coefficient which is determined by the thickness of the thermal
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boundary layer. By imposing this boundary condition, all the heat transfer mechanisms
in the near-wall region are lumped together, including particle-wall conduction (Qp−w).
Therefore, it is necessary to point out that the particle-wall (Qpw) and particle-fluid-wall
(Qpfw) conduction are excluded from eq. (4.13) when imposing this mixed boundary
condition. The heat transfer coefficient hw is hard to determine either by experiments or
an unresolved numerical approach. Hence, choosing it as a fitting parameter is logical
when predicting the exact amount of heat loss from the bed. The calculation method for
the effective bed thermal conductivities (kb) and the heat transfer coefficient (hw) are
discussed in the following subsections.

δl 

Δx

Tb

Tw

x

Figure 4.1: A schematic view diagram showing the bed temperature gradient in the near-wall region.

The effective thermal conductivities of the gas and solids phase
In the thermal boundary layer near the wall, both gas-wall and particle-wall conduction

contribute to the total heat exchange at the walls. Fourier’s law of heat conduction can be
used to represent the conduction heat transport for both phases:

qf =−εfk
eff
f ∇Tf (4.15)

qs =− (1−εf)keff
s ∇Ts (4.16)

qtotal = qf +qs =−
[
εfk

eff
f ∇Tf + (1−εf)keff

s ∇Ts

]
(4.17)

In case of thermodynamic equilibrium (Tf = Ts = T )

qtotal =−kb∇T (4.18)

where kb is the "mixture conductivity" or effective bed conductivity. Combining eqs. (4.17)
and (4.18), we can obtain:

kb = εfk
eff
f + (1−εf)keff

s (4.19)

As shown in this expression, the estimation of both effective gas thermal conductivity and
effective solids thermal conductivity is the key to determine the effective bed conductivity
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in the thermal boundary layer. Zehner and Schlünder [17] proposed the effective thermal
conductivities for gas and solids phases on the basis of packed beds, which has been
used in many studies later [14, 16, 31–33]. In this model, the effective bed conductivity
is a function of bulk voidage, pure thermal conductivity of the gas and solids phase, and
the particle geometry. Later, this model was used to study the heat transfer in fluidized
beds and extended to the heat transfer for the near-wall region [14, 15]. According to
the effective bed conductivity model proposed by Zehner and Schlünder [17], the phase
thermal conductivities are then obtained as:

keff
f =

(
1−p

1−εf
)

εf
kf (4.20)

keff
s = {ωA+ (1−ω)Γ}p

1−εf
kf (4.21)

with:

Γ= 2

1− B
A

{
(A−1)(
1− B

A

)2

B

A
ln

(
A

B

)
− B −1(

1− B
A

) − 1

2
(B +1)

}
(4.22)

For spherical particles:

A = ks

kf
,B = 1.25

(
1−εf

εf

)10/9

,ω= 7.26×10−3 (4.23)

Additionally, Natarajan and Hunt [34] proposed that the effective solids phase conduc-
tivity in eq. (4.21) needs to be extended to include kinetic conductivity (kki n

s ) due to the
streaming of the particles in fluidized beds. Thus the total effective solids conductivity
would be the sum of eq. (4.21) (referred as kmol

s ) and kki n
s . Base on the expression for the

kinetic conductivity derived by Hunt [18] and the self-diffusion theory given by Chapmann
and Cowling [35], this kinetic conductivity can be expressed as:

kki n
s = ρsCp,s dp

√
Θs

π1/2

16
(4.24)

where ρs, Cp,s , andΘs are the solids density, solids specific heat capacity, and the particle
granular temperature, respectively.

Particle-wall conduction model

As said, the thermal boundary condition approach lumps all the heat transfer mecha-
nisms. In contrast, the second approach decouples different contributions of the total
bed-to-wall heat transfer, meaning that the gas-wall and particle-wall heat transfer are
treated separately. The particle-wall conduction is accounted for in eq. (4.13) of individual
particles, which includes both direct (Qpw) and indirect (Qpfw) conduction. In this paper
the particle-wall direct conduction is implemented as Batchelor and O’brien model [36] :

Qpw
i = 4kp,i kw

kp,i +kw
Rc

(
Tw −Tp,i

)
(4.25)
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where kp,i and kw are the thermal conductivity of particle i and the wall, respectively. Rc

is the contact radius which relates to the overlap between the particle and the wall in the
collision model, which can be calculated by:

Rc =
√

r2
p − (rp −δ)2 (4.26)

where δ is the dynamic overlap between the particle and the wall. In the DEM model,
usually a smaller Young’s modulus is adopted to allow a larger time step and reduce the
computational cost. As a consequence, a larger overlap displacement and larger contact
radius are obtained, which results in overprediction of the conductive heat transfer be-
tween the particle and the wall. In order to compensate such overestimation, a correction
factor c is adopted to correct the dynamic overlap displacement by cδ. Therefore, the
corrected overlap is determined as:

R
′
c =

√
r2

p − (rp −cδ)2 (4.27)

c =
(

Y∗

Y∗
0

)n

(4.28)

with:
1

Y∗ =
(

1−ν2
i

Yi

)
+

(
1−ν2

w

Yw

)
(4.29)

1

Y∗
0

=
(

1−ν2
i

Y0,i

)
+

(
1−ν2

w

Y0,w

)
(4.30)

where Y, Y0, and ν are the Young’s modulus applied in DEM, original particle Young’s
modulus, and the Poisson’s ratio. The subscript i and w refer to particle i and the wall.
The exponent n depends on the contact model, which is chosen 2/3 when applied a Hertz
contact force model and 1 for Hook contact model.

Regarding particle-fluid-wall conduction, the model proposed by Rong and Horio [20]
is used, as sketched in Figure 4.2. From case 1 to case 5, the particle is getting closer to
the wall. In this model, each particle is surrounded by a static fluid layer which we will
refer to as lens (rlens), and the thickness of the lens is smaller than the particle radius(
rlens − rp < rp

)
. We assume that the temperature is uniform inside the particle. When the

particle-wall distance is smaller than the fluid layer thickness (after case 1), a conduction
heat flux through the fluid layer is calculated by:

Qpfw
i =

∫ rout

ri n

2πkfr

Max(l , s)

(
Tw −Tp,i

)
dr (4.31)

where kf is the gas thermal conductivity. Tw and Tp,i are the temperatures for the wall and
particle i . l represents the particle skin -wall conduction distance. ri n and rout are the
lower and upper integration bound.
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Figure 4.2: Illustration of particle-fluid-wall indirect heat transfer model. From case 1 to case 5, the distance
between the particle surface to the wall surface is getting smaller. In case 1, the gas layer surface just touches the
wall, so the particle-fluid-wall heat flux is 0; in case 2, the wall surface is overlapping with the gas layer and the
distance between the particle surface and the wall surface is larger than s; in case 3, the bottom of the particle
surface is inside the minimum conduction region but not in contact with the wall; in case 4, the bottom of the

particle surface just touches the wall; in case 5, the particle is in contact with the wall. [20]

A minimum conduction distance (s) is introduced in order to avoid the appearance
of the singularity in eq. (4.31) when the conduction distance l approaches to zero. From
the perspective of physical explanation, the presence of surface asperities leads to a
physical finite separation distance for particle-wall collision. For this reason, a minimum
conduction distance can be employed based on the surface roughness of the solids body.
Correspondingly, an extra heat flux due to the effect from the confining walls is applied
for particles when the gas layer thickness is overlapping with the wall surface. eq. (4.31) is
calculated through integration by parts based on different scenarios:

Qpfw
i =


2πkf

(
Tw −Tp,i

)∫ rout
0

r
l dr s ≤ δ≤ rlens − rp case 2

2πkf
(
Tw −Tp,i

)∫ rs
0

r
s dr +2πkf

(
Tw −Tp,i

)∫ rout
ri n

r
l dr 0 ≤ δ< s case 3 & 4

2πkf
(
Tw −Tp,i

)∫ rs
ri n

r
s dr +2πkf

(
Tw −Tp,i

)∫ rout
rs

r
l dr δ< 0 case 5

(4.32)
with:

ri n =
√

r2
p −

(
rp +δ

)2 (4.33)

rs =
√

r2
p −

(
rp − (s −δ)

)2 (4.34)

rout =
√

r2
lens −

(
rp +δ

)2 (4.35)
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l = (
rp +δ

)−√
r2

p − r 2 (4.36)

Note that in case 5 the dynamic overlap from the collision model is corrected in the
same way as in the above-mentioned particle-wall direct conduction model, i.e., using
the thermal overlap (cδ) instead of the dynamic overlap (δ) in eqs. (4.33) to (4.36). As
can be seen from eq. (4.32), there are only two adjustable parameters, i.e., rlens and s.
But setting the values of these two parameters is not straightforward. As said earlier,
the minimum conduction distance (s) is a cut-off distance, which can be related to the
physical roughness of the solid surface. Whereas, rlens is determined by estimation of
the thermal boundary layer thickness. Xavier and Davidson [37] experimentally studied
the surface-to-bed heat transfer and draw the conclusion that the gas film thickness was
δlens ≈ 0.4rp for horizontal wall, whereas δlens ≈ 0.2rp for the vertical surfaces. In other
works, the lens thickness was typically chosen 0.4rp [12, 23]. Morris et al. [23] conducted
a static, single-particle system to study the sensitivity of indirect conduction to its input
parameters, and it was found that increasing the gas film layer from 0.2rp to 0.41rp did not
dramatically increase the overall heat transfer since most of the conduction heat transfer
occurred in a small separation distance.

For completion, the gas-wall heat transfer should also be taken into account. This
can be modeled by imposing a similar boundary condition as eq. (4.14), but with use
of effective gas thermal conductivity and a gas-wall convective heat transfer coefficient.
However, we do not include this for the (PW model) simulations of this work due to the
following reasons: 1) In dense gas-fluidized beds, most of the bed-to-wall heat transfer is
from contribution of solids phase [38]. The heat transfer coefficient at wall in the freeboard
is more than two orders of magnitude smaller than that in the particle bed [14]; 2) The
accurate value of the convective heat transfer coefficient is difficult to determine. In case
of systems where the first reason is violated, i.e., the gas contribution is comparable to
solids contribution to the overall bed-to-wall heat transfer, the above-mentioned boundary
condition needs to be included.

4.3. Simulation setup

We set up simulations of a pseudo-2D fluidized bed (see Figure 4.3) as similar to the
experiments done by Patil et al. [3]. In the fluidized bed, glass beads of initial temperature
Tp = 363.15 K are charged into the bed by gravity, and then they are fluidized with cold
nitrogen gas with Tf = 273.15 K through the bottom plane. The experimental setup has a
small circular nozzle with a diameter of 1.3 cm at the bottom, where no gas enters during
the experiments. In order to mimic this nozzle area of the setup, in the simulations a
no-flow boundary condition is set for 5 × 4 grid cells which is 1.14 cm × 1 cm in size. The
same treatment was employed in Patil et al. [3]. In the CFD-DEM model, the bed is divided
into 35 × 6 × 110 grid cells in the x-, y-, and z- directions. The physical properties of
the particle and the fluid along with the numerical settings are listed in Table 4.1. These
correspond to the work by Lichtenegger et al. [10] and Deen et al. [39]. The mechanical
and thermal properties of the particles and the walls which can be used for correcting the
contact overlap displacement are listed in Table 4.2. Each simulation case is conducted
for a total time of 15 s, and the data of the last 5 s are used to analyze the time-averaged
variables (i.e. solids volumetric flux).
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Table 4.1: Physical properties and settings used in the simulations.

Properties Value

Particle

Diameter dp 0.001 m
Density ρp 2500 kg/m3

Heat capacity Cp,p 840 J/(kg ·K)
Thermal conductivity kp 1.4 W/(m ·K)
Normal spring stiffness kn 7000 N/m
Tangential spring stiffness kt 2250 N/m
Normal damping coefficient γn 0.00131 (N · s)/m
Tangential damping coefficient γt 0.0137 (N · s)/m
Coefficient of friction µ 0.1
Coefficient of rolling friction µr 0.125

Fluid

Heat capacity Cp,f 1010 J/(kg ·K)
Thermal conductivity kf 0.026 W/(m ·K)
Viscosity µf 2.0×10−5 kg/(m · s)
Density ρf pfM

/
RTf

Simulation settings

Bed mass mb 75 g
Fluid inlet velocity uf 1.33 m/s
CFD time step ∆tCFD 1.0×10−5 s
DEM time step ∆tDEM 1.0×10−6 s

Table 4.2: Mechanical and thermal properties of the particles and the walls used in the simulation.

Properties Glass Aluminum Sapphire glass

Young’s modulus Y (MPa) 5 5 5
Original Young’s modulus Y0 (GPa) 60 69 30
Poisson’s ratio ν (-) 0.22 0.34 0.25
Thermal conductivity k (W/(m ·K)) 1.4 238 30
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Figure 4.3: Experimental setup of Patil et al. [3] as adapted to CFD-DEM simulation.

4.4. Results and discussions

In this section, we discuss simulations performed using either the thermal boundary
condition method or the particle-wall conduction model. Through a detailed discussion
of the parameter sensitivity as well as grid dependency, we compare and evaluate these
two approaches. The results are shown in the following subsections. Note that the average
temperature of all particles in the bed (mean particle temperature) is chosen as an impor-
tant analyzing result because it represents the overall heat transfer behavior of the studied
fluidized bed system, which is also measured from experiments. In Appendix B, we also
provide the results demonstrating the performance of these two approaches on predicting
near-wall particle temperature distribution.

4.4.1. Thermal boundary condition approach

Overall particle temperature distribution

The particle temperature distribution based on the thermal boundary condition approach
is shown in Figure 4.4. It shows a series of simulation snapshots of CFD-DEM particle
temperature distribution predicted at several instances (0.5 s, 1 s, 3 s, 9 s, and 15 s). In
this case, the bed-to-wall heat transfer coefficient is chosen as 350 [W/(m2 ·K)] and the
effective bed conductivity is taking the contribution of the solids kinetic conductivity into
account. As shown in Figure 4.4, the particulate flow pattern and temperature distribution
are transient. More specifically, particles located at the bottom of the bed are cooled
down first, and then they are flowing upwards due to the drag. Because of the high particle
movement and large gas-particle contact area, the whole bed is cooling down relatively fast.
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tBC – 0.5 s tBC – 1.0 s tBC – 3.0 s tBC – 5.0 s tBC – 9.0 s tBC – 15.0 s

Figure 4.4: Snapshots showing the cooling process of an initially hot fluidized bed by cold gas introduced from
the bottom plane using the thermal boundary condition approach.

Sensitivity analysis of kb
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Figure 4.5: Comparison of the effective bed conductivity when considering the solids kinetic contribution, solids
molecular contribution, and gas phase as a function of the gas phase void fraction.

As shown in eq. (4.14) for the mixed thermal boundary condition, kb is a model parameter.
In literature, there exist different definitions of kb taking into account either solely the gas
contribution or together with the solids contribution. Figure 4.5 compares the different
treatments of kb using the expression introduced in Section 4.2.2. It is clear that for all
treatments, the effective bed conductivity decrease with an increase in the gas phase void
fraction, particularly when considering the solids kinetic contribution. Additionally, it can
also be seen that the solids phase contribution to the effective bed thermal conductivity is
significantly larger than the contribution from the gas phase. For a granular temperature
higher than 10−4 m2/s2, the solids kinetic contribution dominates in almost the entire
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range of the gas phase void fraction. Thus, in the near-wall region, the contribution of the
solids phase to the effective bed conductivity is relatively important.

Depending on the number of heat transfer mechanisms included, the overall heat
transfer in bed is predicted with varying deviations, as shown in Figure 4.6. Note that
when considering the contribution of solids kinetic conductivity, we calculate the granular
temperature based on the particle velocity fluctuation in each Eulerian grid, which is
defined as:

Θs = 1

3

∑
k=x,y,z

[
1

np

np∑
i=1

(
vk,i − v̄k

)2

]
(4.37)

with:

v̄k = 1

np

np∑
i=1

vk,i (4.38)

where np is the number of particles in the Eulerian grid.
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Figure 4.6: Results of the mean particle temperature evolution for considering different contributions of the bed
thermal conductivity with applying a heat transfer coefficient of 350 [W/(m2 ·K)]. The granular temperature used
in the kki n

s is calculated based on the particle velocity fluctuation in each Eulerian grid. The blue shadow region
indicates the ±99% confidence interval.

The blue shadow region in the figure represents the ±99% confidence interval of the
experimental data. It is obviously observed that only considering the contribution of the
gas phase or together with the contribution of solids molecular conductivity in the bound-
ary condition results in a higher cooling rate of the averaged bed temperature. As shown
in Figure 4.5, the contribution of solids kinetic conductivity to the effective conductivity is
significantly larger than the other two (gas conductivity and solids molecular conductiv-
ity). Without taking it into account leads to a significantly higher cooling rate of the bed
temperature. Thus, the only right way to determine kb is to combine all the contributions
including effective gas conductivity, solids molecular conductivity, and solids kinetic con-
ductivity. We notice that there is still controversy about the methods for the estimation
of the effective thermal conductivity, particularly within the TFM model [16]. In the TFM
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model, the thermal conductivity of the gas and solids phase are treated with an effective
thermal conductivity in the energy equation separately, and the granular temperature is
solved as a transport equation. Given the complex boundary condition, there might be
significant uncertainties in the calculated granular temperature and hence in the kinetic
contribution. However, within the DEM method, the granular temperature can be directly
obtained based on the individual particle motion in each Eulerian grid cell, resulting in a
better prediction of the kinetic solids conductivity.

Sensitivity analysis of hw

The heat transfer coefficient can first be estimated by the bed-to-wall heat transfer equa-
tion reported in Kunii and Levenspiel [40], which was derived as the wall to emulsion
phase heat transfer. In the near-wall region of a fluidized bed, hw was estimated in the
range of 250−350 [W/(m2 ·K)]. Figure 4.7 shows the results of the mean particle tem-
perature evolution using different values of the bed-to-wall heat transfer coefficient with
considering the contribution of the kinetic conductivity to the effective solids conductiv-
ity. It can be seen that when the bed-to-wall heat transfer coefficient is in the range of
250−350 [W/(m2 ·K)], the simulation results match well with the experimental data with
the deviation in an acceptable range since almost all the simulation results are located
in the ±99% confidence interval. Moreover, the effect of the heat transfer coefficient on
the bed temperature evaluation becomes smaller with an increase of the heat transfer
coefficient.

Although the heat removal through the walls from the bed is predicted well in this case,
the required parameters hw is hard to tell with confidence since it is directly linked to the
thickness of the thermal boundary layer as well as the specific experimental conditions.
More accurate determination of this heat transfer coefficient requires future studies either
by advanced experimental measurement or from more detailed simulations, such as fully
resolved simulations, which can resolve the thermal layer.
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Figure 4.7: Results of the mean particle temperature evolution for different values of the heat transfer coefficient
from the wall to bed with applying an effective bed conductivity of kb = εfkeff

f + (1−εf)(kmol
s +kki n

s )). The blue
shadow region indicates the ±99% confidence interval.
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Sensitivity study of grid size

Last, we investigate the influence of grid size (d x as in eq. (4.14)) on the performance of
the thermal boundary model. Simulations with only varying the grid size (see in Table 4.3)
are performed with kb = εfk

eff
f + (1−εf)(kmol

s +kki n
s ) and hw = 350 [W/(m2 ·K)], which are

the optimal choices from the above study.

Table 4.3: Specifications of the numerical CFD grids used in mesh independent analysis.

case
cell number total cell number grid size
(x × y × z) [-] [-] (∆x, ∆y , ∆z) [mm]

Grid-1 22×4×69 6072 3.64×3.75×3.62
Grid-2 26×5×81 10530 3.08×3×3.09
Grid-3 30×6×94 16920 2.67×2.50×2.66
Grid-4 35×6×110 23100 2.29×2.50×2.27
Grid-5 40×7×120 33600 2×2.14×2.08
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Figure 4.8: Results of the mean particle temperature evolution from simulations with the thermal boundary
condition approach using different grid sizes. The blue shadow region presented indicates the ±99% confidence

interval.

Figure 4.8 shows the evolution of mean particle temperature resulted from these
simulations using five different grid sizes. Clearly, we can see that the grid size has a strong
influence on the predicted bed temperature. With refining the grid, the bed particles are
cooled slower. However, only from this observation here, it is not straightforward to tell
that the influence of the grid size on the bed temperature is through the thermal boundary
model, because we know that the grid resolution also influences the hydrodynamics of
the bed. Therefore, in Figure 4.9 we examine the time-averaged solids volumetric flux
from these simulations. Interestingly, no obvious trend can be observed for the solids
volumetric flux from this figure as what is shown to the bed temperature in Figure 4.8.
Simulations with grids 3−5 all result in a good agreement with the experimental data of
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the solids volumetric flux. This is also expected since the grid size in these cases lies in
the range of 2−3 times particle size, which is the rule of thumb for CFD-DEM simulations.
Thus, we can conclude that the slight effect of grid resolution on hydrodynamics can be
safely excluded from consideration. In other words, we can confirm that the effect of grid
size observed on the bed heat transfer behavior in Figure 4.8 is due to its role in the thermal
boundary condition. This reveals that when this thermal boundary model is used, care
needs to be taken on the choice of grid size.
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Figure 4.9: Plots of the solids volumetric flux at height z = 2.3 cm from simulations with the thermal boundary
condition approach using different grid sizes.

4.4.2. Particle-wall conduction model

In the description of the particle-fluid-wall direct conduction model, two input parameters
are required, i.e., the lens thickness (rlens) and the minimum conduction distance (s). In
this section, the sensitivity of these two input parameters is discussed by testing them
in the above-mentioned pseudo-2D fluidized bed simulation. Detailed verification of
the particle-wall direct and particle-fluid-wall indirect conduction models are given in
Appendix B.

Overall particle temperature distribution

Figure 4.10 shows the visualization results of the instantaneous particle temperature
distribution based on the particle-wall conduction model. In this case, rlens and s are
chosen as 1.2rp and 1e-6 m separately. As shown in Figure 4.10, the entire bed is cooling
down relatively fast due to the excellent contact between the gas and the particle phase.
Reasonable similarity of the flow pattern and temperature distribution features for the
thermal boundary condition approach (Figure 4.4) and particle-wall conduction model
are observed, demonstrating the capability of both approaches in dealing with the entire
heat removal from the bed.
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PW – 0.5 s PW – 1.0 s PW – 3.0 s PW – 5.0 s PW – 9.0 s PW – 15.0 s

Figure 4.10: Snapshots showing the cooling process of an initially hot fluidized bed by cold gas introduced from
the bottom plane using the particle-wall conduction model.

Sensitivity analysis of s

As explained earlier in Section 4.2.2, the minimum conduction distance (s) is introduced
with the purpose of avoiding a singularity in eq. (4.31). The surface roughness of the
particles is a good estimation of s. In the studied experiments, the particles are relatively
smooth glass beads with a size of 1mm. Therefore, the value of s can be taken in the order
of microns or smaller. Figure 4.11 shows the mean particle temperature evolution obtained
from simulations with the PW model using three different values of s (1 micron, 0.1 micron,
0.01 micron). As can be seen from this figure, the difference in the resulted mean particle
temperature in the bed is almost negligible, even though the chosen values of s cover 2
orders of magnitude.
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Figure 4.11: Parameter sensitivity study of s for the pseudo-2D fluidized bed simulation using rlens = 1.2rp.

This observation can be somehow understood from Figure 4.2 and eq. (4.31). The
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influence of s in the PW model is a space integration, which only affects those particles
in contact with the wall or with a particle-wall distance smaller than s. Since in DEM, we
solve the contact behavior within the contact time which is very short for rigid particles, in
general the effect of the time integrated s will not be significant. Therefore, we conclude
that although there is uncertainty of the value of s, the overall performance of the PW
model in predicting the particle-wall/particle conduction is almost insensitive to s.

Sensitivity analysis of rlens

As another adjustable parameter, rlens represents the thickness of the gas layer surrounding
to the surface of the particle. Practically, the thickness of this thermal layer depends on the
thermal condition around the particle, thus it is difficult to provide a priori. By empirical
experience, rlens ranges from 20% to 40% of the particle radius [23, 37]. Thus, simulations
are performed with the PW model using three different values of rlens (= 1.2rp, 1.3rp, 1.4rp)
with s = 1e-6 m. Figure 4.12 shows the results of mean particle temperature evolution from
these three cases together with experimental data. First of all, all the cases provide a good
agreement with experimental results. Secondly, we do observe a slight influence of rlens,
for instance, increasing from 1.2rp to 1.3rp. However, from 1.3rp to 1.4rp, the influence of
rlens dramatically decreases. This indicates that up to rlens = 1.4rp the results get converged
and are not sensitive to the choice of rlens anymore. Overall, when a reasonable range of
thermal boundary layer thickness is estimated (see e.g. (Deen et al. [41])), the performance
of the PW model for predicting the bed heat transfer is reliable and robust.
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Figure 4.12: Parameter sensitivity study of rlens for the pseudo-2D fluidized bed simulation using s=1e-6 m.

4.5. Conclusions

From an extensive literature review, it is found that there exist various treatments of the
bed-to-wall heat transfer in CFD-DEM simulations of fluidized beds. Thus in this work,
we take two kinds of mostly used approaches for a detailed analysis and comparison
with reference to experimental data by Patil et al. [3]. These two approaches are i) the
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thermal boundary condition approach and ii) the particle-wall conduction model. After a
comprehensive study of parameter sensitivity, grid dependence, and overall performance
of heat transfer, we conclude:

1. Both approaches require two input parameters, i.e., heat transfer coefficient (hw)
and effective bed conductivity (kb) for the tBC approach, and cutoff distance (s) and gas
layer thickness (rlens) for the PW model. Both hw and kb are very difficult to determine.
Our analysis indicates that kb needs to consider both contributions of the gas phase and
solids phase (molecular and kinetic). The model applied in the current work for kb is
recommended for fluidized bed applications. Reliable estimation of hw requires additional
research either from experiments or detailed simulations. In contrast, the prediction of s
and rlens is much easier and reliable by estimating solid surface roughness and thermal
layer thickness from empirical correlations.

2. Overall, when appropriate model parameters are used, both approaches can well de-
scribe the bed-to-wall heat exchange in CFD-DEM simulations of fluidized beds. However,
the performance of the PW model is almost insensitive to the changes of the two model
parameters, whereas the tBC approach shows more dependency on parameter values as
well as the grid resolution.

With these conclusions, it becomes clear that caution needs to be paid for both ap-
proaches when applying them to thermal CFD-DEM simulations. For dense gas-fluidized
beds, we recommend the PW model due to its robustness and the fact that detailed mech-
anisms are included.
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Abstract

The occurrence of agglomeration due to particle sintering is one of the most signifi-

cant technical issues hindering the direct reduction process of iron oxide fines in a

high-temperature fluidized bed. To get a better understanding of the agglomeration

mechanism, the (de-)fluidization behavior of micron-sized iron oxide particles in

a 3D fluidized bed is investigated using Computational Fluid Dynamics coupled

with a coarse-grained Discrete Element Method (CFD-cgDEM). The inter-particle

cohesive force is considered as a temperature-dependent solid bridge force. The

coarse-grained method is first verified by comparing results for different scaling fac-

tors. Subsequently, the effects of temperature on the bed pressure drop, void fraction

distribution, particle velocity distribution, and agglomerate size are investigated. In

conclusion, the developed model shows the capacity for reliable prediction of particle

agglomeration behavior, which can shed light on the design of the DRI process in

high-temperature fluidized beds.
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5.1. Introduction

Energy supply is an important commodity of our modern society. Based on the present
situation of the world’s energy supply, it is not doubted that our energy and transportation
systems must transit away from fossil-fuel sources to zero-carbon clean and renewable
energy sources to mitigate global climate change. Recently, metal fuels have been pro-
posed as a promising clean energy carrier due to their high energy density and lack of
carbon dioxide emissions [1, 2]. With the high volumetric energy density and abundant
availability, (micron-sized) iron powders are first considered [3–6]. Iron powders are com-
busted to generate heat. After combustion, direct reduction of the iron oxides (DRI) using
sustainable energy (e.g. H2) is the key to closing this iron fuel cycle with CO2-free char-
acteristics [7, 8]. However, there is one problem: agglomeration due to particle sintering
commonly occurs during the chemical reduction of iron oxides at elevated temperatures.
This agglomeration/sintering behavior has also been observed in reactors such as flu-
idized beds that promote solid mixing and good mass/heat transfer [9]. Consequently,
improper fluidization involving channelling or even de-fluidization occurs, which hinders
the process efficiency. For an effective design of fluidized bed DRI, it is therefore crucial
to understand the agglomeration and de-fluidization behavior of iron/iron oxide fines at
elevated temperatures.

It is well known that agglomeration/defluidization is the result of interparticle forces
[10–13]. These interparticle forces may be of several types including the van der Waals
force, electrostatic force, and interfacial forces due to solid bridges or liquid bridges. Any
of these interparticle forces may take a dominant role in particular circumstances. The
formation of agglomerates via a solid bridge force is a well-recognized feature in high
temperature fluidized bed during the reduction process of iron oxides [14]. Many factors
may influence the agglomeration/sintering behavior of iron/iron oxide particles, including
the physical properties of the particles and the operation conditions [15, 16]. The physical
properties of particles include their composition, microstructure, size, and so on, whereas
the operation conditions include the temperature, reducing gas composition, gas flow
rate, etc. Therefore, this solid bridge induced agglomeration phenomenon is difficult to
characterize.

Experiments on investigating the agglomeration phenomenon are quite expensive, and
it is difficult to interpret the complex behavior of bubbles and agglomeration. Therefore,
numerical simulations (e.g. coupled CFD-DEM method) provide a powerful tool to investi-
gate the fluidization phenomenon inside a fluidized bed. Kuwagi et al. [12] developed a
DEM model for metallic solid bridging by surface diffusion mechanism including the effect
of surface roughness. In their model, the sintering forces are based on iron particles with
the diameter of 200 µm. Mansourpour et.al [17, 18] investigated the sintering behavior
based on the viscous mechanism for polyethylene particles by CFD-DEM simulations and
the influence of gas velocity/temperature on the size of agglomerates. Although these
studies have been made using CFD-DEM simulations for the study of sintering behavior in
fluidized beds, few studies can be found for iron/iron oxides fines, particularly classified
as group A or C particles in a fluidized bed.

The micron-sized cohesive iron/iron oxide powder provides a challenge for the com-
putational simulation cost of the DEM due to the large number of particles particularly for
modeling realistic industrial processes. To reduce the number of computational entities,
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so-called coarse-grained DEM models have been developed [19]. The concept of coarse
graining is that a group of the original particles is represented by large-sized coarse-grained
particles (often called “parcels"), whose behavior is kept equivalent to the original parti-
cles by appropriate scaling. Previous efforts have been made for studying the cohesive
systems with applying coarse-grained method. Chen et al. [20] derived the scaling law
of the Johnson-Kendall-Roberts (JKR) contact model for adhesive viscoelastic particles.
Sakai et al. [21] performed CFD-DEM simulations for fluidized beds dominated by van der
Waals force, and the coarse-grained model shows very good agreement with the original
simulations. These investigations on the dynamic behavior of agglomeration can handle
large-scale systems. However, regarding the agglomeration/defluidization behavior in the
reduction process of iron oxides, it is a severe problem that usually occurs in high temper-
ature fluidized beds and differ with specific situations [14]. To this end, we need a better
understanding of how the sintering behavior of iron/iron oxides (agglomerates’ growth)
is affected by the fluidizing conditions. Only then it is possible to develop strategies that
prevent/limit such agglomeration issue.

In the present work, we perform numerical modeling of fluidization of micron-sized
iron oxide particles in a fluidized bed at elevated temperature using a CFD-cgDEM method.
We examine the effect of temperature and different sintering force models characterized
by the surface roughness on the (de-)fluidization behavior, and different scaling factors are
employed to verify the effectiveness of the coarse-grained method. This paper is organized
as follows: Section 5.2 gives the details of the CFD-DEM method as well as implemen-
tation of the solid bridge. Subsequently, the description of the numerical geometry and
parameters are given in Section 5.3. In Section 5.4, results are presented with respect to the
verification of the scaling method and effects of temperature and sintering force models
on the bed dynamics. Finally, conclusions are summarized in Section 5.5.

5.2. Numerical model

For the simulations in this work we use the unresolved discrete particle model, i.e.,
the open source CFD-DEM package CFDEM®coupling based on OpenFOAM [22] and
LIGGGHTS [23].

5.2.1. CFD-DEM model

In the CFD-DEM method, the gas phase is described by the continuity and Navier-Stokes
equations:

∂
(
εfρf

)
∂t

+∇· (εfρfuf
)= 0 (5.1)

∂
(
εfρfuf

)
∂t

+∇· (εfρfufuf
)=−εf∇p +εf∇·τf −S+εfρfg (5.2)

where ρf, uf, and p are the gas density, gas velocity and pressure, respectively. εf is the gas
phase voidage of current computational cell. S represents the source term accounting for
the momentum exchange between particles and fluid:

S = 1

∆V

n∑
i=1

Vp,iβ

1−εf
(uf −vp)D(r− ri ) (5.3)
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where n is the number of particles located in the Eulerian grid with cell volume ∆V. Vp,i

and vp are the particle volume and velocity. β is the gas-particle momentum exchange
coefficient. In this work, the Beetstra drag force correlation [24] has been used to calculate
the interphase momentum transfer coefficient. D is the distribution function, which is
used to distribute the force exerted by the particles on the gas phase in the Eulerian grid
cell.

τf is the viscous stress tensor for the gas phase assuming a Newtonian fluid:

τf =µf

[(
(∇uf)+ (∇uf)

T)− 2

3
I (∇·uf)

]
(5.4)

where µf is the gas phase viscosity. I is the second order metric tensor.
The particles are individually tracked based on the soft sphere approach which has

been implemented in the open source package LIGGGHTS [25]. The motion of a single
spherical particle with mass mi and moment of inertia Ii can be described by Newton’s
second law:

mi
dvi

d t
= mi g−Vi∇p +Fd,i +Fc,i +Fcoh,i (5.5)

Ii
dωi

d t
= Ti (5.6)

where ωi and Ti are the angular velocity and the torque resulting from the collision of
the particles, respectively. The forces on the right-hand side are due to the gravity, the
pressure gradient, the drag, the contact forces and the cohesive forces between colliding
particles. A soft-sphere model is used to simulate the contact force as proposed by Cundall
and Strack [26]. The cohesive force (Fcoh,i ) is discussed in the following subsections.

5.2.2. Cohesive force

In gas-fluidized beds, besides contact forces, some other interparticle forces may also
become noticeable in some certain circumstances, e.g., van der Waals force, electrostatic
force, liquid bridge force and solid bridge force [13]. In current research, we are concerned
with interparticle forces related to cohesive behavior for iron/iron oxides particles at
elevated temperatures. Therefore, the inherent interparticle cohesive force considers only
the temperature-dependent solid bridge force. The solid bridge force, i.e., a sintering
force, usually occurs in the system where the bonding of two or more particles takes
place with the application of heat and at temperatures below the melting point of any
component of the system [27]. The reduction of iron oxides is normally conducted at high
temperatures (> 500◦C), where particle surface becomes sticky and soft. Thus, it is easy to
form permanent solid bridge between colliding particles. The study of Knight et al. [28]
has shown that the sintering mechanism of iron powder follows surface diffusion due to
the migration of the flow of atoms from the surface part to the junction. The solid bridge
force between two particles in contact can be expressed as [29]:

Fsb,ij =πσx2 (5.7)
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where σ is the tensile strength of a neck between particles. x is the neck radius. Kuczyn-
ski’s [27] surface diffusion model describes the neck size due to solid bridge force between
two particles:

x =
(

56γδ4

K T
Ds a3t

)1/7

(5.8)

where γ, δ, K , T , a, and t represent the surface tension, lattice constant, Boltzmann
constant, temperature, curvature radius and contact time. Ds is the surface diffusion
coefficient, which is calculated based on frequency factor Do,s and activation energy Es:

Ds = Do,s exp

(−Es

RT

)
(5.9)

The curvature radius depends on the particle’s surface structure, and can be approx-
imated by the particle’s radius for a smooth-surface particle. The surface roughness is
chosen as the curvature radius for non-smooth particles. The study of Kuwagi et al. [12]
reports the solid bridge force models by a general equation:

Fsb,i j = Cπσneck

(
56γδ4

K T
Ds r3

pt

)2/7

(5.10)

with C = 0.417, 1, and 1.251 representing the three-microcontact-point model, the smooth
surface model, and the nine-microcontact-point model, respectively.

The contact time t is another key parameter in eq. (5.10). In our simulation, since solid
bridge formation only occurs between particles in contact, at each time step (∆tDEM) we
can divide the cohesive behavior of the particles into two types, based on whether the
particles have collided in the previous time step: (i) if the two particles did not contact
in previous time step, the contact time is taken as ∆tDEM, and the contact time will be
stored. (ii) If two particles remain in contact from the previous time step, the contact time
is accumulated:

t n+1
con = t n

con +∆tDEM (5.11)

where t n
con is the previous contact time.

In the DEM model, usually a smaller Young’s modulus is adopted to allow a larger time
step and reduce the computational cost. As a consequence, a longer collision time (see
eq. (5.12)) is obtained, which results in an overprediction of the contact time between the
particles. In order to correct for this overestimation, a correction factor c is adopted to
correct the contact time by ct when calculating the neck size (see eq. (5.13)). The corrected
factor is determined as:

t = 2.868

(
m∗2

Y∗2r∗vn,ij

)1/5

(5.12)

x =
(

56γδ4

K T
Ds a3ct

)1/7

(5.13)

with:

c =
(

Y
∗
DEM

Y
∗
real

)2/5

(5.14)
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where vn,ij is the particle relative velocity; r∗, Y∗, and m∗ are the effective particle radius,
effective elastic moduli, and effective particle mass, which are defined by:

1

r∗
= 1

ri
+ 1

rj
,

1

Y∗ =
(

1−ν2
i

Yi

)
+

(
1−ν2

j

Yj

)
,

1

m∗ = 1

mi
+ 1

mj
(5.15)

where ν is the Poisson’s ratio.

5.2.3. Scaling method

The scaling rules of particle contacts follow the approach proposed by Radl [30], namely,
the normal spring and tangential spring constants are scaled by K (= dparcel/dparticle), and
the normal damping constant and tangential damping constant are scaled by a factor
K2. In this work we extend this scaling procedure with the cohesive force in eq. (5.10) by
ensuring that an additional dimensionless group remains constant [19]:

Π= Fcoh

r2
pρpv2

0

(5.16)

Since the sintering force (Fcoh) is time-dependent (eq. (5.10)), an additional dimen-
sionless expression is required for the contact time to obtain an appropriate scaling:

t∗ = tvo
/

rp (5.17)

Combining eqs. (5.10) and (5.17), the dimensionless group (eq. (5.16)) can be rewritten
as:

Π= At 2/7

r2
pρpv2

0

= A

r2
pρpv2

0

(
rp

v0

)2/7( tv0

rp

)2/7

= B

(
tv0

rp

)2/7

(5.18)

with:

A =Cπσneck

(
56γδ4

K T
Ds r3

p

)2/7

,B = A

r12/7
p ρpv16/7

0

(5.19)

As can been seen from eq. (5.19), the constant A is determined by the material prop-
erties. A proper scaling would be obtained only if B is kept constant. Since the reference
velocity (v0) is expected to be the same in both the original and scaled systems, matching
Π (in eq. (5.18)) requires that the material property constant A should scale with K12/7:

Aprim

r12/7
prim

= Aparcel

r12/7
parcel

(5.20)
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5.3. Simulation settings

5.3.1. Setup

uf

wall
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z
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Figure 5.1: (a) Simulation domain; (b) Original (unscaled) particle size distribution (d50 = 58 µm).

Simulations for the cohesive behavior are carried out in a gas-fluidized bed with an inner
diameter of 1.6 cm, as shown in Figure 5.1(a), which is based on our previous lab-scale
experimental work in Chapter 2. Experimentally, the height of the cylinder is quite large.
To save simulation cost, a height of three and six times of the inner diameter (4.8 cm or
9.6 cm) is used in the numerical study depending on specific cases. A total of 0.01 kg
polydisperse combusted iron particles are charged into the bed. The size distribution of
primary particles with the corresponding volume fractions is given in Figure 5.1(b). The
coarse-grained method has been used in this work due to the large number of the particles
in the system. As such, the total number of particles reduces from 20M to 315K or 93K
particles when applying a coarse-grained factor (K) of 4 or 6, respectively. To define the grid,
an average grid to particle size ratio of 3 with respect to the scaled mean particle size (d50)
is used, and a constant smoothing length of 3 ·d50 is chosen to avoid any computational
issues due to the rather fine grid.

5.3.2. Settings and parameters

In the simulations, the inlet gas (N2) velocity is uniformly distributed, and the cylinder
wall is regarded as an adiabatic boundary condition. The outlet condition is considered
as ambient pressure to mimic the real experimental condition. The simulation settings
and the properties of particles (combusted iron) are listed in Table 5.1. Note that in this
study, the physical properties of the wall for the calculation of the sintering are chosen
to be the same as that of the particles in order to simplify the particle-wall sticking. The
material tensile strength depends on operating temperatures is chosen from the work of
Hidaka et al. [31]. Gas phase properties, e.g., heat capacity, thermal conductivity, viscosity,
and density are applied as constants based on the specific operating temperatures. The
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Table 5.1: Physical properties and settings used in the simulations.

Particle properties Value Source
Coefficient of restitution e 0.9
Coefficient of friction µ 0.5
Density ρp 5240 kg/m3

Lattice constant δ 1.38×10−9 (m)
Poisson’s ratio ν 0.12 [32]
Young’s modulus E 359 GPa [32]
Surface tension γ 1 N/m [33]
Frequency factor Do,s 2.8×10−13 (≤ 900◦C) m2/s [34]

1.6×105 (> 900◦C) m2/s [34]
Activation energy Es 1.74×105 (≤ 900◦C) J/mol [34]

5.79×105 (> 900◦C) J/mol [34]
Simulation settings
Bed mass mb 10 g
CFD time step ∆tCFD 5.0×10−5 s
DEM time step ∆tDEM 5.0×10−7 s
Scaling factor K 4, 6

DEM timestep which is related to the contact time (eq. (5.11)) is one of the significant
parameters to determine the sintering force. In order to well capture the sintering contact
between particles, the DEM timestep is chosen as 5e-7 s, which is around 50 times smaller
than the Hertz collision time (eq. (5.12)).

Simulations of fluidization/sintering are performed at temperatures ranging from
500 ◦C to 1000 ◦C without sintering force and with variant sintering force models (i.e.
three-microcontact-point model (C = 0.417), smooth-surface model (C = 1), and nine-
microcontact-point model (C = 1.251)). The cases without sintering force serve as bench-
marks. Note that when performing the simulations, the sintering force is only activated
after 1.0 s to avoid any artificial large bonding behavior during the initial packing stage.
By comparing simulation results with available experimental data/observation, we can
propose a methodology/model which can be applied to systems where complex agglomer-
ation/defluidization is present.

5.4. Results and discussions

In this section, the results of simulation cases considering different magnitudes of sintering
forces are discussed. The results are analyzed in the form of the bed pressure drop, particle
velocity PDF, and agglomeration size. Additionally, snapshots of void fraction and particle
velocity distribution are shown.
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5.4.1. Validation/verification for the numerical settings

Prediction of minimum fluidization velocity

The prediction of the minimum fluidization velocity (umf) is considered to validate the
CFD-DEM modeling of hydrodynamics of the combusted iron particles. The minimum
fluidization velocity (umf) is defined as the superficial gas velocity at which the drag force
of the upward moving gas becomes equal to the weight of the particles in the bed, which is
one of the most important parameters associated with a fluidized bed system. Numerical
simulations to determine umf are conducted under N2 atmosphere at 20 ◦C in a similar
way as in the experiment: the superficial gas velocity firstly increases to a high value where
an obvious bubbling fluidization can be observed, and then decreases gradually from this
point to zero in a total time period of 10 s. The umf is determined as the intersection point
between the fixed bed pressure drop curve and the average pressure drop of the fluidized
bed using decreasing velocities.

Figure 5.2 shows the umf obtained by simulation. The result shows that umf is about
0.101 m/s, which matches well with the theoretical results (0.0107 m/s) calculated using
the Beestra correlation [24] (with εmf = 0.4). We do find that some differences between
the simulation tests and our previous experimental results which is 0.091 m/s [14]. This
might be due to slight differences of the particle size distribution between simulation
and experimental study. When predicting umf by simulation, we remove those tiny/large
particles from the distribution if their differential volume is less than 5% due to simulation
limitation. In general, simulation results match well with the theoretical predictions,
indicating the correct implementation of hydrodynamics.

Increase velocity

Decrease velocity

umf = 0.101 m/s

Figure 5.2: Minimum fluidization velocity tested by simulation.

Verification of the scaling method for sintering force

To verify the coarse-grained approach (particularly the scaling of the sintering force model),
simulations employing different scaling factors of 4 and 6 have been compared. When
K = 6 the total number of particles in the system is 3.4 times less compared to the case
when K = 4. Figure 5.3 compares the bed pressure drop versus time for both cases for
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different magnitudes of the sintering force model at a temperature of 1000◦C. Note that
the standard deviation (STD) is calculated from 1.5 s to 5 s. It can be seen that, for both
sintering force models, the bed dynamics indicated by the mean and standard deviation of
the pressure drop predicted with both scaling factors agree well, indicating that the correct
scaling is applied.

No 

sintering 

force

(a)

No 

sintering 

force

(b)

Figure 5.3: Verification of the scaling method based on different sintering force models at 1000◦C. (a)
three-microcontact-point model (C = 0.417); (b) nine-microcontact-point model (C = 1.251).

5.4.2. Influence of the physical properties

Effects of the temperature and the strength of the solid bridge forces

With confidence in the coarse-grained CFD-DEM model, we now investigate the effect
of the solid bridge strength (via different temperatures and sintering force models) on
the bed dynamics. Figure 5.4 shows the bed pressure drop profiles in time using different
sintering force models at temperatures 500−1000◦C. The standard deviation (STD) is
calculated from 1.5 s to 10 s. Clearly, for all non-cohesive cases, the bed pressure drop
slightly fluctuates around a mean value of 480 Pa, indicating a smooth bubbling fluidiza-
tion. Additionally, the sintering force has a minor effect on the bed pressure drop at low
temperature cases (i.e. 500◦C and 650◦C) since a similar bed pressure profile is obtained
from the non-cohesive cases and the cohesive cases. When cohesiveness of the particles
(C > 0) is considered at higher temperatures (i.e. 800◦C and 1000◦C), the fluctuations rep-
resented by the standard deviations (STD) first increase with increasing the magnitude of
the sintering force, i.e., larger force at higher temperature (800◦C). With further increasing
the magnitude of the sintering force, i.e., at 1000◦C when C ≥ 1, the bed pressure drop
decreases immediately, indicating fast defluidization.

Looking at 800◦C, the standard deviation of pressure drop is much larger when the
smooth-surface (C = 1) or nine-microcontact-point (C = 1.251) sintering force model is
used compared to the pressure drop obtained from the three-microcontact-point (C =
0.417) sintering force model. This larger fluctuation indicates an increase of the bubble
size, which induces more vigorous bed dynamics. The sintering force calculated by the
smooth-surface/nine-microcontact-point model is essentially about 2.4/3 times larger



5

90 5. Simulation on agglomeration

than the force calculated by the three-microcontact-point model (C = 0.417). Consequently,
the degree of particle agglomeration increases, resulting in enhanced inhomogeneity
in the bed. This enhancement is more significant at temperature of 1000◦C for three-
microcontact-point sintering model, where the sintering force becomes dominant. With
larger sintering force by the smooth-surface/nine-microcontact-point model at 1000◦C,
the entire bed quickly freezes as de-fluidization occurs.

500_all_model

| STD = 30 Pa

| STD = 31 Pa

| STD = 35 Pa

| STD = 35 Pa

(a)

650_all_model

| STD = 35 Pa

| STD = 48 Pa

| STD = 43 Pa

| STD = 63 Pa

(b)

800_all_model

| STD = 30 Pa

| STD = 59 Pa

| STD = 95 Pa

| STD = 118 Pa

(c)

1000_all_model

| STD = 37 Pa

| STD = 149 Pa

| STD = 5 Pa

| STD = 3 Pa

(d)

Figure 5.4: Pressure drop profiles over time for different cases. (a) 500 ◦C; (b) 650 ◦C; (c) 800 ◦C; (d) 1000 ◦C.

To support the discussion above, we show the instantaneous void fraction distribution
and particle velocity distribution in Figures 5.5 and 5.6, respectively. The snapshots of
instantaneous void fraction distribution from the non-cohesive cases at all temperatures
clearly show a smooth and homogeneous fluidization with a fluid-like behavior of the
solid phase. At lower temperatures (500◦C and 650◦C), with applying the sintering force
model, the fluidization is still homogeneous. With an increase of the solid bridge strength
by larger sintering force at a temperature of 800◦C, a clear decrease of the bed height and
inhomogeneity of the flow can be observed from Figures 5.5(c) and 5.6(a). This indicates
that the effect of the sintering force becomes pronounced.

Similar but more significant defluidization behavior can be observed at 1000 ◦C. At
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this higher temperature, the magnitude of the sintering force is increased since the force is
highly depending on the temperature. Therefore, a significant effect of particle sintering
on the flow pattern can already be seen in the three-microcontact-point force model
case. After about 1.5 s, the bed expansion significantly decreases, channeling flow occurs,
and formation of agglomerates can clearly be seen in Figures 5.5(d) and 5.6(b). All these
observations are in line with the large fluctuations of pressure drop presented in Figure 5.4.
With increase of the solid bridge strength by larger sintering force to smooth-surface force
model/nine-microcontact-point model, the bed quickly freezes after 1.5 s. From Figure 5.6,
we can see the formation of much larger agglomerates and strong sticking of particles
on the bed wall. This indicates that the solid bridge force predicted with this model at
this temperature is very large such that once two particles come in contact a strong and
permanent bond is immediately formed.

Earlier, we have done experiments of the fluidization of iron oxides powders at different
temperatures with the same conditions as in the current simulations [14]. Overall, the
results from these simulations reflect the experimental observations in Chapter 2. Experi-
ments of fluidization at 500◦C and 650◦C can run for more than two hours without any
indication of de-fluidization, whereas the experiments at 950◦C quickly show improper
fluidization behavior and eventually de-fluidization occurs within a few minutes. Addi-
tionally, from Figure 5.6 we notice that the particles at the bottom show a lower velocity
while the particles near the top of the bed show a higher velocity. This agrees with our
experimental observation, i.e., the occurrence of the initial dead zone is always at the
bottom of the bed. Overall, we believe the prediction of the solid bridge strength by the
smooth-surface sintering model or the nine-microcontact-point sintering force model
model gives best agreement with our experiments.
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Figure 5.5: Snapshots of instantaneous void fraction distribution for different cases. (a) 500 ◦C; (b) 650 ◦C;
(c) 800 ◦C; (d) 1000 ◦C.
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Figure 5.6: Snapshots of bed structure particle velocity distribution at t = 2.0 s for different cases. (a) 800 ◦C;
(b) 1000 ◦C.

According to eq. (5.10), the solid bridge neck size increases with contact time and
temperature of the particles. Regarding the effect of contact time, sintering/agglomeration
initially occurs in the bottom region of the bed particular at the corner of the bed due to
the high density, as shown in Figure 5.6. This will result in a longer contact time in these
regions and formation of permanent agglomerates that grow bigger and bigger by sticking
more particles/agglomerates. This leads to the initial dead/defluidized zone of the bed,
which agrees well with the experimental observation. Higher temperatures can increase
the diffusion rate of the atom migration from the surface area to the connecting point
based on the surface diffusion mechanism, leading to a strong strength of solid bridge and
increasing the possibility of forming permanent solid bride between colliding particles.

To get quantitative information of the sintering behavior, the particle velocity PDF is
plotted at temperatures of 800 ◦C and 1000 ◦C, as shown in Figure 5.7. At a temperature
of 800 ◦C, when applying the non-sintering/three-microconact model in the system, the
particle velocity PDF distributes in a similar range for all instants, indicating a healthy
and homogeneous fluidization behavior. Further increasing the sintering force (higher C)
shows a distinct profile compared to the non-cohesive cases, since a severe unstable
fluidization occurs. Agglomerates are forming and breaking frequently, and slugging might
occur. We notice that comparing to the non-cohesive case, the entire particle velocity PDF
region shifts to the low velocity region, indicating that the sintering force is pronounced.
Such trends can clearly be seen in the cases of C ≥ 1 at 1000 ◦C, i.e., the particle velocity
PDF clearly shifts to the low velocity region with the increase of time. In the end, almost all
the particle velocities are close to zero, meaning the occurrence of defluidization.
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Figure 5.7: Particle velocity PDF at four instantaneous times when applying different models. (a) 800 ◦C;
(b) 1000 ◦C.
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Figure 5.8: The number of agglomerates in the bed over time for kinds of sintering cases. (a) 800◦C; (b) 1000 ◦C.800_np_in_agg
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Figure 5.9: The fraction of the bed agglomerates (the number of particles in agglomerates divided by the total
number of particles in the bed) over time for different kinds of sintering cases. (a) 800◦C; (b) 1000 ◦C.

In order to know how the agglomerates are formed, we further plot the number of the
agglomerates formed in the system and the fraction of all particles in those agglomerates
over time, as shown in Figures 5.8 and 5.9. To detect agglomerates, we use three criteria:
(i) the distance between particles must be smaller than the sum of their particle sizes,
meaning they are in contact. (ii) the contact period between two colliding particles should
last for at least 0.01 s. This set of criteria ensures that any particles in contact are indeed
firmly agglomerated and not just in collision. (iii) for an agglomerate to be counted, it
needs to contain at least 5 particles. Obviously, except the case when C = 0.417 at 800 ◦C, all
the other sintering cases shows that the number of the agglomerates first increase to a very
large number, indicating more and more agglomerates formed in the system. However,
after a certain period, the number of agglomerates starts to decrease due to the merger
between agglomerates, particularly for the cases when C = 1/1.251 at 1000 ◦C. For relatively
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less strong sintering cases (C = 1/1.251 at 800 ◦C and C = 0.417 at 1000 ◦C), the total
number of agglomerates is fluctuating after 1.5 s. This is because the bed is undergoing
unstable fluidization, the agglomerates are forming and breaking all the time in the bed.
Furthermore, the moment when the number of agglomerates collapses represents the time
at which the bed starts to defluidize. Furthermore, as shown in Figure 5.9, for the smooth-
surface model and nine-microcontact-point model at 800◦C and all the sintering cases at
1000◦C, in the end, almost all the particles are in agglomerates, which also matches with
our observations from Figure 5.5.

Effects of the gas superficial velocity

Occurrence of defluidization is determined by the competition between the solid bridge
force and the breakage force in the system. The drag force and the collision force together
act as a breakage force between particles. Increasing the gas superficial velocity leads
to the increase of the breakage force and reduces the contact time between particles.
Therefore, it has the opportunity to reduce agglomeration. In order to study the effect
of the gas velocity on the defluidization behavior, simulation cases are carried out for
different gas superficial velocities, namely, 0.12 m/s, 0.16 m/s, and 0.32 m/s at 1000◦C,
using two different amounts of sintering (i.e. C = 1 and C = 1.251).

Figure 5.10 shows the bed pressure drop profile versus the operating time and its
standard deviation (STD). Note that the standard deviation is calculated from 1.5 till 10
seconds. The STD1 for the case with ug = 0.16m/s and C = 1.251 is calculated from 1.5 s to
4 s, and STD2 is obtained from 4 s to 10 s. Obviously, the standard deviation increases with
the increase of the gas superficial velocity for both models, indicating that breakage delays
formation of large agglomerates.
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| STD = 386 Pa 
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1000_nc_effect_ug|_new

(b)

Figure 5.10: Effect of gas superficial velocity on bed pressure drop profile at 1000◦C. (a) smooth-surface model
(C = 1); (b) nine-microcontact-point model (C = 1.251).
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Figure 5.11: Effect of gas superficial velocity on bed structure and particle velocity distribution at 1000 ◦C. (a)
smooth-surface model (C = 1); (b) nine-microcontact-point model (C = 1.251)

For more detailed information, instant snapshots of the bed structure and particle
velocity distribution under three gas superficial velocities for both models at 1000◦C are
shown in Figure 5.11. The particles are colored by the magnitude of their velocities. Obvi-
ously, for low gas superficial velocity cases (0.12 m/s), the entire bed quickly defluidizes
for both cases, i.e., almost all particles are colored blue. For the smooth-surface model,
with increasing the gas superficial velocity, clear agglomerates can still be found in the
bed particularly when ug = 0.16m/s. When further increasing the gas superficial velocity
to 0.32 m/s, the bed looks more dynamic. For the nine-microcontact-point model, when
increasing the gas superficial velocity to 0.16 m/s, the sintering region represented by the
low velocity values concentrates in the bottom of the bed which lasts more than 3 s, after
which the bed defluidizes. When further increasing the gas superficial velocity to 0.32 m/s,
the rather healthy fluidization can last for a longer period. However, after 5 s, the sintering
region from the bottom of the bed has spread to the entire bed, indicating a nearly com-
pletely defluidization. We can conclude from the results that higher gas superficial velocity
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can increase the amount of gas passing through the bed in a certain period, which would
cause large bubbles in the system and increase the collision frequency between particles.
As a result, the contact time between colliding particles reduces, leading to a less strong
solid bridge, which might postpone defluidization.

The discussion above is supported by the volume PDF distribution of particle ve-
locity, which is shown in Figure 5.12. As can be seen in this figure, at low gas velocity
(ug = 0.12m/s), for all models, the particles velocity profile moves quickly to low values,
indicating a sudden defluidization. With the increase of the gas superficial velocity, the
particle velocity shifts slowly to low velocities for both sintering models. We do notice that
at some instants, there exist some sharp peaks (i.e. when t = 5.0 s); this is because that at
these moments, the agglomerate consists of a massive number of particles that move as
one block. Additionally, for the case when applying the nine-microcontact-point sintering
model, after 5.0 s, the particles velocity locates in a rather wide range, and several peaks
can be noticed. This represents a very strong unstable flow behavior in the bed. Increasing
the gas superficial velocity might partially break the agglomerate into a few fragments with
different motions. However, since the sintering force is strong, agglomerates meet sooner
or later, leading to permanent solid bridges.

Quantitative analysis of the agglomerate size can provide a clear insight in the agglom-
eration process. Figure 5.13 shows the normalized maximum agglomerate size vs. time.
Note that the agglomerate size is normalized by the total number of particles in the bed
system. As can be seen from the figure, the defluidization occurs suddenly in less than 0.1 s
after activing the sintering force when ug = 0.12m/s. Increasing the ug to 0.16m/s has no
effect for the nine-microcontact-point model case. When ug = 0.16m/s and C = 1, we do
find that at some instants, the agglomerate size suddenly decreases. As discussed before,
this is due to the unstable situation in the bed. Increasing the gas superficial velocity
might break the big agglomerate into small fragments due to a higher drag/collision force.
However, when those fragments meet each other at any later moment, permanent solid
bridges will form again. Furthermore, the biggest agglomerate emerges later in the case
when applying ug = 0.32m/s for both models. However, defluidization still occurs since a
huge agglomerate containing more than about 80% particles is formed. From this point of
view, increasing the gas superficial velocity in the tested region will hardly improve the
fluidization. Future work requires focusing on the turbulent fluidization regimes to test
whether it will improve the fluidization ability.

Based on the discussion above, we conclude that: an increase in the gas superficial
velocity can decrease the rate of the formation of agglomerates, and therefore postpone
defluidization. However, defluidization does not vanish within 10 seconds, even though
the gas velocity is increased by a factor of 2.7. This result is consistent with our previous
experimental findings in Chapter 2: temperature has the most pronounced influence on
defluidization, while the gas superficial velocity is insensitive to defluidization. Therefore,
further study of the iron/iron oxide particles at a higher gas superficial velocity, e.g.,
turbulent fluidized bed, may open new operation windows.
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Figure 5.12: The number distribution of particle velocity when applying three kinds of gas superficial velocities
for smooth-surface model and nine-contact-point model at temperature of 1000 ◦C at four instantaneous

times.(a) smooth-surface model (C = 1); (b) nine-microcontact-point model (C = 1.251).
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Figure 5.13: Normalized maximum agglomerate size in the bed over time at 1000◦C. (a) smooth-surface model
(C = 1); (b) nine-microcontact-point model (C = 1.251).

5.5. Conclusions

The agglomeration/de-fluidization dynamics of combusted iron powders are numerically
investigated in a fluidized bed at temperatures ranging from 500−1000◦C using a CFD-
cgDEM method. The main conclusions include:

1. A coarse-grained method has been successfully extended to cohesive dense gas-solid
flows by appropriate scaling of the temperature-dependent solid bridge (sintering) force.

2. The effect of particle sintering on the bed dynamics (agglomeration, de-fluidization)
predicted from our model qualitatively agrees with our experiments. Temperature is a
crucial parameter determining the strength of solid bridge, and thus the cohesiveness
of the solid phase. While the gas superficial velocity within the studied range shows an
insensitive effect on the defluidization behavior.

3. A simple scaling of 2.4/3 times of the solid bridge force using three-microcontact-
point (C = 0.417) model to smooth surface/nine-microcontact-point (C = 1/1.251) model
results in a significant change in fluidization behavior particularly at higher tempera-
tures. For the combusted iron powder studied in this work, we found that the smooth-
surface/nine-microcontact-point sintering force model represents better the realistic
phenomena, and such model is suggested to be included in future chemical reaction
studies (e.g. the reduction of the combusted iron fines).
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6
CONCLUSIONS AND

RECOMMENDATIONS

6.1. Conclusions

This dissertation presents an experimental and numerical modeling study of the main
phenomena and challenges in the regeneration of iron fuels in fluidized beds. The primary
goal is to improve the reduction efficiency and ultimately close the iron fuel cycle. From
this comprehensive study, the following main conclusions are drawn:

• Of the operational variables examined in this work, temperature and particle size
have been shown to have the most pronounced influence on the agglomeration
severity. This is characterized by two critical temperatures, i.e., the transition tem-
perature (Tt) and the defluidiztaion temperature (Td). Regarding the reduction
performance, higher reduction rate/degree can be achieved by increasing the gas
superficial velocities (particularly at a lower temperature) or increasing the reduc-
tion temperatures. However, such enhancement of the reduction rate/degree always
hinders the further reduction process due to the early defluidization of the bed.
In general, low-temperature reduction of the combusted iron powder is of great
interest since a complete reduction to metallic iron can be achieved at 500 ◦C.

• Experimental measurements have been used to analyze the characteristics of re-
duced powder from the perspective of particle morphology and particle size changes.
The reduction temperature shows an evident influence on the surface structure of
the reduced particles. Specifically, the particles reduced at a higher temperature
present rougher surfaces with larger pores, which provides a favorable condition for
the formation of agglomerates. During reduction, the particle size first undergoes
swelling (due to crystal transformation from Fe2O3 to Fe3O4 and disintegration of
iron grains) and then shrinking (due to the densification of the newly produced
metallic iron grains). Due to a nearly complete reduction at 500 ◦C the mean size of
the final reduced powder is slightly smaller than the original oxides.
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• By categorizing the existing treatments of the bed-to-wall heat transfer into two ap-
proaches (the thermal boundary condition approach and the particle-based conduc-
tion approach) and a detailed comparison of the sensitivity of the model-required
parameters, our analysis shows that both approaches can well describe the bed-to-
wall heat exchange in CFD-DEM simulations of fluidized beds if appropriate model
parameters are employed. Since the performance of the particle-to-wall conduc-
tion model is almost insensitive to the changes of the model-required parameters,
whereas the thermal boundary condition approach shows more dependency on
parameter values as well as the grid resolution, we therefore recommend the particle-
based model when simulating dense thermal gas-solid flows for e.g. fluidized bed
applications.

• The coarse-grained method has been successfully extended to cohesive dense gas-
solid flows with considering the temperature-dependent solid bridge (sintering)
force. Temperature is a crucial parameter determining the strength of a solid bridge,
while the gas superficial velocity within the studied range shows an insensitive effect
on the occurrence of defluidization. For the combusted iron powder studied in this
work, we found that the smooth-surface/nine-microcontact-point sintering force
model represents better the actual sintering process, and such model is suggested to
be included in further chemical reaction studies (e.g., the reduction of combusted
iron fines).

To conclude, the experimental work focuses on how to optimize the operating parame-
ters and particle size for the fluidization and reduction process. The numerical work fills
in two gaps: 1) how to better model the particle-to-wall heat transfer; 2) a methodology
for modeling micron-sized combusted iron sintering. These findings contribute to the
regeneration stage of the iron fuel cycle and bring new insights to dense energy carrier
research for future storage and transport of renewable energy.

6.2. Recommendations

In this work, we comprehensively discussed the challenges and phenomena associated
with the hydrogen-based regeneration of iron fuels. Many important questions regarding
the reduction process remain unanswered, which is recommended for future study; these
include:

• Strategies need to be explored to counteract the sintering issue, e.g, from the
perspective of reactor geometry (e.g. conical fluidized bed and/or rotary drum),
fluidization regimes (e.g. turbulent fluidized beds), adding inactive particles,
particle coating/doping, and optimizing the operating conditions (e.g. temper-
ature/velocity/pressure). As such, a good/stable fluidization behavior may be
achieved during the entire reduction process.

• In this work, we found that a nearly full conversion can be achieved at 500 ◦C.
However, the reduction kinetics has not been comprehensively analyzed. To further
analyze the reduction performance and obtain the reduction kinetics, it is suggested
to carry out more quantitative measurements of the porosity via the Brunauer-
Emmett-Teller (BET) method, in-situ phase transition and (off-)gas concentration.
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• Research up to now has mainly focused either exclusively on combustion or on
regeneration. However, investigations of multiple combustion-regeneration cycles
are crucial for well establishing the knowledge of iron as recyclable fuel. Thus, cyclic
experiments are recommended to be carried out to look into the entire efficiency
and powder stability for both combustion and regeneration. Additionally, the mor-
phology and the particle size change are also of great interest since they directly
influence the subsequent combustion or regeneration steps in the iron fuel cycle.

• In this work, we have validated the coarse-grained method using experimental
results from a lab-scale fluidized bed. It is also of great importance to developing
a systematical modeling methodology to simulate the reduction. This requires
extending the current model to include the chemical reaction kinetics (e.g. the
reduction of the combusted iron fines). With such a model, the behavior towards
the regeneration of iron fuel can be described, and ultimately the model can be
coupled with the combustion modeling approach to represent the entire iron cycle
in a realistic manner.





A
SUPPLEMENTARY OF CHAPTER 2

Fluidization regime of reduced iron

Our previous study shows that the fast defluidization temperature of the iron oxides usu-
ally occurs at a relatively higher temperature. However, we find that during the reduction
process defluidization can occur at a relatively lower temperature (around 500◦C). It is
known that defluidization behavior during the reduction process is due to the emergence
of the iron on the outer surface of the particle. In order to further investigate the exact
temperatures of the sticking of the iron powders, we have collected the produced samples
with the reduction degree higher than 90% and conduct the fluidization experiments.
Figure A.1 shows the typical pressure drop curve against the bed temperature for all size
particles. It can be seen that for all size particles, defluidization occurs at the temperature
in the range of 500◦C to 550◦C. Additionally, the pressure drop starts to decrease when the
temperature is higher than 400◦C, indicating the particle becomes sticky at this point. Fur-
ther increase the temperature or reaction time would cause a fully defluidzation behavior.
Based on this, the emergence of the iron is indeed one of the important reasons to result
in the sticking problem during the reduction process. Specifically, the surface structure
of the newly formed fresh iron is crucial to the sticking behavior. From the results shown
in the SEM image from Chapter 3, we found that during the reduction, particles surface
becomes more porous. This would increase the roughness of the surface and form small
iron grains. Such small iron grains exhibit lower melting points, and therefore leading to a
lower Tamman temperature.
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Figure A.1: The bed pressure drop against the bed temperature with ug = 4umf for reduced iron powder.
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Near-wall particle temperature distribution

A quantitative analysis of the effect of the confining walls on the instantaneous particle
temperature distribution in the near-wall region is presented by examining the PDF ob-
tained from two approaches. Figure B.1 shows the PDF of the particles in the first/last
layers of cells close to the front/back wall at time 3 s, 6 s, and 9 s. It is found that PDF data
of the particles near the front/back walls based on the PW model include a slightly broader
temperature range, especially at low temperatures, whereas for the tBC model, it includes
a relative narrow temperature range. As discussed previously, for PW model, an extra heat
flux is acting on those particles with particle-wall distance smaller than the thickness of
the lens due to the particle-wall temperature difference. Therefore, particles in the very
near-wall region cool down faster than those in the bed because the above-mentioned
particle-fluid-wall conduction heat transfer. Moreover, the curve of PDF results with the
tBC approach looks more symmetrical since the tBC approach imposes the heat loss
through the walls on all the particles locating in the near-wall cells.

Verification of the particle-fluid-wall indirect conduction model

To verify the correct implementation of the particle-fluid-wall indirect conduction model, a
single particle model is firstly numerically conducted and the results are compared with the
analytical solution. Three verification cases are carried out to verify the implementation
of the particle-fluid-wall indirect conduction model, i.e., case 2, case 3/4, and case 5 in
Figure 4.2. The particle and fluid parameters used in the verification cases are the same
as in the simulation parameters section. The particle-fluid-wall indirect conduction heat
transfer for each case is verified with a single hot particle (363.15 K) and a cold wall with a
constant temperature (293.15 K).

We first verify case 2, i.e., when the bottom of the gas layer is in contact with the wall
but the particle-wall separation distance is larger than the minimum conduction region.
In this case, the particle is cooling down due to the particle-fluid-wall heat transfer until
reaching a steady temperature. The particle-fluid-wall indirect conduction heat transfer
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Figure B.1: Particle temperature PDF calculated from the particles in the first/last layers of cells close to the
front/back walls at three instantaneous times.
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in this case can be described by a one-dimensional unsteady heat conduction equation:

mi Cp,i
dTp,i

d t
= 2πkf

(
Tw −Tp,i

)∫ rout

0

r

l
dr (B.1)

The analytical solution can be easily obtained by solving the above differential equa-
tion. The CFD-DEM results are compared with the analytical solution with an overlap
displacement from 0.002rp to 0.02rp, which is shown in Figure B.2. The dimensionless
temperature in Figure B.2 is defined as the difference of the particle current and initial
temperature, divided by the difference of wall temperature and the particle initial tem-
perature (Tp −Tp,0/Tw −Tp,0). As evident from Figure B.2, a good agreement between the
numerical results and the analytical solution is obtained for case 2. The temperature of
the particle gradually converges to a fixed value due to the indirect conduction heat flux.
Moreover, the slope of the dimensionless temperature profile becomes steeper with the
decrease of the overlap displacement, demonstrating the increase of indirect heat flux.
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Figure B.2: Comparison of analytical solution and CFD-DEM simulation results of the dimensionless
temperature for case 2 as a function of time.

Next case 3/4 and case 5 are verified, see Figure 4.2. In case 3/4 the bottom of the
particle surface is inside the minimum conduction region but not in contact with the wall
or just touches the wall, whereas in case 5 the particle is overlapping with the wall surface.
Similarly, the indirect conduction heat transfer between the particle and the wall for case
3/4 and 5 can be expressed as eqs. (B.2) and (B.3), and the analytical solution is obtained
in a similar way as for case 2:
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The simulation results and analytical solutions for the particle-fluid-particle indirect
conduction procedures are shown in Figures B.3 and B.4. It is observed that both cases
are consistent at every overlap displacement. The dimensionless particle temperature
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reaches 1 for a physical time of about 15 s for both cases. Interestingly, when the bottom
of the particle is within the minimum distance region or in contact with the wall, the
overlap displacement has almost no influence on the particle temperature evolution. This
is because the variation of overlap displacement has little effect on the integration limit
in eqs. (B.2) and (B.3) when the value of displacement approaches to zero or becomes
negative.
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Figure B.3: Comparison of analytical solution and CFD-DEM simulation results of the dimensionless
temperature for case 3/4 as a function of time.
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Figure B.4: Comparison of analytical solution and CFD-DEM simulation results of the dimensionless
temperature for case 5 as a function of time.

Verification of the particle-wall direct conduction model

Similarly, the implementation of the particle-wall direct conduction model is verified in
the same condition as the particle-fluid-wall conduction model. A single hot particle
(363.15 K) is cooling down due to the contact with the cold aluminum wall (293.15 K).
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The direct particle-wall conduction heat transfer can be expressed by a one-dimensional
unsteady heat conduction equation:

mi Cp,i
dTp,i

d t
= 4kp,i kp,w

kp,i +kp,w
R

′
c (Tw −Tp,i ) (B.4)
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Figure B.5: Comparison of analytical solution and CFD-DEM simulation results of the dimensionless
temperature for direct PW conduction model.

The analytical solution and CFD-DEM results are compared for various overlap dis-
placements from -0.002rp to -0.02rp. The results are shown in Figure B.5. It is observed that
the numerical results match very well with the analytical solution. Moreover, the effect of
the overlap displacement becomes smaller as it increases. Additionally, the particle-wall
direct conduction heat flux increases since the slope of the dimensionless temperature
profile becomes steeper.
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