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Chapter 1

Introduction

The aim of this chapter is to provide the reader with a short motivation that
lies at the basis of the work presented in this Thesis. The chapter starts with a
general introduction, thereafter the fields of integrated photonics, spintronics,
and magneto‐optics are introduced. At the end of this chapter, an outline of
the rest of this thesis is presented.
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1.1 Background

Over the past decades, the field of electronics experienced immense miniaturization

efforts for its components, mainly motivated by performance improvement needs [1]. Cur‐

rently, the downsizing of components has reached such a level that the further shrinking is

not favorable due to heat dissipation [2]. Often referred as the heat wall, the effect implies

that the electronic circuitry simply gets too hot to perform operations [3]. An ‘easy’ fix to

the over‐heating circuitry problem is to continuously cool it down, which leads to a sizable

energy consumption. To exemplify, in a conventional data center half of the total energy

consumption is spent in cooling operations [4]. Furthermore, an ever‐increasing number of

devices is connected to the internet, i.e. the internet of things, is making the energy con‐

sumption considerations evenmore crucial. Reports indicate that the total energy footprint

is expected to increase exponentiallywith time [5]. In 2020, amongst all the communication

related activities, data centers dominated the electricity consumption with approximately

200 TWh [6]. This is a significant amount, corresponding to approximately 1 % of the to‐

tal electricity consumption over the globe [7]. This problem requires attention from mul‐

tiple disciplines with the common aim of delivering technological advancements for more

energy‐efficient computational operations. With the work presented in this thesis, we take

a step towards improving the speed of memory operations by introducing on‐chip optical

reading of non‐volatile magnetic memory components. When combined with parallel ef‐

forts on all‐optical writing of magnetic information [8], the research is expected to lead to

more energy efficient memory operations. The reason we focus on non‐volatile memory is

due to its intrinsic property ofmaintaining stored informationwithout theneed for constant

feed of electric charge. This is highly valuable when the energy consumption and heating

are considered. Prior to describing our work, let us depict the current situation including

the recent advancements around this field.

Adata center is agreat example todepict the computational processes that involvenon‐

volatile memory since the majority of operations include communications with e.g., hard

drives. Depicting the current status and the recent advancementswill allowus to spot areas

that long for innovation. A computer in a data center frequently retrieves and delivers infor‐

mation to the non‐volatilememory from its Central ProcessingUnit (CPU). These two areas

are often realized in different chips and the conventional communication channel between

them is an electrical ‘bus’. Recently, products utilizing integrated photonic waveguides as

buses in their computer architecture were shown to increase the speed of communication
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[9]. Thismakes the overall systemmore energy‐efficient by reducing the idle time that con‐

sumes energy. Thehandled datawas carried into different parts of the electronic circuitry in

the optical form, taking advantage of the optical communication speeds. In addition to the

field of photonics, the field of spintronics is also providing solutions that increase the energy

efficiency of such computational processes. To exemplify, recent advancements demon‐

strating novel phenomena [10] in multi‐layered thin‐film interfaces [11] are starting to be

utilized as products for high‐performance data‐handling (read, write and transport) [12].

So far we have mentioned the improvements provided by the fields of photonics or spin‐

tronics alone. On top of that, at the intersection of the two fields, the interaction between

light and magnetized matter is enabling higher speeds and increased energy efficiencies.

To exemplify, there are engineered thin‐film magnetic materials whose magnetization di‐

rection (thus the memory state) can be changed via ultrafast (femtosecond) laser pulses.

This leads to faster memory writing processes [8, 13] what is referred in the literature as the

All‐Optical Switching (AOS) of the magnetization direction.
BCB (≈1.5 μm)

Figure 1.1: A schematic depicting the proposed magneto‐photonic device that has all‐
optical reading and writing of magnetic memory. Figure by Bert Koopmans.

Wepositionourworkat the strategic cross‐sectionof the integratedphotonics and spin‐

tronics fields. Thework utilizes the interaction between light andmagnetizedmatter,more

specifically the Magneto‐Optical Kerr Effect (MOKE) to deliver the memory reading func‐

tionality. As depicted in Fig. 1.1, the dream is to combine all‐optical magnetic memory

writing with reading and deliver fast and energy efficient memory processes.

1.2 Integrated photonics

An integrated photonic circuit can be described as an analogue to an electronic circuit

9



wherephotons replaceelectronsas the information carriers [14]. Photonicwaveguides con‐

nect optical components to one another and serve a similar functionality as the conductive

printed connections in electronic circuits. Unlike the behavior of light in a free‐space op‐

tics, in photonic circuits the light is bound to the medium, thus follow its boundaries when

propagating (e.g. in sharp turns).

Let us take a look at the relatively brief history of integrated photonics. Demonstration

of the world’s first semiconductor laser in 1960s [15] inspired the concept of integrating op‐

tical components on a chip [16]. Today, the field of integrated photonics spans such a great

range of applications that we all rely on this technology, e.g. for the high‐speed internetwe

use. Despite the fact that it had been addressed for its faster data transmission and band‐

width capabilities in the early 1970s, the field progressed rather slowly until the mid‐1980s

[14]. It was the demonstration of superior performance (when compared with electronics)

in long‐distance data communication that gave the field its long‐anticipated momentum

[17, 18]. Presently, the photonic circuitry serves a broad range of applications. What was

previously possible only by using an entire laboratory of optical components is now realized

on a small area of a semiconductorwafer (known as a chip) in a photonic circuit setting. The

applications are not only limited to fiber‐optic communication, but include biomedical [19],

agricultural [20], automotive [21], defense [22], aerospace [23] and quantum computing

[24] fields. One specific use case is photonic interconnects. Such on‐chip photonic struc‐

tures replace the slow and heat‐dissipating electronic current based connections (buses)

in modern computer architectures. They serve as an optical communication channel be‐

tween the spatially distanced chips that are fabricated in different material stacks such as

the non‐volatile memory chip and the CPU. It was shown that photonic interconnects de‐

crease the memory latency tremendously and contribute to more energy‐efficient compu‐

tations [9, 25]. Adoption of the integrated photonic technology is rapidly increasing. This is

thanks to the modular design possibility with on‐demand added functionalities, as well as

the reduction in production costs via Multi‐Project Wafer (MPW) runs offered by multiple

foundries. Figure 1.2 (a) depicts a component librarywith someoptical components, the so‐

called building blocks. These blocks are readily optimized in terms of certain design param‐

eters while some parameters are variable to be adjusted on‐demand. The top‐part of Fig.

1.2 (a) indicates that the cross‐sections of the building blocks may differ from one another

despite having been realized in the same material platform. The bottom part shows the

3‐D appearances (artist’s impressions) and the 2‐D design masks. Typical building blocks

include lasers, detectors, polarization converters, modulators and filters. Availability of a
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a) b)
Wafer runphotonic

chip
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Figure 1.2: (a) Schematic depicting some of the optical components (building blocks) avail‐
able in the IMOS fabrication platform. Cross‐section views, as well as 3‐D impressions and
2‐Dmask layouts are provided. (b) Image of an example integrated photonic cell. (c) Depic‐
tion of a full wafer for Multi‐Project Wafer (MPW) run where each participant contributes
to the cost of the cleanroom fabrication. Image retrieved from [26].

building block library allows users to compose circuits in a modular fashion for a desired

functionality [27]. Figure 1.2 (b) shows a readily fabricated integrated photonic chip. This

is a single cell from the overall wafer (MPW). Figure 1.2 (c) depicts a full‐wafer design in a

MPWrunwhere eachparticipant reserves a defined area (cell) on the full wafer surface. This

feature enables smaller scale enterprises to access the integrated photonic circuit technol‐

ogy since it drastically decreases the production (e.g. prototype) costs. In the framework

of this thesis, we submitted our dedicated designs and benefited from such a service.

For integrated photonics there are fabrication platforms with different substrate mate‐

rials. The substratematerial is of great importance since the design parameters and certain

functionalities depend on it [28, 29]. To exemplify, silica‐based integrated photonic plat‐

forms, such as silica on silicon, silicon on insulator (SOI) and silicon nitride (Si3N4), have

comparatively low losses and thermal sensitivity; however, they cannot deliver lasing com‐

ponents due to Si being an indirect bandgap semiconductor. The InP‐based platforms on

the other hand can provide the so‐called active components such as lasers and amplifiers

[30] thanks to the direct bandgap of the InP material [31]. One of these platforms is the InP

MembraneOn Silicon (IMOS) platform, inwhichwe base the photonic components utilized

in this work [32]. As will be discussed further in Chapter 3, the platform is preferred due to

the strong interaction of guided light with the cladding in a mambrane configuration and
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due to the availability of polarization rotator components and the possibility of integration

with electronic circuits.

Despite the large selectionof buildingblocks and theapplication areas, there is roomfor

improvementwithin the field of integratedphotonics. One such area is the opticalmemory.

Currently, there are opticalmemories based on phase‐change [33] and liquid crystalmateri‐

als [34], aswell asoptical cavities [35] andmaterials thathave inducedopacity/transparency

[36]. All these optical memory alternatives are currently outperformed by their electronic

counterparts, thus require a performance boost to stay competitive.

Zooming out and looking at the outlook of integrated photonic components, it is ex‐

pected that novel physical phenomena, such as the ones that stem from the interaction

between light and magnetized matter, will provide new functionalities and increase per‐

formance. There are currently available photonic components that use such interactions.

To exemplify, time‐reversal symmetry breaking introduced by the magneto‐optical effects

is used to deliver optical isolator [37] and circulator [38] functionalities. However, using

magneto‐optic effects in integrated photonics is not straightforward due to the birefrin‐

gence problem which arises when the light is confined to a geometry (i.e. waveguides)

[39]. This simply causes the guided light modes to acquire a phase difference relative to

one another and causes (often undesirable) mode beating phenomena. A solution to this is

to use a quasi phase matching method as demonstrated in earlier works [40, 41]. Another

challenge is themagneto‐optically activematerial of choice. When the Faraday effect is uti‐

lized (which occurs while propagating in a magneto‐optically active medium), transparent

and lowpropagation lossgarnetmaterials areusedas themagneto‐optically activemedium

[42]. However, these crystallinematerials often cannot be growndirectly on top of the pho‐

tonic waveguides due to a lattice mismatch [43] or the growth conditions should be engi‐

neered with strict temperature requirements considering the compatibility with the pho‐

tonicwaveguidematerial itself [44]. Therefore, garnetmaterials areoftenbonded/glued to

thewaveguides [45–47]. Thematerial selection criteria changes for applications that utilize

MOKE. Since the effect occurs upon reflection from a magneto‐optically active medium,

coatings/claddings that are not transparent are preferred. Up until now, the works that

rely on MOKE for their functionalities used ferromagnetic thin‐films [48, 49].

In this thesis, we use the mentioned often‐hindering phenomena of mode beating to

our advantage and utilize a magneto‐optical phenomenon to deliver the novel functional‐

ity of optically‐read integrated photonic memory. As will become clear later in the thesis,

ultra thin‐filmmultilayered ferromagneticmaterials thatwere historically studied as optical
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memory recording media are chosen as the magneto‐optically active integrated photonic

memory material.

1.3 Spintronics and non‐volatile magnetic memory

The work presented in this thesis is based on the interaction between the waveguide‐

confined light and the non‐volatile magnetic memory materials. The magnetic memory

materials we utilize are extensively studied for magneto‐optic recording media. Addition‐

ally, the recent developments in the field of spintronics are of great importance for the po‐

sitioning of our work. Therefore, we dedicate this section to the introduction of the non‐

volatile magnetic memory concept and the field of spintronics.

Magnetism has its roots in the magnetic dipole moment created by electron spins. A

material is consideredmagneticwhen its response to an externally appliedmagnetic field is

significantly different than that of the free space [50] [51]. Ferromagneticmaterials respond

to an externally applied field by orienting their unpaired electron spins in this direction. Ad‐

ditionally, ferromagneticmaterials have a netmagneticmoment, despite the absence of an

applied magnetic field. Ferromagnets that retain magnetization orientation for significant

amount of time (>10 years) can be utilized as non‐volatile memory materials [52].

The field of spintronics is defined on the basis of providing device functionality using

the spin property of electrons. Despite the fact that the magneto‐optic memory record‐

ing technology has been using the magnetization (spin) orientation of materials to deliver

functionality since 1965 [53], it was the discovery of the Giant Magneto‐Resistance (GMR)

effect in 1988 that marked the beginning of the field of spintronics [54, 55]. The GMR ef‐

fect showed that the electrical resistance between the two magnetic layers separated by a

non‐magnetic (conductive) layer changes drastically when the mutual magnetization ori‐

entation of the two changes. Using the GMR effect, the magnetic sensor sensitivity in

hard disk drive read heads was improved drastically. Combined with the advancements in

nanofabrication techniques, the motivation of increasing performance via miniaturization

had led to the realization of smaller bit‐sized memory components, increasing the density

ofmemory storage. Currently, the state‐of‐the‐art spintronicmemory products include the

Magneto‐resistive Random Access Memory (MRAM) [56] and the racetrack memory [57].

While MRAM is a technologically matured concept, Racetrack memory is still in its infancy.

In this thesis, the racetrack memory is of particular interest since it enables the sug‐

gested device functionalities that will be described in Chapters 5 and 6. A schematic rep‐
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Figure 1.3: A schematic depicting the racetrack memory concept. Magnetic domains that
indicate the memory type is shown with red and blue areas (bits ‘0’ and ‘1’). By running
a current through the wire (racing road), the memory bits (magnetic domains) are trans‐
ported without physically moving parts. Sections where reading and writing take place are
indicated. The figure is adapted from [57].

resentation of it is shown in Fig. 1.3, where the memory information (often referred to as

the bits ‘1’ and ‘0’) are stored in the formofmagnetic domainswith oppositemagnetization

directions (red and blue). As the name racetrack is a metaphor for a racing road, the mag‐

netic domains can be seen as racing cars that move over the road. When a spin current is

injected into the racetrack with application of an electrical current, the domains move due

to the force exerted on their domain walls [58]. Note that this is a simplification and there

are aspects such as the domain wall type that are decisive for this motion [59]. Recent ad‐

vancements in the racetrack memory material systems show domain wall velocities up to

2000 m/s [60]. Since the domain wall velocity correlates directly with the transfer rate of

memory bits, a higher velocity is desired. As an example, for 50 nm bits, 2000 m/s would

correspond to 40 Gbits/s. It is important to stress that the racetrack memory is a maturing

technology with aspects of improvement requirements. Thus, there is ongoing research

aimed towards its commercial success.

As described earlier in this chapter, energy efficiency of the circuitry is a crucial point

awaiting improvement. In the frame of this thesis, data centers and their electricity con‐

sumption are of particular interest sincemany operations in data centers include communi‐
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cation with non‐volatile memory components [61]. Therefore, an analysis of the processes

that contribute to the heat dissipation is presented briefly. The focus is on the non‐volatile

memory components, hence, its relation to thiswork. In electronic circuitry, certain compo‐

nents require periodically (also referred as the computational cycle) supplied electric charge

in order to function. Within each cycle, the supplied charge is released into the surround‐

ings due to leakage, contributing to the heating. One might suggest that the non‐volatile

memory components do not take a major part in the dissipated heat since they don’t need

to be supplied with electric charge to retain their memory. However, the performance of

the non‐volatilememory components contributes to the dissipation thus the overall energy

consumption in the following ways. First, since the non‐volatile memory is fabricated on a

different material stack, thus positioned on a different chip than that of the CPU, there ex‐

ists the problem called the memory latency. This delay in the retrieval of memory causes

significant heat dissipation. To describe it briefly, communication of information from non‐

volatile memory to CPU is conventionally mediated by electrical connections (buses). This

transfer is the slowest step in all operations (i.e. Von Neumann bottleneck [62]). While the

retrieval is ongoing, all other computational operations are put on hold, wasting compu‐

tational cycles thus power. Second, to prevent the memory latency problem of the non‐

volatile memory (realized on a different chip than the CPU), the computer architecture is

pushed towards accommodating volatile memory types that have faster memory retrieval

(i.e. can be placed on the same chip as the CPU) but need constant supply of charge to re‐

tain memory: volatile memory alternatives (e.g. cache). Additionally, the relatively high

cost of realization of non‐volatile memory leads to a scenario that favors the use of volatile

memory components, consequently increasing the heat dissipation.

In the light of the presented insights, the following properties of non‐volatile memory

components are desired.

• Faster retrieval and minimized memory latency

• Lower energy requirements for read/write operations

• Lower fabrication costs

The field of spintronics and non‐volatile memory technologies are readily exploring novel

methods to improve the above‐mentioned points. Fruitful results come at the intersection

of fields. One such example is the use of integrated photonics as vectors for sending and

retrieving information from the spintronic memory. It already has been realized as a com‐

mercial product [63]. In this product, when the on‐chip photonic interconnects replace the
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conventional electrical buses, a faster and more energy efficient retrieval of information

from the non‐volatile memory is provided [9, 25]. Albeit this example brings together the

two fields of spintronics and photonics, the boundaries of each field is still clear‐cut without

merging between the two. In this thesis we utilize the magneto‐optical phenomenon and

merge the fields of photonics and spintronics, providing novel functionalities with a great

potential to increase energy efficiency.

1.4 Magneto‐Optics

The term magneto‐optics broadly refers to the interaction between light and magne‐

tizedmatter. The first ever reportedmagneto‐optic phenomenonwas the Faraday effect in

1846 by Michael Faraday [64]. It was shown that the polarization plane of a linearly polar‐

ized light propagating in a transparent magnetized medium rotates by an angle (defined as

the Faraday rotation), which is linearly proportional to both themagnetic field strength and

the length of propagation. Thiswas the first experimental evidence indicating the presence

of a relationship between light and electromagnetism, prior to being laid out by Maxwell’s

equations in 1864 [65]. Nearly thirty years after the discovery of the Faraday effect, John

Kerr reported the MOKE in 1877, showing that a linearly polarized light reflecting off a per‐

pendicularlymagnetized surfaceobtains rotationandellipticity in its polarization state [66].

The Kerr rotation and ellipticity are intrinsically small in amplitude, which is the most prob‐

able reason behind its three decades late detection with respect to the Faraday effect. Fol‐

lowingly, two other effects of magneto‐optical origin, namely the Cotton–Mouton [67] and

the Voigt [68] effects were discovered. At the origin of all magneto‐optical effects lays a

symmetry breaking in optical transitions that can be mediated by light with right and left

handedness. In materials with net magnetization, the exchange interaction and the spin–

orbit interaction [69, 70] cause the energy levels to split in such a way that they are shifted

differently for up‐ and downward directed spins. Macroscopically, this leads to a differ‐

ence in polarizability when right‐ and left‐handed circularly polarized light is used. Since

the MOKE plays a major role in the frame of this thesis, we describe its microscopic origins,

as well as its macroscopic observations and mathematical formulation in Sect. 3.1.

Historically, technological products based on the magneto‐optical phenomena started

to emerge after the demonstration of a magnetization compensation temperature in ferri‐

magnets in 1960 [71]. The concept of a thin‐film magneto‐optic memory was suggested

for the first time in 1965 [53]. Later, the use of multi‐layered films with a metallic core
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sandwiched between dielectric layers [72] followed in 1967. The golden age of magneto‐

optic recording media was marked by the use of ferromagnetic Co/Pt multilayered thin‐

films in 1990s [73]. Following the rapid advancements in the field of integrated photonics,

the magneto‐optic phenomena have been referred to for providing novel on‐chip photonic

functionalities [48, 74–77] . In this work, we focused on the optical magnetic memory read‐

ing functionality in integrated photonic circuits using the MOKE. Therefore, we dedicated

the following chapter to describe the state‐of‐the‐art at the intersection of the two fields of

photonics and magnetism.

1.5 This thesis

In this thesis, we explored the fruitful area at the intersection of the fields of spintronics

and photonics. Chapters that make up this thesis is given below as bullet points.

• A state‐of‐the‐art in relevant fields is given in Chapter 2.

• The fabrication techniques, characterizationandmeasurementmethods thatareused

throughout this thesis are discussed in Chapter 3. Additionally, optical design aspects

and mathematical models are presented.

• Chapter 4 describes the research performed to investigate the enhanced magneto‐

optic activity at the interfaces of multi‐layered Co/Pt thin‐films and to quantify it in

terms of a magneto‐optic constant. For this, samples with continuous thickness vari‐

ationsareanalyzedwithamagneto‐optical characterization technique. Amathemat‐

ical model that accounts for (magneto‐) optical effects in multi‐layered thin films is

used. As shown later in the thesis, thedeterminedconstants are shown tobeeffective

in predicting experimental observations when used in optical simulations as inputs.

• Using the studied multi‐layers as a non‐volatile memory element on integrated pho‐

tonic devices, Chapter 5 investigates an integratedphotonic devicedesign that allows

the optical read out of the magnetic memory. Here, the results of optical simulations

and mathematical models are presented.

• Chapter 6 is focusedona robustmagneto‐photonic devicedesign. Combining thepo‐

larization manipulation via the MOKE and the propagation in an asymmetrical cross‐

section waveguide, experimental results are shown to follow the predictions of both
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the mathematical models and the optical simulations. Accurate quantitative deter‐

mination of the MOKE that takes place in a confined volume measured in the or‐

der of nanometers provides insights on the capabilities of the presented integrated

magneto‐photonic devices.

• Lastly, Chapter 7 gives a brief outlook on the possible routes the future research can

take.
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Chapter 2

State of the art

The work presented in this thesis is performed at the cross‐section of two
fields, namely spintronics and integrated photonics. The aim of this chapter is
to provide the readerwitha state‐of‐the‐art in thesefields, to put thepresented
work into context. The chapter starts bydescribing the typesof computermem‐
ory in an effort to map the characteristics, strengths and shortcomings of each
memory type.
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2.1 Computer memory hierarchy

Currently types of computer memory span a broad range where each type emerged

due to different needs. These types differ in terms of read/write and access/retrieval speed,

volatility andnon‐volatility features, energy consumptionduringoperationand in idle state.

Physical locations where these types reside are also different and this is of importance due

to direct impact on the access/retrieval speeds, cost and complexity of the overall chip fab‐

rication process and the total amount of memory capacity.
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Figure 2.1: A schematic of the so‐calledmemory pyramidwhich depicts thememory hierar‐
chy in conventional computers. Memory retrieval is faster at the topof thepyramidwhereas
memory latency increases towards the bottom. Memory types located on the same chip as
the central processing unit are marked as on‐chip while the rest are off‐chip. Mainly due to
the physical storage location, the total storage increases towards the bottom of the pyra‐
mid. Schematic inspired by [78].

Different memory types are often visualized using a pyramid shape where the bottom

layers refer to the low speed (high‐latency), low energy consumption types that lie further

away from the CPU, while the top layers are reserved for faster operating types that typi‐

cally have higher power consumptions and lie in the close proximity of the CPU. The pyra‐

mid also implies that the total amount of stored information per memory type increases

towards the bottom layers. This is partly due to the available space near the CPU. One
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such memory pyramid is depicted in Fig. 2.1. Here, the bottom layers are reserved for hard

disk and the cloud types that both accommodate further away from the CPU. Note that

the memory pyramid is a simplistic way of describing and is valid for conventional com‐

puter memory types, thus it becomes inadequate to place the emerging, state‐of‐the‐art

memory types on a map. For more detailed comparisons between the conventional and

the newer memory types about various performance parameters, we refer to the review

paper by Barla et al. (Table 1 in [79]).

From a fundamental ‘principles of operation’ point of view, the computer memory can

be categorized into two. The first is the CMOS electronic memory type which uses the

charge property of electrons while the second is the spintronic memory and flash memory

typeswhich use both the spin and the charge property of electrons. While CMOSelectronic

memory types are fast and have higher retrieval speeds due to their location on electronic

chips, they suffer from leakage current and require constant feeding with electric charge,

thus consume more energy [3]. The non‐volatile nature of the spintronic and flash memory

types allows for retention of information indefinitely, cutting the costs in energy supply.

The caveat for flash memory is the limited endurance [80]. Thanks to its low energy con‐

sumption and high endurance, a high potential is anticipated for spintronicmemories in the

fields of burgeoning big data, AI and information and communication technologies (ICT)

[81, 82]. What was previously a disadvantage for the spintronic memory types is the write‐

speed. With new mechanisms such as spin transfer torque (STT) or spin‐orbit torque (SOT),

spintronics based randomaccessmemories are becomingmore competitive [79]. There are

ongoing challenges that prevents the use of spintronic memories for certain applications.

One is the long memory retrieval times known as the memory latency [62]. Current ad‐

vancements including integration with photonic waveguides [9] work towards elimination

of this memory bottleneck by improving retrieval speed. Research is ongoing in the fields

of spintronic memories to achieve faster and more energy efficient operations. Since the

work presented in this thesis paves the way towards a spintronic memory combined with

integratedphotonics, the following sectiondives deeper into the state‐of‐the‐art spintronic

memory types.

2.2 Spintronic memory

Spintronic memories utilize the spin degree of freedom of electrons unlike CMOS elec‐

tronic memory types that solely rely on the charge property of electrons to deliver func‐
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tionality. Research in this field is directed towards delivering more energy‐efficient and

faster memory operations while taking the accuracy and life‐time aspects into considera‐

tion. Certain magnetic materials can maintain alignment of their spins despite the absence

of an externally applied magnetic field. This feature is used to deliver non‐volatile memory

functionality which brings about low static energy dissipation and overall energy efficient

devices [83].
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Figure 2.2: Schematic depicting the read and write mechanisms of (a) Spin transfer torque
(STT) and (b) Spin‐orbit torque (SOT) in Magnetic Tunnel Junctions (MTJ’s). The figure is
modified from [84].

Currently, the cutting‐edge spintronic devices includeMRAMbasedonMagnetic Tunnel

Junctions (MTJ), domain wall motion‐based racetrack memory and skyrmion‐based mem‐

ories. Since it plays an important role in this work, we highlighted the racetrack memory

in Section 1.3. It should be noted that, amongst the mentioned memory technologies, only

MRAM is in the stage of commercial availability while others are still being developed. In

this regard, MRAMstands out as themostmatured technology, delivering competitive per‐

formance parameters. A typicalMTJ ismade of ferromagnetic thin‐film layers separated by

a thin‐film oxide layer [85]. Note that thematerial of ultra‐thin ferromagnetic layers is used

in other spintronic memories as well. Therefore, any advancement in materials science as‐

pect of MRAM is of importance for the overall field of spintronics. MRAM technology is ad‐

vantageous since its fabrication is well integrated into CMOS processing steps. The earlier

versions of MRAM used in‐plane magnetized thin films that were written via the Oersted

fields generated by the currents passing through the addressing wires [81, 86]. The newer

versions exploit out of‐plane (OOP) magnetized materials since it allows for faster, more

energy‐efficient, and scalable read/write operations such as the spin‐transfer torques (STT)

and spin–orbit torques (SOT) [10, 81, 87–90]. To briefly sketch the STT and SOT, in both
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mechanisms, the writing of memory is done by using the current of electrons as depicted in

Fig. 2.2. Figure 2.2 (a) shows the STT where a transfer of spin angular momentum occurs

between two magnetized layers across the tunnel barrier [13, 89]. Figure 2.2 (b) depict the

SOT. The following phenomena of interaction of spin–orbit coupling, magnetic exchange,

and symmetry breaking at the interface [13, 91] are utilized as the functioning mechanism,

in addition to the flow of spin currents from the non‐magnetic metal to the magnetic layer

[92, 93]. In STT‐MRAM devices, switching time (switching of the magnetization direction)

ranges from a few nanoseconds (ns) to tens of ns depending on the write current density

and pulse width. A reliable switching with write error rate less than 10−6 was shown with

2–3 ns switching time [94], which indicates prospect use as the last‐level, on‐chip cache

memories [95, 96] that can be thought of as the top levels of the memory pyramid. The

state‐of‐the‐art SOT‐MRAM devices are faster than the STT‐MRAM, delivering sub‐ns to

few ns switching times [97–100] which in certain cases [93, 101, 102] are better in terms of

energy‐efficiency. For further details on the writing energies and times, we refer the inter‐

ested reader to review articles [79, 84].

In the scientific agenda of the spintronic memory research, there are major points such

as improving performance and energy efficiency while decreasing productions costs. Cur‐

rently, spintronic memories deliver faster writing speed than flash memory alternatives

however are slower compared to the CMOS electronic memories. This speed refers to the

time it takes to change the magnetization orientation direction in a magnetic domain, and

it is limited to the precessional dynamics at thermal equilibrium of ferromagnetic materi‐

als. Recent studies showed ultra‐short light pulses allow for fast magnetization direction

switching, increasing the writing speed of spintronic memories.

2.2.1 Spintronic memory and light

As hinted at in the previous section, spintronicmemory technology benefits fromultra‐

short, all‐optical switchingmechanismusing ultra‐fast light pulses. Due to its ultrafast time

frame, the field is referred as ”femto‐magnetism”. The first observationwithin the fieldwas

made in 1996 when Beaurepaire et al. [103] showed that a sub‐ps magnetization quench‐

ing in Ni thin‐films is possible upon irradiation with ultrafast laser pulses. Scientific interest

to the field grew over time due to its potential to drastically improve the writing speed of

spintronicmemories. Themechanismsbehind this ultrafast switching (ofmagnetization di‐

rection), on the other hand, are still topics of scientific discussions. WhenStanciu et al.[104]
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first reported the all‐optical control of magnetic orientation in amorphous ferrimagnets us‐

ing circularly polarized femto‐second laser pulses, the team attributed the magnetization

switch to the inverse Faraday effect (IFE) [8, 105, 106]. Later, it was shown that the same

material can be switched using a linearly polarized light, attributing the switch to purely

thermal effects the pulse has on the media [107, 108]. Currently, the helicity dependent

switching is attributed to themagnetic circular dichroism (MCD) in combinationwith reach‐

ing a threshold temperaturewhere the light pulse gets absorbed differently by thememory

medium depending on the polarity and orientation of the magnetization [109].
BCB (≈1.5 μm)

Figure2.3: A schematicdescribingaphotonic circuit (top‐part) integratedwithanelectronic
memory chip (bottom‐part). Direct coupling‐out of the guided light onto a Multi‐Tunnel
Junction (MTJ) memory element is shown. This design proposed by the EU SPICE network
is adopted from [110].

The research efforts in the field of femto‐magnetism are taking two distinct directions.

One is todiscover thepotential spintronicmemoryapplications thatoutperformother tech‐

niques due to fast and energy efficient magnetization switching, thus writing of informa‐

tion. The other is to use the ultrafast actions as a scientific tool to probe the spin dynamics

at femto‐second time scales [111, 112]. In the first category of efforts regarding the techno‐

logical use of this mechanism, researchers investigate using all‐optical magnetization re‐

versal to write MTJ‐based spintronic memory [110, 113]. As depicted in Fig. 2.3 adapted

from [110], the European ultrafast spintronics network SPICE [114] proposed that when in‐

tegrated photonic circuitry is embedded with electronics, normally material‐confined light
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can be used for all‐optical writing of magnetic memory. The drawing shows light that is

in photonic waveguides being locally extracted with help of grating couplers onto a MTJ

memory elements. When combinedwith to thework presented in this thesis, the proposed

scheme of all‐optical writing of magnetic memory via integrated photonics is expected to

deliver the spintronic memory products of the future.

2.3 Integrated photonics

As introduced briefly in Chapter 1, integrated photonic circuitry brings value to a va‐

riety of fields including biomedical [19], agricultural [20], automotive [21], defense [22],

aerospace [23] and quantum computing [24]. Depending on the desired functionalities of

each field, a photonic circuit can be composed using passive (e.g. couplers, switches, mod‐

ulators, multiplexers) and active components (e.g. amplifiers, detectors, and lasers). Note

that the active components require the use of direct bandgap semiconductors (III‐V). Dif‐

ferent platforms co‐exist for integrated photonic circuit fabrication. Some platforms offer

direct bandgap semiconductors, thus include active components in their library. Evidently,

thematerial system is also decisive on the design and the footprint in addition to the perfor‐

mance and the functionality of its components. For a summary of different material plat‐

forms, the components they deliver and certain performance parameters, we refer to the

Jeppix roadmap 2021‐2025 [115]. Amongst different platforms, we introduce the Si and

InP membrane‐based ones briefly here. The choice is due to Si photonics being one of the

most widely adopted platform while the latter enables the use of active components and

offer easy integration with electronic circuits.

2.3.1 Si photonics

Currently, silicon photonics is themostwidely adoptedmaterial platform for integrated

photonic research. This is partly due to its compatibility with the mature Complementary

Metal‐Oxide‐Semiconductor (CMOS) technology [116], and partly due to the record low

losses [117] that are demonstrated within the platform. To exemplify, typical losses are

between 0.1 dB/cm to 1 dB/cm [118] in silicon‐based waveguides. One major set‐back of

the platform is that the silicon is an indirect bandgap semiconductor. To mitigate this, ad‐

ditional processing steps that introduce direct bandgap semiconductors are implemented

during fabrication. For further details on the threemethods of implementing activemateri‐
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als in photonic circuitry, namely heterogeneous, hybrid and monolithical implementations,

we refer the reader to [119]. While photodetectors [120] and modulators [121] can be re‐

alized by monolithical implementation of Ge (germanium) layers, semiconductor optical

amplifiers and lasers require heterogeneous or hybrid methods [122, 123]. Until today, sev‐

eral techniques including transfer printing, flip‐chip bonding and direct wafer bonding are

successfully demonstrated [118, 119, 124].

2.3.2 Indium phosphide membrane photonics

As the platform utilized in this work, Indium phosphide membrane photonics deserves

a dedicated section. The main strength of this platform is its ability to deliver laser and

amplifier components, yielding fully functional and intact photonic integrated circuits. The

membrane causes enhanced optical confinement which leads to compact (small footprint)

devices. Additionally, it can easily be integrated with electronic chips because the mem‐

brane bonding technology does not cause disruption in the conventional CMOS processing

steps. Despite the mentioned advantages of having a thin membrane, it comes at the cost

of harder‐to‐control optical losses. An overview of the available active components and the

state‐of‐the‐art performance details can be found in [125, 126].

The components utilized in this work are purely passive. Let us provide some details on

them. InP‐family of membrane waveguides can be made out of InP [127], InGaAsP [128] or

InGaP [129]. Single mode waveguides (with only one mode per polarization direction i.e.,

TE and TM) typically have 400–600 nm width and 150–300 nm height [125]. These param‐

eters are chosen such that the single mode condition is fulfilled while assuring a low optical

loss. As documented in a reviewpaper [125], dependingon the corematerial and the lithog‐

raphy processes, obtained propagation losses for the waveguides range from more than 10

dB/cm to under 2 dB/cm. The record low propagation loss of 1.8 dB/cm is on the IMOS plat‐

form [130], which is the platform of choice in this thesis. This is comparable to a typical

loss value in fully etched SOI waveguides [131]. What causes propagation loss is the surface

roughness of the guiding medium with respect to its surroundings. Since the top surfaces

of the waveguides are defined with wet‐etching utilizing the crystallographic orientation

of the InP membrane, they are smooth and contribute very little to the optical losses. It is

mostly the side‐wall roughness that contributes to the propagation loss. To overcome side‐

wall roughness, severalmethods including using improvedEBL resist [127, 132] or switching

to DUV lithography [130] were demonstrated. As a disadvantage of the direct band gap of
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InP, thesewaveguides demonstrate the undesirable two‐photon absorption at elevated op‐

tical inputs [126]. Anotherpassive component is amulti‐mode interferometers (MMI)which

serve as splitters. Novel design layouts of MMI that reduce detrimental back‐reflections (>

10 dB reduction of the back‐reflections) are used in InP [133] and IMOS platforms [134]. Ad‐

ditionally, passive components of polarization‐selective grating couplers are commoncom‐

ponents in the IMOSplatform. An improvedversionof regular gratingcoupler is the focused

grating couplers with smaller footprint. This was initially demonstrated in SOI platforms

[135, 136] with insertion losses of 5‐8 dB. Lastly, polarization converters can also be found

in the IMOSplatform as passive components. Previously, examples of it thatwere based on

mode‐evolution, which typically occurs while propagating in an asymmetrical waveguide,

were demonstrated in InP‐based platforms [137–141]. A partial polarization converter that

played a major role in this work was adapted from the work of Reniers et al. [141].

2.4 Optical memory

As previously highlighted, transfer of information over long distances is realized in the

optical domain due to its fast speed. Despite the transfer of information is fast in the opti‐

cal domain, there needs to be conversion steps from electronics to optics and vice‐versa for

implementing optics‐based solutions to electronics. As a result, in the field of computer

memory, conventional electronic components that function in the electrical domain are

preferred over their optical counterparts due to speed and overall energy efficiency con‐

siderations. Advancing the field of optical memory in terms of speed, storage density and

energy efficiency offers to unlock tremendous benefits. IBM stresses that using optical

memory integrated into the photonic circuitry in a photonic circuit computation setting is

an attractive solution to the current speed bottlenecks [142]. However, the relatively poor

performance parameters of currently available optical memories are obstacles on the way

to achieve efficient optical computation. Better‐performing opticalmemories are expected

to unlock faster operations and decreased energy consumption [143]. Furthermore, the po‐

tential of all‐optical writing of the next‐generation photonic memory devices is projected

to deliver ultra‐fast and energy efficient operations [144]. In this regard, the current work

aims to contribute to an optical memory technology by incorporating the optical read‐out

functionality.

In the path to achieve the desired photonic performance parameters, let us take a brief

look at the historical development of optical memory components and its state‐of‐the‐art.
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Early attempts of optical memories date back to 1997 when pulses in recirculated optical

fiber loops served as the reservoir of information [145, 146]. The system was bulky, addi‐

tionally the memory needed to be replenished every few hours, yielding relatively short

retention times. Since then, there have been various optical memories proposed that rely

on the fact that two distinct optical outputs can be encoded to store information. Among

them, there are materials with induced opacity/transparency [36], liquid crystal materi‐

als [34], optical cavities and resonators [35, 147–150] in addition to injection‐locking and

switching between bistable laser modes [151–154]. Since they require continuous energy

input tohold theirmemory state, they canbe classifiedandutilizedas volatilememories. To

compete with electrical circuit analogues in terms of power consumption and speed, non‐

volatile alternatives with potentially energy efficient operations are sought after. There

are a few non‐volatile optical memory alternatives such as utilizing the novel property of

formation/annihilation of nanoscale silver filaments inside a waveguide [155] and charge

trapping inside a ring resonator [156]. However, the most well‐established optical non‐

volatile memory is based on the phase‐change materials whose atomic structure can be

altered by heating [157] or other excitation process [158–161]. This change leads to a sub‐

stantial change in the electrical and optical properties of these materials and allows to set

the two distinct memory states [162]. There are some challenges that prevent the broader

use of phase change material‐based optical memories. Despite write energies at a pico‐

joules level canbeachieved, it doesnot yet achieve thehigh sensitivity required for a reliable

multibit operation since it requires a higher signal‐to‐noise ratio, thus higher power [163].

Additionally, the memory footprint is relatively large, preventing a high storage density.

2.5 Magneto‐optics and integrated photonics

As briefly introduced in Section 1.4, magneto‐optic phenomena take place when light

and magnetized matter interacts. Since the work presented in this thesis is positioned at

the intersection of magneto‐optics and integrated photonics, we dedicated this section to

mention previous works that contributed to this area. Additionally, we introduce how the

previous work has set the stage for photonic waveguides with ferromagnetic claddings for

memory reading functionality.

Actually, magneto‐optic phenomena have found very little use within the field of inte‐

grated photonics. As to date, its use is mainly limited to integrated optical isolators. An op‐

tical isolator is a component commonly used togetherwith a laser. It permits the light prop‐
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agation in onedirectionwhile preventing it for theother. Thisway, thedegradation‐causing

back‐reflections into the laser is prevented. Historically, optical isolators were realized in

free‐space and were made of magneto‐optically active transparent media. They were used

in a strong magnetic field environment and functioned thanks to the non‐reciprocal phase

shift that the Faraday effect causes [69]. A phase shift of 90◦ (2x45◦) of reflected waves

enabled their elimination with orthogonally placed polarizer elements. After integration of

lasers into photonic chips became mainstream and the field of integrated photonics was

born, various integrated optical isolator analogues were suggested. Amongst these optical

isolator designs, only some utilized the magneto‐optic effect to deliver the isolation func‐

tionality [48, 164, 165]. Others functioned via non‐reciprocity causing phenomena that are

not of the magneto‐optical origin [166–168]. Despite most of the works demonstrating op‐

tical isolators utilizingmagneto‐optic effectswere usinggarnetmaterials, someutilized fer‐

romagnetic metal claddings on their photonic waveguides [48, 165]. In these studies, the

magnetization direction of the claddings were in‐plane, perpendicular to the direction of

light propagation. The resulting transverse MOKE was used as the mechanism of isolation.

Both studies highlighted that within the waveguide, a quasi‐phase matching condition is

required to obtain an additive MOKE. For this, they suggested the use of claddings with al‐

ternating magnetization directions. This was very relevant for the work presented in this

thesis, and it was studied by members of our research group in the form of optical simula‐

tions [41]. In thisworkwe explored a configurationwith out‐of‐planemagnetized claddings

which has not been utilized before despite the advantages of an increasedMOKE in this po‐

lar MOKE setting.
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Chapter 3

Methodology

This chapter describes the methodology that was used to achieve the pre‐
sented results in this thesis. We divide the chapter into five subsections, each
describing different aspects of the methodology. Since the MOKE is used ex‐
tensively throughout this thesis, we start by presenting the background on this
effect, painting a microscopic and macroscopic picture of it. In the second sec‐
tion, we define the measurement set‐up that allowed us to detect and quan‐
tify the MOKE. Since the magnetized samples used in this work are all multi‐
layered thin‐films, we stress the MOKE that occurs in this configuration. We
continue the chapter with its third section by describing the photonic design
and elaborating on the design toolbox including the optical simulation tools.
Thenwedescribe the special configurationof theMOKE inwaveguides andgive
an overall summary of the design process. On the fourth section, we describe
the fabrication techniques that allowed us to realize themagneto‐photonic de‐
vices. Lastly, in the fifth section, the measurement set‐up used for magneto‐
photonic device characterization is elaborated.
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3.1 Background onMOKE

The MOKE occurs upon the interaction between light and magnetized matter. It takes

a central role in the frame of this thesis, since it enables reading of the magnetically stored

memory. In this section, we first describe the microscopic origins of MOKE by zooming

in to the optically induced electronic transitions and explain the mechanisms behind this

effect. Then, we zoom out to list the macroscopic observations of the effect and represent

it mathematically.

3.1.1 Microscopic origin of MOKE

Optical techniques are often used to probe the electronic band structures in materials

due to the photons ability to mediate electronic transitions [169]. Probing the spin orienta‐

tions (magnetism) of electrons via an optical technique however, is only possible due to the

phenomenon called spin‐orbit coupling [170]. In a typical ferromagnet, thanks to the cou‐

pling between the spin and the orbital motion, electronic transitions become sensitive to

the magnetization direction of the material. This way, the MOKE spectroscopy indirectly

probes the magnetization in materials. This is depicted in Fig. 3.1 via the relative energy

level splittings of the spin‐down and spin‐up electrons (p and d orbitals) in a ferromagnet.

The levels are split due to the spin‐orbit coupling (≈ 0.05 eV [51]) and the exchange interac‐

tion (≈ 1 eV [51]). The spin‐orbit coupling is formulated as

ESO(ρ) = ξ(r)S L, (3.1)

where ξ(r) is the material specific spin‐orbit coupling constant; and S and L are the spin

and the orbital numbers, respectively. Since the S in Eqn. 3.1 is +1 and ‐1 for the spin‐down

and the spin‐up electrons, the energy splitting occurs by opposite signs as indicated in the

figure. The selection rules [171] indicate that the light with Left and Right Circular Polariza‐

tions (LCP and RCP) interact with spin‐down and spin‐up electrons differently. The allowed

transitions between the p‐ and the d‐orbitals of the ferromagnet are indicated in the figure

for the LCP and RCP light (red and blue) and the spin‐down and spin‐up electrons (left and

right‐hand side). It is important to highlight that both the exchange interaction and spin‐

orbit coupling are required for the observation of MOKE. In case of absence of one, the

difference in the absorption energies for spin up and down states remains present. How‐
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ever, RCP and LCP light get absorbed equally which results in a zero‐sum for macroscopic

observations. The right‐most side of the figure shows the absorption spectrum for LCP and

RCP light. The difference in the absorption energy is the reason behind the difference in

interaction with the magnetized matter.
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Figure 3.1: Left‐hand side: Allowed electron transitions mediated by LCP and RCP light in
spin‐up and spin‐down electrons between the d and p orbitals of a ferromagnet. The levels
are named according to the spectroscopic nomenclature. The first number is the orbital (L)
(d = 2 and p = 1) and the second is the magnetic sub‐levels (m j). Note that the selection
rule dictates that ∆m = +1 and ∆m = −1 for the RCP and LCP light [172]. Right‐hand side:
The difference in the absorption spectrum for LCP andRCP light. The schematic ismodified
from the original [173].

3.1.2 Macroscopic observation of MOKE

The macroscopic observation of MOKE is the consequence of a different absorption of

RCP and LCP light when both spin‐orbit and exchange interaction are present in a material.
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This is the case for all the transition metal based ferromagnets in this thesis. Depending on

the geometry, which is the magnetization direction of material with respect to the plane

of incidence of the probing light, MOKE has different macroscopic outcomes. Figure 3.2

shows the three geometries of polar, longitudinal and transversal MOKE.

Figure 3.2: (a) Polar, (b) longitudinal and (c) transversal MOKE geometries. The magnetiza‐
tion direction with respect to the plane of incidence is used for the categorization.

In a polar MOKE geometry, initially linearly polarized light that reflects from a perpen‐

dicularly magnetized surface attains an elliptical polarization. This elliptical polarization is

described by the Kerr rotation (θ ) and ellipticity (ε). In this thesis, only the samples with

the perpendicular magnetic anisotropy, thus the polar MOKE geometry is used. It is often

regarded simply as MOKE in the text. Figure 3.3 (a) depicts the elliptical polarization that

the light obtains upon reflection from a magnetized surface. Upon reflection, an amplitude

difference occurs between the LCP and the RCP light, which is communicated via the size

of the drawn circles. Figure 3.3 (b) visualizes the rotation and ellipticity geometrically.

We can mathematically describe the magneto‐optical response of an isotropic mate‐

rial by using a permittivity tensor with off‐diagonal elements. The permittivity tensor (ε)

relates to the conductivity tensor (σ ) by the formula ε = 1+ i 4π
ω σ , where ω is the angular

frequency. Presence of an externally applied magnetic field or permanent magnetization

ensures that off‐diagonal components of the conductivity tensor, thus the permittivity ten‐

sor are non‐zero. The presence of off‐diagonal components can be intuitively explained as

follows. When a magnetic field is present, the conduction electrons that are transported in

an orthogonal direction to the field will experience a Lorentz force and be deflected. The

off‐diagonal elements are the mathematical representation of this action. For the polar

MOKE geometry, the permittivity tensor and its non‐zero off‐diagonal elements are shown

33



as:

ε =
⎛⎜⎜⎜⎜⎝

εxx εxy 0
−εxy εxx 0

0 0 εxx,

⎞⎟⎟⎟⎟⎠ (3.2)

where ẑ is the direction perpendicular to the sample surface. Recalling that MOKE stems

froma difference in interaction between the RCP and LCP light and themagnetizedmatter,

thus the effective refractive indices of the two polarization states are slightly different from

one another, it comes as no coincidence that the eigenvalues of the permittivity tensor are

ε = εxx ± iεxy, which correspond to the RCP and LCP light. The complex Kerr effect, with

its real and imaginary components being Kerr rotation (θ ) and ellipticity (ε) (geometrically

described inFig. 3.3 (b)), canbe formulated in termsofpermittivity tensor elements as [175]:

Φ = θ + iε =
εxy√εxx(εxy −1) . (3.3)

It is important to note that when the magnetization direction is flipped, Kerr rotation and

ellipticity that occur in polar geometry change sign while the magnitude of the complex

Kerr signal remains the same. Eqn. 3.3, combined with the quantitative observations of

the MOKE (Kerr rotation and ellipticity) are used to construct the off‐diagonal permittivity

tensor elements of the magnetized materials.

Polar Longitudinal

LCP
RCP

Linear Elliptical

a) b)

ab

s

p

y
x

θ 

θ: Rotation 
ε: Ellipticity 

ε= Arctangent (b/a)  

Figure 3.3: (a) Initially linearly polarized light, that is composed of an equal amount of the
LCP and the RCP light, reflects off of a perpendicularly magnetized surface. LCP and RCP
interact differently with the material (depicted by the difference in reflected circle sizes).
As a result, the reflected light attains an elliptical polarization. Modified from [174]. (b) An
elliptical polarization state can be defined by rotation (θ ) and ellipticity (ε) parameters. The
rotated axes of the ellipse are indicated with x and y, while the original axes are shown with
s and p.
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3.2 Free‐space MOKEmeasurement set‐up

MOKE that occurs when light is reflected from a magnetized surface can be measured

using a free‐space optics set‐up. This section describes the working principles of such a set‐

up and proceeds to a more complex version, the one that is used in the frame of this study.

Let us describe a MOKE set‐up in its simplest form and stress how an intrinsically small

signal such as MOKE can be detected without using a signal modulation technique, but by

using (nearly) crossed polarizers. A source emits the laser light and a first polarizer element

P1 sets the linear polarization state of the light to a certain angle. Then the light reflects offa

perpendicularly magnetized sample where the polar MOKE takes place. The reflected light

that carriesKerr rotationandellipticity (θ and ε) in its polarization state thenpasses through

a second polarizer (P2) which is set at an angle α with respect to the first polarizer. Finally,

the light reaches a detector, and its intensity is recorded. The normalized light intensity

reaching the detector can be formalized via the Jones formalism [176] as:

Idet
I0

= R ( cos2(α) + (ε2 + θ 2) sin2(α)+θ sin(2α) ) , (3.4)

where R is the reflectivity of the magnetized sample. Considering the Kerr signal is intrinsi‐

cally very small, thus disregarding the higher order terms on θ and ε yields:

Idet
I0

= R ( cos2(α) + θ sin(2α) ) . (3.5)

Following from Eqn. 3.5, the Kerr rotation is observed at its best when the relative angle

α between the two polarizers is nearly crossed (almost orthogonal). This is a simple set‐

up which yields results albeit with a low signal‐to‐noise ratio. Additionally, the set‐up can

only determine the Kerr rotation θ as indicated in Eqn. 3.5. Despite these disadvantages,

the (nearly) crossed polarizer configuration is used in the Kerr microscopy set‐up, detailed

further in Sect. 3.5.1.

In the frame of this study, we used a MOKE measurement set‐up that implements a

signal modulation technique together with a lock‐in amplifier, to achieve a higher signal‐

to‐noise ratio and determine both the Kerr rotation and ellipticity in a single measurement.

Let us describe this advanced set‐up which is depicted in Fig. 3.4. As a method of signal

modulation, a Photo‐Elastic Modulator (PEM) is used. A PEM is a voltage controlled crystal

that oscillates the light’s polarization state between the right‐ and left‐handed polarization
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states at a 50 kHZ frequency. A diode laser is used which provides non‐polarized light. The

first polarizer P1 is positioned right after it, with its main axis at 45◦ angle with respect to

the y‐axis. A PEM whose fast axis makes 0◦ angle with respect to the y‐axis is placed after

the polarizer. A lens is used to focus the polarization modulated light onto a sample holder

containing the magnetized sample. The diameter of the laser spot is measured to be 2 µm

on the sample surface. After a perpendicular incidence, the reflected light that carries the

MOKE in its polarization state is focused on a second polarizer (P2) whosemain axis is 0◦ an‐

gle with respect to the y‐axis. Passing through the last polarizer, the light is received at an

amplifiedSi detectorwhere its intensity is recorded. Thanks to the communicationwith the

lock‐in amplifier, the time dependence of the detected light intensity is matched with the

first and the second harmonic oscillations of the PEM and recorded as an AC signal. In ad‐

dition to time‐dependent signal, the component that is independent of time is recorded as

a DC signal. As depicted in Fig. 3.4, an electro‐magnet (the one with two poles) is included

in the set‐up that can apply up to 500 mT of magnetic field between its poles, in both direc‐

tions. Prior to describing how a typical measurement in the free‐space MOKE set‐up looks

like, let us formulate the output obtained from the set‐up in this configuration.

The optical components of the set‐up, including the sample itself, can be described us‐

ing Jones matrix formalism. This allows us to formulate the observed results to later fit the

unknown parameters such as the Kerr rotation and ellipticity. Table 3.1 lists the matrices

corresponding to the various elements in the optical set‐up.

Additionally an element that is not listed in Table 3.1, a polarizer oriented at an angle α
can be defined using the rotation matrix as:

P(α) = R(α) ⋅( 1 0
0 0

) ⋅R(−α). (3.6)

When all the optical components are defined as such, the electric field vector of light

that reaches the detector (Edet ) is calculated by simply multiplying the matrices according

to the sequence of interaction as depicted in Fig. 3.4.

Edet = P(0◦) ⋅S ⋅PEM(0◦) ⋅E0(45◦), (3.7)

Where S indicates the sample matrix. Since the intensity of a field is proportional to its field

amplitude squared:

Idet = Edet ⋅E*det , (3.8)
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the detected intensity is formulated as:

Idet = I0 R(1
2 +θ cos(B0 cos(ωt))− ε sin(B0 cos(ωt))). (3.9)

As briefly mentioned earlier, PEM causes the light’s polarization to oscillate between the

RCP and LCP states at a certain frequency. The oscillatory phase difference that the PEM

causes is described in Eqn. 3.9, where the term B0 indicates the amplitude of this phase

difference (also referred to as the retardance), while the term ω indicates the frequency by

which the retardance is oscillating. Trigonometric functions of B0 cos(ωt) can be expanded

PEM (0°)
P¹(45°)

P2(0°) Detector Laser

Lens

Sample

Poles of
electro-magnet 

y

x

Sample 
stage:

Lock-in
amplifier

Figure 3.4: Schematic depicting the free‐space MOKE measurement set‐up. A laser light
(λ = 638 nm) is polarized (via P1) then modulated at 50 kHz (via PEM) and incident on a
magnetized sample. The reflected light is filteredwith a polarizer (via P2) and then its inten‐
sity is recorded at the detector. In addition to a time‐invariable signal, the detector records
the first and the second harmonic oscillations of the PEM with a lock‐in amplifier. During
measurements, electro‐magnet poles appliedmagnetic fields (perpendicular to the sample
surface) up to ± 500 mT on demand. The sample stage movement in the xy plane enables
monitoring different regions of the sample. This is useful for samples with continuous spa‐
tial layer thickness variations (wedge thickness).
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Name Matrix Remarks

E0 input field (α) ( cos(α)
sin(α) ) α is the angle wrt.

p‐polarized light’s E‐field

Sample with MOKE √
R( 1 Φ

−Φ 1 ) Φ = θ + iε

PEM(0◦) ( 1 0
0 cos(B)+ isin(B) ) B = B0 cos(ωt)

Rotation(α) ( cos(α) sin(α)
−sin(α) cos(α) ) α is the angle wrt.

p‐polarized light’s E‐field

Table 3.1: A table describing the optical components of the free‐space MOKE set‐up and
listing their formulations using Jonesmatrices. In thefirst column, thenamesof the compo‐
nents with additional information on the optical axis orientations are given. In the second
column, the matrices that correspond to their functionalites are listed. The third column
is reserved for the explanations. Defined within the sample matrix, R and Φ indicate the
sample’s reflectivity and the complex Kerr signal. Within the PEM matrix, the cosinusoidal
dependence B indicates that the polarization of light is modulated with frequency ω as a
function of time t where B0 is the retardance [177].

into harmonic series of the PEM frequency by the relations

cos(B0 cos(ωt)) = J0(B0) + 2
∞

∑
n=1

(−1)nJ2n(B0)cos(2nωt),
sin(B0 cos(ωt)) = 2

∞

∑
n=0

(−1)nJ2n+1(B0)cos((2n+1)ωt), (3.10)

for which Jn(x) is the nth order Bessel function of the first kind. Replacing the terms in Eq.

3.9 with these expansions up to the second harmonic degree, the intensity measured by

38



the detector can be determined in terms of a constant (Idc), the first (I1 f ) and the second

harmonic (I2 f ) oscillation contributions. The normalized light intensities are

Idc
I0

= R(1
2 +θJ0(B0)),

I1 f

I0
= −R 2εJ1(B0)cos(ωt),

I2 f

I0
= −R 2θJ2(B0)cos(2ωt).

(3.11)

Since the values of Bessel functions at the retardance of B0 are known, what follows from

Eq.s 3.11 is that using a lock‐in amplifier and monitoring the 1 f and 2 f frequencies, one

obtains signal amplitudes that are proportional to Kerr ellipticity (ε) and rotation (θ ), re‐

spectively. However, it should be stressed that in order to translate signal amplitudes that

are detected at different frequencies into a quantitative Kerr signal analysis, calibration co‐

efficients are needed [178]. In the frame of this work, we used a reference sample, grown

and measured by our collaborator [179] to determine the calibration coefficients.

3.2.1 MOKE in multi‐layered thin‐films

In the frame of this thesis, ferromagnetic multi‐layered thin‐film stacks that combine mag‐

netic and non‐magnetic metals are used as the non‐volatile memory components. The

stacks are formedby sandwiching ferromagneticCo layer(s) betweenPt layers that arenon‐

ferromagnetic (under normal conditions) [180, 181]. MOKE which occurs after reflection

from a multi‐layered medium is a combination of multiple optical phenomena such as re‐

flection, refraction and magneto‐optic effects. A mathematical model suggested by Zak et

al. [182] is used to account for the magneto‐optic contributions of the magnetized layer(s).

Using the model, a magneto‐optical Voigt constant is assigned to the magnetized layers.

By combining the model with a tailored sample‐set that has variations in Co and Pt layer

thickness, the magneto‐optic activity as a function of thickness is probed. Findings of this

study which shed light on the effect of the Co/Pt interface on magneto‐optic activity are

reported in Chapter 4.

Let us describe the model in more detail. Since the total thickness of the contribut‐

ing layers of a multi‐layered thin‐film stack is significantly smaller than the wavelength of

the probing light, the MOKE from each layer contributes to the overall effect in a cumu‐

lative manner. In the model, the cumulative MOKE is analytically described via the layer‐
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dependent parameters of the refractive index (N), the magneto‐optical Voigt constant (Q)

and the thin‐film thickness (d); as well as the layer‐independent parameters of the angle of

incidence at the first medium (θ ) and the probing light wavelength (λ ). A non‐magnetic

layer is defined simply by assigning Q = 0. For the light’s propagation within a layer, a

mediumpropagationmatrix is defined. For the interface between the two layers, amedium

boundary matrix that embeds the boundary conditions is formed. By using the Jones ma‐

trix formalism [176] a multi‐layered stack is described in terms of matrix multiplications of

medium propagation and medium boundaries. The details of this process are described in

Appendix A.1.

3.3 Design of integrated photonic devices

This section is dedicated to the design and the mathematical modelling of the inte‐

grated magneto‐photonic devices. The design process is aimed at delivering magneto‐

optical reading of a non‐volatilememory. As brieflymentioned earlier, amagnetic cladding

that is placed on top of a waveguide gives rise to MOKE, which in return causes an intrin‐

sically small mode conversion between the eigenmodes of the waveguide, TE and TM. De‐

pending on the magnetization direction of the cladding (up‐ or downwards magnetized),

the mode conversion occurs with an opposite phase, while the amplitude of the conver‐

sion is the same for both magnetization directions. In other words, the phase of the emer‐

gent mode encodes the information of the magnetization direction of the cladding, thus its

memory state. Correspondingly, wedesigned adevice that yields twodifferent transmitted

light outputs depending on the magnetization direction of its built‐in memory component.

This is achieved by two different designs. The first one that is based on interferometer is

described in Chapter 5 while the second one combining a polarization rotator element and

polarization‐selective (mode‐selective) in‐ and out‐couplers is described in Chapter 6.

3.3.1 Design toolbox

In this section we introduce the photonic design tools used in the frame of this work.

A commercial software [183] is used for simulating the optical phenomena. Depending on

what is the aim of the simulation, different solvers that belong to the same software packet

are preferred. The first ‐and the most complex‐ solver uses a 3‐dimensional (3‐D) Finite

Difference Time Domain method to solve the time‐dependent Maxwell’s equations over a
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finite grid [184]. In the FDTD method,the electric and magnetic field vector components

are calculated over a volume, for consecutive time frames and in a repeated manner; until

a steady‐state electromagnetic field solution is reached. It allows us to define shapes and

optical material properties (including magneto‐optic effects) within the computational vol‐

ume. It includes specialized light sources for integrated photonics. Such sources include

monitors that calculate the existing modes in a certain cross‐section and allow for injection

of the preferred mode(s) onto this section on‐demand. Additionally, its various monitors

help visualizing if the simulated volume reflects the reality well enough. The results from

these monitors include 2‐D refractive index maps and 2‐D electric and magnetic field distri‐

bution maps. Positive notes aside, the FDTD solver has its limitations. Its high memory and

computational requirements when simulating relatively small structures, made it harder to

afford the standard operations such as parameter sweeps for optimization purposes. For

this reason, in the parts of the device that do not require definition ofmagnetizedmaterials

(which is a partial cladding in thiswork), we used another solver: the EigenMode Expansion

(EME) [185]. This solver calculates the modes that can exist within a defined cross‐section

geometry, and projects them onto the modes that exist in different cross‐section regions.

We used it extensively for themode‐beating visualizations. The last and the simplest solver

that is used in the frame of this work is the Finite‐Difference Eigenmode (FDE) [186]. We

referred to it when solutions regarding mode profiles and mode effective refractive indices

are needed.

3.3.2 MOKE in waveguides

This section focuses on the MOKE in waveguide modes. We describe the setting in

which the MOKE takes place in waveguides. As mentioned earlier, the desired function‐

ality of magneto‐optical memory reading in magneto‐photonic devices is built around the

MOKE. Therefore, prior to designing magneto‐photonic devices, it is important to quanti‐

tatively predict the MOKE in waveguides.

Let us describe the waveguide configuration in which the MOKE takes place. Figure 3.5

shows a waveguide section that is equipped with a built‐in non‐volatile magnetic memory

bit, in the form of a multi‐layered, ferromagnetic, thin‐film top‐cladding. The cladding has

PMA as shown by the up‐ and downwards arrows, which means the preferential magneti‐

zation orientation lays out‐of‐plane. In this setting, the MOKE occurs as the confined light

in the waveguide interacts with the magnetized top‐cladding through the evanescent tail
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of the guidedmode. The interaction volume is depicted as an exponentially decaying inten‐

sity profile, away from the waveguide towards the magnetized top‐cladding layer. Unlike

the single reflection in free‐space MOKE set‐up, the setting described in Fig. 3.5 presents

a magneto‐optic interaction that continues throughout the cladded region. For didactic

purposes we simplify the wave‐guiding principles and describe the guided mode as a set

of wave vector components (kx and kz in the figure). Among the two components, only kz

contributes to the polarMOKE.An intuitive reasoning for this is that the polarMOKEoccurs

only if the projection of the wave vector onto the cladding’s magnetization vector is non‐

zero. This is mathematically described as the perpendicularly magnetized material’s off‐

diagonal permittivity tensor elements. As shown in Eqn. 3.2, the off‐diagonal components

are present only at positions εxy. The kz contribution of the guided mode is determined

by the waveguide geometry, specifically its cross‐section. To maximize the polar MOKE in

waveguides, thickness andwidth canbeengineered. However, one shouldbear inmind that

the wave‐vector description is an over‐simplification. Changing the waveguide geometry,

changes the number ofmodes and their spatial distributions (optical power distributions) as

well. Considering such complexity, we used the commercially available optical simulation

software mentioned in Sect. 3.3.1 to calculate the MOKE in waveguides.

In this paragraph we provide details on the settings of the optical simulations. Regard‐

ing the values of refractive indices and magneto‐optic Voigt constants of all contributing

materials, we refer the reader to Chapter 4. In simulations, the magneto‐optical phenom‐

kz

kx

Evanescent
mode 

Lclad.

θ

Figure 3.5: Waveguide section with magnetic top‐cladding (non‐volatile memory). The
guidedmode is indicated via thewave vectors (k). Evanescent tail of the guidedmode is de‐
picted as exponentially decaying optical intensity outside the waveguide core. The waveg‐
uiding condition is simplified by the wave vector (arrows inside the waveguide) depiction
and total internal reflection condition (angle θ ). The vector is separated into components
of kx and kz to highlight that only the kz contributes to the polar MOKE.
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ena are emulated by defining a grid attribute as communicated in the knowledge base re‐

ports [187]. As the boundary condition of the calculation windows, Perfectly Matched Lay‐

ers (PML) are used to absorb the electromagnetic waves that are incident on them, mini‐

mizing reflections. A conformal mesh, whose size is decided by the most critical dimension

(thickness of the cladding), is added with 2 nm accuracy. Dedicated optical power inputs

are used to inject the guided mode of choice, in most cases the fundamental TE mode. To

probe the MOKE in waveguides, we use two types of two‐dimensional monitors. The first

one monitors the polarization state of the light, irrespective of which guided mode con‐

tributes to such a polarization [187]. The second one monitors the mode‐specific changes

in optical power by calculating mode expansions [185]. The outputs from the former mon‐

itor are better represented in the Poincaré sphere format due to their success in providing

insightful polarization state evolution plots. The outputs from the latter monitor are used

to depict the mode conversion due to the MOKE.

As indicated inearlier sections, theFDTDsimulationshavehighcomputational andmem‐

ory requirements, which gets worse when the MOKE is introduced. To help the solver, we

reconstructed the magnetized multi‐layered thin‐film cladding to have larger volume that

effectively has the same refractive index. We refer to this larger volume material as the di‐

luted refractive indexmaterial andweexplained itsmathematical formulation including the

magneto‐optic Voigt constant calculations in Appendix A.2.

3.3.3 Design process

This section describes the design process of the integrated magneto‐photonic devices.

Prior to describing the design process, it is important to highlight that the design and the

fabricationarecoupledprocesses. Theabilityof realizingacertain structurevianano‐fabrication

determines the boundaries of the design. The photonic design process starts by defining

the desired functionality. In the frame of this thesis, the desired functionality from an in‐

tegrated photonic device is the all‐optical reading of it’s built‐in magnetic memory. As the

next step in the design process, one considers what kind of an engineered response from a

device can serve this functionality and what combination of optical components should be

chosen to yield such a response. As the works presented in this thesis demonstrate, differ‐

ent component combinations can serve the same functionality. Chapters 5 and 6 present

interferometer and partial mode converter devices that that exemplifies this. More details

on their designs, such as considerations on the performance and size (the footprint) are
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given in respective chapters. Fig. 3.6 summarizes the following steps in the design process

that starts after determination of the optical components.

Details for 
cleanroom
processing are
embedded as
patterns and
layers.

Design file
creation

Optical
simulations
Optimization
of individual 
components
via FDTD and 
MODE
modules.

A

The library of 
building blocks

Exposure pattern* Artist’s impression   vs. 
Waveguide: 

Partial mode 
converter:

Grating 
coupler:

Splitter:
(1 to 2)

* Different design layers are 
color-coded.

B

Mathematical 
modelling

Predicting the 
overall device
behavior.
Modelling
via Jones
matrix 
formalism.

C

Figure 3.6: A schematic describing the design process. The process starts with optical sim‐
ulation of individual components (building blocks). Then, the mask patterns (for exposure)
of each block is decided upon. Later, a mathematical model describing the overall device
behavior is used to predict what would be the output when building blocks are composed
in a certain way. Lastly, a design file containing necessary information for the cleanroom
fabrication is compiled.

As the arrow A indicates the optical simulations (FDTD and MODE) assisted the com‐

ponent design. Length parameters of the structures are swept for obtaining better perfor‐

mances. The optimized components are collected in the library of building blocks. This is

kept up to date by the collective efforts of the Photonic integration group. More informa‐

tion about the library and its uses are presented in the following paragraphs. As indicated

with arrow B in Fig. 3.6, a mathematical model based on Jones matrix formalism is used to

predict the collective functioning of the individual components. Lastly, as indicated with

arrow C, the design process is finalized by preparing a digital design file [188] to be used

during the cleanroom fabrication process. The file is generated by using a Python‐based

module called Nazca [189]. The module implements the IMOS library of building blocks

where each component is matched with an exposure pattern and a layer number. The ex‐

posure patterns are placed at different layers in the design file depending on the order of

processing (i.e. the order of the e‐beam lithography sessions). Prior to concluding this sec‐

tion, let us provide more information on the IMOS library of building blocks. The building

blocks used in this work are listed in Table 3.2, together with their respective definitions.

44



A list of optical components
Name: Definition:

Waveguides Confines the light in its core (cross‐section of 300 * 400 nm, thickness
* width) and guides toward intended locations. Its length is chosen on‐
demand. By design, only the fundamental TE and TM modes are sup‐
ported.

Bends Connectwaveguides to one another by curvature sections of a desired an‐
gle.

Grating
couplers

TE and TM mode‐selective focusing grating couplers [135, 136] are avail‐
able to couple‐in and couple‐out the light. Their grating’s periodicity and
fill factor are designed accordingly to match the effective refractive in‐
dices of the modes they are selective for.

Splitters Multi‐mode interferometers split the guided light intensity in desired pro‐
portions. They function by allowing an area in which multiple modes in‐
terfere with one‐another. At positions of constructive interference, their
branching waveguides are positioned. 1x2, 2x1 and 2x2 splitters are used
[134].

Mode
converters

Also called polarization converters [141]. In this work, triangular cross‐
sectionwaveguides are used to partially convert the guidedmodes (differ‐
ent polarizations) into one‐another. The conversion occurs due to propa‐
gation in an asymmetric waveguide cross‐section whose eigenmodes are
tilted with respect to the rectangular waveguide.

Delay
lines

These are added propagation path lengths that are formed by curved
waveguides arranged in swirling or escargot patterns. The path length
parameter is chosen on‐demand.

Interfero‐
meters

In this work, an unbalanced Mach‐Zender interferometer is used. It is a
combination building block made out of splitters, waveguides, delay lines
and mode converters.

Table 3.2: Names and definitions of some of the optical components (building blocks) used
in this work. More details on their morphology and the exposure patterns during lithogra‐
phy are depicted in Fig. 3.6. The components are based on the IMOS fabrication platform
[190]. The starting material stack and the references to the refractive indices are detailed
in Sect. 4.

45



3.4 Sample fabrication

This section explains the fabrication techniques used for realizing ferromagnetic multi‐

layered thin‐films and magneto‐photonic devices.

3.4.1 Magnetron sputter deposition

Sputtering is aphysical vapordeposition techniquewherehighpuritymaterialsof choice,

called targets, are condensed on a substrate in the form of a thin‐film. The multi‐layered

thin‐film ferromagnets used in this study are fabricated via the magnetron sputter deposi‐

tion technique. Thin‐films grown with this technique are amorphous up to a critical thick‐

ness of approximately 2 nm, which later becomes ’textured polycrystalline’. For ferromag‐

neticmulti‐layers studied in this thesis, no annealing step is required. The deposition equip‐

ment and the process are depicted in Fig. 3.7. During depositions, the inert gas of Ar with

ultra high purity is kept at 10−2 mbar pressure inside the chamber. Via the implementa‐

tion of an anode ring and the setting of the target as a cathode, a high voltage difference

is created which causes Ar atoms to ionize into Ar+ and e−. As shown with arrows in Fig.

3.7, Ar+ ions are accelerated towards the target (cathode) and the collisions eject the tar‐

get atoms from their locations. The ejected atoms are sputtered on to the substrate. As

the ejected atoms reach the substrate with enough energy, they settle down at energeti‐

cally favorable positions, resulting in the highly textured polycrystalline thin‐films [191]. A

magnet is placed behind the target to increase the rate of the sputtering and to prevent

growth rate deviations. The growth rates of the materials Ta, Pt, and Co were 0.564 Å/s,

0.803 Å/s, and 0.420 Å/s, respectively. A previous study conducted in our group has shown

that by varying the background gas pressure, the properties such as the growth mode and

the surface roughness of the thin‐films can be controlled up to a certain degree. This effect

is explained by the background gas pressure changing the energy of the incoming atoms

during deposition [192].

Asdemonstrated inChapter 4, studyingmulti‐layered sampleswith thickness variations

in certain layers offers valuable insights into the interfacial magneto‐optic activity. These

samples are fabricated with using a wedge mask that shades the substrate surface from a

short distance above as shown in Fig. 3.7. This is used to fabricate samples with a thickness

variation in the lateral direction. These samples with thickness variations are then mea‐

sured using the set‐up described in Sect. 3.2 using a focused laser spot. As a result, the
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dependence of the MOKE on the layer thickness is determined using a single sample, while

achieving high resolutions.

3.4.2 Fabrication of photonic devices

This sub‐section explains the fabrication of integrated photonic waveguide structures

with magnetic thin‐film stacks, structured as top‐claddings. These devices are a combina‐

tion of photonic and magnetic components, among which the photonic parts make up the

largest portion. In this work we refer to them as magneto‐photonic devices. The photonic

parts were fabricated by our collaborators [193] in a multi‐project wafer run using the In‐

dium Phosphide Membrane On Silicon (IMOS) platform [190]. The process takes place in a

cleanroom environment and is accomplished by using multiple Electron Beam Lithography

(EBL) steps followed by dry and wet etching of InP. ”Dry” refers to gaseous plasma etching

while ”wet” refers to acid solution etching. The magnetic components, namely the non‐

volatile memory components were added to the photonic components as waveguide top‐

claddings with overlay EBL, followed by magnetron sputter deposition and lift‐off steps.

In the current study, the photonic components are first processed and then bonded to a

Si substrate with a method called pre‐bonding. The starting medium for fabrication was an

InP substrate carrying an epitaxially‐grown multi‐layered InP membrane. The thickness of

the membrane layers are of great importance since these layers later became the body of

Substrate

+-

Wedge

Target

Ar
₊

Ar
₊

Magnet

Figure 3.7: A schematic depicting magnetron sputter deposition. An applied voltage par‐
tially ionizes theArgas. Positively chargedAr ions are accelerated towards the target. Upon
collision, the target atoms are removed from their original positions anddeposited onto the
substrate. A magnet assists the process and ensures uniform deposition rates. A motion
controlled wedge mask is shown that is used to control the thickness profile of the sample
over a lateral distance.
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thephotonic components. Recall that these components are listed andbriefly introduced in

Sect. 3.3.3. Due to a smaller required thickness of the regular components (e.g. the rectan‐

gularwaveguides)with respect to the triangular cross‐sectionwaveguides (that are used for

partialmode conversion), an acid etch‐back procedure on areaswith regular components is

done. Etch‐stop layers of InGaAs and InGaAsP are included in the multi‐layered membrane

stack. A summary of the pre‐bonding process steps is provided below with Fig. 3.8 demon‐

strating some of the actions. Additionally a more detailed recipe (numbered steps) is given

below.

InP (140 nm)
InGaAsP (20 nm)

InP (300 nm)

InGaAs (300 nm)

InP (substrate)

Nitride 
hard-mask

Acid etched

Vertical dry-etch

Rect.
wave

-guide
Tri. wave

-guide
Grating
coupler

Crystal
plane
(112) 

Magnetic
cladding

BCB (≈1.5 μm)

Si substrate

(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.8: Schematic description of the fabrication steps for realizing magneto‐photonic
devices. (a) Shows the starting stack, (b) depicts the membrane height defining wet‐etch,
(c) depicts the vertical side‐wall etch, (d) shows the wet‐etch for the sloped side‐walls of
triangular waveguides, (e) shows the flipped structures bonded with BCB to a Si substrate
and (f) shows the placement of magnetic claddings on waveguide sections.
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1) A (100)‐oriented InPwafer substratewith the stack order of (subst.)/[A]/[B] where [A]

is InGaAs (300 nm) and (B) is InP (300 nm)/ InGaAsP (20 nm)/ InP (140 nm) is chosen as the

starting medium. Note that the numbers indicate the growth order on the InP substrate.

The first part [A] served as an etch‐stop layer to protect the InP wafer and the second [B],

formed the photonic components.

2) The first EBL step is dedicated for defining the EBL markers that will be used for the

upcoming overlay exposures. The depth of themarkers ismade larger than 1µmto provide

enough e‐beam reflection contrast for automated detection by the lithography equipment.

An Inductively Coupled Plasma (ICP) etching is used to create the vertical side‐walls.

3) With the second EBL session, high and low thickness membrane regions are deter‐

mined. 50 nm thick silicon nitride (SiNx) is deposited on the InP wafer as a hard‐mask. On

top of it, the positive resist ZEP 520 is spin‐coated. Despite the required exposure area be‐

ing large, the positive resist is adopted due to the superior performance and reproducibility

reasons. During the EBL session, the regions of the future devices minus the regions of

the triangular waveguides are exposed. Following this, by using Nitride Reactive Ion Etch‐

ing (RIE) tool, the resist pattern is transferred onto the hard mask. The remaining resist is

cleared off by using Polymer RIE equipment. To decrease the membrane thickness in de‐

siredareas, a two‐step selective (acid) etching is followed. First, anHCl:H3PO4 (1:4) solution

is used to etch back the InP layer. After the top InP is consumed and the etch‐stop layer (In‐

GaAsP) is reached, a second acid solution of H2SO4:H2O2:H2O (1:1:10) was used to remove

the InGaAsP layer. Then the nitride hard‐mask is removed by a buffered Hydrofluoric acid

(BHF) solution, preparing the wafer for the next steps.

4) This step is dedicated to define thegrating couplers that have adifferent vertical side‐

wall carvings depth with respect to the waveguides. With an EBL step, the positive resist

is transferred to the nitride hard‐mask. Upon creating the desired openings in the nitride

hard mask, a vertical dry‐etch (ICP) is realized. Aiming for 120 nm (and reaching at 127 nm)

vertical depth carved into the InP membrane, the nitride mask is cleared off once again.

5) In this step, the vertical side walls of the components (including triangular wave‐

guides) are defined. After the EBL step, the pattern in resist is transferred to the nitride

layer and the openings in InP are created. By using ICP dry etching, the vertical etch is com‐

pleted. The hard‐mask is removed.

6) In order to create the sloped side walls of the triangular sections, wet etching with

HCl:H3PO4 (1:4) and H2SO4:H2O2:H2O (1:1:10) are followed to etch the InP and InGaAsP

membranes, respectively. Since the etching is self‐limiting when the denser (112) crystal
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plane is reached, a 35◦ angle slope starting from the nitride protected vertical wall and

reaching till the InGaAs etch stop layer is created. Afterwards the hard mask is removed

with BHF.

7) Following these steps, the structures are prepared for bonding with a Si substrate.

This is done by deposition of 100 nm and 400 nm SiO2 claddings in InP membrane and the

Si wafer, respectively. This step helped to increase the adhesion with the bonding agent.

The bonding agent is Benzo Cyclo Butene (BCB) with an approximate thickness of 1.5 µm.

The InP wafer is bonded to a Si wafer in a way that the structured parts are buried in BCB.

Later, the carrier substrate InP and the etch‐stop layer are etched away, leaving behind the

high refractive index contrast photonic components.

8) The last EBL step is realized to place the magnetic memory components on top of

the photonic components. For this lithography step, a bilayer negative resist polymer is

used considering the ease of the metal lift‐off procedure that would follow. The predefined

EBL markers ensured that the memory bits are placed precisely as top claddings on the

waveguides, at desired locations. After the EBL session, resist openings are de‐scummed

by a short oxygen plasma etching. This etching is very mild and does not disturb the non‐

exposed resist. The importance of the de‐scumming step is to ensure a clean crystalline InP

surface where metal layer can be grown on top with minimum transferred surface rough‐

ness. Following this, the sample is placed in UHV chamber for magnetron sputter deposi‐

tion of the desired multi‐layered stack order. The lift‐off procedure involved soaking the

sample in acetone overnight. Unlike standard lift‐off procedures, a sonic bath is avoided, in

this way protecting the integrity of the membrane‐based photonic devices.

Oneof the important aspects to be consideredprior to the fabricationwas thedirection‐

ality of the photonic componentswith respect to the crystalline plane orientation of the InP

membrane. Since defining the sloped‐wall triangular waveguides relied on the wet etch

procedures that self‐terminate in certain plane orientations, a maximum angle of 1.5◦ was

allowed between the primary flat of a (100)‐oriented InP wafer and the light’s propagation

direction.

3.5 Characterization of integrated photonic devices
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3.5.1 Kerr microscopy

In someof thework presented in this thesis,magneto‐optical characterization of small area

samples with feature sizes of 400 nm is needed. This is not possible using the conventional

MOKE set‐up described in Sect. 3.2, due to the 2 µm spot size of the probing laser which

averages out the nano‐scale features. In Kerr microscopy on the other hand, a spatially

resolved image can be obtained, similar as in optical microscopy. In this case the light in‐

tensity is proportional to the magneto‐optic Kerr Effect, as indicated by the Eqn. 3.5. Let

us describe the Kerr microscopy used in this work, and explain its functioning principles in‐

cluding how the obtained image’s light intensity corresponds to the Kerr amplitude. As de‐

picted in Fig. 3.9, two polarizers that are almost crossed with respect to one another are

positioned in the light path of the microscope. As explained in Sect. 3.2, this setting causes

the intensity of the reflected light to be proportional to the Kerr effect. A MOKE‐mode se‐

lecting aperture, located between the light source and the objective, is used to regulate the

angle of incidence of light onto the magnetized sample surface. By choosing an angle of in‐

cidence that is relatively more perpendicular to the surface, the microscopy set‐up is made

sensitive to the out‐of‐plane component of the sample magnetization. In other words, this

set‐up is tuned for probing the polarMOKE. Amagnet coil that is positioned under the sam‐

ple is used to apply perpendicular external magnetic fields up to 300 mT. By changing the

applied magnetic field while recording the changes in optical intensity, magneto‐optic ef‐

fects are measured. Note that the spatial resolution is limited to the diffraction limit as in

regular optical microscopy.

3.5.2 Integrated optics transmission set‐up

This section describes the optical transmission set‐up that is used for the characterization

of the magneto‐photonic devices. The set‐up is built such that the optical transmission

through devices can be measured while the magnetization direction of the built‐in ferro‐

magnetic memory bits is alternated. The aim of the set‐up is to provide experimental evi‐

dence on the functioning of the magneto‐photonic devices, by determining the difference

in the output mode intensities for opposing memory states. The schematics of the set‐

up is given in Fig. 3.10. An external Tunable Laser Source (TLS) that operates at telecom

wavelengths (1460‐1565 nm) is coupled into the devices by using a fiber‐optic cable. With

a microscope, the fiber’s position with respect to the mode‐selective grating couplers are

determined. Movement of fibers is enabled by 3‐axis stage that can be positioned with mi‐
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cron accuracy. Fibers are held by the holders at a 10◦ angle to the surface normal, which

corresponds to the angle that the grating couplers work optimally. A second fiber posi‐

tioned above the out‐coupler directed the transmitted light into an external power meter.

An electromagnet served as the sample holder. With that, magnetic fields up to 300 mT

can be applied in both positive and negative directions. The field is used to set the mag‐

netization direction of the claddings, thus to set the memory state of the bits. Computer

control of the set‐up is realized for TLS light input, power measurements and the externally

applied magnetic field. The measurements are automated, repeated and processed using

scripts which ensures consistent sampling.

This paragraph describes the measurement protocols in greater detail. In the frame of

this project, two different methods are used to collect the optical transmission data from

the fabricated devices. The first one, called the hysteresis method, is aimed at demon‐

strating the effect of the magnetization history on the optical transmission. The hysteresis

measurement starts by setting the magnetization direction of the built‐in memory compo‐

nent (top‐cladding) at a certain direction. This is done by applying an external magnetic

CCD camera
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Polarizer-1
Reflector

Kerr-mode
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Magnetized
sample
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Collector 
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Figure 3.9: Schematic depicting the Kerr microscopy set‐up. Light from a randomly polar‐
ized, high intensity Mercury arc light source (lamp) is collected by the collector lens. The
light path is selected by arranging the size of the Kerr‐mode selecting aperture. After the
light passes a collimating lens and the first polarizer, it is reflected onto the sample. The re‐
flected light is collected by the objective before passing the second polarizer that acts as an
analyzer, i.e. the change in polarizationbetweenpolarizer 1 and2 is proportional to theKerr
signal. This is then projected onto a CCD camera allowing for wide field Kerr‐Microscopy.
The illuminated region of the sample, showed as a zoom‐in inset, bordered by black and
blue light paths, visualizes the function of the mode‐selector aperture on how polar (black)
or longitudinal (blue) MOKE‐mode is chosen.
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field in the desired direction for 0.1 seconds, which is strong and long enough to overcome

the coercivity of the cladding. Hereafter, the magnetic field is swept from high to low field

magnitudes. When the applied field is decreased to zero, the field changes to the oppo‐

site direction. By consequently increasing the field magnitude, a branch of the hysteresis

is measured. A complete hysteresis is measured by repeating this process with the starting

magnetic field in the opposite direction. To obtain a data‐point in the hysteresis, the mag‐

netic field is turned on for 50ms and the transmitted power is measured 50ms after turning

off the external magnetic field. The reason applied field is switched off prior to measuring

and the system is allowed to rest for a shortwhile is the heating effect causedby the running

current in themagnetic coil. For interested reader, this problemand its solution is explained

in more detail elsewhere [194].

This is repeated at each magnetic field value of the sweep. With this method, the field

atwhich themagnetization direction changeoccurs is recorded, both for negative andposi‐

Fibers

Magnet/

TLS

Microscope

Fibers

Current 
source

Power-
meter

Sample

Holder

Figure 3.10: A schematic showing the set‐up dedicated tomeasure the optical transmission
from integrated photonic devices. The sample holder is an electro‐magnet that can apply
±300 mT perpendicular magnetic field. This is used to set the magnetization direction of
the built‐in memory component in devices. When the memory is set, the field is removed
and the optical transmission measurement starts. The tunable Laser Source (TLS) sends
the light (λ = 1550 nm) into the input fiber. As shown on the left‐hand side with a zoom‐
in section, a grating coupler couples the light into the device. After transmission through
the device, another grating coupler couples out the light and the output fiber collects it and
sends to the power‐meter. The microscope is placed on the set‐up to allow for the manual
alignment of the fibers on top of the grating couplers.
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tivedirections. Althoughwith thismethod it is possible todetermine thedifference in trans‐

mission for two magnetization directions, it is time‐wise costly to sweep all the field values

before obtaining a magnetization direction switch. Therefore, a second method that in‐

duces a faster switch is developed. The second measurement method is focused on prob‐

ing the difference in the light transmission rather than the field at which the magnetization

switch is induced. Therefore, the magnetization direction of the cladding (the memory bit)

is constantly switchedbetweenup‐ anddownwardsmagnetized states by applying a strong

magnetic field that is equal in amplitude and opposite in sign.
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Chapter 4

An investigation of the interface

and bulk contributions to the

magneto‐optic activity in Co/Pt

multi‐layered thin films

We report an experimental studywhich focuses on themagneto‐optic interaction between light

and perpendicularly magnetized ferromagnetic thin‐filmmultilayers. Samples containingmultiple Co/Pt

interfaces are measured via the polar MOKE. Thanks to a continuous Co thickness variation, and single

and double Co layered samples, interface and bulk contributions to the magneto‐optic activity are sepa‐

rately determined. Kerr signals are recorded as a function of the Co thickness. The results are analyzed

via a transfer matrix method that accounts for the standard optical and magneto‐optic effects in multi‐

layered thin‐films. Bulk magneto‐optic contribution of Co (QCo,bulk) that is in accordance with literature

is consistently determined despite the use of thin‐films. Interfacial Co (QCo,int.) and magnetized Pt (QPt)

contributions are presented in terms of twomodels. Interface phenomena of the large spin‐orbit coupling

between Co and Pt and the proximity induced magnetization in Pt layer are represented in the models.

The strength of interfacial magneto‐optic activity is interpreted as an indicator of the relative interface

quality among the samples 1.

1This chapter has been published in Journal of Applied Physics [195]
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4.1 Introduction

During the 90’s, vast amount of research was dedicated to study Co/Pt multilayers with

perpendicularmagnetic anisotropy (PMA)due to their use inmagneto‐optic (MO) recording

media [73]. Recently, upon demonstration of novel spintronic devices that utilize the phys‐

ical phenomena at heavy metal/ ferromagnetic metal interfaces [196–201], the research in‐

terest has been revived. As evidenced by the commercial product of STT MRAM [202], the

fabrication processes of the multi‐layered thin‐films are compatible with large scale semi‐

conductor production. Therefore, it is expected that innovative devices incorporating the

multilayers will reach a technological maturity level required for large scale production, in

a relatively short time. As commonly seen in the family of thin‐film multilayers with PMA,

Co/Pt multilayers demonstrate high chemical stability [73], enhanced MO activity [203] and

tunable magnetic properties via adjustments in the fabrication processes [192] which are

proven to be crucial for device applications. Considering these properties of Co/Pt multi‐

layers and the demand for novel functionalities provided by integrated photonic devices,

Co/Pt thin‐filmmultilayerswith PMAwere suggested to be implemented on photonic chips

for increased functionalities such as integrated photonic memory devices and optical isola‐

tors [199]. The suggested functionality relies on the interaction between confined light and

a thin‐film permanent magnet, which is in the vicinity. This raises an urgency to map the

MO properties of Co/Pt thin‐film multilayers to simulate, design and engineer novel func‐

tionalities for devices.

Assuming non‐local effects [204] are not present, theMO interaction between light and

the thin‐film stack can be simulated for any device configuration and material stack with

inputs of MO Voigt constants (Q) of magnetized layers in a multi‐layered thin‐film stack.

The simulation can quantitatively predict theMO interaction in terms of complexMagneto‐

Optic Kerr Effect (MOKE), namely Kerr rotation and ellipticity. There is a large spread in

the previously reported QCo values of thin‐film Co. Apart from differences caused by the

crystal structure type [205] and the preferred magnetization orientation, the degree of ex‐

pression of the interfacial magneto‐optic phenomena leads to scattered findings of QCo.

Earlier works that reported the differences due to different strain states [206] and differ‐

ent fabrication techniques [207] of thin films indicate to this direction (see further in Sect.

4.2). We suggest that highlighting the underlying cause can bring clarity to future find‐

ings. In a quest to separate the interface and bulk activity, we unambiguously defined the

bulk Q constants and assigned interface Q constants. We developed and used two optical
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models that account for the MO enhancement at the Co/Pt interface. In these models, the

proximity induced magnetization in the Pt layer and the large spin‐orbit coupling at the in‐

terface were considered separately. The MO contributions from interface‐dominated and

bulk‐dominated Co regions were probed experimentally using a specially designed sample

set with a continuous Co thickness variation (wedge) over the samples. A typical sample

deposited via DC magnetron sputtering consists of a Ta(4 nm)/ Pt(2 nm)/ Co(0‐2 nm)/ Pt(2

nm) stacking, where the Co layer thickness is changed from 0 to 2 nm over a range of 15

mm. Additionally, structural effects at the interface were probed by using single and dou‐

ble Co‐layered samples. MO constants of bulk Co (QCo,bulk) were determined which agreed

wellwith literature. Usingmodels, interfacial Co (QCo,int.) andmagnetizedPt (QPt) contribu‐

tions were assigned to the samples. Comparing the differences in the obtained QCo,int. and

QCo,bulk values quantitatively explains thedifferences in the reportedQCo for thin‐films. Ad‐

ditionally, quantitative comparison of the MO properties of Co and Pt at the interface were

shown to have direct correlation with the interface quality.

This work is structured in the following way. Sect. 4.2 describes the state‐of‐the‐art

by focusing on the physical phenomena that occur on a Co/Pt multilayers with a special in‐

terest in Co/Pt interface and presents a review of the literature about previously reported

QCo values (and in very few cases, QPt values). It includes methodologies used by previous

studies to pinpoint the reasons behind the vastly different MO constant findings of thin‐

film Co. Sect. 4.3 summarizes the methodology used in this work in three subsections.

First, subsect. 4.3.1 describes the specially designed sample set, its preparation and MOKE

measurement set‐up. Second, subsect. 4.3.2 depicts themodels that describe themagneti‐

zation profiles of Co and Pt. Third, subsect. 4.3.3 elaborates on the transfer matrix method

used for multilayered thin‐films to separate MO and optical effects. In Sect. 4.4, the results

are presented and discussed. Lastly, in Sect. 4.5 the conclusions are given.
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Figure4.1: Anoverviewof the literature reportedcomplexQCo values. Thevaluesmeasured
atHe‐Ne laserwavelength (632nm) are presented. Details about eachpresenteddata point
can be found in Table 4.1.

Table 4.1: Details of the literature findings in Fig. 1
Symb. & Ref. QCo tCo (nm) Crys. lattice Magn. dir.

⊠ [208](Co3Pt alloy) 0.0174 ‐0.0151i >50 fcc‐hcp in‐plane
● [207] 0.033 ‐0.011i 50 ‐ in‐plane
⦶ [207] 0.041 ‐0.04i 0‐0.85 fcc OOP
⊞ [207] 0.04 ‐0.025 i <0.4 fcc OOP
◀ [209] 0.02 ‐0.005i <1 ‐ OOP

� [210] Co/Pt mult. 0.027 +0.007i 80 ‐ in‐plane
▼ [73] 0.029 ‐0.009i >50 fcc in‐plane
� [211] 0.047 + 0.012i 0.5 fcc OOP

⊖ [212] (Co+Pt alloy) 0.032 ‐0.001i >50 ‐ in‐plane
○ [213] 0.0299 + 0.0122i >50 ‐ in‐plane

4.2 State‐of‐the‐art

In presence of a large spin‐orbit interaction, the orbital moment connects the spin mo‐

ment to theatomic structureof amaterial. ForCo/Pt thin‐filmmultilayers, thehybridization

of theCo 3d andPt 5dorbitals at the interface causes in‐planeorbitals to becomedominant,
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thus the magnetic moment points out‐of‐plane (oop) [214]. Structural effects at the inter‐

face, such as interfacial roughness, intermixing, alloying, strain and dislocations [192, 215–

217], are decisive for the strength of the PMA in multilayered thin films. The hybridized

orbitals formed at the Co/Pt interface give rise to other physical phenomena aswell: a prox‐

imity inducedmagnetizationonPt atomsnear the interface [218, 219] andanenhancement

of the Co atomic magnetic moment at the interface [220]. Similar to PMA, the strength of

proximity induced magnetization is also affected by the structural effects at the Co/Pt in‐

terface [181, 221–223]. Experimental results [211, 224] supported by ab‐initio calculations

[225] showed that the induced magnetization in Pt rapidly decays away from the interface

with a decay length of just a few tenths of a nm [226, 227]. Some works reported asymme‐

tries in Pt layer magnetizations among top and bottom interfaces for samples that contain

multiple ferromagnetic metal/Pt interfaces [181, 211, 228]. Structural asymmetry between

top and bottom interfaces were held responsible for this. In addition, the total thickness of

thePt layerwas shown to causenodifference in proximity inducedmagnetization, provided

that there is no structural change at the interface due to the Pt thickness [228, 229].

MOKE indirectly probes the magnetism in a material by monitoring the allowed orbital

transitions governed by the spin‐orbit interaction. The preferential absorption of left‐ over

right‐ handed light causes the observed MOKE signal. The signal is sensitive to changes

that occur in sub‐nanometer scale in electronic orbitals. Thereby, MOKE can offer valuable

characterization of Co/Pt multilayers, revealing structural effects at the Co/Pt interface, at

sub‐nanometer scale. It hasbeen shown that changes in fabricationmethod [207], aswell as

changes in deposition conditions of a certain method [230], can be probed by using MOKE.

Table 4.2: Sample names and corresponding material stacks
Sample name Stack order2 3

Double Co on 1 nm of Pt (d1) SiB/Ta1/Pt1/Co0‐2/Pt1/Co0‐2/Pt2
Double Co on 2 nm of Pt (d2) SiB/Ta1/Pt2/Co0‐2/Pt2/Co0‐2/Pt2
Single Co on 2 nm of Pt (s2) SiB/Ta1/Pt2/Co0‐2/Pt2
Single Co on 3 nm of Pt (s3) SiB/Ta1/Pt3/Co0‐2/Pt3

MOKE is a cumulative effect that results from standard optical and magneto‐optical

phenomena. When standard optical and magneto‐optical effects are separately accounted

for via use of a transfer matrix method, the MO constant Q of all magnetized layer(s) can

be determined. Figure 4.1 displays the literature reported QCo obtained by using MO Kerr

rotation and ellipticity as inputs in the mentioned method. Insights such as sample thick‐
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ness, crystal lattice type and magnetization direction of the literature reported values are

provided in Table 4.1. There is a large scattering in the reported values especially compar‐

ing thin‐film and bulk Co (shown with filled symbols). As evident in Fig. 4.1, the Q of Co/Pt

bilayers andCo thin‐films are larger than that of bulk Co [210]. Previously, the differences in

fabrication methods were proposed as the main reason behind the difference [207]. Some

works adopted practices to separate the interfacial Co and (sometimes) the magnetized Pt

contributions from that of bulk Co. Fiedler et al. introduced an excess Kerr rotation and

ellipticity signal for each Co/Pt interface and excluded this amount while calculating QCo

[207]. Some studies assigned a MO constant Q to the Pt layer. The magnetization profile

in the Pt differed among these studies. Moog et al. assumed the whole Pt layer to be mag‐

netized homogeneously [231], while others used a monolayer of homogeneously magne‐

tized Pt layer with the rest being non‐magnetic [232, 233]. An in‐situ MOKE measurement

taken during Pt growth on Co showed that the Ptmagnetization decays exponentially from

the Co/Pt interface [211]. This is found to be in accordance with proximity induced mag‐

netization studies [219]. It is the aim of our work to apply different models to the same

experimental data on a specially designed set of samples in order to establish a more un‐

ambiguous description.

Table 4.3: Complex refractive indices of materials
Material Refractive index
Si with native oxide (subst.) [234] 3.84 + 0.02i
Ta 4 4.31 + 4.26i
Pt [207] 2.35 + 4.82i
Co [207] 2.57 + 4.14i

4.3 Methodology

This section describes the sample set used in this study and the method of fabrication,

followed by a description of the MOKE set up used for our experiments. Then, we discuss

in more detail the magnetization profiles introduced in Sect. 4.3.2. Lastly, we explain the

method we used to fit the Q values for the bulk and the interfacial Co, as well as the prox‐

imity induced contribution from the Pt.
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4.3.1 Sample fabrication and MOKEmeasurement setup

The sample set used in this work is designed to distinguish the interface and bulk MO

contributions. Thiswas achieved by usingwedgedCo layers varying in thickness from0 to 2

nm over a lateral extend of 15 mm. Additionally, single and double Co‐layered stacks were

used for comparison of the interface effects. Names and stack orders of single and double

Co‐layered samples are reported in Table 4.2. The samples were fabricated via computer‐

controlled DC magnetron sputtering at room temperature by using high purity (99.99 %)

metal targets. This fabrication technique is well‐established and was previously shown to

result in (111) textured face‐centered cubic (fcc) Co [235]. The wedged Co thickness was

achieved by a knife‐edge shutter which moves over the substrate and shadows it during

deposition. The base pressure of the deposition chamber was kept at 10−9 mbar to prevent

oxidation. During deposition, 10−2 mbar Argon (99.9999 % purity) pressure was used. The

samples were grown on boron doped silicon substrates with a native oxide layer. Growth

rates of the materials Ta, Pt and Co were 0.564 Å/s, 0.803 Å/s and 0.420 Å/s. MOKE mea‐

surements were performed using a red laser diode (632 nm wavelength) in a polar MOKE

configuration at room temperature. Perpendicular magnetic fields were swept between±

500 mT and hysteresis loops were gathered from which the saturation value of the Kerr ef‐

fect were extracted. To increase sensitivity of Kerr rotation and ellipticity data collection, a

photoelastic modulator (PEM) is used together with polarizers. A Si amplified detector de‐

tected the light intensity at the fundamental (50 kHz) and the second harmonic (100 kHz)

frequency of the PEM, which correspond to Kerr ellipticity and rotation, respectively. Ow‐

ing to themotor‐controlledmotion of the sample holder in the setup, wedged samples that

have spatial variation of thickness are measured by incremental steps. The approximate

FWHM of the focused laser spot was 0.2 mm, which yields a spread of 0.026 nm thickness

per data point.

4.3.2 Magnetization profiles in multi‐layers

In this section, the two models describing the magnetization profiles of Co and Pt in

Co/Pt multi‐layered thin‐films are presented in more detail. Both models are derived from

experimental evidence [211] and theoretical calculations [225] reported in literature. In this

work we attempt to resolve which of the two models better represent the reality based on

the experimental evidence. In Fig. 4.2, themagnetization profiles corresponding to the two
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Figure 4.2: Magnetization profiles of multi‐layers according to Models 1 and 2. Co and Pt
monolayers are assumed to be 0.22 [236] and 0.27 [237] nm thick, respectively. Proximity
inducedmagnetization in Pt is assumed to decay exponentially (red dashed lines) according
to the Eqn. 4.1. The models are derived by using experimental and theoretical findings
described in Sect. 4.2
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Figure 4.3: Applied magnetic field dependence of the magneto‐optic signal obtained from
variousCo thicknessesof the sample s2. Thicknessesof 1.5nm, 1.2nm, 0.8nmand0.4nmof
Co are shown where the PMA range of the sample is from 0.4 nm to 1.42 nm. Perpendicular
to in‐plane transition is seen at 1.5 nmCo. Themagneto‐optic signals are normalized to the
maximum value measured for each Co thickness.

models are sketched. Model 1 assumes that the magnetized regions of the multilayers are

confined to the Co layers and the MO activity is enhanced for the first monolayer of Co at

the interface with Pt (shown with QCo,int. while the rest is the bulk value QCo,bulk). Model

2 assumes that the magnetization is homogeneous within the Co layer (QCo,bulk) and the

neighboring Pt layers are magnetized symmetrically through proximity induced magneti‐

zation, as indicated with QPt. As previously reported [211], the magnetization decay in Pt

with respect to Pt thickness dPt is assumed to be:

QPt = QPtmaxe−β(dPt−0.2)
. (4.1)

Only Pt thicknesses above 0.2 nm are considered since a monolayer coverage is reached at

this value [237]. The exponential decay constant β is 6.36 nm−1, adopted from the findings

of Didrichsen et al. monitoring in‐situ MOKE. It denotes a high magnetization decay within

just a few tenths of nm. QPt,max corresponds to the Q value of the monolayer of Pt which is

directly adjacent to the Co. Note that as long as the numerical value of the amplitude of β is

large, theprecisenumerical valueof it hasno significant effecton the resultingQPt,max value.
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Therefore, we have chosen to work with previously obtained results for easier comparison.

If the β amplitude is taken as infinite, which would mean that only the first monolayer of Pt

is magnetized, the QPt,max value would increase approximately by 25%.

4.3.3 Anoptical transfermatrixmethod forMOKE inmulti‐layered thin‐
films

An optical transfer matrix method for determination of MOKE in multi‐layered thin‐

films containing magnetic and non‐magnetic layers has been developed by Zak et al. [182].

Using this method, the Kerr rotation and ellipticity from a multilayered thin‐film with mag‐

netic and non‐magnetic layers can be simulated given the inputs of layer thicknesses, re‐

fractive indices, MO constant(s) of the magnetized layer(s) and angle of incidence of the

incoming light. In this work, the method is used in reverse order and the MO constant(s) of

themagnetized layer(s) inmulti‐layered samples are determinedby using the experimental

data (Kerr rotation and ellipticity). Assuming Co is the onlymagnetized layerwith homoge‐

neousmagnetization resulted inQCo,eff. vs. Co thicknessbehaviorwhere themagneto‐optic

activity is enhanced at the Co/Pt interface. Therefore, themagnetization profiles described

in Sect. 4.3.2 are employed and the MO constants for bulk and interfacial Co, and the mag‐

netized Pt are determined separately. Refractive indices of each layer are given in Table 4.3.

Note that the bulk Co and Pt refractive indices [234] differ slightly from the thin‐film values

that are used in this study.

4.4 Results and discussion

In order to separate bulk and interface contributions in Co/Ptmultilayers, we performed

MOKE experiments on our specially designed structures. We analyzed them by a transfer

matrixmethod [182], using two differentmodels to extract bulk and interface values for the

respective complex Q‐values.

A sample set of thin‐film multilayers designed to probe the interface and bulk effects

separatelywas used. Measuring them in a polarMOKE set‐up, complexMOKE signals were

obtained as a function of Co thicknesses. A magnetization state that is saturated and sta‐

ble is assured for each data point in the indicated PMA window. Fig. 6.4 shows full hys‐

teresis loops of applied H‐field versus normalized magneto‐optical signals for varying Co
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Figure 4.4: Complex polar Magneto‐optic Kerr effect vs. total Co thickness (nm) behavior
of the samples. (a) and (c) depict Kerr rotation (θK ) (real) and ellipticity (εK ) (imaginary),
while (b) and (d)depict themodulus. The color‐codeddashed lines frame the regionswhere
samples show PMA. Sample color‐code legend is given in the plot (d). The detailed stack
compositions can be found in Table 4.2.
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thicknesses of sample s2. The saturation ranges shown in Fig. 6.4 were used in our quanti‐

tative analysis.

In Fig. 4.4, the evolution of the Kerr signal vs. total Co thickness for the sample set with

single (s2, s3) and double (d2) Co layers is shown. On the left column, real and imaginary

parts correspond to Kerr rotation and ellipticity, respectively. The regions where samples

demonstrate PMAare framedwith color‐coded vertical dashed lines. The first line indicates

the completion of a closed, ferromagnet film, while the second line marks the point where

the Co layer becomes too thick to sustain PMA, and the in‐plane shape anisotropy takes

over. It was seen that, upon reaching approximately 0.3 ‐ 0.5 nm of single‐layer Co thick‐

ness, i.e. 0.8 ‐ 1.0 nm total Co thickness for the double‐layer structure (d2), the sample

has developed an OOP magnetization. This thickness corresponds well to the thickness of

2 monolayers of fcc Co oriented (111), which is 0.44 nm [236]. It was observed that upon

exceeding ∼1.5 nm individual Co layer thicknesses (∼3.0 nm total thickness for the double

layer), themagnetization turned in‐plane. Expectedly, the Kerr rotation and ellipticity, thus

the modulus, increase with increasing Co thickness in the PMA region, the region framed

between the dashed lines.
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TheMOKEdata shown inFig. 4.4werefirst analyzedwitha simplifiedopticalmodel that

does not explicitly account for the Co/Pt interface phenomena. This optical model assumes

that only the Co layers are magnetized and their Q values are homogeneous throughout

these layers, denoted by QCo,eff.. The resulting values of QCo,eff. are depicted as a function

of individual Co layer thickness in Fig. 4.5. For all structures, a maximum is found near the

thickness where a ferromagnetic OOP layer has developed at around 0.44 nm and a de‐

crease is observed upon further increase in Co thickness. The strong dependence of the

observed QCo,eff. as a function of thickness strongly suggests that at least one of the as‐

sumptions in the simplified optical model is not valid.

In Fig. 4.5, the thickness at which the maximum QCo,eff. is observed corresponds well

with two monolayers of fcc (111) orientated Co. Hence, we conjecture that the Co/Pt in‐

terface is responsible for the increased MO activity when reducing the Co layer thickness.

In order to account for the Co/Pt interface effects and map the MO activity with respect

to thickness, the two optical models described in Sect. 4.3.2 were used (see also Fig. 4.2).

Model 1 assumed that the Co is the only layer which contributes to the MO activity, and its

activity is enhanced at theCo/Pt interface due to large spin‐orbit coupling,whereasModel 2

assumed that Pt contributes to the MO activity as well via its induced magnetization due to

proximity to the Co layer. As indicated via color‐coded regions in Fig. 4.2, Model 1 accounts

for QCo,int and QCo,bulk values separately, whereas Model 2 distinguishes QPt and QCo,bulk

values. We assume the respective Q values being independent of the layer thickness, and

the same for each sub‐layer / interface.

In Fig. 4.6 a simplified picture of the fitting procedure is shown indicating the asymp‐

totes of QCo,bulk for Models 1 and 2 and QCo,int. for Model 1. The results obtained by the

exemplified fitting procedure are depicted in Fig. 4.7. Each data point is tagged with the

sample name and the model (See Table 4.2). The error margins of the fitting procedure are

included in the graph, albeit only visible at the blue‐shaded zoom‐in section. The two mod‐

els yield slightly different QCo,bulk values. The extracted QPt and QCo,int values were found

tobegrouped in two clusters of data‐points, corresponding to single anddoubleCo‐layered

samples. These clusters were speculated to be due to the difference in the Co/Pt interface

quality. Since addition of each layer contributed to the roughness, the single Co‐layered

samples were expected to have smaller interface roughness than the double ones. Conse‐

quently, the single Co‐layered samples showed greater amplitudes of QCo,int and QPt,max.

Works presented in the state‐of‐the‐art section support this conclusion as they mentioned

the microscopic ordering at the interface affects the spin‐orbit coupling strength and the
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degree of proximity induced magnetization in the Pt layer [181, 222]. Additionally, an inter‐

face asymmetry between top and bottom Co/Pt interfaces which causes only the bottom

Pt layer to be magnetized should be considered as it was previously observed [228]. In this

respect it can be argued that the Co layers grown on rougher Pt layers (double‐layered Co

samples) show more disorder which prevents the induced magnetization in the Pt layer.

One can argue that the quantitative comparison of the obtained QPt and QCo,int values be‐

tween samples s2 and s3 (as well as d1 and d2) suggests that the thicker Pt layers (in the

range of 1‐3 nm) contribute to smoother and well‐defined Co/Pt interfaces, and increases

the amplitude of QPt and QCo,int for sample s3 (as well as d2). As seen in Fig. 4.5 (b) and (d),

the earlier PMA onset and the broader thickness window of PMA in sample s3 with respect

to s2 supports the argument that sample s3 has sharper interface. However, further studies

on Pt thickness vs. roughness are required before concluding.

Comparing quantitatively, the average bulk Co MO constant QCo,bulk of 0.033 ‐ 0.030i

is found to be in good agreement with the literature values [207, 208], albeit with a larger

amplitude of the imaginary component. This difference was inferred to be due to struc‐

tural differences between used samples. In literature reported cases, annealed bulk sam‐

ples (thickness larger than 50 nm) of fcc (111) oriented epitaxial Co with in‐plane magne‐

tization were used. Continuing the quantitative comparison with the Pt MO constant, the

average QPt,max value of 0.0102 ‐ 0.0333i reported in our work is smaller than what has been

reported in literature [211, 231–233]. It should be stressed that a quantitative comparison

for QPt was not straightforward. To our knowledge, the amount of studies reporting QPt

values is limited to a few. Additionally, the profile of the induced magnetization in the Pt,

decaying away from the interface, differed among the reports. To exemplify, Didrichsen et

al. used a decaying magnetization in Pt, supported by in‐situ MOKE. Lee et al. [233] and

Train et al. [232] assumed a homogenous magnetization in Pt that is only present at the

first monolayer at the Co/Pt interface. Since thicknesses of the magnetized Pt layers dif‐

fered among studies, we based the comparison on the integral MO effect. As a result, the

Pt layer contribution in our samples are found to be smaller than the literature reports.

It is also interesting to compare the obtained QCo with QPt values and the theoretical

(ab‐initio) predictions by Reichl et al. [225], although the structural differences between

the analyzed Co/Pt multilayers of the two works should be kept in mind. More specifically,

the ab‐initio work simulated Co/Pt layers where Co is epitaxially grown on (111) oriented fcc

Pt while the samples used in our study are polycrystalline, textured in the (111) direction.

Nevertheless, the strong first‐monolayer QPt contribution at the Co/Pt interface predicted
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by the ab‐initiowork signaled the importance of a sharp interface for high QPt. This is in line

with our findings of larger QPt contribution in single Co‐layered samples where interface

roughness is smaller.

Lastly, a discussion on which one of the two models better describe the physical picture

at the Co/Pt interface is presented. As seen in Fig. 4.6, the predictions of the two mod‐

els differ greatly at the region framed between the minimum thickness for exhibiting PMA

and the 2 monolayers thickness of Co. We refer to this region as the indicator region. Note

that in case the minimum Co thickness required for PMA is thicker than 2 monolayers of

fcc (111) Co (0.44 nm), the indicator region lies outside of the extend of PMA, thus an eval‐

uation becomes unreliable. This is the case for samples with double Co layers (d2 and d3)

as the increased interface roughness pushed the PMA onset to a greater thickness in these

samples. Focusing on a single Co layer sample s2 as seen in Fig. 4.6, at the indicator region

(0.37‐0.44nm),Model 1 seems todescribe theexperimental observation slightly better than

Model 2. However, the following points should be considered before concluding. As de‐

scribed in Sect. 4.2, the proximity induced magnetization in the Pt layer requires a certain

interface magnetization threshold to be induced as previously shown by Inyang et al. [181].

Therefore, prior to the formation of two complete Co monolayers (0.44 nm), an induced

magnetization in the Pt layer may remain absent which yields the observed behavior in Fig.

4.6. Additionally, in the indicator region the ferromagnetic order is being established, thus

the thickness dependent electronic effects and thermal activation effects are convoluted.

Therefore,weargue that theactual physical picture at the interface is a combinationof both

models.

4.5 Conclusions

We demonstrated enhancement of the MO activity at Co/Pt interface by using a sam‐

ple set that is designed to probe the interface effects. We discussed that the vast scattering

of QCo values reported in literature for thin‐film Co samples are due to inclusion of interfa‐

cial Co and Pt contributions. We assigned interfacial Co (QCo,int.) and magnetized Pt (QPt)

magneto‐optic constants by using models. And consistently determined bulk Co (QCo,bulk)

values. Via the methodology described in this work we showed that, even when Co thin‐

films (2 nm) are used, bulk Co MO constant (QCo,bulk) values that are in good agreement

with literature can be obtained. Additionally, we presented a discussion that a quantitative

comparison of the resulting QCo,int. and QPt from different stacks can be used to deduce
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information regarding the relative interface qualities of these samples. More specifically,

this might be of particular interest where more conventional methods like X‐Ray Reflectiv‐

ity (XRR) fail to differentiate samples in terms of interface quality due to lack of contrast.

However, it would be worthwhile to conduct studies where XRR and MOKE are quantita‐

tively compared and calibrated before relying on MOKE for interface characterization.
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Chapter 5

Design andmodelling of a novel

integrated photonic device for

nano‐scale magnetic memory

reading

Design and simulations of an integrated photonic device that can optically detect the mag‐

netization direction of its ultra‐thin (∼12 nm) metal cladding, thus ‘reading’ the stored mag‐

neticmemory, are presented. The device is an unbalancedMach Zehnder Interferometer (MZI)

based on the IMOS platform. TheMZI consists of a ferromagnetic thin‐film cladding and a de‐

lay line in one branch, and a polarization converter in the other. It quantitatively measures the

non‐reciprocal phase shift caused by the Magneto‐Optic Kerr Effect in the guided mode which

depends on the memory bit’s magnetization direction. The current design is an analytical tool

for research exploration of all‐optical magnetic memory reading. It has been shown that the

device is able to read a nanoscale memory bit (400 × 50 × 12 nm) by using a Kerr rotation as

small as 0.2◦, in the presence of a noise∼ 10 dB in terms of signal‐to‐noise ratio. The device is

shown to tolerate performance reductions that can arise during the fabrication1

1This chapter has been published in Journal of Applied Sciences [49].

73



5.1 Introduction

In the modern world, exponentially increasing generation of data and its handling re‐

quire novel technologies that perform faster and more energy efficiently. To answer this

need, optical components are being used in combination with electronic circuitry to im‐

prove the speed and bandwidth of data communication and telecommunication. For ex‐

ample, optical interconnections that were once a conceptual design suggestion [238] are

currently being used in commercial products replacing slow and heat‐dissipating electrical

signal communication channels [239, 240]. Researchers continue to demonstrate the su‐

perior performance circuitry achieved through the integration of photonics into electron‐

ics [30, 241–243]. Yet, these advances require back‐and‐forth signal conversion between

optical and electrical domains, which happens to be the new bottleneck in data commu‐

nication and processing. Addressing this problem requires establishing novel functionali‐

ties in photonic devices that will enable a seamless conversion. Furthermore, (integrated)

photonics is lacking a simple and fast non‐volatile memory function. A huge potential is

anticipated for future devices that enable direct inter‐conversion of data between the pho‐

tonic and magnetic (memory) domain without any intermediate electronics steps, cutting

downon timeandenergy costs. This studyworkswith existing non‐volatilemagneticmem‐

ory material technology used in electronics: multilayered ferromagnetic thin‐film layers.

When the multilayered magnetic material is used as memory material, writing bits into the

magnetic memory could be facilitated by recent advances in so‐called all‐optical switch‐

ing of magnetization [104, 244]. Reading out magnetic bits back into the photonic do‐

main could be achieved via a nonreciprocal magneto‐optical process [66, 175, 245], while

dynamic, on‐the‐fly reading of magnetic bits could be facilitated by a racetrack memory

concept [57, 244]. In a racetrack memory, magnetic domains (memory bits) move while

the material that carries the magnetic domains remain stationary [246, 247]. Previously,

domain wall velocities up to 1000 ms−1 were demonstrated [248, 249]. It is in this spirit

that our research focuses on the functionality of on‐chip optical reading of magnetic mem‐

ory processed as ultrathin magnetic claddings on photonic waveguides. To our best knowl‐

edge, this is the first study which explores the possibility of on‐chip, all‐optical magnetic

memory reading functionality.

State‐of‐the‐art non‐volatile magnetic memory such as spin‐transfer torque magnetic

random‐access memory (STT‐MRAM) relies on ferromagnetic multilayered ultrathin films

with perpendicular magnetic anisotropy (PMA), in which the magnetization vector is per‐
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pendicular to the film plane [250]. Such PMA films turn out to be essential for the advanced

schemesused to electrically control themagneticmemory elements, but are also known for

their relatively large magneto‐optical efficiency. A simple layer stack that hosts all relevant

physical mechanisms is Ta(4)/Pt(2)/Co(1)/Pt(2)/Co(1)/Pt(2) where the numbers in parenthe‐

sis are the thickness in nm. Bringing this memory component to the proximity of light con‐

fined in a waveguide in a photonic device setting gives rise to magneto‐optic interactions,

specifically the Magneto‐optic Kerr Effect (MOKE). MOKE causes a change in the polariza‐

tion state of light (Kerr rotation andellipticity), which changes signwhen themagnetization

direction of the memory component is flipped [66, 175]. In a photonic waveguide context,

this gives rise to partial mode conversion between TE and TM modes, which potentially

enables reading of the memory bit. However, the MOKE signal is intrinsically small in am‐

plitude, a typical Kerr rotation is around 0.05◦ for films with an in‐plane magnetization in

free‐space optics [207, 209]. In order to increase the efficiency of the mode conversion,

we propose the use of PMA magnetic claddings, which have not been seriously addressed

yet in a photonic perspective. Such claddings with a perpendicular magnetic orientation

are expected to display larger amplitude magneto‐optical effects, yet still small quantita‐

tively. This calls for developing novel approaches to amplify the magneto‐optical effects

while showing the importance of on‐chip analytical tools to explore the fundamental mode

conversion properties of photonic waveguides with PMA claddings.

Toassess the feasibility of usingMOKE for on‐chip all‐opticalmagneticmemory reading

functionality, aswell asusing it asananalytical tool toquantitativelymeasuremagnetization‐

inducedmodeconversion,we investigatedspeciallydesignedphotonicdeviceswhosewaveg‐

uides are claddedwith ultra‐thin (12 nm), nano‐scale (50× 400 nm) PMAmagneticmemory

bits, of the composition mentioned before. By using mathematical models of the designed

photonic devices, whose building block performance parameters are chosen according to

the InP Membrane on Silicon (IMOS) platform [251], the accuracy of the memory‐bit read‐

out, optical loss and tolerance to noise are tested. It has been shown that the device is able

to read a nanoscale memory bit (400 × 50 × 12 nm) by using a Kerr rotation as small as

0.2◦, in the presence of a∼ 10 dB noise in terms of signal‐to‐noise ratio (SNR). This chapter

is structured in the following way. In Section 5.2 materials and methods are given. Device

designs, magneto‐optic simulation, mathematical modelling and data analysis topics are

covered. In Section 5.3 the results obtained via the mathematical model are presented for

devices with varying degrees of performance parameters. A data analysis technique using

Fourier transformation is presented. Lastly, in Section 5.4, the conclusions are given.
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5.2 Materials and Methods

In this section, materials and geometries of the parts that contribute to the overall de‐

vice are explained. In addition, the device concept, optical simulation and mathematical

modelling methods are explained in the subsections.

The material which stores the magnetic information (memory bit) is a multi‐layered

ferromagnetic metal thin‐film structure, whose stack order is given in the previous sec‐

tion. These multi‐layers display PMA, where the magnetization vector is perpendicular to

the film plane [252]. PMA is highlighted due to its relatively large magneto‐optical effi‐

ciency [253]. The multi‐layers are placed on top of the waveguides as the top cladding.

The rest of the photonic device is fabricated on InP membranes since the devices are based

on the IMOS platform [251]. The waveguides have a cross‐section of 300× 400 nm (height

and width) and the multi‐layered top claddings have the dimensions of 400 × 50 × 12 nm

(width, length and height).

5.2.1 Optical Simulation and Device Concept

Before describing the optical simulation method to quantify the MOKE in waveguides,

a brief overview is given on MOKE and its impact on the light confined in waveguides. Fol‐

lowing this, the devcie concept is introduced.

MOKE is a type of magneto‐optic interaction that takes place when the light reflects

from a magnetized material. In polar configuration, the effect causes a change in the light’s

polarization state which is quantified by Kerr rotation and ellipticity (in angles). Typically,

in the literature, MOKE is reported for single reflections. Comparing a single reflection case

with ourwork, more interaction, thus a largerMOKE are expected inwaveguideswithmag‐

netized top claddings. To our best knowledge, there is no priorwork that quantifies theKerr

rotation in a waveguide setting. Therefore, finite‐difference time‐domain (FDTD) simula‐

tions [254] of the waveguides with top‐claddings are conducted to estimate the MOKE in

the guided modes. In the simulation, multi‐layer cladding material is defined by using the

magneto‐optic constant obtained from the literature [210]. It is seen that the Kerr effect

causes conversion between TE and TM modes in the waveguide, comparable to the po‐

larization rotation in free‐space optics. The resulting Kerr rotation (θ ), ellipticity (ϕ ) and

optical loss (Lossclad.) values obtained for a single memory bit are listed in Table 5.2. These

values are used as inputs for the mathematical model explained in Section 5.2.2.
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The device design is done by considering the key enabler of themagneticmemory read‐

ing functionality: a change in the sign of the Kerr rotation upon flipping of the magnetiza‐

tion direction of the memory bit (memory bit ′1′ and ′0′). Assuming the confined light is

initially in TE mode, the Kerr rotation ±θ (θ ≪ 1) leads to an emergent TM mode whose

field amplitude is proportional to±θ (same result for bit 1 and bit 0). Therefore, instead of

probing the field amplitude, devices which can probe the phase of the emergent TM mode

are explored. Mach‐Zehnder Interferometers (MZI) are chosen due their ability to convert

the phase difference (between the interfering branches) into intensity difference. Balanced

and unbalanced MZI are considered as two candidates for the final design. An unbalanced

MZI, which has a defined path length difference between the two branches, is chosen due

to the noise related issues that cannot be addressed in a balanced MZI. This is further elab‐

orated when the presented results are discussed in Section 5.3. Since at an initial stage,

a device is designed for research and exploration purposes, on‐chip light source or detector

are not considered. To couple anoff‐chip laser source andanoff‐chip detector to thedevice,

mode‐selective grating couplers are added to the design.

The device design is shown in Figure 5.1. In this device, TE mode‐selective grating cou‐

pler is used to couple the light in. Later, a multi‐mode interferometer (MMI) is used to split

the light equally into two branches. On the upper branch, the TE mode is converted into

TM via the polarization converter. The propagation continued (in TM mode) and a delay

line is crossed. On the lower branch, the memory bit (magnetic cladding section) caused

the TE mode to partially convert into TM mode due to Kerr rotation (θ ). The light from

the two branches are merged via another MMI. After interference took place, the resulting

intensity is picked up via a TM‐selective grating coupler.

Grating
coupler
(TE)

Grating
coupler
(TM)

Delay line

2x2 MMI

M

Magnetic memory bit: 

Polarization
converter:

TE input

TM output

α Top-cladding 
M bit ‘1’
M bit ‘0’

Figure 5.1: An unbalanced MZI. TE and TM mode selective grating couplers are used to
couple the light in and out. The polarization converter is taken from [140].
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5.2.2 Mathematical Modelling and Fourier Transformation

Amathematicalmodel isbuilt inorder to simulate theoutput light intensity vs. lightwave‐

length for the designed devices. The model uses input parameters that are based on IMOS

building block performances [251] and FDTD magneto‐optical simulations [254] (see Sec‐

tion 5.2.1). An overview of the model parameters and their brief descriptions are given

in Table 5.1. Additionally, reduced‐performance devices with and without noise are simu‐

lated with the model to compare the magnetic memory reading capabilities of the devices.

These parameters—some standard for all devices and some changing according to the per‐

formance levels—are summarized in Tables 5.2 and 5.3, respectively.

Using the mathematical model, equations which determine the electric field (E‐field)

components of TE and TM modes in branches 1 and 2, are obtained. For simplicity, coeffi‐

cients addressing the losses ofmode propagations, grating couplers andmagnetic cladding

are combined into the terms Bn. For description of other parameters please refer to Ta‐

ble 5.1.

ETE,1 = B1 cos(α) e−i 2π
λ nTEL1

ETM,1 = B2 sin(α)e−i 2π
λ nTM(L1−xPC)

ETE,2 = B3 cos(θ)e−i 2π
λ nTEL2

ETM,2 = B4 sin(θ)e−i( 2π
λ nTM(L2−xclad)+ϕ)

.

(5.1)
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Table 5.1: Overview of model parameters.

Parameters Definitions

λ Wavelength scanned (nm)
Losswg Waveguide propagation loss (assumed to be the same for TE and TM)

nTE Effective index of TE mode
nTM Effective index of TM mode
L1 Length of the upper branch (µm)
L2 Length of the lower branch (µm)
xPC Distance between polarization converter and left‐hand side MMI splitter (µm)

xclad. Distance between memory bit (cladding) and left‐hand side MMI splitter (µm)
Lossclad. Loss due to memory bit (cladding)

LossGCTE→TE Loss of TE‐selective grating coupler for TE mode (dB)
θ Kerr rotation
ϕ Kerr ellipticity
α Angle representing the polarization conversion (degree)

LossGCTM→TM Loss of TM‐selective grating coupler for TM mode (dB)
ExtGCTM→TE Extinction ratio of TM‐selective grating coupler for TE mode (dB)

Noise Addition of a Gaussian distribution of random noise to the intensity

It is important to recall that the interference takes place between the modes whose E‐

fields are parallel planes and the output light intensity (I) from devices can be calculated via

I = ∣E∣2

2Z0
, where ∣E∣ is the total E‐field amplitude and Z0 is the impedance of the vacuum.

Thepresented equations for E‐field amplitudes reveal that awavelength sweepof the input

light will result in oscillations in intensity.

Recall that the information regarding themagnetizationdirectionof thecladding (mem‐

ory bit type) can be retrieved from the sign of the Kerr rotation and ellipticity (θ , ϕ ). As seen

from the equations above, when TE mode input light is used, information of the memory

bit type is visible only in the phase of the TM mode output light. For an output light inten‐

sity vs. wavelength plot that is obtained upon interference of both TE and TM modes, two

oscillation frequencies, νTE and νTM that correspond to these modes are observed.

νTE =
nTEg(L1 −L2)

λ 2 ,

νTM =
nTMg(L1 −L2 + xclad. − xPC)

λ 2 .

(5.2)

nTEg and nTMg in Equation (5.2) indicate group indices of the respective modes. A Fourier

transformation can be applied to the resulting output light intensity vs. wavelength data
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Table 5.2: Generic parameters that are valid for all devices.

Parameter Value

λ 1465–1495 nm

Losswg 3 dB/cm

nTE 2.012

nTM 1.809

Parameter Value

L1 1386 µm

L2 462 µm

xPC 200 µm

xclad 100 µm

Parameter Value

Lossclad. 0.13 dB/50 nm

LossGCTE→TE 1.5 dB

θ ±0.2◦

ϕ ±0.2◦

Table 5.3: Showing parameters that are dependent on the device performance.

Parameter Standard Device Reduced Performance Noise + Reduced Performance

α 90◦ 45◦ 45◦

LossGCTM→TM 1.5 dB 7 dB 7 dB
ExtGCTM→TE 50 dB 28 dB 28 dB

Noise none none 10.7 dB (SNR)

to separate the TM mode contribution. Thanks to this technique, the amplitude and phase

of the TM mode component can be found. In order to separate the TE and TM mode con‐

tributions, non‐overlapping peaks in the Fourier transform are required. Therefore, at the

design stage, it is vital to choose xclad. and xPC parameters (see Table 5.1) accordingly.
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5.3 Results and Discussion

Inorder todemonstrate themagneticmemory readingcapabilitiesofourdevices, themath‐

ematical model described in Section 5.2.2 was used. As explained in Section 5.2.1, the cho‐

sen devices were unbalanced interferometers that contain built‐in ferromagnetic memory

componentsas their topcladdings. Themodelpredicted theoutput light intensity vs. wave‐

lengthplots of thedeviceswithopposingmemorybits (bit ‘1’ and ‘0’). Later theseplotswere

analyzed by the Fourier transformation technique to determine the memory bit type, thus

realize ‘reading’ of the magnetic information. Recall that since the magneto‐optic inter‐

action which enables the determination of the memory bit type is only extractable from

the phase of the TM mode (when T E mode is used as input), The Fourier analysis greatly

reduces the noise and enhances the sensitivity.

In Figure 5.2, the left column plots present output light intensity vs. wavelength data.

Note that plots depict the intensity after a windowing function is applied. The right col‐

umn plots show the Fourier transformation of the left column in blue color and the phase

difference between two memory bit states for each oscillatory component in red color. Fig‐

ure 5.2a,c,e represent the standard, reduced‐performance and noisy reduced‐performance

devices, respectively. The standard device shown in Figure 5.2a demonstrate a clear 180◦

phase shift between the two signals which correspond to the opposite memory states. The

Fourier transformation inFigure5.2b (right sidey‐axis) showasinglepeakwhichcorrespond

to the TM mode (see Equation (5.2)). The fact that there is only TM mode is thanks to the

well‐performing TM‐selective out‐couplers in the standard devices that have a negligible

out‐coupling of the T E mode. As expected, the phase difference plot in Figure 5.2b (left

side y‐axis) indicate 180◦ difference at the region which correspond to TM peak. Note that

the plots depicting phase difference between two memory states convey meaningful infor‐

mation only at the locations where a correspondent Fourier peak is present. To stress this

aspect visually in the graph, the points corresponding to a peak are shown in black, whereas

the rest is left grey. In Figure 5.2c, the ‘reduced‐performance device’ is seen. This devicehas

only 45◦ conversion at the polarization converter and the T E‐mode couples out from the

TM‐selective out‐coupler (see Table 5.3). Due to coupling out of the T E mode that does

not carry information on the memory bit’s state, it impossible to observe a 180◦ phase shift

in the intensity vs. wavelength plot upon a change in the memory bit type. As expected,

Figure 5.2d reveals two Fourier peaks that correspond to T E and TM modes. As seen from

thepeak intensities, despite the useof TM‐selective out‐couplers, theT E modedominates.
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Undeterred by the T E mode dominance, the phase difference plot in Figure 5.2e indicates

a phase of 180◦ at the position corresponding to the TM peak. The phase shift correspond‐

ing to the T E mode reads 0◦. Testing the device design further by addition of a noise as

described in Section 5.2.2, Figure 5.2e,f are obtained. The ‘noisy and reduced‐performance

device’ demonstrates that, even though the intensity vs. wavelength plot is dominated by

noise and mixed modes, it is still possible to determine the magnetic memory type via the

Fourier transform technique.

Referring back to Section 5.2.1 and clarifying the reason for the choice of an unbal‐

anced MZI design over a balanced one, as seen in Figure 5.2a, if the device is performing

at a fixed wavelength, the change in the light intensity upon changing the memory bit type

corresponds to only 0.3% of the total light intensity. This observation indicates that the

magnetic memory reading functionality of the device can be obstructed by the noise when

operating at a single wavelength. Sweeping of a range of wavelengths accompanied by

the Fourier transformation method are the key concepts for eliminating sensitivity to noise

and increasing memory reading accuracy. Since the wavelength sweep technique is not

successful without the specific frequency oscillations that the added delay line provides,

an unbalanced MZI is preferred over a balanced one.

Note that for an ideal device depicted in Figure 5.2a, the difference in light intensity

between the two memory states is proportional to the strength of the Kerr rotation. There‐

fore, if a calibration by using a material with known Kerr rotation and optical loss is done,

very small Kerr rotations can be measured quantitatively by using the same design.
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Figure 5.2: (a,c,e) Output light intensity vs. wavelength plots for standard, reduced‐
performance, and noisy reduced‐performance devices (see Tables 5.2 and 5.3), The light
intensities are shown in arbitrary units and is normalized assuming initial intensity (I0) is 1.
(b,d,f) In blue, Fourier transformations of the intensity vs. wavelength plots are shown.
The normalization is done assuming the highest intensity Fourier peak has amplitude 1.
In black, the phase differences between the memory bit “1” and “0” are shown for each
wavenumber. The data‐points which correspond to a Fourier peak are shown in black while
the rest is shown in grey. This is done for guidance to eye for separation of statistically sig‐
nificant result (black) and fitting procedure noise (grey).
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5.4 Conclusions

An integratedphotonic device specially designed to performmemory reading function‐

ality is presented. The functionality is achieved through detection of the magnetization di‐

rection of an ultra‐thin memory bit. The device is shown to operate despite performance

reductions in the contributing building blocks and noise levels which correspond to ∼10 dB

in terms of SNR. Post‐processing of the intensity signal via Fourier transformation method

stressed that the device is suitable as an analytical tool for research purposes. It is high‐

lighted that the quantitativemeasurement of very smallmagneto‐optic Kerr rotation (0.2◦)
is possible after a calibration which also considers optical loss.
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Chapter 6

An integrated photonic device for

on‐chip magneto‐optical memory

reading

This study presents the design, fabrication and experimental demonstration of amagneto‐photonic

device that delivers non‐volatile photonic memory functionality. The aim is to overcome the energy and

speed bottleneck of back‐and‐forth signal conversion between the electronic and optical domains when

retrieving information from non‐volatile memory. The device combines integrated photonic components

based on the IMOS platform and a non‐volatile, built‐in memory element (ferromagnetic thin‐film mul‐

tilayers) realized as a top‐cladding on the photonic waveguides (a post‐processing step). We present a

design where the phase of the guided light is engineered via two mechanisms: the polar MOKE and the

propagation in an asymmetrical cross‐section (triangular) waveguide. Thanks to its design, the device

yields differentmode‐specific transmissions depending on thememory state it encodes. We demonstrate

the recording of the magnetic hysteresis using the transmitted optical signal, providing direct proof for

all optical magnetic memory reading using an integrated photonic chip. Using mathematical model and

optical simulations, we support the experimental observations and quantitatively reproduce the Kerr sig‐

nal amplitudes on‐chip. A 1% transmitted power contrast from devices is promising indicating that in a

shot noise limited scenario the theoretical bandwidth of memory read‐out exceeds 50 Gbits/s 1

1Apart from the outlook section, this chapter has been published in Nanophotonics Journal [255].
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6.1 Introduction

Our modern‐day civilization consumes and generates data at an exponentially increas‐

ing rate, demanding an ever‐growing computational power and bandwidth. This fuels the

technological advancements towards faster, cheaper andmore energy efficient operations.

As previous research shows [9, 25, 256, 257], incorporating integrated photonics with elec‐

tronic circuity offers a drastic performance increase in data‐com and tele‐com. Yet, new

bottlenecks formatpoints of signal conversionbetween theelectronic andoptical domains.

For certain operations, the electronic and optical circuitries have varying performance lev‐

els, which implies that using conversions between the two domains (electronic and optical)

is a requirement for improving the overall systemperformance. To exemplify, certain appli‐

cations leverage the faster signal‐transfer in the optical domain by using photonic intercon‐

nects, while the memory‐related tasks such as storage and read/write operations still take

place in the electronic domain [258]. Especially in data centers and neural network training

operations, for which a frequent non‐volatile memory retrieval is required [259], we antici‐

pate a huge potential when using all‐optical operations, cutting downon intermediate elec‐

tronics steps, saving time and energy. To unlock this potential, integrated photonic compo‐

nents that deliver opticalmemory functionality through various differentmechanisms have

been suggested [156, 260, 261]. However, photonic memory alternatives are currently out‐

performed by their electronic counterparts. Considering the high storage density of con‐

ventional magnetic non‐volatile memories and their well‐established wafer‐scale produc‐

tion capabilities, we believe that it is a strategical next‐step to invest in the field of inte‐

grated magneto‐photonics. Since light and conventional magnetic memory materials in‐

teract magneto‐optically [66] and yield a distinct signal depending on the memory state,

such materials can be candidates for an optical memory in integrated photonic circuits. Re‐

garding the interaction of light with the magnetic memory materials, there are ongoing ef‐

forts on establishing all‐optical switching of spintronic memory bits that are based on films

with Perpendicular Magnetic Anisotropy (PMA) [104, 199, 262–264]. The reported experi‐

mental evidence is mostly based on free‐space optics, except one study that proposed all‐

optical memory writing of non‐volatile Magnetic Random‐Access Memory (MRAM) in an

integrated photonic device setting [110]. Despite these developments, to our knowledge,

there is no study focusing on the magneto‐optical reading of the magnetic memory using a

hybrid integrated photonic device that implements magnetism into the picture. Consider‐

ing these factors, we aimed to demonstrate a proof‐of‐principle device that combines the
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fields of spintronics and photonics to deliver an on‐chip magneto‐optical memory reading

functionality.

Ourproposedmagneto‐photonic device carries abuilt‐in, non‐volatile, nano‐scalemag‐

netic memory bit that is applied to its waveguide as a top‐cladding. The cladding is a fer‐

romagnetic, multilayered ultrathin‐film (total thickness of 12 nm) containing Co/Pt layers

with PMA [73]. Our choice for this system ismotivated by the aforementioned combination

of relatively large magneto‐optical effects, the availability of efficient all‐optical switching

scenarios and PMA magnetic thin film systems being the preferred system in todays spin‐

tronics. As to the latter, materials with PMA dominate the non‐volatile memory applica‐

tions, such as spin‐transfer torque (STT) MRAM, thanks to their increased memory density

and thermal stability [265]. Although state‐of‐the‐art PMA structures have been shown to

interact with optical pulses to store information in magnetic memory [264] and are known

for their relatively large magneto‐optical efficiencies, they have not been explored for op‐

tical memory applications yet. The working principle of our magneto‐photonic device for

delivering the magneto‐optical memory reading functionality is the polar Magneto‐Optical

Kerr Effect (polar MOKE) which takes place when the guided light interacts with the PMA

top‐cladding [266]. While MOKE by metallic magnetic claddings in longitudinal and trans‐

verse configurations has been well investigated [48, 165], the potential for this polar con‐

figuration has been overlooked to date.

The fabricated device has its photonic components based on the InP Membrane On Sil‐

icon (IMOS) platform [32], where the way of confinement of light within the InP membrane

ensures a strong interaction between the light and the magnetic cladding. In this setting,

MOKE causes a change in the polarization state of the guided light, which changes sign

when the magnetization direction of the memory component is reversed [175]. In a pho‐

tonicwaveguide, this gives rise toapartialmodeconversionbetween theTEandTMmodes,

where thephaseof the emergentmode carries the information about themagnetizationdi‐

rection of the cladding, thus its memory state. More specifically, in the case of a TE mode

partially converted into TM mode, the relative phase of the modes will change by π (180◦)

upon reversal of the magnetization direction. Considering that the information is stored in

the phase of the guided light, we propose a novel device design where the change in polar‐

ization state is converted to an intensity contrast. Additionally, such a device can be used to

quantitativelydetermine the intrinsically smallMOKE [66]whencombinedwithmathemat‐

ical models. Note that the working principles behind the design described in Chapter 5 and

the current device are the same. The latter design is experienced to be more robust against
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external influence such as local temperature gradients causing refractive index changes.

The advantage of the latter is suspected to be due to the small distance (hundred(s) of nm)

between the magnetic and polarization changing components. In such short distances, the

external fluctuations cannot impact the phase of light.

This chapter is structured in the following way. In Section 6.2 the methodology is pro‐

vided, describing the design, mathematical modelling, fabrication and optical characteri‐

zation of the magneto‐photonic devices. Next, in Section 6.3, the experimental evidence

demonstrating the proof‐of‐principle for the magneto‐optical memory reading is demon‐

strated and the on‐chip MOKE amplitude is quantitatively determined. Additionally, the

optical simulation results are presented and compared with the experimental evidence. In

Section 6.4 the conclusions are drawn.

6.2 Methodology

6.2.1 Design and Modelling

A magnetic cladding placed on a waveguide gives rise to the MOKE that is observed as

an intrinsically small mode conversion between the eigenmodes (TE and TM) of the waveg‐

uide. Depending on themagnetization direction of the cladding (up‐ or downwardsmagne‐

tized), the mode conversion occurs with a phase difference of π albeit with the same ampli‐

tude. In other words, the phase of the emergent mode encodes the information regarding

the magnetization direction of the cladding, thus its memory state. However, since the rel‐

ative phase is difficult to extract directly, we aim at a design that yields two different trans‐

mitted light output intensities depending on the magnetization direction of its cladding.

We present the design in its two formats: a core‐module and a stand‐alone device. The

former solely contains the memory component and a polarization rotator element. Thus,

it can provide the magneto‐optical memory reading functionality, only when implemented

in an integrated photonic environment. The stand‐alone device includes the core‐module

and mode‐selective grating couplers to couple light in from an external light source, and

couple it out to a detector. It is tailored for proof‐of‐principle measurements. Figure 6.1

(a) depicts the core‐module, while (b) and (c) demonstrate its functioning principles using

the Poincaré sphere representation. Depicted in (a) as the top‐cladding, the information is

stored in a multi‐layered, ferromagnetic, thin‐film memory material that has Co/Pt bilay‐

ers on a Ta seeding layer. The triangular waveguide section acts as a partial polarization
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Figure 6.1: (a) The core‐module of the magneto‐photonic device, showing the magnetic
memory component (multi‐layered top‐cladding) and the polarization rotator component
(triangular waveguide). The two memory states (magnetization directions) are indicated
with the red and blue arrows. The birefringence in the triangular section is indicated with
the tilt of its eigenmodes axes by an angle α). (b, c) Poincaré sphere [267] representations
showing the polarization state evolution throughout the device. Plots are color‐coded (blue
and red), indicating themagnetizationdirectionof the cladding the lighthas interactedwith
(up and down, respectively.). Note that the chosen Kerr amplitude in the plots is for visual‐
ization purposes thus does not reflect the experimental results quantitatively.

converter [140], that is referred to in this work as a polarization rotator.

Let us describe the functioning principles of the core‐module using the representations

in Fig. 6.1 (b, c). Eigenmodes in different sections are referred to as the TE and TM modes

of those sections. On the sphere, each point corresponds to a unique polarization state,

indicated with the Cartesian co‐ordinate system where S indicates the Stokes parameters

[268]. The S1‐axis component relates to how much power is in the TE (S1=1) or TM (S1 =‐1)
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Figure 6.2: (a) A schematic of the proof‐of‐principle type, stand‐alone magneto‐photonic
device. Top: Overall device with mode‐selective (TE and TM) grating couplers, waveguides
and splitters are shown. Bottom: A zoom‐in view of the core‐module, showing the mem‐
ory component (top‐cladding) and the polarization rotator (triangular waveguide). (b) The
optical transmission measurement set‐up. A Tunable Laser Source (TLS) sends the light
(λ = 1550 nm) through the input fiber. After transmission through the device, the output
fiber collects the light and directs it to the optical power meter. The sample holder is an
electro‐magnet that can apply up to ±300 mT perpendicular magnetic field, setting the
magnetization direction of the memory component on‐demand. The fibers are not polar‐
ization maintaining and are cleaved to enable an easier coupling.

mode. TheS2 andS3‐axes componentsdescribe thephase relationbetween the twomodes.

If the guided light is amixture of the twomodes, amode beating occurs during propagation

due to thedifferenceof theeffective refractive indices (or propagation constants) of the two

modes. One period of beating length in a waveguide with cross‐section cs is expressed as

Lbeat.,cs =
λ∣∆neff.,cs∣ , (6.1)

where λ is the vacuum wavelength of the light and ∆neff.,cs is the difference in the effec‐

tive refractive indices between the eigenmodes of that cross‐section. As Figs. 6.1 (b, c)

show, the TE‐mode input (S1=1, S2=S3=0), indicated with a star, propagates undisturbed

(no mode‐beating) until the region with the magnetic cladding is reached. Here, the MOKE

takes place, yielding a small mode conversion described by the Kerr rotation (θ ) and ellip‐

ticity (ε). Note that the attained complex MOKE signal (Φ) is slightly different for the TE

and TM modes due to the difference in interaction between the cladding and the TE and
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TM modes. The subscript TX indicates the mode is TE or TM.

ΦTX = m(θTX + iεTX). (6.2)

In our devices the TE mode is used as input. The up‐ and downward magnetized claddings

are indicated with m = ±1. The equation reflects the statement that the mode conversion

is equal in amplitude but with a phase difference of π for the two memory states. Upon at‐

taining a mixed‐mode state due to MOKE, a mode‐beating occurs while propagating in the

rectangular waveguide section through the length Lrect.. The beating is omitted in the fig‐

ure for clarity. The triangular waveguide section has its unique eigenmodes that are tilted

by an angle α with respect to the ones in the rectangular section. When the guided light

enters the triangular waveguide section at point A (see Figs. 6.1 (b, c)), the modes get pro‐

jected onto the tilted eigenmodes of this section. The projected states are marked by the

points A↑ and A↓. The arrows indicate the magnetization orientation of the cladding thus

the memory state and is represented by m=±1 elsewhere. As the mixed‐mode travels in

this section, the mode beating is observed as circling around the axis which makes an angle

of2α with respect to theS1‐axis (seearch
⌢

AB). After propagatingover adistanceLtri., which

is chosen to be equal to the half beat length of the triangular section, the states B↑ and B↓

are obtained. Coupling back to the rectangular waveguide, the phase evolution continues

as shown by the arch
⌢

BC. Comparing the initial polarization state (⋆) with the final states

(C↑ and C↓) ‐in terms of TE and TM mode contributions‐ highlights the working principle

of the presented design. Figure 6.1 (b, c) geometrically illustrate that, prior to propaga‐

tion in the triangular section, the states that correspond to the magneto‐optic interaction

with the up‐ and down‐magnetized claddings have the same relative power in the TE and

TM‐modes of the rectangular section (equal S1 components of A↑ and A↓). After the tri‐

angular section, a difference in the relative mode‐power is created, i.e. the S1 components

are different for C↑ and C↓. This difference provides the magneto‐optical memory reading

functionality. The figure provides an intuitive picture that by engineering the rectangular

and the triangular section lengths, the mode intensity contrast can be maximized.

The second format of the design, the stand‐alonedevice form, is designed for the proof‐

of‐principle measurements. A mathematical model based on the Jones formalism [176]

assisted with the design and the analysis of the experimental observations. Depicted in

Fig. 6.2 (a), the device has a TE mode‐selective in‐coupler and TE and TM mode‐selective

out‐couplers. As seen in Fig. 6.2 (b), the optical fibers connect the couplers to an external
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laser and an optical powermeter. In themathematicalmodel that describes this device, the

MOKE matrixM is defined as

M = ( 1 −ΦTE

ΦTM 1
) , (6.3)

where ΦTX is the complex Kerr signal (see Eqn. 6.2) experienced by the TE or TM‐mode

inputs. Wenote that the definedMOKEmatrix is an over‐simplification, only validwhen the

input is a puremode and theKerr signal is small in amplitude (which is always the case). The

phase evolution of the light due to propagation in a waveguide with a certain cross‐section

is indicated with the matrix Pcs.

Pcs =
⎛⎜⎝e i 2π

λ na,cs Lcs 0

0 e i 2π
λ nb,cs Lcs

⎞⎟⎠ , (6.4)

where na,cs and nb,cs are the effective refractive indices of the modes that are defined as the

horizontally (in‐plane) oriented electric and magnetic fields in that particular cross‐section.

The waveguide length with the corresponding cross‐section is indicated with Lcs. To de‐

scribe the propagation in the triangular section, the axis of interaction is tilted back and

forth via the rotation matrix R. This tilt is required in order to align the eigenmodes of this

section with the axis of interaction. It is formulated as

R = ( cosα sinα
−sinα cosα

) , (6.5)

where α is the tilt angle. Correspondingly, the resulting mode‐specific output electric field

ETXo
is formulated as

(ETEo

ETMo

) = R(−α) ⋅Ptri. ⋅R(α) ⋅Prect. ⋅M ⋅(ETEi

ETMi

) , (6.6)

where ETXi
is the input E‐field. For the sake of simplicity, in all matrices the optical losses

are neglected, but including themwould not change the general principle. Since themode‐

specific light intensity ITX is proportional to theoutput light’s field amplitude square ∣ETXo
∣2,
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we calculate the mode‐specific intensity contrast (∆ITX ) in units of dB as

∆I
TX

= 10log10

⎛⎜⎝ ∣E
TXo

, m=1 ∣2

∣E
TXo

,m=−1∣2

⎞⎟⎠ . (6.7)

Equation 6.7 accounts for the difference in transmission when the memory state of the de‐

vice is changed. Despite the fact that the optical losses are ignored, a quantitative analysis

using Eqn. 6.7 is possible since it is in the ratio form.
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Figure 6.3: Optical simulation (FDTD), showing the polarization evolution of the initially
purely TE‐polarized input light, as it propagates in the rectangular waveguide section
cladded with the memory material. The polarization angle refers to the rotation caused by
theMOKE.The regionwith themagnetic cladding (memory) is shownwith thevertical high‐
lighted region. The stack order and the length of the cladding are Ta4/Pt2/Co1/Pt2/Co1/Pt2
(numbers in nm) and 300 nm, respectively. A conformal meshing of 2 nm is used.

Lastly, we present an optical simulation based on the Finite Difference Time Domain

(FDTD)method [183, 187, 269] thatdemonstrates thepolarizationangleevolutionasa func‐

tion of the propagation distance. The simulation uses material properties, i.e. the refrac‐

tive indices and the magneto‐optical constants that were previously obtained experimen‐

tally for this specific material set (see Chapter 4) [195]. Figure 6.3 shows an initially fully

TE‐polarized input mode that interacts with a 300 nm‐long magnetized top‐cladding. Ac‐
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cording to the simulations, the amplitude of the complex MOKE (∣ΦTE∣) is 0.06◦ ± 0.02◦.
As will be discussed in Sect. 6.3, this is in good agreement with the experimental findings.

In Fig. 6.3, the highlighted region indicates the length covered by the cladding. In this re‐

gion, the Kerr rotation increases cumulatively. The simulation accounts for both forward

and backward propagating waves. The Kerr rotation observed within the first µm of prop‐

agation after the cladding suggests that there are non‐confined (higher order) modes, pos‐

sibly excited by the cladding, which also show a finite MOKE. Higher order modes reflected

(backwards propagating) from the cladding show the same behavior. After these higher‐

order modes decay, a purely oscillatory polarization (due to MOKE on the primary mode)

state is captured by the simulation. The beating periodicity of 8.1µm indicates an effective

index difference (∣∆neff.TE −∆neff.TM∣) of 0.19 (see Eqn. 6.1). This value is close to what can

be calculated for the specific rectangular InP waveguide of choice, using literature values

for the refractive index. In the region prior to the cladding, oscillations in Kerr rotation with

higher frequency and lower amplitude are observed. They are attributed to an interference

including the reflections from the cladding, which also experience a MOKE.

6.2.2 Fabrication

The magneto‐photonic devices are based on the IMOS platform [32]. The devices have

varying lengths of rectangular and triangular waveguide sections (Lrect. and Ltri., respec‐

tively), and two magnetic cladding lengths of 300 nm and 600 nm are used (albeit with an

equal width of 400 nm, which is the same as the waveguide width).

Briefly describing the fabrication process, the photonic structures are defined with mul‐

tiple e‐beam lithography (EBL) steps, followed by wet‐ and dry‐etching steps of the InP

membrane. The etching steps are based on acid solution etching and reactive ion etch‐

ing via an inductively coupled plasma, respectively. The sloped side‐walls of the triangular

waveguides are obtained with wet‐etching, where the 112 crystalline planes naturally ter‐

minate the etch [270]. The vertical side‐walls are realized with dry‐etching. The thickness

of the triangular and rectangular sections are 460 nm and 300 nm, respectively. For de‐

tails on the fabrication process, we refer the reader to a previous work [193]. The memory

components are applied on top of the waveguides as claddings. To define the area of the

memorybit, anadditional overlayexposureEBLstep is used. After ensuringa cleanopening

on the InP membrane, the multi‐layers are deposited using magnetron sputtering, further

explained in [195]. The stack order of the multi‐layer is Ta4/Pt2/Co1/Pt2/Co1/Pt2, numbers
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indicating the layer thickness in nm. After the metal deposition, a lift‐off step is performed

to remove the excess metal film from the devices.

Characterization of the photonic components, as described in Appendix A.3, revealed

that theeffective refractive indexdifferences in rectangular (∆neff., rect.) and triangularwaveg‐

uide sections (∆neff., tri.) are 0.25 and 0.34, respectively; while the angular tilt of the eigen‐

modes in the triangular section (see α in Fig. 6.1 (a)) is 21◦.

6.2.3 Measurement set‐up

Optical transmissions from the stand‐alone devices are measured in the set‐up de‐

picted in Figure 6.2 (b). Since the magneto‐photonic devices are designed to yield different

mode‐specific outputs for opposing memory states, the set‐up is designed to probe the op‐

tical transmission while switching the magnetization direction of the memory component.

Therefore, the set‐up included a fiber coupled laser source (λ = 1550 nm), an optical power

meter and an electromagnet sample holder connected to a current source allowing to apply

perpendicular magnetic fields up to 300 mT in up‐ and downward directions. The applied

field is used to set the magnetization direction of the cladding, thus its memory state.

Two different measurement procedures are followed. The first one is aimed at hystere‐

sis measurements, where a strong field is applied in a certain direction at the beginning to

set the magnetization direction of the cladding. Then, the magnetic field is incrementally

swept towards bothdirections, and theoptical transmission is probed. The secondmethod,

the contrast measurement, is focused on probing the difference in the light transmission

between the remanent up‐ and down‐ states. In this method, the magnetization direction

of the cladding (the memory bit) is periodically switched between the up‐ and downwards

magnetized states by applying fieldswith equal amplitude but opposite sign. The transmit‐

ted light intensity is recorded after setting of themagnetization direction. Note that in both

procedures, the transmission is measured after removing the externally applied magnetic

field. Despite this, the magnetization of the thin‐film is preserved due to its non‐volatility.

6.3 Results and Discussions

As described earlier, the magneto‐optical memory reading functionality is achieved

by designing devices that yield different mode‐specific transmissions depending on their

cladding’s memory state. In this section, we present the measurements obtained from
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such devices. The model (presented in Sect. 6.2.1) predicted the dependence of the mode‐

specific transmission contrast on certain device parameters. We provide evidence that this

is indeed the case and the MOKE for light confined in waveguides can be quantitatively de‐

termined using thismodel. Lastly, we compare the reported experimental findingswith the

previously presented optical simulation results (Sect. 6.2.1).
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Figure 6.4: Hysteresis behavior observed in the mode‐specific transmission as a function
of the applied magnetic field when fully TE‐mode input light is used. Plots show differ‐
ent magneto‐photonic devices (with varying lengths of Lrect. and Ltri.), albeit with the same
magnetic cladding length of 600 nm. Prior to the measurements, the memory state of the
cladding is set by applying −40 mT field. Then, the magnetic field is swept in the direction
and order indicated with the horizontal arrows. The jumps in the relative transmissions (at
approximately± 30 mT), correspond to the switching of the magnetization direction of the
claddings, thus changing of the memory states. The combinations of (Lrect., Ltri.) length
parameters in µm are (7.77, 4.3), (7.77, 1.0) and (5.07, 2.2); for blue, red and black data‐sets,
respectively.

Figure 6.4 shows the relative TE‐mode transmission (in units of dB) from three different

devices as a function of the applied magnetic field. The signal is normalized with respect to

the transmission of the TE‐mode when the cladding is not magnetized. The figure shows

a clear hysteresis behavior. As mentioned in Sect. 6.2.3, the built‐in memory components
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(top cladding) of thedevices are set todownwardmagnetized statesbyapplyingamagnetic

field of ‐40mTprior to themeasurements. As indicatedwith horizontal arrows in the figure,

the applied field is swept in both directions, creating the depicted loops. The changes in the

mode‐specific transmission at the coercive fields of approximately ± 30 mT, indicate that

the magnetization direction of the built‐in memory element is changed. The abruptness

of the changes indicates that the claddings have PMA, thus the preferred magnetization

orientation lays out‐of‐plane. Thiswas confirmedusingpolarMOKEmeasurements ex‐situ,

ina free spaceoptics set‐up, i.e. with light incident fromabove. Toourknowledge, this is the

first time hysteresis behavior is observed on‐chip for such a sub‐micron magnetic memory

element. These experimental findings prove that the magneto‐optical memory reading in

integrated photonic circuits is possible by using such designs with a reasonable signal‐to‐

noise ratio (SNR). Additionally, Fig. 6.4 demonstrates that the amplitude and the sign of

the obtained contrast depend on the length parameters (Lrect. and Ltri.) of the device. This

observation is in accordance with the predictions of the model (as can be derived from Eqn.

6.6).

Further evidence to the dependence of themode‐specific contrast on certain device pa‐

rameters is provided by Figs. 6.5 and 6.6. Here the contrast refers to the difference in the

mode‐specific transmission ( ∆I
TX

) in units of dB. More specifically, it refers to the differ‐

ence (between the up‐ and downwardsmagnetized cladding) in the output intensity for the

same mode (TE or TM). In the figures, the mode‐specific contrasts (Eqn. 6.7) are plotted as

a function of the rectangular and triangular waveguide section lengths (Lrect. and Ltri.), re‐

spectively. The figures depict the experimentally obtained values and the fits to the model

predictions with the separate data‐points and the dashed/continuous lines, respectively.

Figure 6.6 shows an asymptotic behavior for the TM‐specific mode contrast as the Ltri. ap‐

proaches to 0 and 4.5 µm. This is a result of the diminishing overall TM‐mode transmission

from the devices. When the length of the triangular waveguide (polarization rotator) is Ltri.

= 0 µm or Ltri. = Lbeat., the TM‐mode transmission from the devices almost vanishes and

thus the relative contrast diverges.

Using the experimental evidence of mode contrasts from devices with varying length

parameters,wequantitativelydetermined themagneto‐optical activity in termsof theMOKE

amplitude, as it is often the reported figure‐of‐merit [271]. The amplitude of the complex

value is calculated as
√

θT X
2 + εT X

2. The resulting amplitudes for a large number of devices

with different parameters are summarized in Fig. 6.7. The standard deviation amongst the

obtained values is indicated with the width of the highlighted region. Results show that
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Figure 6.5: Mode‐specific transmission contrasts (∆I
TX

) obtained from devices with differ‐
ent rectangular waveguide section lengths Lrect.. Themode contrast (Eqn. 6.7) refers to the
difference in dB transmission when the memory state is changed (when the magnetization
direction of the cladding is switched). Devices with the magnetic cladding lengths of 300
nm (half‐filled points) and 600 nm (filled points) are reported. All devices have a triangular
section length Ltri. of 1.8 µm. While the data‐points are the experimentally obtained val‐
ues, the lines (dashed or solid) indicate the predictions for a certain MOKE signal (Eqn. 6.7).
Lrect. refers to the distance between the magnetic cladding and the triangular section (see
Fig. 6.1 (a)).

the Kerr amplitude ∣ΦTX∣ doubles (within the error margin) upon doubling of the cladding

length Lclad. (300 to 600 nm). The linear dependence of the mode contrast ∆I
TX

on Lclad. is

in accordance with the predictions by FDTD simulations (not shown here). The simulations

predict that the linear relation holds for Lclad. up to the half a beat length in the rectangu‐

lar waveguide section Lbeat.,rect.. The experimentally obtained MOKE amplitude ∣ΦTE∣ of

0.09◦±0.02◦ for Lclad.= 300 nm closely matches with the simulated value of 0.08◦±0.02◦

based on previously reported [195] values of (magneto‐) optical parameters (see Fig. 6.3).

The optical loss was found to scale linearly as well with Lclad.. In the current configuration,

the experimentally obtained loss per 100 nm cladding length is 0.55 dB for the TE mode.

This finding is comparable to the simulation results of a differentwaveguide geometry [41].
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Figure 6.6: Mode‐specific transmission contrasts (∆I
TX

) obtained from devices with differ‐
ent triangular waveguide section lengths (Ltri.). The mode contrast refers to the difference
in transmission when the memory state is changed (when the magnetization direction of
the cladding is switched). All devices have a rectangular waveguide section length Lrect. of
5.07 µm, and a cladding length Lclad. of 600 nm. The data‐points indicate the experimen‐
tallyobtainedvalueswhile the solid lines are thepredictions for thefittedMOKEsignal (Eqn.
6.7).

The same work [41] also discusses the trade‐off between loss and signal contrast as a func‐

tion of the cladding length.

Regarding the noise in the experimental results, the major source of instability is found

to be the stochastic movement of the optical fibers over the grating couplers (see Fig. 6.2

(a)). In a future application where the core‐module is combined with a built‐in laser and de‐

tector, the noise from the moving parts would be eliminated, allowing the SNR to improve

many orders of magnitude. In order to place such a prospect device on the map with re‐

spect to the current technologies, and demonstrate its promises in terms of bandwidth of

data read‐out, we assumed an ideally stable configuration and perfect (opto‐)electronical

components, where the device is limited by shot noise. Accordingly, to resolve the 1% con‐

trast that the current device delivers, we calculated the theoretical limit of the maximum

data rate to be better than 50 Gbits/s (see Appendix A.4). Assuming that the memory is
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implemented in the form of a racetrack memory [199, 272], for which rapidly increasing do‐

main wall velocities have been reported [248, 273], the prospect device competes well with

the optical [274] and electrical [275] counterparts that currently offer tens ofGbits/s and few

Gbits/s [258], respectively.
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Figure 6.7: Kerr amplitudes (ΦTX ) determined from devices with varying propagation
lengths in the rectangular waveguide section (Lrect.). The results from devices with two
different cladding lengths (Lclad.= 300 nm and 600 nm) are shown. Each data‐point is the
result of a fitting procedure where 4 devices with varying Ltri. are used. The error bars indi‐
cate the accuracy of the fits. The dashed horizontal lines show the average Kerr amplitude,
while the widths of the highlighted regions indicate the standard deviation of the reported
data‐points.

6.4 Conclusions

For the first time, we demonstrate magneto‐optical reading of a non‐volatile magnetic

memory in an integrated photonic device setting. This was achieved via the designed hy‐

brid magneto‐photonic devices implemented in IMOS. Devices are engineered such that

the guided light yields a difference in the mode‐specific optical transmission upon chang‐

ing of the memory state up to 1%. With this, the typical hysteresis behavior observed in
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magnetic materials is demonstrated in an on‐chip setting. It is highlighted that our pho‐

tonic memory material of choice having out‐of‐plane magnetic orientation offers the ad‐

vantages of enhanced MOKE in this polar configuration and higher memory storage densi‐

ties. Additionally, the multi‐layered ferromagnetic thin‐films are well‐established for spin‐

tronic memory applications and compatible with the PIC‐technology.

We developed a mathematical model that describes the transmitted mode intensity in

terms of device parameters, and which assisted the design process and helped to interpret

the experimental observations. Thanks to themodel, the quantitative determination of the

MOKE in integrated photonic devices is possible, which enables a quantitative comparison

with the optical simulations. The simulations that utilize the magneto‐optical constants

we previously determined [195], successfully reproduce the experimental observations and

provide insights into the MOKE for light confined in waveguides. This is significant, since

it validates the determined magneto‐optic activity in ultra thin‐films and builds confidence

on the results from simulations.

As a technological outlook, a theoretical limit of memory read‐out bandwidth of tens of

Gbits/s is predicted, based on the current device designs. We discussed that establishing

a photonic memory that can compete with the electronic counterparts has the potential of

drastically improving the data‐com and tele‐com operations, cutting down on the require‐

mentsofback‐and‐forthelectronic tooptical signal conversions. Suchadevice is envisioned

to directly generate amplitude modulated photonic bit patterns out of the magnetic mem‐

ory, avoiding any energy and time consuming high‐frequency electronic operations.
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Chapter 7

Outlook

Wehave shown that it is possible to detect themagnetization direction of themagnetic

cladding, usingdedicated integratedphotonicdevices. Proof‐of‐principleexperiments show

that the built‐inmagnetic claddings can be utilized as a non‐volatile photonicmemory. This

section is intended to provide the reader with an outlook, including possible improvements

and areas of applications.

Whatever application one has in mind, increasing the signal‐to‐noise ratio of devices

is a must. One of the lessons from experimental efforts is that implementation of a built‐

in laser and on‐chip detectors in photonic devices can greatly help reducing the noise that

stems from external vibrations. Fortunately, the implementation of built‐in lasers and de‐

tectors is within the competence of the IMOS platform, and therefore can be implemented

in the future. Additionally, increasing the signal contrast and the magneto‐optic activity

in devices is of great importance. Two routes can be taken for such improvements. The

first is for yielding a better contrast when the memory state is switched. To achieve this,

the multi‐layered stacks in claddings can be engineered. As concluded in Chapter 4, the

Co/Pt interface contributes greatly to the overall magneto‐optic activity. Properties such

as interface roughness and orientation of the crystalline planes at the interface contribute

to the resulting signal contrast. The second route for improvement focuses on enhancing

the magneto‐optic signal. This could be achieved by exploring novel ways such as the use

of plasmonics. Simply put, increasing the mode overlap with the magnetic element, i.e.,

increase the EM field strength inside the magnetic thin film would enhance the resulting

magneto‐optic signal. Currently, there are ongoing efforts within the research group using
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plasmonic effects to enhance the polar MOKE [276].

Drawing an outlook for the potential application areas, let us first focus on the optical

memories. Currently, optical memory alternatives are sought after to be used in circuits for

photonic computation, more specifically neuromorphic computing [277]. A great potential

is anticipated for non‐volatile, energy efficient optical memory alternatives. Therefore, the

on‐chip magneto‐optical memory presented in this thesis holds a potential to be used in

such photonic computation hardware. Operations required for a neuromorphic computa‐

tion in photonic circuits can be simplified as realizing a series ofmatrixmultiplications [278],

which can be done using interferometers [279]. In such circuitry, we conjecture that the

‘weight constants’ [277] could be defined by the magneto‐optic memory elements, applied

directly on the interferometer structures. Apart from the optical memory applications, the

on‐chip magneto‐optic activity detection presented in this Thesis can be used for sensing

applications. When combined with the Faraday effect, a magnetic field sensor can be ob‐

tained that allows for optical readout, suitable for photonic integration. Furthermore, since

the magneto‐optic activity in multi‐layered thin films is affected by the changes in material

properties at the nanoscale [195], a dedicated sensor can be designed for probing depth‐

sensitive material degradation processes. As this can be done in real‐time, sensory data

can be used to shed light to unknown degradation mechanisms. Recalling that plasmonics

can be used to enhance the magneto‐optic interaction at desired ‘hot‐spots’, this can be of

help when probing certain desired areas, e.g. to conduct depth sensitive measurements.
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Appendix A

Appendices

A.1 Mathematicalmodel forMOKE inmultilayered thin‐films

For the light’s propagation within a layer, a medium propagation matrix (D) is defined.

For the interface between the two layers, a medium boundary matrix (A), which embeds

the boundary conditions, is formed. Via the Jones matrix formalism [176] the multi‐layered

stack is described in terms of matrix multiplications of the medium propagation and the

medium boundaries.

A simple 2‐media system where A1 and A2 are the boundary matrices of medium 1 and

2 is shown in Equations A.1 and A.2. The terms rss and rpp are the reflectivity coefficients

of s and p‐polarized light while tss and tpp are the transmissivity correspondents. The terms

rsp and rps represent the reflectivity coefficients of the s‐polarized light that was initially

p‐polarized and vice versa.

For s‐polarized light:

A1.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0

rss

rps

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = A2.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tss

tps

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (A.1)
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and for p‐polarized light:

A1.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1

rsp

rpp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = A2.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tsp

tpp

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (A.2)

A3‐media system is shown inEquationsA.3 andA.4whereA1, A2 andA3 are themedium

boundary matrices of the corresponding media and D is the medium propagation matrix at

medium 2.

For s‐polarized light:

A1.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0

rss

rps

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = A2.D.A−1
2 .A3.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tss

tps

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , (A.3)

and for p‐polarized light:

A1.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1

rsp

rpp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = A2.D.A−1
2 .A3.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tsp

tpp

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (A.4)

Note that theboundary and thepropagationmatrices (A andD) are presented in closed‐

forms since the detailed matrix forms do not convey insightful information. For detail we

refer the reader to this work [182].

As indicated earlier, while the multi‐layered system is still in the thin‐film limit of:

2π
λ

∑dm ∣ Nm ∣≪ 1,

the relations are linear in thickness d which leads to the additivity law of Kerr effect. This

feature enables the addition ofmultiple layers, eithermagnetic or non‐magnetic, by replac‐

ing the terms A2.D.A−1
2 with∏m

2 Am.Dm.A
−1
m .

Collecting reflection coefficients of rss, rpp, rsp and rps in one matrix is possible through

the following algebraic steps. Collect the terms of propagation and the reflection matrices
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in Equations A.3 and A.4, and assign the result to a multiplication matrix to M as:

A−1
1 .A2.D.A−1

2 .A3 = M.

Then, the Equations A.3 and A.4 become:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1

rsp

rpp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = M.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tsp

tpp

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0

rss

rps

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = M.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tss

tps

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
In this case M is an 8x8matrix that can be split into 4 blockmatrices of 2x2 for compactness.

The block matrices are named as G, I, H and J are presented in the following form:

M = (G H

I J
) .

Since the s‐ and p‐ polarized light are indistinguishable at perpendicular incidence, MOKE

is both defined by
rsp

rpp
and

rps

rss
. Therefore, we are interested in the 2x2 matrix section whose

components are these reflectivity coefficients. This is achieved by the following matrix op‐

eration.

(rss rsp

rps rpp
) = IG−1

. (A.5)

A.2 Aneffectivepermittivity tensordefinition formulti‐layered

magnetic materials

Optical simulations require significantly higher computational power when simulating

the MOKE. This load increases further when a finer mesh is required to resolve the thin‐film

(12 nm) magnetized cladding. We decreased the computational load in optical simulations

by re‐defining a magnetic cladding volume that is larger than the original, albeit with ad‐

justed material properties that corresponds to reality (within a confidence interval).
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Figure A.1: Re‐defining the multi‐layered magnetic cladding (memory material) for saving
computational power during optical simulations. The thickness is increased by a factor of
αdilution while the length and width are kept the same. Material properties of refractive in‐
dices (n) and magneto‐optic Voigt constants (Q) are re‐defined for the new volume, to ef‐
fectively yield the same macroscopic results.

As shown by the left‐most image in Fig. A.1, themulti‐layered thin‐film cladding is used

with a stack order of Ta4/Pt2/Co1/Pt2/Co1/Pt2 (numbers in nm) in this work. We re‐defined

the material properties of the refractive index and the magneto‐optic Voigt constant (Q)

such that it will account for an effective layer as shown in the middle part of Fig. A.1. Let us

describe the processes that are numbered as ’1’ and ’2’ by the arrows in Fig. A.1. In the ar‐

rownumber 1, we calculated an average refractive index (naverage) and an averagemagneto‐

optic constant (Qaverage) that accounts for the whole volume of the cladding. These are

weighted averages of the contributing layers as indicated with the multiplication by the

thickness (tx).

naverage =

√(nPt
2 −1)tPt + (nCo

2 −1)tCo + (nTa
2 −1)tTa

ttotal
+1 . (A.6)

The average magneto‐optic constant is calculated by assuming the total volume is mag‐

netic. The solution is found by using mathematical model of the MOKE in multi‐layers de‐

scribed inSect. 3.2.1. In the secondstepofarrownumber2 inFig. A.1),we increased thevol‐

ume of the cladding and the determined material properties of the new volume. We name

this procedure dilution since the material properties are averaged‐out by the surrounding

lower refractive index medium. The dilution factor αdilution is defined as

αdilution = tnewvolume/told volume , (A.7)
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Then, the diluted refractive index and magneto‐optic constant are calculated as

ndiluted =

√
naverage

2 −1
αdilution

+1 ,Qdiluted =
Qaverage

αdilution
naverage

ndiluted
2 . (A.8)

In order to depict towhat extend the dilutedmediumapproximation corresponds to the

original behavior, we utilized an analytical model. Fig. A.2 demonstrates the confidence

interval of the mentioned dilution method. For a dilution factor of 2, the vertical axis shows

the expected Kerr rotation while the horizontal axis shows the thickness of the modelled

film with respect to the wavelength of the probing light (λ ). As used in this work, a total

film thickness of 12 nmandprobing lightwavelength of 1550 nmcorresponds to the vertical

dashed line at Film thickness / λ of ≈ 0.008. The model predicts that when the original

volume of the magnetic cladding is increased and the refractive index and the magneto‐

optic constant are ’diluted’, a 10 % larger Kerr rotation is estimated. Despite the inexact

results the dilutionwould yield, we concluded that this is a negligible difference considering

the benefit of shorter and less power‐consuming simulations. Dilution factors of 2 to 4 are

utilized.
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Figure A.2: The schematic shows the modelled behavior of the resulting Kerr rotation for
single incidence onto the magnetic cladding surface. An original cladding thickness of 12
nm is used which corresponds to 24 nm thick film when diluted to double its volume. Hori‐
zontal axis shows a range of values for Film thickness / λ . For the claddings and the wave‐
length of light utilized in this work, this corresponds to the vertical dashed line of ≈ 0.008.

A.3 Appendix: Characterizationof thephotonic components

Characterization of the light transmission of the photonic devices has been performed

during the fabrication process, more specifically after the fabrication of the photonic struc‐

ture and before the placement of the magnetic claddings.

The mathematical model predicts that the triangular waveguide section provides a par‐

tial mode conversion where the electric fields of TE or TM modes are expressed as

(ETEo

ETMo

) = R(−α) ⋅Ptri. ⋅R(α) ⋅(ETEi

ETMi

) . (A.9)

The mode intensities are

∣ETMo
∣2 = sin(2α)2 sin(π

λ
∆ntri. Ltri.)2

,∣ETEo
∣2 = 1− ∣ETMo

∣2
,

(A.10)
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Figure A.3: (a) Modelled mode conversion as a function of triangular cross‐section waveg‐
uide length showing the case for different values of α . Note that the beating length Lbeat.cs
is indicated by Λ. (b) FDTD simulation and experimental evidence showing mode conver‐
sion as a function of triangular cross‐sectioned waveguide length. Error bars are defined by
measuring 3 sets of identical devices. Both graphs assume TE mode input.

where ∆ntri. is the difference between the TE and TM modes effective refractive indices.

The mode‐specific normalized light intensities from these devices without the magnetic

claddings are shown in Figs. A.3 (a) and (b). Fig. A.3 (a) depicts the mathematical model

predictions while (b) shows the experimental evidence combined with the FDTD simula‐

tions. By using Eqn. A.10 to interpret the data in Fig. A.3 (b), we found ∆ntri. = 0.34 and

α = 21.02◦. Note that the experimental observation of the mode beating behavior in the

rectangular section is used for the determination of ∆nrect. = 0.25, which is slightly different

than the (FDTD) simulated value (0.19). This is expected to be due to the side‐wall rough‐

ness that is ignored during the simulations.

A.4 Appendix: Theoretical bandwidth limit of thememory

read‐out

For a magneto‐photonic device using the design presented in this work as a core‐module,

we calculated the theoretical memory reading bandwidth. We assumed that the device is

limited by the shot‐noise to calculate the theoretical SNR. Note that shot‐noise scenario

assumes that there is no loss, meaning all the input power is received back as signal. Using
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such an estimation we determined if the proposed memory read‐out device is competitive

with alternative optical and electrical memory devices. The experimentally obtained Kerr

rotation θTX and phase εTX when Lclad. = 600 nm, we calculated the E‐field amplitudes at

the output of the device. The SNR in this case is given by

SNR =
√

Pint
Eph

∆TTXo

TaverageTXo

, (A.11)

where Pin is the input power, Eph is the photon energy at a wavelength of 1550 nm and

t is the duration in which the laser is on. Assuming an SNR of 6 would suffice to resolve

the signal from the noise; a laser input power of 5 mW revealed the duration t that is re‐

quired for the measurement to succeed. This time restriction indicates a read‐out speed of

about 60 Gbits/s. We emphasize that this value is based on our present experimental re‐

sults and assumes the loss is zero. Further efforts to increase theMOcontrast by optimizing

the magnetic cladding composition and possible improvements in the photonic design can

yield higher theoretical speeds. Such engineering is expected to further boost the MO con‐

trast and, consequently, the theoretically achievable data rates.
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Summary

Detecting themagnetizationdirectionof amediumbyprobing its interactionwith light is at

thebaseof this Thesis. Sucha taskholds great technological potentialwhen the light is con‐

fined in a material. The research conducted during this project is performed at the fruitful

interface of the two fields: nano‐magnetism and integrated photonics. The project aims to

provide a novel functionality to integrated photonic devices, namely a magneto‐photonic

device with functionality of all‐optical reading of non‐volatile magnetic memories. A huge

potential is anticipated when using all‐optical operations in applications where a frequent

non‐volatile memory retrieval is required, cutting down on intermediate electronics steps,

saving timeandenergy. Findings shown in thisThesis pave theway towards integratedpho‐

tonic devices for energy efficient data communication between the traditional non‐volatile

memory components and the optical communication channels.

The integrated magneto‐photonic devices demonstrated in this Thesis are composed of

photonicwaveguidesandbuilt‐in ferro‐magneticmemories thatareappliedas top‐claddings

to certain regions of the waveguides. Polar Magneto‐Optic Kerr Effect (MOKE) which oc‐

curs upon interaction of guided light and perpendicularly magnetized cladding is used to

determine the magnetization direction, thus determine the memory state. For light con‐

fined in waveguides, polar MOKE manifests itself as a partial mode conversion between

transverse‐electric (TE) and transverse‐magnetic (TM)modes, albeit with intrinsically small

amplitudes. In this Thesis, the challengeof transforming this small effect into a useful signal

is successfully demonstrated, providing the proof‐of‐principle for integrated optical mag‐

netic memory reading. Additionally, multi‐layered thin‐film magnetic memory materials

are studied to map the magneto‐optical properties of the interface and bulk regions.

In Chapter 1, the concepts relevant to this project are introduced including the integrated

photonics, spintronics andmagneto‐optics. Chapter2describes the state‐of‐the‐art in spin‐

tronic memories and integrated photonics with a special focus on optical memories. An

overview is presented after introducing the memory hierarchy in computers, placing the

work into context.

In Chapter 3, the methodology of this work is presented, detailing experimental, analytical

and fabrication aspects. Additionally, the design toolbox used for integrated photonics is

introduced. In termsof sample fabrication, IndiumphosphideMembraneOnSilicon (IMOS)

platform for integrated photonics and the magnetron sputtering for thin‐film cladding re‐

alization are described. Lastly, the integrated optical set‐up that is used to characterize the

146



magneto‐photonic devices is introduced.

Chapter 4 is dedicated to the investigation of magneto‐optical properties of the memory

materials utilized in this work. These materials are multilayered thin‐films made of Cobalt

(Co) layers sandwiched between Platinum (Pt) layers and demonstrate perpendicular mag‐

netic anisotropy (PMA).Studyingsample setswith continuous thickness variations, enhance‐

ment of the magneto‐optic activity at the Co/Pt interface is detected. Interpreting the

experimental evidence using mathematical models, the bulk and interface magneto‐optic

Voigt constants are determined. At later stages of the project, these findings are then used

as input for more complex optical simulations of the designed magneto‐photonic devices

using Finite Difference Time Domain (FDTD) method. Additionally, benefiting from the in‐

sights gained in this chapter, memory materials with higher magneto‐optic efficiency are

obtained while maintaining the PMA.

Chapter 5 presents the design and modelling of a magneto‐photonic device that delivers

non‐volatile photonic memory functionality. The device is an unbalanced Mach‐Zender in‐

terferometer and is designed to be sensitive to the changes in the light’s polarization state.

One armof the interferometer carries thememory component (as cladding)while the other

accommodates a delay line (additional waveguide length) and a polarization converter sec‐

tion. Thanks to its design, the device detects the intrinsically small MOKE, which occur af‐

ter the light’s interaction with the memory component, thus memory reading is realized. A

high sensitivity in devices is ensured using a phase‐sensitive Fourier transformation tech‐

nique. Interference fringes that occur in the transmitted light intensity as a function of

light’s wavelength are interpreted in terms of their frequency and phase. When locked at a

certain frequency, the phase of interference fringes yields information regarding the mag‐

netization direction in claddings, thus enables reading of the photonic memory.

Chapter 6 presents the design, fabrication and experimental demonstration of a magneto‐

photonic device that delivers non‐volatile photonic memory functionality. The design is

basedonanasymmetric cross‐sectionwaveguide (aspolarization converter) connected toa

thin‐film (magnetic) cladded waveguide and delivers phase engineering. Both components

manipulate the phase of light, albeit due to the MOKE, the latter does it in a non‐reciprocal

manner with respect to the magnetization direction of the memory component. As a re‐

sult, the device encodes the memory information and yields different mode‐specific trans‐

missions depending on the memory state. Transmitted light versus applied magnetic field

obtained from the devices show a typical hysteresis behavior of a ferromagnet. The result‐

ing squared hysteresis loops provide direct evidence for magneto‐optical memory reading,
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which to our knowledge observed for the first time using an integrated photonic device and

PMA memory components. We conjecture that when racetrack memory is implemented,

the current 1% transmitted power contrast leads to the theoretical bandwidth of 50Gbits/s
memory read‐out speed in a shot noise limited scenario. The last part of the chapter is ded‐

icated to scientific and technological outlook of the presented work, stressing potential ap‐

plication areas.
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