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prof. dr. T.H.W. Bäck (Universiteit Leiden)
dr. Y. Zhang

adviseurs: dr. M. Sebag (Centre national de la recherche scientifique)
dr. S.C. Hess

Het onderzoek of ontwerp dat in dit proefschrift wordt beschreven is uitgevoerd
in overeenstemming met de TU/e Gedragscode Wetenschapsbeoefening.



Systems for AutoML Research by Pieter Gijsbers.
Eindhoven: Technische Universiteit Eindhoven, 2022. Proefschrift.

A catalogue record is available from the Eindhoven University of Technology
Library.
ISBN: 978-90-386-5510-9.

SIKS Dissertation Series No. 2022-16
The research reported in this thesis has been carried out under the auspices of
SIKS, the Dutch Research School for Information and Knowledge Systems.



iv



Acknowledgements

I have been very fortunate to have had the opportunity to spend the past four
years working with many brilliant and kind people, without whom I surely would
not have been able to produce the work presented in this thesis.

First, I would like to thank Joaquin Vanschoren, not just for providing ex-
cellent scientific guidance and equally good barbecues, but also for convincing
me to start this journey in the first place. He also assembled a terrific group
of researchers and engineers which has been a pleasure to work with. Joaquin
Vanschoren and everyone in his team, many of whom I have had the pleasure to
share an office with, have provided insight, fun conversations, and support, for
which I am grateful. Thank you, Joaquin, Bilge, Sahithya, Prabhant, Marcos,
Andrei, Israel, Juan, Onur, Ceren, Fangqin, and Jiarong.

I have had an amazing experience working as part of the DAI cluster, for
which I want to thank all of my colleagues. In particular, I would like to thank
Wouter Duivesteijn and Simon van der Zon for organizing lunch gatherings and
other social activities, the coffee people for providing an excellent environment
in which to have my tea breaks, Riet, Ine, and most of all José for helping me
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Summary

Machine learning (ML) is used in many applications but creating a useful model
from data is a knowledge-intensive and laborious task. Automated machine
learning (AutoML) aims to automate the construction of machine learning
pipelines in a data-driven way, which allows novice users to create ML mod-
els and expert users to focus on other tasks. A diverse set of approaches for
AutoML have been proposed, however previous work largely compares frame-
works or techniques in an ad-hoc fashion. There is little consistency in the choice
of datasets, performance metrics, or hardware constraints. This makes it hard
to track the progress of the field or to compare new ideas published in separate
papers. Moreover, AutoML methods are often compared as a whole, as opposed
to evaluating the contribution of each component through ablation studies. This
stems from the difficulty of integrating new ideas in existing frameworks. Often,
novel methods are instead presented in new AutoML frameworks. This greatly
increases the amount of work required to develop and evaluate a novel method
and obfuscates its contributions.

In this thesis, we present the research and development of tools that facil-
itate novel, correct, and reproducible AutoML research. Our hope is that this
accelerates both the rate and quality of future research.

To address the difficulty of exploring novel ideas in AutoML, we present the
modular AutoML tool GAMA (a General Automated ML Assistant). It features a
modular design that allows for evaluating the contributions of individual com-
ponents in the AutoML pipelines by systematic ablation studies. GAMA features
several asynchronous optimization methods out-of-the-box to make efficient use
of compute resources during search, and new components may easily be de-
veloped independently of the rest of the AutoML pipeline. Additionally, GAMA
automatically tracks experiments and compiles data that researchers can use to
better understand the workings of individual components, e.g., by visualizing
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their optimization trace. The fact that GAMA has already been used in AutoML
research for online learning, clustering, and comparing optimization strategies
are early signs that the modular AutoML tool is valuable for research.

To allow for reproducible and comparable evaluations, we recognize the need
for curated and standardized benchmarks. To this end, we extend the OpenML
platform to enable creating, sharing and re-using benchmark suites. A bench-
mark suite is a collection of precise and machine-readable definitions of ma-
chine learning experiments, including information about the dataset, evaluation
strategy, and performance metric. A good benchmark suite, if used by the
community, allows not only for a thorough evaluation but also for the compar-
ison of results across papers. We propose a practical benchmarking suite for
ML algorithms, which has been used in several studies. Its use indicates that
benchmarking suites are useful but also that a continuous conversation with the
research community is essential to evolve the benchmarks over time to make
them better and more useful.

We propose the open source AutoML benchmark, and use it to conduct a
large-scale evaluation of AutoML frameworks. The benchmarking tool prepares
the experimental setup, and scripts developed together with authors of AutoML
frameworks ensure that the training and evaluation of each framework are done
correctly. The tool greatly reduces the effort required to produce reproducible
results and at the same time avoids issues one may encounter when using (and
installing) AutoML tools for experimental evaluation. The AutoML benchmark
has grown to be an accepted benchmark, as many AutoML researchers and
developers have proceeded to integrate their frameworks into the benchmark
and use it for their empirical evaluations in scientific studies.

Finally, we propose a meta-learning method to find symbolic hyperparam-
eter defaults, which may allow AutoML methods to find good models faster.
The usefulness of hyperparameter optimization on each separate dataset moti-
vates that there is a relationship between the dataset properties and the optimal
hyperparameter configuration, yet most hyperparameter defaults currently em-
ployed are independent of dataset properties. We propose a method based on
symbolic regression to automatically find such relationships, which we call sym-
bolic hyperparameter defaults, in a data-driven way. We show that our method
is capable of finding symbolic hyperparameter defaults which are as good as
hand-crafted ones, at least as good as constant hyperparameter defaults, and in
almost all cases better than current implementation defaults.
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Chapter 1
Introduction

Data is used every day to make informed decisions or discover new insight. The
digitalization of our world has contributed greatly to the amount of data that
can be collected, which in turn greatly increased the demand to make sense of
that data. Machine Learning (ML) algorithms have been used to great effect
to rise to this demand since with them computers can identify patterns in the
data automatically. More formally, an often used definition of ML is given by
Mitchell [167]:

A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P, if its performance
at tasks in T, as measured by P, improves with experience E.

For example, in disease diagnosis, the task T is determining whether or
not the patient has a certain disease, the performance P is the percentage of
correct diagnoses, and experience E is the experience with past patients. Pro-
vided with enough high quality and relevant data, ML can find useful models
across a wide range of domains automatically and is now used to make or assist
in decisions in various applications including medicine [137, 241], self-driving
cars [8], and reading recommendations [31], while new applications continue to
be explored [251].

Unfortunately, you can’t use any ML algorithm for any problem and expect
a useful outcome. Creating a good ML model requires many interdependent
steps, such as data cleaning (e.g., encoding of categorical variables or imputa-
tion of missing values), feature extraction (e.g., PCA), feature engineering (e.g.,
lag features in temporal problems), and choosing the learning algorithm (e.g.,

1



2 Introduction

SVM [32]). These steps are combined into an ML pipeline, a series of steps that
build an ML model from the original data. Each of those steps have hyperpa-
rameters to be tuned, and the effectiveness of a hyperparameter configuration
or algorithm choice depends both on the data and the other design choices in
the ML pipeline. All of these decisions affect not only model performance but
also other aspects like the model’s interpretability or the time it takes to make
predictions on new data.

Figure 1.1 demonstrates the importance of tuning hyperparameters and us-
ing appropriate preprocessing on a synthetic dataset, through visualizing the
models created by several ML pipelines for a binary classification problem.
The dataset is visualized through dots, whose color represents their class. The
model’s decision boundary is drawn, and the predicted class is indicated by the
background color. The accuracy of each model is computed through 5-fold cross-
validation (CV) [202]. Logistic regression [41] (top-middle) outperforms a badly
tuned decision tree [36] (bottom-left) but not a well tuned one (bottom-middle),
demonstrating the importance of both algorithm selection and hyperparameter
optimization. In this scenario, encoding the discrete feature (on the vertical
axis) with target encoding [164] (top-right) is detrimental to the performance of
the decision tree (bottom-right), but in general target based encoding is highly
effective for high cardinality features [180].

In conclusion, many algorithms can be used as components in ML pipelines
which all have their own hyperparameters to tune. Creating a useful model
requires expertise about the data, the algorithms, and how to tune them.
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Figure 1.1: A visualization of models generated by different ML pipelines, which
shows the importance of algorithm selection and hyperparameter optimization.
Each dot is a data point and the color represent their class. The background
color denotes the model’s class prediction.

1.1 Automated Machine Learning

The previous section highlighted some of the difficulties of creating an effective
ML pipeline. The complexity of creating good ML models is identified as a
hurdle for its application [264]. Automated Machine Learning (AutoML) aims
to take away this hurdle by automating the design decisions for creating an
ML pipeline in a data-driven way [120]. The first formal definition of AutoML
was, to the best of our knowledge, in 2009 by Escalante, Montes, and Sucar
[75] under the name full model selection. It was later re-introduced as combined
algorithm selection and hyperparameter optimization (CASH) [238], and finally
as AutoML for the first AutoML workshop at ICML in 20141.

Automating ML pipeline construction democratizes ML by providing an
easy-to-use interface with which novice users can create ML models without
needing an expert understanding of ML algorithms. For experts, AutoML frees
up time for other tasks e.g., it allows them to spend more time understanding

1https://sites.google.com/site/automlwsicml14/

https://sites.google.com/site/automlwsicml14/
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the data and models, or to scale up and develop more ML solutions [249].
AutoML has many characteristics which make it a difficult problem from both
an optimization and engineering perspective. Here follows a concise overview,
but a more in-depth review will be given in Chapter 2.

The difficulty starts with the data which may come from various domains
(semantic differences), from various sources (for example, human data-entry
results in different types of errors than sensor data), span orders of magni-
tude in size, and use different data types such as numerical or categorical data.
Moreover, depending on the application of the model, concerns for fairness or
interpretability may be even greater when the AutoML user may also lack the
knowledge to assess the model adequately. Because of these diverse require-
ments, some tools opt to profile themselves for specific domains e.g., for medical
data [3, 245] or finance applications [249], though they can still be used in other
contexts. Even when datasets used to develop the AutoML tool are similar to
those they are tested on, it can be difficult to create robust tools. In a Lifelong
Learning AutoML challenge [76] roughly 40% of submissions failed to produce
results on test datasets even though they were similar to train datasets and
evaluated under similar hardware constraints.

The optimization of ML pipelines is also difficult. To perform pipeline op-
timization, AutoML draws on a rich literature for algorithm selection and hy-
perparameter optimization [27]. Many optimization algorithms have been used
to optimize ML pipelines, for example particle swarm optimization [70] by Es-
calante, Montes, and Sucar [75], sequential model-based algorithm configuration
(SMAC) [119] in Auto-WEKA [238], genetic programming [10] in TPOT [179], hier-
archical planning [74] in ML-Plan [169], and random search in H2O AutoML [148].
Given a search space, which denotes the space of all allowed ML pipelines, and
a way to evaluate an ML pipeline, such as measuring model accuracy through
cross-validation, the optimization algorithm aims to find the best pipeline. The
optimization algorithm repeatedly selects one or more pipelines to evaluate
based on the evaluations that came before. Nonetheless, optimization remains
difficult because it is a black-box optimization problem, pipeline evaluations are
typically expensive, and the number of different hyperparameters leads to a com-
binatorial explosion. To lower the cost of evaluations, multi-fidelity approaches
have been explored through using less data [99] or using iterative algorithms
which may only fit a few iterations at a time [82]. Considerably smaller search
spaces from which to design ML pipelines are also considered e.g., containing
only iterative learners [82] or even a single learner [237]. After optimization
of ML pipelines, several post-processing techniques are available to combine
those pipelines into a combined model through e.g., weighted voting [48, 49]
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and stacking [253].
A considerable amount of recent work in AutoML focuses on Neural Ar-

chitecture Search (NAS) [72], the automated design of neural networks. This
has mostly been a separate endeavor from automated ML pipeline construction,
both in approach and the tasks they currently aim to solve. Whereas Au-
toML for ML pipelines is typically used to solve tabular data problems, neural
networks tackle less structured problems such as computer vision or natural lan-
guage processing. NAS can design their search procedures around the properties
of neural networks e.g., the hierarchical structure by designing subcomponents
(cells) [283, 286] or the sharing of network weights [189]. In the remainder of
this thesis, we focus on automated ML pipeline construction, and ‘AutoML’ will
refer to that particular task.

1.2 Meta-learning

So far, we only considered finding good pipelines by performing only evaluations
on the dataset at hand. Human experts don’t work this way, but leverage
experience they have from creating models on other tasks and in this way learn
to optimize ML pipelines on new tasks faster. This is called meta-learning [257]:

The challenge in meta-learning is to learn from prior experience in a
systematic, data- driven way [. . . ] to extract and transfer knowledge
that guides the search for optimal models for new tasks.

For example, Brazdil, Gama, and Henery [33] train a model that recom-
mends classification algorithms based on tabular dataset characteristics. They
achieve this through training a decision tree model on a meta-dataset, which
contains data about the performance of algorithms across datasets. In the meta-
dataset, each dataset is described through meta-features, such as the number
of rows or classes, and each algorithm’s performance as either applicable, if it
is within three standard deviations of the performance of the best classifier on
that dataset, or non-applicable otherwise. More generally, meta-datasets can
include hyperparameter configurations or entire ML pipelines definitions, and
their performance can be metric scores (e.g., accuracy) or other meta-data such
as training time.

Similar setups are explored where the produced predictions are generaliza-
tion estimates [14, 61, 108, 204], or rankings [34, 35, 226]. Sometimes the time
to train a model is taken into account [35, 226], or the meta-model discerns not
just algorithms, but also specific hyperparameter configurations [61, 108].
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Initially, meta-features were simple statistical and information-theoretic met-
rics such as described by Michie, Spiegelhalter, and Taylor [165], but later other
features were introduced, such as landmarking features which record the perfor-
mance of simple learners [187] and model-based features which describe prop-
erties of models induced by simple learners [185], and modern packages can
calculate hundreds of meta-features [5]. Recent work explores learning meta-
features automatically [63, 125, 132, 198]. One important consideration for
meta-features, in addition to their usefulness, is how efficiently they can be
computed. The time saved from using the meta-model should exceed the time
spent to compute the meta-features. How this translates to constraints depends
on the application.

Meta-learning can be used to speed-up AutoML through warm-starting,
where instead of starting optimization by sampling configurations at random,
a meta-model is employed to recommend pipelines based on the dataset. This
is employed in, for example, auto-sklearn through k-NN [85] and through
collaborative filtering in OBOE [279].

In auto-sklearn 2 [82], optimization is warm-started with a portfolio in-
stead. This portfolio is a static collection of pipelines that performed well on
previous tasks. Despite not taking into account dataset specific meta-features,
it still provides the same performance benefit while being simpler [82]. Ad-
ditionally, auto-sklearn 2 uses meta-learning to automatically configure Au-
toML hyperparameters, such as the evaluation procedure used (e.g., hold-out
or cross-validation), by learning over a meta-dataset which contains evaluation
data of auto-sklearn 2 itself [82]. Meta-models can also be used during the
optimization procedure, for example, to prohibit a pipeline candidate from be-
ing evaluated. Mohr et al. [170] and Laadan et al. [144] use meta-models to
prohibit pipelines evaluations that are expected to take too long or provide bad
results, respectively.

Instead of implicitly learning the importance of hyperparameter values for
the final model performance, it can also be made explicit through the vari-
ance they induce [118, 255] or the performance that can be gained by tuning
them [196, 267]. These types of studies can be used to inform the search space
design of AutoML systems.

Meta-learning can also be used to transfer information about parameters
instead of hyperparameters. While this is possible for several model classes,
much of the research focuses on transfer learning for neural networks which can
share weights or architectures [257]. Examples include using features extracted
by networks trained on one task to solve other tasks [221], learning weights
that generalize well to allow quick learning of other tasks [89], or using a neural
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network to train other neural networks [115].

1.3 Challenges and Research Questions

AutoML is a very active area of research, but exploring novel AutoML ideas
is very time-intensive and evaluating those ideas is error-prone. This thesis
focuses on the research and development of tools that facilitate novel, correct,
and reproducible AutoML research. We hope that this accelerates both the rate
and quality of future research. Finding the answers to the research questions
asked in this section contributes to this overarching goal.

Q1: How can we make implementing novel AutoML ideas easier?

To explore a novel AutoML idea, a researcher has to decide whether to
develop a new AutoML tool or use an existing one as a springboard. When
developing a new tool, the evaluation of the novel idea requires other aspects of
the AutoML pipeline, such as interpreting a search space, to be implemented as
well. Even then, implementing an AutoML tool from scratch to evaluate a new
search algorithm diminishes the capability to compare with other implemen-
tations, as it now also differs in implementation and potentially other design
decisions.

On the other hand, using an existing tool as a springboard to explore a novel
idea is hard too, as existing tools are not generally designed to be open to inte-
grating new algorithms. Including a novel optimization algorithm (or another
component) often involves a steep learning curve and may require considerable
alterations to the original AutoML tool. Additionally, if the original authors of
the AutoML tool are not convinced of the added value, the modifications may
never be absorbed into the tool.

Q2: How can we enable the use of common benchmark suites?

Every novel idea needs to be carefully evaluated. A thorough analysis re-
quires evaluations on multiple datasets to adequately assess its generalizability
and to identify the strengths and weaknesses of the new approach [219]. How-
ever, datasets used in evaluations are typically chosen in an ad-hoc manner.
This leads to evaluations across papers being performed on different datasets
making comparison impossible. For example, AutoML tools [68, 105, 199] were
all published at the same venue and evaluated on different datasets. The lack
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of common benchmarks can also lead to ill-suited benchmarks being propa-
gated. Roughly a third of the datasets for evaluation of tabular AutoML tools
by Thornton et al. [238], Feurer et al. [85], and Mohr, Wever, and Hüllermeier
[169] were image datasets, despite not being representative of the intended use
of the respective AutoML tools. Finally, it is not always clear how to reproduce
the results of AutoML evaluations, as the used datasets may be scattered across
repositories or are without clearly documented validation splits. There are clear
benefits to using a shared collection of curated tasks or, in other words, a bench-
mark suite. It allows for better comparison across papers, both for simultaneous
publications and over time. Ideally, it can also lead to fewer resources being re-
quired to conduct a study, since previous results can be compared to directly
without the need for additional evaluations.

Q3: How to evaluate AutoML tools in a correct and reproducible manner?

Being able to use common benchmark suites makes the experimental setup
easier. However, datasets with reproducible train-test splits alone are insuffi-
cient to produce a reproducible and correct setup. While AutoML frameworks
typically provide a simple interface, we still identify several issues in the evalu-
ations of AutoML frameworks in research [100]. These lead to incorrect conclu-
sions about the comparative performance of the frameworks. Errors are often
caused by incorrect installation or configuration, either because the hardware or
software stack deviates from the developers’ expectations, or because the tools
are used outside of their intended use.

In AutoML research the use of benchmark suites can only provide part of
the solution. Since AutoML tools often work with time budgets, their output is
heavily influenced by the resources they have available during that time (e.g.,
memory or CPU). For this reason, we still need a way to allow researchers to
evaluate the AutoML tools of other researchers on their own hardware, despite
the pitfalls mentioned above.

Q4: How can we speed up AutoML by learning from prior experiments?

In Section 1.2 we discussed how meta-learning is used to speed up opti-
mization by generating recommendations for algorithms, pipelines, and hyper-
parameter configurations. However, in all those settings a trained learner is
required. From a practical standpoint, this can be problematic when trying to
share the learned information, because the model can be of considerable size or
require specific software to generate new recommendations. This limits its use
in machine learning packages and across different AutoML tools. We observe
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that for each dataset we have to tune the hyperparameters of learners because
there is a relationship between the dataset and the hyperparameter configu-
ration that produces the optimal model for that learner. The meta-model is
in effect a mapping that aims to transform the dataset characteristics to the
ideal hyperparameter configuration for a learner. We postulate that we can also
express this relationship explicitly for each hyperparameter by using symbolic
hyperparameter defaults, defaults that map dataset characteristics to a valid
hyperparameter value, and find them in a data-driven way.

Symbolic hyperparameters defaults should then only have to be found once
for a specific algorithm, and could ideally come packaged with that algorithm.
The symbolic hyperparameters defaults may also provide insight into the rela-
tionship between the hyperparameter and the dataset. While implementation
differences might influence the ideal symbolic hyperparameter default, it is still
likely that the default transfers reasonably well across implementations, e.g.,
from mlr3’s [145] to scikit-learn’s [184] decision tree. The model-free ap-
proach allows it to be used in all AutoML frameworks for e.g., warm-starting
search or transforming the search space, and with additional experiments, sym-
bolic hyperparameter defaults might even be learned for AutoML systems them-
selves.

1.4 Thesis Outline and Contributions

In this section, we will detail our contributions chapter-by-chapter, illustrated
by the high-level overview of our contributing chapters in Figure 1.2. After
providing related background information in Chapter 2, we present our con-
tributions to answering research questions 1 through 4 in Chapters 3 through
6, respectively. The first three of those chapters directly contribute to correct
and reproducible AutoML research and come with software artifacts that may
be used for independent research: a modular AutoML tool, machine readable
benchmarking suites, and an AutoML benchmark, respectively. The work in
Chapter 6 details a meta-learning approach to finding symbolic hyperparameter
defaults, which may be used to speed up AutoML in future work.

First, we will provide a more in-depth overview of the AutoML literature
in Chapter 2. We first give a formal definition of the AutoML problem, which
is followed by a discussion of the different design axes of AutoML systems,
such as search space design, optimization algorithms, and post-processing used
in AutoML. Then, we briefly discuss some of the work outside of the typical
regression and single-label classification setting. The chapter’s aim is not only
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Make implementing novel
AutoML ideas easier (Q1)

Chapter 3: GAMA

Enabling the use of common
benchmark suites (Q2)

Chapter 4: OpenML Suites
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evaluation of AutoML (Q3)

Chapter 5: AutoML Benchmark

Algorithm Development Support

How to speed up AutoML by learning from
prior experiments?(Q4)

Chapter 6: 

Meta-learning for Symbolic Defaults

Building Excellent Benchmarks to Measure Progress

Learning Better Algorithms

Figure 1.2: An overview of the thesis structure. Chapters 3 through 5 detail our
contributions to correct and reproducible AutoML research (Q1-Q3). Chapter
6 presents an approach to learn symbolic hyperparameter defaults, which may
be used to speed up AutoML in the future (Q4).

to provide a better understanding of the techniques currently employed but also
to provide a stronger context for the difficulty of development and research of
AutoML systems.

In Chapter 3, we introduce our answer to Q1 in the form of the General
Automated Machine learning Assistant (GAMA [103, 104]), a tool to address
the difficulty of exploring novel ideas in AutoML. As discussed in the last section,
developing a completely new AutoML tool just to evaluate a novel idea adds a lot
of overhead and additionally can lead to less informative experimental results.
Using an existing tool allows for better comparisons, but comes with a steep
learning curve and risks the new idea not being integrated by the original authors
for public releases. GAMA features a modular and flexible design, which allows
researchers to write or modify individual components of the AutoML pipeline
easily. This does not only allow much faster iterations over new ideas but also
allows for better comparison. We review other work built with GAMA and see
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early signs that the modular AutoML tool is valuable for research.
In Chapter 4, we examine different platforms for sharing data and ma-

chine learning experiments, and motivate the choice to build on OpenML [258].
We build a programmatic interface to the platform called openml-python [87],
which enables further automation of downstream tasks which greatly increases
the ease with which reproducible experiments can be conducted. For exam-
ple, it is possible to automatically download datasets alongside meta-data to
conduct reproducible 10-fold cross-validation. By enabling the development of
comprehensive benchmarking suites on the platform [28], we allow researchers
to identify collections of interesting tasks and to share them. We believe that
the ease with which benchmarking suites can now be shared and reproduced
greatly contributes to the use of high-quality tasks in evaluations, and show
early signs that might confirm this (Q2).

Next, we build on that to address Q3 and create the AutoML benchmark [100]
which we present in Chapter 5. The AutoML benchmark introduces a bench-
marking tool for completely automated AutoML evaluations. To achieve this,
we work together with the authors of AutoML frameworks and integrate with
OpenML through openml-python. We present two benchmarking suites for
benchmarking AutoML frameworks, one classification and one regression suite,
and survey the current AutoML landscape through large-scale evaluation of Au-
toML frameworks. Since its initial presentation in 2019 [100], the AutoML com-
munity has used the benchmark extensively, both integrating AutoML frame-
works and using the suites for large-scale evaluations.

In Chapter 6, we develop a method for finding symbolic hyperparameter de-
faults using meta-learning [102]. We use symbolic regression to optimize sym-
bolic hyperparameter values for multiple hyperparameters of a learner jointly
and do so for 6 different learners. Because symbolic regression relies on many
evaluations, we use surrogate models to make optimization tractable. We com-
pare the performance of the found default values to implementation defaults
both on the surrogate models and through experiments on real data. The au-
tomatically designed symbolic hyperparameter defaults can match hand-crafted
symbolic hyperparameter defaults and outperform the current constant defaults.

We summarize the work and discuss open challenges and future work in
Chapter 7.
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Chapter 2
Automated Machine Learning

In this chapter we give a more thorough introduction to AutoML for tabular
datasets. We will first give a definition of the AutoML problem in Section 2.1.
The most common approach to tackle the problem is to iteratively explore the
search space and optionally perform a post-processing step, as is visualized
in Figure 2.1. For that reason, we structure the three sections following the
problem statement in that order. First, we review work on search space design,
then we cover search and evaluations strategies together, and finally we discuss
ways to use post-processing to create a final model.

In the remainder of the chapter we discuss the various settings in which
AutoML has been researched. Subsequent chapters will detail our contributions.
Each of those chapters will discuss additional literature that is relevant to that
chapter.

13
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Figure 2.1: Typical building blocks of AutoML approaches.

2.1 Problem Definition

The AutoML problem has been (re)formulated many times. There are many
mathematical formulations which broadly have the same meaning as the follow-
ing definition of full model selection [75]:

Given a pool of preprocessing methods, feature selection and learn-
ing algorithms, select the combination of these that obtains the low-
est error for a given data set.

Mathematical definitions with a similar intent often define the problem as a
direct extension of the hyperparameter optimization problem by encoding the
choice of algorithms used as additional hyperparameters [27, 238], which is also
known as the Combined Algorithm Selection and Hyperparameter optimization
(CASH) problem [238]. In some cases authors explicitly make a distinction be-
tween preprocessing algorithms, which transform a dataset into another dataset,
and learners, which learn to predict labels for a dataset [3, 169]. However,
these definitions require a liberal interpretation to generalize across implemen-
tations. For example, the paper which introduced auto-sklearn [85] adopts
the CASH [238] formulation and uses sequential model-based algorithm con-
figuration (SMAC) [119] to tune pipelines. However, after optimizing over the
pipeline space the resulting models get combined into an ensemble as described
in [48, 49], which only fits the CASH definition by a very liberal interpretation
of the notion of an algorithm and indicator hyperparameters. For this reason,
as far as mathematical formulations go, we prefer the interpretation of AutoML
as optimizing a directed acyclic graph (DAG) of operations as given through
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a series of definitions by Zöller and Huber [285], which we will use in adapted
form:

Pipeline Creation Problem: Let a set of algorithms A with an
according domain of hyperparameters Λ(·), a set of valid pipeline
structures G and a dataset D be given. The pipeline creation problem
consists of finding a pipeline structure in combination with a joint
algorithm and hyperparameter selection that minimizes the loss

(g,A,λ)∗ ∈ arg min
g∈G,A∈A|g|,λ∈Λ

R(Pg,A,λ,D). (2.1)

within a given resource budget B.

where:

• g ∈ G is a graph from the set of all valid graphs,

• A ∈ A|g| is a vector which for each node in graph g specifies the algorithm
from the set of algorithms A,

• λ ∈ Λ is a vector specifying the hyperparameter configuration of each
algorithm from the set of all possible configurations,

• and B is a resource budget, which may be given as e.g., time or iterations.

R is the empirical risk of the pipeline Pg,A,λ according to some evaluation
procedure. For example, the root mean square error of the predictions of pipeline
Pg,A,λ for a validation set Dv ⊂ D after being trained on Dtrain = D \ Dv. R
may also be defined over multiple objectives in which case a Pareto optimal set
of pipelines is to be found.

We purposely do not define specific characteristics for D, so that the defini-
tion generalizes beyond single-label classification and regression to e.g., multi-
label classification and clustering. When we refer to the AutoML problem in
this work, we refer to the above definition.

Note that this definition is still quite narrow, specifically only formalizing
the automated optimization of machine learning pipelines, and geared towards
a quantitative assessment of final model performance. In a broader sense, Au-
toML systems may also be understood to automate other tasks in the ‘machine
learning engineering pipeline’ [206, 213, 276], including exploratory data analy-
sis, reports on model quality and interpretability, and model deployment. Santu
et al. [213] define multiple levels of AutoML based on which steps are automated
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and consequently how much help a domain expert would need from an ML expert
in order to produce ML models. They reference current work that automates
some of these steps independently, and also provide additional directions for
research, such as computer-assisted task formulation (specifying exactly what
the ML model has to learn). In a qualitative comparison, Xanthopoulos et al.
[276] find that multiple AutoML frameworks automate more than just pipeline
design, for example, providing automated interpretability reports or data visual-
ization, but none of the systems cover full end-to-end automation. Additionally,
they define several qualities beyond automation, such as the quality of docu-
mentation and support, or the ability to integrate with other systems. While we
acknowledge that the automation of other parts of the ‘machine learning engi-
neering pipeline’ is interesting and important work, this work focuses primarily
on automated pipeline design.

2.2 Search Space Design

The search space is the space of all possible pipelines an AutoML system can
create, or in terms of the pipeline creation problem it is the set {(g,A,λ)| g ∈
G,A ∈ A|g|,λ ∈ Λ}. Search space design is then the act of picking G, A
and Λ. AutoML search spaces are very large and hard to optimize over, as
discussed in Section 1.1. A well designed search space should allow for (near)-
optimal pipelines on as wide a range of tasks as possible. On the other hand,
keeping the search space small makes it easier to explore the search space and
perform meaningful optimization. As an example of this, Sá et al. [212] showed
that statistically significant different results could be obtained by matching the
search space for their method to match that of another system being compared
to. Modifying the search space may also be used to enhance other aspects of the
final solution, such as inference time or interpretability. For example, it may be
desirable to use only linear models and decision trees.

The set of allowed pipelines G is often a subset of DAGs such as a lin-
ear pipeline of fixed length, e.g., Auto-WEKA [238], or of variable length, e.g.,
ML-Plan [169], or a tree, e.g., TPOT [179]. Most tools [73, 85, 103, 148, 249,
265] allow for a multi-phase approach where two subsets of G are explored in
succession, e.g., auto-sklearn [85] first optimizes fixed-length linear pipelines
and then builds an ensemble with a subset of the evaluated pipelines in a post-
search step, effectively creating a tree-graph model without considering the full
search space of all trees. In the above examples, G is only indirectly modifiable
by choosing whether or not to perform a post-search step. In some cases G is
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directly modifiable by the end user, for example by providing a template of the
desired ML pipeline [147].

The set of algorithmsA and their hyperparameters Λ are the other axes along
which the search space can be designed. This is one of the main parts where
ML experts can insert prior knowledge into the AutoML system, defining the
most useful algorithms and hyperparameter ranges. For example, to allow TPOT

to perform well on big biomedical data, a feature selector step was introduced
which allows the domain expert to identify meaningful subsets of the data [147],
e.g., specific genes in a gene expression analysis, and TPOT will then identify the
most appropriate subset in its AutoML process.

Wistuba, Schilling, and Schmidt-Thieme [270] use meta-learning to auto-
matically prune Λ for Bayesian optimization strategies, which are discussed in
Section 2.3.3. First, they create surrogate models to predict the performance
of hyperparameter configurations on a number of tasks. To prune the search
space for a new task a number of related tasks is first identified. Based on the
performance estimates of their surrogate models, the regions in the search space
which are expected to perform poorly are pruned. This method may even be
used to further prune the search space during search based on already evaluated
ML pipeline designs.

Hyperparameter defaults are also a part of the search space, and may be
used implicitly or explicitly. Implicitly, the hyperparameter defaults for hyper-
parameters which are not tuned, and thus left at their default value, may affect
which configurations are optimal and how good the optima are. Explicitly, the
knowledge embedded in the choice of hyperparameter default can be exploited,
for example by sampling around the default values [278]. Additionally, Anasta-
cio, Luo, and Hoos [6] show that some hyperparameter optimization strategies
are more sensitive to defaults than others, and using the default values to shrink
the search space may lead to better results.

2.3 Search Strategies

One of most distinct differences between AutoML systems is the optimization
algorithm they employ to perform pipeline search. Here we will briefly dis-
cuss a few frequently used optimization algorithms. For a more comprehensive
overview on hyperparameter optimization techniques see [27, 84].
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Figure 2.2: An illustration of grid search (left) and random search (right). Ran-
dom search explores more values in each dimension which means that, unlike
grid search, it stays efficient even when the effective dimensionality is low. Fig-
ured based on Bergstra and Bengio [17].

2.3.1 Grid- and Random Search

One naive approach to finding the best pipeline is to perform an exhaustive
search. Continuous hyperparameters make a true exhaustive search impossible,
but after discretizing the search space it is possible create a grid containing
each pipeline and evaluate them all. However, the number of possible pipelines
grows exponentially with the number of hyperparameters and algorithms, so this
quickly becomes infeasible. Additionally, grid search’s anytime performance is
also influenced by the order in which they explore the different hyperparameters.

Bergstra and Bengio [17] showed that random search is better suited than
grid search for hyperparameter optimization. An illustrative example is given
in Figure 2.2, which shows grid search (on the left) and random search (on
the right) optimizing two hyperparameters (λ1 and λ2). The curves on the
respective axes show the effect the different hyperparameter values have on
the performance of the model. In practice, the effective dimensionality of the
optimization problem is smaller than its true dimensionality as not every hyper-
parameter has meaningful influence on the model performance on every dataset
(here, λ2). For these hyperparameters grid search then needlessly optimizes
their value, while random search at the same time also samples new values for
other hyperparameters, making it more effective in practice. The advantage of
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both methods is that they are trivially parallelizable since each evaluation is
independent of all others. They are also easily understood and they don’t have
many design decisions.

To the best of our knowledge, grid search is seldom used in AutoML tools,
and only to optimize parts of the ML pipeline [192, 245]. Random search is used
in e.g., H2O AutoML [148], though not as the only means to create pipelines. For
example, H2O AutoML evaluates a pipeline portfolio before performing random
search, and uses stacking afterwards.

2.3.2 Evolutionary Algorithms

Evolutionary algorithms are inspired by biological evolution, and simulate pop-
ulations which evolve over time to perform better at a specific objective (or
multiple objectives). In the context of AutoML, an evolutionary algorithm
maintains a collection of ML pipeline candidates, also called a population of
individuals. These individuals are assigned a fitness score based some evalua-
tion function f (e.g., accuracy from k-fold cross-validation), and through the
process of cross-over, mutation and selection the population changes over time.
Genetic programming (GP) [140] is often used in AutoML [77, 103, 179, 190,
212], where the individuals are typically GP trees with algorithms as nodes and
hyperparameter values as leaves.

Figure 2.3 illustrates the (µ+λ)-algorithm which is used in TPOT [179]. First,
an initial population P0 of size µ is generated (step 0). This can be done at
random but some form of warm-starting can also be used by creating an initial
population with ML pipelines that worked well on previous tasks [144]. This
initial population is evaluated, after which the following steps take place in a
loop (i starts at 0 and increments by 1 every iteration):

Step 1. λ new individuals, called offspring Oi, are generated by selecting parents
from the population Pi and applying cross-over and/or mutation. Parents
can be selected uniformly at random or (partially) based on their fitness.

Step 2. Offspring Oi is evaluated on function f , e.g., accuracy from k-fold CV.

Step 3. µ individuals are selected based on their fitness from the total population
of parents and offspring (Pi ∪ Oi) to be the new parent population Pi+1.
In the case of the (µ, λ) strategy, individuals are selected only from Oi.
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Figure 2.3: An illustration of the (µ + λ)-algorithm.

Fitness Evaluations

To evaluate the fitness of a candidate, k-fold cross-validation is used where
typically k = 5 and splits are fixed throughout the optimization procedure
(TPOT [179], GAMA [103], GP-ML [190]). One deviation is found in RECIPE [212]
where k = 3 and the splits are resampled every 5 generations to avoid overfitting.
However, it is possible this is not required as Pilát et al. [190] report that even
after re-evaluating their best solutions on resampled splits, even with different
k, they did not find any performance drop that would indicate overfit solutions.
In TPOT and GAMA the pipeline length is also computed as part of the fitness
score for their multi-objective optimization. Křen, Pilát, and Neruda [142]
report that using time as a secondary objective instead results in much faster
pipelines, as expected, but may make optimization more susceptible to local
optima, ultimately leading to worse results.

Selection, Mutation, and Cross-over

There are several design choices left open, such as the choice of selection strate-
gies. Here we make a distinction between survival selection, which determines
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Figure 2.4: Cross-over for two genetic programming trees which represent ML
pipelines. Nodes are algorithms, leave are hyperparameters or data.

how individuals from Pi and Oi are selected to form Pi+1 (step 3), and parent
selection which determines how individuals are selected to generate offspring
(step 1). Survival selection is typically elitist (TPOT, GAMA, RECIPE, GP-ML),
carrying over the best solutions from Pi ∪ Oi in deterministic fashion. TPOT

uses multi-objective NSGA-II [64] selection to maximize performance and min-
imize pipeline length, i.e., the number of algorithms in the ML pipeline which
the individual represents. Varying parent selection schemes are used, including
tournament selection in RECIPE and GAMA and uniform at random selection in
TPOT. GAMA’s tournament selection uses the crowded comparison operator from
NSGA-II, taking into account pipeline performance and length.

The mutation and cross-over operators govern how offspring is created from
parents. Cross-over operators exchange subtrees in parents as shown in Fig-
ure 2.4. Here, the subtree exchanged includes the entire preprocessing pipeline,
but more generally the subtree can be as small as the configuration for a single
hyperparameter. Common mutation operators include changing hyperparame-
ter values of one or more hyperparameters, growing or shrinking a subtree or
replacing a node, i.e., an algorithm in the pipeline.

Asynchronous Evolution

The algorithm outlined above denotes synchronous evolution, where all offspring
is evaluated before performing survival selection. In the context of AutoML,
where different ML pipelines can have wildly varying runtimes spanning orders
of magnitude [170, 279], this can lead to situation were resources are idle when
waiting for stragglers when there are resources to parallelize the evaluation
of ML pipelines. For this reason, GP-ML [190] and GAMA use an asynchronous
evolutionary algorithm [218] which generates new offspring from the population



22 Automated Machine Learning

one at a time as resources are available. If the offspring outperforms the worst
individual in the population it replaces it, otherwise it is discarded. Chapter 3
will discuss this variant of evolutionary optimization in more detail.

2.3.3 Bayesian Optimization

Bayesian optimization is an iterative optimization algorithm that is sample effi-
cient, which makes it suitable for optimizing expensive functions such as finding
the optimal ML pipeline design through empirical evaluations [223]. Bayesian
optimization achieves its sample efficiency by building a surrogate model , which
models the effect of the pipeline configuration on the model performance and the
uncertainty of that estimate, and an acquisition function, which recommends
the next configuration to sample based on the posterior distribution. Pseudo-
code for this procedure is given in Listing 1. Every iteration the acquisition
function is used to find the next configuration to sample based on the posterior
distribution (line 3). To build a useful surrogate model at least a few evalu-
ated sample points are required, so early on random sampling or configurations
recommended through meta-learning may be used instead [82, 88]. After a
configuration is evaluated, results are stored and used to update the surrogate
model (lines 4-6). This repeats until some stopping criterion is met.

Figure 2.5 illustrates this procedure. The dotted line is the true function
we aim to optimize (maximize), the surrogate model response is shown in solid
black with blue uncertainty bounds. In the first panel we see the initial surrogate
model being fit to the first two observations (shown as black dots), and the
subsequent panel displays an iteration of optimization.

Algorithm 1 Bayesian optimization

Require: Search space Λ, surrogate model algorithm A, acquisition function α
1: H ← ∅
2: for i = 0, . . . , n do
3: λi ← arg minλ∈Λ α(M, λ) ▷ First iterations sample at random instead
4: si ←evaluate(λi)

5: H ← H∪ {(λi, si)}
6: M←A(H) ▷ Update the surrogate model
7: end for

In Figure 2.5 we see that the acquisition function determines the trade-
off between exploration and exploitation of Bayesian optimization. Here, the
acquisition function favors sampling not where the posterior mean is highest, but
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Figure 2.5: An illustration of two steps of Bayesian optimization on a 1D func-
tion. The top panel shows the initial surrogate model based on the first two
sample points indicated by black dots. The bottom panel shows the updated
surrogate model after sampling the point which maximized the acquisition func-
tion (in red).
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around potentially good solutions which still have a relatively large uncertainty.
The choice of acquisition function and its configuration will determine exactly
how the posterior mean and uncertainty are used to determine the next sample
point. Expected Improvement [127] is the most commonly used acquisition
function and it also has an extension which takes into account the evaluation
time [223], but many more acquisition functions are available [62, 126].

Recent methods allow human experts to provide a prior which is used to
adjust the model estimates [229] or acquisition function [122] to leverage that
knowledge. It is also possible to transfer surrogate models from earlier tasks [3,
86]. Both of these techniques may be used to overcome the need to start with
random sampling.

Gaussian processes [200] were traditionally used to model the target func-
tion because of their expressiveness, smooth and well-calibrated uncertainty es-
timates, and closed-form computability of the predictive distribution [84]. How-
ever they scale poorly which results in considerable overhead when it is possible
to sample many configurations. Additionally, Gaussian processes scale poorly
to high dimensional search spaces, such as the search space for ML pipelines.
Extensions, such as using additive kernels [3] or cylindrical kernels [176], may
be used to mitigate this issue.

An alternative is to use a different approach altogether to model the ob-
jective function. In AutoML the best known example is SMAC [119] which is
used by auto-sklearn and Auto-WEKA. Random Forests scale much better and
natively work with non-continuous objective functions and a hierarchical search
space [71], and a slight modification allows for approximating the uncertainty
of the prediction [121]. Other ML algorithms to create surrogate models have
also been explored, such as neural networks [224] and gradient boosting [116].

2.3.4 Successive Halving and Hyperband

Jamieson and Talwalkar [123] identified the hyperparameter optimization prob-
lem as a non-stochastic1 best arm problem for multi-armed bandits and proposed
to use Successive Halving2 (SH) to find the best hyperparameter configuration
from a set of configurations. The idea is succinctly explained by Jamieson and
Talwalkar [123]:

Given an input budget, uniformly allocate the budget to a set of
arms [hyperparameter configurations] for a predefined amount of

1Meaning no assumptions are made about the generation of rewards.
2Originally called Sequential Halving [128].
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Figure 2.6: Illustrations of successive halving with n = 8 configurations. On
the left learning iterations are used as a budget, and on the right subsets of
the dataset are used instead. Each iteration of SH the same budget is evenly
distributed across the considered configurations. Only 1

η= 1
2 of the configurations

pass to the next iteration.

iterations [or samples], evaluate their performance, throw out the
worst half, and repeat until just one arm remains.

More generally, you can extend the definition to keep a fraction of only 1
η

at each iteration3 instead of 1
2 . At iteration i, starting from 0 with n configura-

tions, SH evaluates n
ηi configurations and the entire algorithm requires ⌊logη n⌋

iterations. This introduces three hyperparameters to the algorithm: the number
of initial configurations n, the resource budget for a single iteration B (e.g., the
number of iterations of the learning algorithm), and the reduction factor η.

Figure 2.6a visualizes SH for an iterative algorithm, where at each rung each
remaining candidate is trained for a number of iterations. For non-iterative algo-
rithms, the resource budget can be specified as number of samples used during
evaluations, which is visualized in Figure 2.6b. Note that with non-iterative
algorithms, computation from earlier rungs does not carry over, whereas it is
possible to resume training the same models with iterative algorithms.

Efficient parallelization of this optimization procedure is non-trivial, because
identifying the final best configuration ultimately requires completing all previ-
ous iterations. In the context of hyperparameter optimization, the time required
for evaluations of different configurations may differ orders of magnitude, which

3Here and for the remainder of the subsection iteration refers to an iteration of SH, not of
the learner algorithm (e.g., epoch). This is also called a rung in [151].
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makes waiting for stragglers very inefficient. Li et al. [151] propose an adaptation
for the parallel setting called the Asynchronous Successive Halving Algorithm
(ASHA). The adaptation does not wait for all evaluations to be completed, but
greedily promotes the top ⌊ 1η ⌋ configurations of currently evaluated configura-
tions to the next iteration. Despite potentially transferring some configurations
erroneously, they empirically demonstrate that this leads to faster optimization
than a synchronous approach.

There is a risk that a good hyperparameter configuration is discarded early.
To combat this, one might start with fewer configurations and dedicate a larger
budget for them, which has the downside that fewer hyperparameter configu-
rations are considered. A priori it is not generally known whether it is best to
consider many hyperparameter configurations and use low-fidelity estimates, or
to start with fewer configurations that allow for higher-fidelity estimates with
the same resources.

Hyperband [153] addresses this problem by using SH as a subroutine. It
starts SH multiple times with different n dividing the total resource budget
evenly. Each instantiation of SH within HB is also called a bracket. Through
brackets with high n a large part of the search space can be explored, but
brackets with low n still allow a chance to find configurations which converge
slowly yet ultimately have a good performance.

Hyperband and successive halving have also been combined with other op-
timization methods. To generalize to non-iterative learning algorithms, some-
times a subset of the data is used instead to obtain low-fidelity estimates [99,
181]. BOHB [80] has been integrated in auto-sklearn 2 [82] and combines
Bayesian optimization with Hyperband by replacing the random selection of
pipelines in Hyperband with ones recommended by Bayesian optimization. Lay-
ered TPOT (LTPOT) [99]4 and TPOT-SH [181] combine TPOT’s evolutionary
algorithm with multi-fidelity estimates. In LTPOT evolution takes place in
multiple populations across different rungs (resource budgets) and individuals
may be promoted to higher fidelity rungs. In TPOT-SH a single population is
maintained and the evaluations across generations become of increasingly higher
fidelity by training and evaluating the pipelines on more data. DEHB [7] com-
bines hyperband with differential evolution [194] in a similar way to LTPOT,
though they decrease the population size for higher fidelity estimates. DEHB
has not yet been included in an AutoML tool.

4Research carried out during my master’s thesis.
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2.3.5 Other Methods

There are many more methods through which pipelines may be constructed
automatically, this subsection highlights a few of them.

Particle Swarm Optimization

Escalante, Montes, and Sucar [75] use Particle Swarm Optimization (PSO) [70]
to optimize complete pipelines. In this population based approach, each pipeline
is encoded as a vector that represents both the hyperparameter configurations
of each algorithm and indicator variables that denote which algorithms are in-
cluded in the pipeline. A random swarm of particles is first generated, these par-
ticles have a location in the search space that corresponds to a ML pipeline con-
figuration. After evaluating each particle’s location (i.e., evaluating the model
induced by the ML pipeline according to some metric), they each traverse the
search space taking into account both the best configuration that the individ-
ual particle encountered and the global best known configuration among all
particles.

Planning

Hierarchical task network planning [98] is used in ML-Plan [169] to search for
ML pipelines. A directed acyclic graph is maintained where each edge denotes a
design decision for the ML pipeline, these decisions can be either abstract (e.g.,
add a preprocessor) or concrete (e.g., set k neighbours to 8), and the nodes
denote a partially-planned pipeline. There is one source node in the graph,
corresponding to the high level concept of building a pipeline, and many sink
nodes, which represent concrete pipelines. A two-tiered search is then performed
by first expanding all algorithm selection decisions, and then performing random
completions for their hyperparameter configurations. Nodes get assigned a score
based on all evaluations reachable from that node, and these scores are used to
guide the search. A similar strategy is used in Mosaic [199], which uses Monte
Carlo Tree Search [135] to optimize a pipeline with a fixed ‘plan’: select a
preprocessor, configure its hyperparameters, select the learner, and configure
the learner’s hyperparameters.

Active Learning

OBOE [279] runs a set of fast but informative algorithms to profile a dataset, and
subsequently uses collaborative filtering to recommend pipelines. Afterwards,
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an iterative active learning process evaluates pipelines that are most likely to
result in better recommendations. Active testing [149] similarly uses a history
of algorithm performance on previous tasks. It maintains an incumbent algo-
rithm configuration and use the history to predict a configuration which is most
likely to outperform it. The best of the two configurations as evaluated in a
tournament is then set to be the new incumbent algorithm and the procedure
repeats. In contrast to OBOE, active testing only recommend single algorithm
configurations instead of pipelines.

Heuristic Search

FLAML [265] has a portfolio of algorithms and a decision process based on the
estimated cost for improvement that decides which algorithm to tune and with
which evaluation budget. The hyperparameter tuning step is performed with
Cost-Frugal Optimization (CFO) [273] which is based on randomized direct
search.

Racing

Maron and Moore [161] proposed racing, an algorithm that iteratively evaluates
a set of models (for example, one cross-validation fold at a time) and discards
bad configurations early as determined by statistical tests to efficiently find the
best models in the set. While Maron and Moore [161] proposed to use Hoeffding
bounds to discern the quality of models, Birattari et al. [25] instead proposed
to use the Friedman test because it allows for a blocking design, comparing
the mean performance difference as opposed to their bounds, which reduces
the number of evaluations needed to discern between similar models [161]. In
iterated racing [156], used in AutoML framework iSklearn [261], this proce-
dure is executed multiple times in a row, each time starting with a new set of
configurations that are sampled based on the winners of the last races.

Predefined Pipelines

There are also AutoML methods where a specific optimization algorithm is not
central to the ML pipeline creation process. AutoGluon [73] defines a fixed
model architecture that uses stacked pipelines and scales in size depending on
the given computational constraints. Mohr and Wever [168] propose a naive Au-
toML process that simulates a data scientist’s workflow and breaks the pipeline
construction down into six steps, only one of which requires a non-exhaustive
search.
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2.4 Post-Processing

After the search stage additional computation may be performed, which we refer
to as post-processing, to enhance model performance or provide the user with
additional information. The search stage often evaluates many pipelines which
results in a diverse set of trained models, but also makes it prone to overfitting.
One common post-processing step is to learn how to map the predictions of
individual models to a single combined prediction, which reduces the variance
and can exhibit better performance than any individual model. However, for
practical applications, model performance is not the only consideration. When
a model has been trained by the AutoML system, additional techniques may
be used to give additional insight in the model, for example, to provide inter-
pretability or to provide a generalization estimate. Below, we will first discuss
different methods for combining model predictions, and then cover some of the
methods that may provide the users with more information about the produced
model.

2.4.1 Weighted Voting

auto-sklearn [85] and GAMA [103] implement an ensemble construction proce-
dure from Caruana, Munson, and Niculescu-Mizil [48] and Caruana et al. [49],
which describes a hill-climbing algorithm that iteratively constructs an ensem-
ble. Each pipeline in the ensemble has a weight, and the ensemble’s prediction
is the weighted sum of the pipeline predictions. The ensemble construction
algorithm first creates an initial ensemble with the n best pipelines. It then
adds pipelines one at a time, by picking with replacement from all evaluated
pipelines. To decide which pipeline to add, the performance of the ensemble
is evaluated with that pipeline included, or with its weight increased if it was
already included. The change which leads to the best performance is made
permanent, and then this procedure repeats until the ensemble has a predeter-
mined size. Instead of finding the weights for pipelines through hill-climbing,
AutoPrognosis [3] uses Bayesian model averaging to determine the weights.
Their weighing scheme automatically favors the use of “diverse” pipelines based
on their learnt search space decomposition.

2.4.2 Stacking

H2O AutoML [148] instead uses the stacking procedure from [253] where another
learner is used to learn how to combine predictions of base-learners into one. The
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advantage of this method is that it can also use non-linear models. Note that in
some approaches, e.g., TPOT, Auto-WEKA and ML-Plan, stacking ensembles are
included in the search space and are directly optimized over in the search step.

A different application of post-processing is that of the interpreter module of
AutoPrognosis [3]. They learn a model using a Bayesian associative classifier
that gives explanations for the predictions of the generated ensemble model.
These explanations are expressed as logical rules e.g., age ≥ 40 ∧ diabetic

→ high risk, which makes them interpretable by clinicians. This makes the
models more likely to be used [260], and in some cases may even be a legal
requirement [21].

2.4.3 Model Information

After producing a model, the user of the AutoML system has to consider whether
they want to deploy it. For this, it is useful to have additional information, such
as the generalization estimate or visualizations to aid model interpretability.

Generalization Estimates

Providing a generalization estimate is not straightforward. Reporting the inter-
nal estimate that was found during optimization, and used to select the model,
will be optimistically biased [259]. Tsamardinos, Rakhshani, and Lagani [247]
empirically demonstrate this effect on real-world data, which is predominantly
present with small datasets (containing fewer than 1000 rows), and find that
nested cross-validation or a method proposed by Tibshirani and Tibshirani [239]
may be used to generate less biased generalization estimates. Bootstrap Bias
Corrected Cross-Validation (BBC-CV) [246] was later proposed to efficiently ob-
tain unbiased estimates in the model selection setting. It repeats model selection
multiple times on bootstrapped matrices with model predictions, computes their
performance on the respective bootstrapped predictions, and reports the mean
generalization estimate which has less bias than previous methods.

Most AutoML frameworks do not provide unbiased performance estimates
out-of-the-box, but require that the user perform an evaluation procedure to
obtain a generalization estimate. However, JADBio [245] uses BBC-CV for less
biased generalization estimates, which is especially relevant since it is developed
for biomedical datasets which are typically small.
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Interpretability

Several AutoML frameworks provide reports which help the user interpret what
the model learned and how different features affect it. Many techniques for
general interpretability and explainability in ML may be applied directly as they
are designed to work with black-box models. This includes training interpretable
models to mimic complex ones found by AutoML [3, 133] or post-hoc model-
agnostic explanation methods such as LIME [205], partial dependence plots [93],
or individual conditional expectation plots [106]. Interpretability reports are
currently available with most commercial AutoML frameworks (for example,
mljar [192] and JADbio [245]).

2.5 AutoML in Other Settings

Most work in AutoML research is focused around finding ML pipelines that
maximize the performance for offline classification and regression problems. Re-
cently, we see work starting to focus on applying AutoML techniques in other
settings, e.g., semi-supervised learning [150], time series [277]. In this section
we briefly discuss some of this relatively unexplored work.

2.5.1 Online Learning

In the offline setting, a single batch of data is used to train a model and it is eval-
uated on a test set. By contrast, in the online setting data is provided in batches
(possibly of size 1) and the models need to be maintained over time. This can
be further complicated by the presence of concept drift [95], i.e., changes in the
underlying data distributions, which can make old knowledge either temporar-
ily or permanently obsolete. In this setting, prequential evaluation is used to
evaluate models i.e., when a new data batch comes in, it is first used to evaluate
the model and is only then used to update the model.

The simple idea to train a few different models and use the best performing
one with respect to a recent window w, dubbed BLAST (for Best Last), proved
very effective [208]. Champion-Challengers (ChaCha) [274] performs online al-
gorithm configuration by maintaining a champion and a set of challengers. It
repeats the process of identifying a new champion by evaluating the challengers
on increasingly larger budgets until one is statistically significantly better. That
challenger then replaces the champion and a new set of challengers is generated
based on the new champion, and the process repeats. In [52] several adapta-
tion strategies are evaluated on a variety of AutoML approaches. The proposed
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adaptation strategies successfully allow AutoML tools to handle concept drift,
though the best type of adaptation changes both depends on type of concept
drift and the optimization methods. While those adapted systems still used
offline learners, [51] introduces an AutoML framework which, in contrast to
ChaCha, uses multiple online learning algorithms such as Hoeffding Adaptive
Trees [24] and Adaptive Random Forests [107], and designs pipelines including
preprocessing algorithms. Additionally they evaluate multiple strategies to keep
models up-to-date, e.g., storing a set of models which worked well in the past or
creating an ensemble and updating its weights, and trigger additional pipeline
searches after detecting concept drift.

2.5.2 Unsupervised AutoML

AutoML for clustering is heavily focused around algorithm selection through
meta-learning [191, 228]. Recently, new work has explored AutoML beyond
just algorithm selection. Both AutoClust [193] and AutoCluster [155] still use
meta-learning for algorithm selection. AutoClust subsequently uses Bayesian
optimization for hyperparameter configuration, whereas AutoCluster uses grid
search and an ensembling post-processing step.

It is the very nature of clustering, the lack of ground truth labels, which
makes automated clustering especially hard. Automated approaches often con-
sider multiple internal metrics, i.e., metrics that don’t require ground truth,
when optimizing pipelines. Which metric is most appropriate is subjective, and
for this reason we see that they are either combined into one objective func-
tion [193] or separately optimized and the resulting pipelines combined in an
ensemble [155]. By contrast, Ditton et al. instead proposed a semi-automated
approach where bad configurations are discarded automatically and present the
remaining cluster sets, with rich meta-data, to a domain expert [67].

2.5.3 Multi-Label Classification

In a multi-label classification setting each sample can have multiple target labels.
This setting can be modeled as multiple single-label classification tasks, where
a single model is trained for each label independently, or as a joint modeling
problem. To tackle multi-label classification, ML2-Plan [268] restricts search
to algorithm selection only, though several algorithms are included for which
they also consider the selection of base learner algorithms. They argue that in
this setting it is common for multiple models to be trained in a single evalua-
tion, making even just algorithm selection a hard problem. De Sá et al. [211]
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use genetic programming for algorithm selection and hyperparameter optimiza-
tion, but they find that their method often selects base level learners which are
cheaper to evaluate.

2.5.4 Remaining Useful Life Estimation

In remaining useful life (RUL) estimation, the task is to predict how long an
asset is still useful for (e.g., safe to use), based on historic data. The historical
data contains variable length time series data and thus can not be directly
used in existing AutoML tools. For this reason, the data is transformed into
a regression problem either by a predefined pipeline [129], by including the
transformation as part of the ML pipeline design [243], or by coevolving a data
transformation pipeline and a regression pipeline [242].
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Chapter 3
GAMA - Modular AutoML

In this chapter, we introduce an AutoML framework developed for AutoML
research called the General Automated Machine Learning Assistant (GAMA [103,
104]). As described in more detail in Chapter 2, there are a myriad of design
decisions when building AutoML tools. This includes the type of ML pipeline
(e.g., fixed or variable length), the optimization algorithm (e.g., evolutionary
or Bayesian optimization), and whether or how to employ meta-learning (e.g.,
warm-starting) or post-processing (e.g., ensembling or stacking).

After coming up with a novel addition or improvement on any one of those
AutoML components, a researcher has to make a decision: integrate it with
an existing tool or develop an entirely new tool. Developing the new method
within the framework of an existing tool can incur a lot of overhead because
the frameworks are typically not designed to accommodate new ideas, which
requires considerable time spent understanding the existing code base and pos-
sibly refactoring it. Additionally, there is the risk that even after the idea is
implemented, the original authors will not integrate it with the tool, which
hinders future work and adoption. On the other hand, developing an entirely
new tool also brings considerable overhead, and any comparison to previous ap-
proaches is now obfuscated by other design decisions and even implementation
details, which makes it impossible to attribute measured improvements to the
novel idea.

This chapter is derived from: Pieter Gijsbers and Joaquin Vanschoren. “GAMA: A
General Automated Machine Learning Assistant”. In: Machine Learning and Knowledge
Discovery in Databases. Applied Data Science and Demo Track. Ed. by Yuxiao Dong et al.
Cham: Springer International Publishing, 2021, pp. 560–564. isbn: 978-3-030-67670-4
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GAMA is an open-source AutoML framework1 which distinguishes itself by ab-
stracting the AutoML process through its modularity, allowing users to compose
AutoML systems from components, extensibility, allowing new components to
be added, and transparency, tracking and visualizing the search process to bet-
ter understand what the AutoML framework is doing. These properties make it
an ideal tool for researchers to perform systematic AutoML research, especially
when evaluating novel ideas.

3.1 Related Work

Chapter 2 discussed many different AutoML frameworks, many of which opti-
mize scikit-learn [184] pipelines. Table 3.1 provides a small summary of the
frameworks most similar to GAMA’s default configuration. While GP-ML [141] is
most similar as they both perform multi-objective optimization using an asyn-
chronous (µ+1)-algorithm [218] with NSGA-II [64] selection2, there are two big
differences. First, GAMA uses models found during search in a post-processing
ensembling step to improve performance and reduce the chance to overfit, simi-
lar to auto-sklearn [85]. Second, GAMA optimizes linear ML pipelines, whereas
GP-ML structures pipelines as directed acyclic graphs (DAGs)s [141], and TPOT

structures pipelines as trees [179].

Framework Algorithm Multi-objective Post-processing

GAMA [103, 104] µ + 1 [218] NSGA-II [64] Ensemble [48, 49]
GP-ML [141, 142, 190] µ + 1 [218] NSGA-II [64] No
TPOT [179] µ + λ [20] NSGA-II [64] No
RECIPE [212] µ + λ [20] No No
auto-sklearn 1 [85] SMBO [119] No Ensemble [48, 49]

Table 3.1: Comparison of most closely related AutoML work.

While asynchronous evolution is GAMA’s default search algorithm, it can also
be configured to use the asynchronous successive halving algorithm (ASHA) [151],
and others may be easily added. We are not aware of any other AutoML frame-
work using ASHA, however, multiple approaches have been proposed with some

1Code and documentation can be found at https://github.com/openml-labs/gama/
2This work was developed independently of GP-ML.

https://github.com/openml-labs/gama/
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form of multi-fidelity optimization [58, 82, 99, 181].

While the other methods allow modifications to their search space, they
do have a fixed AutoML pipeline. To the best of our knowledge, GAMA is the
only AutoML framework that offers a modular and extensible composition of
AutoML systems, and extensive support for AutoML research.

3.2 The Modular AutoML Pipeline

Rather than prescribing a specific combination of AutoML techniques, GAMA

allows users to combine different search and post-processing algorithms into a
flexible AutoML ‘pipeline’. The types of AutoML pipeline that GAMA allows to be
designed matches those of the prototype AutoML pipeline shown in Figure 2.1.
This design fits, e.g., TPOT (evolutionary optimization), H2O AutoML (random
search followed by stacking), and auto-sklearn (Bayesian optimization followed
by ensemble construction). However, designs that do not fit this prototypical
pipeline already exist, e.g., AutoGluon does not employ search, and many more
designs are conceivable.

The configurability of the prototypical AutoML pipeline allows for easy ab-
lation studies by changing one specific step in the pipeline, but may also be used
to tune the AutoML framework to the problem at hand. This section gives an
overview of the currently implemented methods and shows how to configure a
custom AutoML pipeline with GAMA.

3.2.1 Search

There are three types of optimization algorithms currently implemented in GAMA

to search for optimal machine learning pipelines: random search, the bandit-
based asynchronous successive halving algorithm, and an asynchronous evo-
lutionary algorithm. We first give a brief motivation for using asynchronous
algorithms and then discuss the different implemented methods in more detail
below.

Asynchronous Optimization

In GAMA, we chose to incorporate asynchronous algorithms because they paral-
lelize more efficiently than their synchronous counterparts. This is illustrated in
Figure 3.1, where the two methods are compared and jobs, visualized as bars,
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Figure 3.1: A visual example of sync points (e.g., generations in evolution)
causing idle workers in synchronous methods. Bars represent jobs distributed
over 4 workers for each method. For comparison purposes, their color represents
the batch and the same total compute time is used in both methods.

are distributed over 4 workers for each method. The figure shows that syn-
chronous algorithms need to wait until all jobs in a batch are finished, e.g., all
individuals of a generation or in a rung are evaluated, which leaves time gaps
where workers are idle. By contrast, asynchronous methods define new jobs
whenever resources are available, allowing them to parallelize more effectively.
ML pipelines can vary dramatically in running time [170, 279], which means
synchronous approaches may spend a lot of time waiting for stragglers to finish.

In the example, each job is given a color to represent the batch and the
same total compute time is used in both methods. In reality, the asynchronous
method will need to generate jobs with different information than the syn-
chronous method, so the results would differ. Evaluating the effect of these
differences on convergence time and final model quality would be interesting
future work.

Interestingly, there hasn’t been much work evaluating asynchronous opti-
mization for AutoML. While the resource utilization is higher for asynchronous
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algorithms, new candidate solutions are generated with different information
which means it might alter the end result. This has been studied outside of the
AutoML context, but very little within [151, 190]. Using asynchronous evolu-
tion has been proposed before independently by Pilát, Křen, and Neruda [190]
though their evaluation is small-scale and also introduces caching of machine
learning pipelines. To the best of our knowledge, none of the systems that use
bandit-based optimization include their asynchronous version.

Random Search

Random search is more effective than grid search for hyperparameter optimiza-
tion [17] and may prove to be a strong baseline given a well-designed search
space (as it is for certain types of Neural Architecture Search [152]). GAMA’s
random search creates pipelines in three steps. First, the pipeline length is cho-
sen uniformly at random (containing a maximum of 3 steps, by default). Then,
for each step, an algorithm is chosen uniformly at random. Finally, for each
algorithm, the hyperparameter configuration is chosen uniformly at random.3

Asynchronous Successive Halving Algorithm

ASHA [151] uses multi-fidelity estimates to filter out bad pipelines early as
shown in Algorithm 2. In short, given a reduction factor η and budget pa-
rameters (b, B, s), configurations are first evaluated on bηs budget. The top 1

η

configurations in rung k, corresponding to resource budget b · ηs+k, get pro-
moted to the next rung with a larger resource budget per pipeline b · ηs+k+1.
In ASHA, new configurations are added to the lowest rung anytime no evalu-
ations are scheduled for higher rungs, and all pipelines in the top 1

η of their
rungs have already been promoted. The minimum early stopping rate s can
be used to increase the budget of the bottom rung. Because GAMA includes
non-iterative algorithms in the search space, these multi-fidelity estimates are
obtained by subsampling the dataset. For example, on a dataset with 1 million
rows, pipelines would first be evaluated with cross-validation on 10,000 rows,
the top configurations are subsequently evaluated on 100,000 rows, and the best
of those pipelines are evaluated on the full dataset. Pipeline candidates are
generated at random, similar to random search.

3Continuous hyperparameters are currently discretized in GAMA’s search space.
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Algorithm 2 Asynchronous Successive Halving Algorithm [151]

Require: minimum resource b, maximum resource B, reduction factor η,
minimum early stopping rate s

1: while not stop do ▷ e.g., time, iterations
2: for each free worker do
3: (θ, k)← get job() ▷ In AutoML, θ is a ML pipeline
4: queue evaluation(θ, bηs+k)
5: end for
6: for each completed job (θ, k) with loss l do
7: Update configuration θ in rung k with loss l.
8: end for
9: end while

10:

11: function get job()
12: for k = ⌊logη(B/b)⌋ − s, . . . , 1, 0 do ▷ Promote in high rungs first

13: candidates ← top k(rung k, |rung k|
η )

14: promotable ← {t for t ∈ candidates if t not already promoted}
15: if | promotable | > 0 then
16: return promotable[0], k + 1 ▷ Always promote if possible
17: end if
18: end for
19: Draw random configuration θ ▷ But grow bottom rung otherwise
20: return θ, 0
21: end function
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Asynchronous Multi-Objective Evolutionary Algorithm

The evolutionary algorithm in GAMA is identical to the one described in [218]
for which pseudo-code is presented in Algorithm 3. The queue evaluation(p)
function submits pipeline p to a queue to be evaluated on one of the worker
nodes, and the get next evaluation() function returns whichever evaluation is
done first. The algorithm maintains a single population and generates offspring
from the population whenever a worker is available.

Algorithm 3 Asynchronous Evolution

Require: Pstart initial pipeline designs, Nmax > 0
1: for all p ∈ Pstart do
2: queue evaluation(p) ▷ To be evaluated on a worker
3: end for
4:

5: P ← ∅
6: while not stop do ▷ E.g., time, iterations
7: P ← P ∪ { get next evaluation() } ▷ Whichever is done first
8: if |P | > Nmax then
9: P ← P \ {eliminate(P )} ▷ Remove the worst fitness

10: end if
11: if worker is available then
12: queue evaluation(create one(P )) ▷ Create new pipeline
13: end if
14: end while

While the pseudo-code presented here only differs in form from [218], there
are differences in the selection, mutation, cross-over and representation of indi-
viduals. GAMA uses genetic programming trees to represent linear ML pipelines
(see Section 2.3.2), and uses the following operators to optimize them:

Elimination (line 9): Remove an individual from the worst rank pareto front.

Pipeline Creation (line 12):

– Parent Selection Binary tournament selection based on pareto rank and
crowding distance as in NSGA-II [64].

– Cross-over Exchange subtrees (e.g., a preprocessing pipeline).

– Mutation One of the following mutations with equal probability4:

4Considering only valid mutations, e.g., you can’t shrink a tree with only a root node.
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Figure 3.2: A comparison of TPOT and GAMA without ensembling on six binary
classification tasks from the benchmark. The best observed score per fold across
all frameworks in the benchmark (see Chapter 5) is also shown for reference.
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Figure 3.2 shows a small scale comparison on six tasks from the AutoML
benchmark (see Chapter 5) between TPOT, which uses a synchronous (µ + λ)
algorithm, and GAMA, using asynchronous evolution. The top and bottom three
tasks are the biggest three binary classification tasks under one million and
under 100 thousand rows, respectively. The best observed score for each fold
across all frameworks is also shown for reference. GAMA’s search space is very
similar to that of TPOT, but TPOT allows stacking in the pipeline design by
using any learner as a preprocessing step and appending its predictions to the
data. While we can’t draw any conclusions because of these multiple design
differences, we think it is a promising indication that asynchronous methods
also lead to better pipelines being discovered in the same time budget, as GAMA
improves over TPOT on tasks where a substantial improvement was shown to
be possible. In the future we hope to do a principled comparison by adding
synchronous evolution to GAMA.
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Algorithm 4 Ensemble selection from libraries of models [49]

Require: P a set of pipelines with given loss lp and out-of-fold predicted prob-
abilities ŷp, initial ensemble size k, final ensemble size K

1: w← [0 | p ∈ P] ▷ Initialize weight of each pipeline
2: for all p ∈ top k(P, k) do ▷ Add k pipelines with the least loss
3: wp ← 1
4: end for
5:

6: for 1, . . . ,K − k do
7: L← [Evaluate(P,w′), w′ is w but with wp increased by 1 | p ∈ P ]
8: Increase wp by 1 where p := arg minp∈P Lp

9: end for
10:

11: function Evaluate(P,w′)
12: return Loss incurred by prediction 1

|w′|1
∑

p∈P w′
p · ŷp

13: end function

3.2.2 Post-processing

After the pipeline search has been completed, a post-processing technique may
be executed to construct the final model. It is currently possible to either train
the single best pipeline on all training data or to create an ensemble out of
pipelines evaluated during search. The latter is done using the hillclimbing
ensemble algorithm described in [49] and shown in Algorithm 4, including some
refinements proposed in [48]. First, an initial ensemble is constructed with the
best k pipelines found during search. Then, pipelines are added one by one to the
ensemble based on the ensemble performance with that pipeline included until
the desired ensemble size is reached. Using an ensemble of pipelines increases
the performance and is less prone to overfitting than selecting the best single
pipeline.

Later work described a few modifications which are particularly interest-
ing for practical AutoML. First, Caruana, Munson, and Niculescu-Mizil [48]
observed that using the all models trained during cross-validation directly in
an ensemble led to increased performance over retraining a model on all avail-
able data. This is particularly convenient from an engineering perspective, as
AutoML systems typically need to adhere to time constraints and the lack of
additional (unpredictable) fit procedures makes the ensembling procedure much
faster and at the same time more predictable.
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Second, they find that pruning the model library (P) by removing its worst
models decreases the risk for ensemble overfitting and subsequently improves
the performance. In practice, this means we do not need to store all trained
pipelines and generated predictions, but only a subset of them. In their work,
they define a fraction to keep relative to the total amount of evaluated models,
in GAMA we use a set amount of pipelines since the amount of evaluated models
will vary greatly depending on the optimization problem. This might introduce
the risk of only keeping too similar models since generated pipelines are derived
from well performing pipelines (when using evolutionary optimization), but we
leave studying whether or not this effect occurs in practice for future work.

Finally, while the original publication recommends repeating the procedure
several times with subsets of the model library (P) to create bagged ensembles,
later work showed that the benefits of bagged ensembles vanish when the eval-
uation dataset is sufficiently large. In their experiments, hillclimb evaluation
datasets as small as a few hundred samples saw only marginal benefits and
no benefits were observed with a hillclimb set of 10.000 samples. Especially
when using hillclimbing sets generated with cross-validation, almost all modern
datasets meet this size criterion so we forgo bagging.

3.2.3 Configuring an AutoML Pipeline

Listing 3.1 shows how to configure GAMA with non-default search and postpro-
cessing methods and use it as a drop-in replacement for scikit-learn estima-
tors.5 New AutoML algorithms or variations to existing ones can be included
and tested with relative ease. For instance, each of the search algorithms de-
scribed above has been implemented and integrated into GAMA with less than
170 lines of code, and they can all make use of shared functions for logging,
parallel pipeline evaluation, and adhering to runtime constraints.

While this flexibility does raise the question of how to best configure GAMA

to obtain the best model, the summarized benchmark results shown in the
next section, and in more detail in Chapter 5, show that the out-of-the-box
performance is similar to that of fixed AutoML frameworks.

5An always up-to-date version of this listing can be found at https://openml-labs.github.
io/gama/master/citing.html

https://openml-labs.github.io/gama/master/citing.html
https://openml-labs.github.io/gama/master/citing.html
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Listing 3.1: Configuring an AutoML pipeline with GAMA

1 from GAMA import GAMAClassifier

2 from GAMA.search_methods import AsynchronousSuccessiveHalving

3 from GAMA.postprocessing import EnsemblePostProcessing

4
5 automl = GAMAClassifier(

6 search=AsynchronousSuccessiveHalving (),

7 post_processing=EnsemblePostProcessing ()

8 )

9 automl.fit(X_train , y_train)

10 automl.predict(X_test)

11 automl.score(X_test , y_test)

3.3 Accelerating Research

GAMA is integrated in the AutoML Benchmark to be introduced in Chapter 5.
That chapter will also provide a detailed report of the experimental evaluation
of GAMA and many other AutoML frameworks, but some results can be seen
in Figure 3.3. The results in this figure are computed by aggregating over all
four-hour results of both classification and regression tasks, with GAMA using
its evolutionary search and ensemble post-processing. Figure 3.3a shows the
critical difference diagram [65] of the average ranks, where missing values are
first imputed with the worst observed performance for the same task and fold
across all frameworks. In Figure 3.3b we see the trade-off between the median
prediction speed and performance. To commensurate the different scales of the
different metrics and tasks, results are first scaled relative to random forest
performance (0) and the best observed performance out of any framework (1).
We see that auto-sklearn performs very similar to GAMA, which is likely because
they use approximately the same search space and the same ensemble post-
processing algorithm. It should be noted, however, that the focus of GAMA is not
to be the best performing AutoML framework or provide the fastest inference
times, but to allow for easy but principled AutoML research. To this end,
GAMA provides the researcher with artifacts and a visualization tool which are
presented below.
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Figure 3.3: Benchmark results aggregated across all tasks of both suites with a
four-hour time budget. Here, GAMA uses asynchronous evolutionary search and
ensemble post-processing.

3.3.1 Interface

GAMA comes with a graphical web interface which allows novice users to start and
configure GAMA. Moreover, it visualizes the AutoML process to enable researchers
to easily monitor and analyze the behavior of specific AutoML configurations.

One can also compare multiple logs at once, creating figures such as Fig-
ure 3.4 that shows the convergence rate of five different GAMA runs over time on
the airline dataset6.

3.3.2 Artifacts

GAMA automatically creates logs with information about the pipeline optimiza-
tion for analysis. It’s easy to extend this logging with optimizer specific in-
formation. For example, pipelines created through evolution will also keep a
reference to their parent(s), and pipelines evaluated in ASHA come with in-
formation about their resource budgets. Additionally, other artifacts may be
stored as well, such as memory usage logs or evaluated pipelines and their pre-
dictions. In this section, we will show a few examples of visualizations created
from these logs of a 10-fold cross-validation experiment with a one hour time
budget on the Higgs task7. This Higgs task is a fairly balanced binary classifi-
cation problem with 28 numeric features and is subsampled down to one million
rows. We evaluated both ASHA and EA.

6For more information, see: https://www.openml.org/d/1169
7For more information, see: https://www.openml.org/t/360114

https://www.openml.org/d/1169
https://www.openml.org/t/360114
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Figure 3.4: Visualization of logs

Figure 3.5 visualizes the evolution history for one fold. Each marker repre-
sents an ML pipeline evaluated during search. The x-axis denotes the creation
order, though for legibility the initial population of 50 individuals is plotted
as though they were generated in sequence (denoted with circles). The y-axis
denotes its rank (here, higher is better). As expected, we see that over time
we find better pipelines and gradually generate fewer pipelines which fail to
evaluate (e.g., due to the time constraints).

The shape of the marker indicates how the pipeline was generated (e.g.,
cross-over or mutation) and its color shows how much offspring it has. Some
individuals generate much offspring despite their lower performance rank, which
can be explained by the multi-objective selection that also takes into account
the number of steps in the pipeline. The best found pipeline is denoted with an
orange marker, and its lineage is visualized through dashed lines that connect to
its ancestors. This tells us the pipeline was generated from the initial population
and a total of three mutations and one cross-over step.

Figure 3.6 shows an optimization trace for a single fold for ASHA. The
resources used at each rung are shown on the x-axis, and the y-axis denotes
the pipeline performance. Despite only evaluating a fraction of the pipelines
on a full budget compared to the evolutionary approach, more than twice the
pipelines were evaluated on the lowest rung.

Finally, the convergence of both methods is compared in Figure 3.7 and we
see in this scenario that ASHA finds good solutions more quickly. While these
traces are based on internal evaluation scores, the out-of-fold scores are similar
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with a mean AUC of 0.791 and 0.776 for ASHA and evolution, respectively. This
is to be expected as the Higgs dataset is rather large for a one hour budget, so
the benefit of multi-fidelity optimization is emphasized.
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Figure 3.5: Evolutionary optimization on Higgs on a one hour time budget.
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3.4 Use in Research

In this section, we have a closer look at work that uses GAMA in novel AutoML
research.8

3.4.1 Online AutoML

Celik, Singh, and Vanschoren [51] adapted GAMA for online AutoML, because of
earlier findings that evolutionary optimization adapts well to concept drift [52].
Because the online setting differs significantly from the offline setting, the pro-
posed approach only uses AutoML pipeline design after detecting concept drift.
They experiment with three different methods to keep models up-to-date: keep-
ing a single best pipeline, maintaining and reweighing ensembles, or using a
model store with recent good pipelines. Additionally, they defined a search
space with online learners from River [172] and used prequential evaluation to
take into account the temporal relationship in the data. Despite those differ-
ences, they still maintained the flexible AutoML procedure and were able to
compare different search methods that were provided out-of-the-box.

3.4.2 Multi-fidelity Evolution

Campero Jurado and Vanschoren [45] explored a novel application of the gen-
eralized island model in AutoML and combined it with successive halving. The
proposed solution evolves a population on each of N islands, and periodically
exchanges individuals in the population through migration. This optimization
procedure is repeated several times with different resource budgets, using the
best individuals from the previous rung as starting populations. The islands
each have distinct optimization algorithms, such as differential evolution [194],
particle swarm optimization [70] and a (µ+1) evolutionary strategy [20]. Three
island topologies are explored: a fully disconnected topology, where no migra-
tion takes place, a fully connected topology, where individuals migrate to and

8Additionally, GAMA was used as an out-of-the-box AutoML tool to perform protein abun-
dance prediction [81] and general biomedical applications [245]. Unfortunately, the compari-
son by Ferreira et al. [81] assigned very different budgets to TPOT [179] and H2O AutoML [148]
which makes it hard to draw any meaningful conclusions about their relative performance.
Tsamardinos et al. [245] showed that GAMA’s performance did not statistically significantly
differ from JADBio (the introduced framework) on a large set of biomedical datasets. How-
ever, the work mainly focused on AutoML beyond pipeline design, for example, by providing
accurate model generalization estimates and identifying interesting feature subsets.
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from all islands, and a ring topology, where the islands form a ring and indi-
viduals only migrate to and from two adjacent islands. They find that a ring
topology provides the best results, and postulate that this is because it allows
for a good balance between evolution on each island (exploration) and sharing
information through migration (exploitation).

3.4.3 Clustering

In the unsupervised setting, optimization is more subjective as different metrics
characterize different properties of clusters. Nevertheless, multiple AutoML
for clustering approaches have been proposed [155, 193]. Yildirim et al. [280]
adapted GAMA to work in the unsupervised setting by defining a search space
with scikit-learn’s [184] clustering algorithms. In clustering, labeled datasets
are typically used to make evaluation more objective. Clusters are generated
without knowledge of the class labels but the final evaluation does use the
class labels for evaluating the generated clusters. For this reason, the Caliński-
Harabasz index [43] is optimized during optimization because it does not require
class labels, but the final results are evaluated on the adjusted rand index [232]
and adjusted mutual information [262] which take into account the true class
labels. They compared GAMA’s out-of-the-box search methods of asynchronous
evolution and random search and found that evolution outperforms random
search, especially for higher resource budgets.

3.5 Conclusion, Limitations, and Future Work

In this chapter, we presented GAMA, an open-source AutoML tool that facilitates
AutoML research and skillful use through its modular design and built-in log-
ging and visualization. Novice users can make use of the graphical interface to
start GAMA, or simply use the default configuration which is shown to generate
models of similar performance to other AutoML frameworks. Researchers can
leverage GAMA’s modularity to integrate and test new AutoML search proce-
dures in combination with other readily available building blocks, and then log,
visualize, and analyze their behavior, or run extensive benchmarks.

GAMA allows for a more principled evaluation of novel AutoML ideas through
ablation studies, comparing design decisions across only one axis of change. It
should be noted that when comparing two different optimization methods, any
found performance difference is only valid under the other fixed design decisions,
e.g., results may differ when considering a different search space. However, this
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limitation is not inherent to GAMA’s design but holds for any experiment with
sufficiently many design decisions.

The modular AutoML pipeline in GAMA currently only allows the design of
the prototypical pipeline shown in Figure 2.1. However, many other designs
are conceivable, e.g., using multiple search algorithms with their own separate
search spaces. In general, the AutoML pipeline could be expressed as a directed
acyclic graph and contain additional types of steps, e.g., search space design.

In the future, we aim to integrate additional search techniques and additional
steps, such as warm-starting the pipeline search with meta-data, so that more
pipeline designs are available out-of-the-box. Additionally, we plan to allow for
more flexibility in the design of the AutoML pipeline itself. Finally, we aim
to greatly increase the tools available to researchers to analyze their AutoML
idea. Beyond providing more visualizations and artifacts, we want to provide
programmatic hooks to allow researchers for easier real-time interaction and
visualizations.



Chapter 4
Reproducible Benchmarks

In this chapter we present work that extends the OpenML platform [258] to
enable to use of common benchmarking suites. In this introduction we will first
provide a brief overview of other dataset repositories. We subsequently provide
a short but comprehensive description of the OpenML platform in Section 4.1.
The two sections thereafter detail our contributions, the programmatic inter-
face to the platform called openml-python (section 4.2), and the addition of
reproducible OpenML benchmarking suites (section 4.3).

Related Work

Evaluating novel (automated) machine learning ideas requires experimental
evaluation on datasets. For this purpose, the machine learning field has long
recognized the importance of dataset repositories. The UCI repository [66] and
LIBSVM [53] offer a wide range of datasets. Many more focused repositories
also exist, such as UCR [56] for time series data and Mulan [248] for multilabel
datasets. Some repositories also provide programmatic access. Kaggle.com

and PMLB [178] offer a Python API for downloading datasets, skdata [15] and

The work described in this chapter was largely carried out concurrently through an iter-
ative development process.
Section 4.2 is derived from Matthias Feurer et al. “Openml-python: an extensible python api
for openml”. In: Journal of Machine Learning Research 22.100 (2021), pp. 1–5.
Section 4.3 is derived from Bernd Bischl et al. “OpenML Benchmarking Suites”. In: Thirty-
fifth Conference on Neural Information Processing Systems Datasets and Benchmarks Track
(Round 2). 2021.
Both works were used in making this chapter introduction and Section 4.1.
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tensorflow [1] offer a Python API for downloading computer vision and natu-
ral language processing datasets, and KEEL [4] offers a Java and R API for
imbalanced classification and datasets with missing values.

Several platforms can also link datasets to reproducible experiments. Rein-
forcement learning environments such as the OpenAI Gym [39] run and evaluate
reinforcement learning experiments, the COCO suite standardizes benchmark-
ing for blackbox optimization [112] and ASLib provides a benchmarking protocol
for algorithm selection [30]. The Ludwig Benchmarking Toolkit orchestrates the
use of datasets, tasks and models for personalized benchmarking and so far in-
tegrates the Ludwig deep learning toolbox [174]. PapersWithCode maintains a
manually updated overview of model evaluations linked to datasets.

4.1 OpenML

OpenML is a collaborative online machine learning platform [258]. More than
just linking datasets to reproducible experiments, it is meant for sharing re-
sults and building on prior empirical machine learning research. OpenML goes
beyond the platforms mentioned above, as it includes extensive programmatic
access to all experiment data and automated analyses of datasets and experi-
ments, which have enabled the collection of millions of publicly shared and re-
producible experiments, linked to the exact datasets, machine learning pipelines
and hyperparameter settings.

OpenML organizes everything based on four fundamental, machine-readable
building blocks. These four blocks are shown in Figure 4.1 together with the
new blocks we introduce in this chapter. The four blocks on which we built are:

• The dataset, tabular datasets that are annotated with rich meta-data such
as automatically computed meta-features.

• The machine learning task to be solved, specifying the dataset, the task
type (e.g., classification or regression), the target feature (in the case of
supervised problems), the evaluation procedure (e.g., k-fold CV, hold-out),
the specific splits for that procedure, and the target performance metric.

• The flow which specifies a machine learning pipeline that solves the task,
e.g., an ML pipeline that first performs imputation of missing values and
encoding of categorical features, followed by training a Random Forest
model.

https://paperswithcode.com/


4.2. OPENML-PYTHON 55

Dataset

iris

Task

10-fold CV
 Flow

Random Forest

Run

Collection of Tasks

Benchmark StudyBenchmark Suite

Collection of Runs

new

results

Figure 4.1: Schematic overview of OpenML building blocks, highlighting the
new contributions.

• The run that contains experiment results (i.e., predictions and perfor-
mance evaluations) when a flow is executed on a task.

Each of these are accessible in machine-readable formats, with packages in
the Java, Python and R ecosystems [50, 87, 207] to provide easy integration in
common machine learning tools, workflows, and environments1.

OpenML also features a web interface2 which allows access and exploration
of all the artifacts stored on the platform. It allows finding datasets through a
direct search or by filtering based on dataset qualities, and each dataset page
features interactive plots and automated exploratory data analysis. For each
flow or task, an overview of the stored runs is provided and for each run an
analysis of the produced predictions is provided.

4.2 OpenML-Python

openml-python is a seamless integration of OpenML into the popular Python
ML ecosystem3, that provides easy programmatic access to all OpenML data

1See https://docs.openml.org for more information.
2https://new.openml.org
3https://github.blog/2019-01-24-the-state-of-the-octoverse-machine-learning/

https://docs.openml.org
https://new.openml.org
https://github.blog/2019-01-24-the-state-of-the-octoverse-machine-learning/
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and automates the sharing of new experiments. In this section, we introduce
openml-python’s core design, showcase its extensibility to new ML libraries,
and give code examples for several common research tasks.

4.2.1 Design and Development

The OpenML platform is organized around several entity types which describe
different aspects of a machine learning study. For instance, an experiment
(run) shared on OpenML can show how a random forest (flow) performs on
‘Iris’ (dataset) if evaluated with 10-fold cross-validation (task), and how to
reproduce that result. OpenML makes this information available through a
REST API, and openml-python wraps the complexity of communication with
this REST API by providing easy-to-use helper functions and Python objects.
openml-python closely follows the design of OpenML entities and represents
each with separate classes in their own submodules which makes for a natural
mapping.

A number of list functions allow light-weight access to data stored on
OpenML. For example, it is possible to use the list datasets function to query
for datasets with specific characteristics, list tasks related to that dataset (using
list tasks), and query experimental results for that task (using list runs).
To upload new data to OpenML, entities can be created with create functions
which create the Python objects which may be uploaded through a publish

method.

To allow users to automatically run and share machine learning experiments
with different libraries through the same openml-python interface, we designed
an extension interface that standardizes the interaction between openml-python

and machine learning library code. An extension’s responsibility is to convert
between the libraries’ models and OpenML flows, interact with its training
interface and format predictions.

We created an extension for scikit-learn [184], as it is one of the most popular
Python machine learning libraries. This extension can be used for any library
which follows the scikit-learn API [40]. Concretely, the scikit-learn extension
can convert an OpenMLFlow to an scikit-learn Estimator (including hyper-
parameter settings), train models and produce predictions for a task, and create
an OpenMLRun object to upload the predictions to the OpenML server. The ex-
tension also handles advanced procedures, such as scikit-learn’s random search
or grid search and uploading its traces (hyperparameters and scores of each
model evaluated during search).
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While openml-python is best used with an internet connection, it does fa-
cilitate offline usage to a degree. All downloaded entities are cached locally,
which makes it faster when e.g., fetching the same dataset across multiple ses-
sions and allows subsequent loading of the same datasets without a connection
to OpenML. For example, when running large scale experiments it is possible
to first download all the required entities (e.g., datasets, tasks and flows), then
conduct experiments offline on cached data, and later upload results when a
connection is available again.

The package is developed publicly on Github, uses continuous integration,
and features documentation with a mix of tutorials, examples and API docu-
mentation. It builds on standard open-source packages for scientific computing
such as numpy [114], scipy [263], and pandas [235], which means it integrates
well with ML in Python. The package is written in Python3 and open-sourced
with a 3-Clause BSD License.4

4.2.2 Related Work

There are other Python packages for importing datasets, such as PMLB [178],
and submodules of both scikit-learn [184] and tensorflow [1], but these offer no
support for reproducible experiments such as provided train/test splits. On the
other hand, Kaggle.com, an online platform mostly known for its company-
sponsored competitions, provides a versatile platform to share and collabora-
tively work with datasets. Kaggle.com itself is closed source and cannot be
extended and developed by the research community. Their Python API pro-
vides functionality to up- and download datasets and so-called kernels to their
webserver. However, datasets are neither required to adhere to the same format
and can therefore not be automatically ingested. Similarly, there is no central
and consistently formatted storage of the experiments, which makes it hard to
build on previous results and conduct large scale analyses.

4.2.3 Use Cases

Here follow a few of the use cases of OpenML and code examples of how to
perform them with openml-python. Further information, including advanced
examples on how OpenML-Python was used in previous publications, can be

4Source: http://github.com/openml/openml-python

https://www.kaggle.com/
http://github.com/openml/openml-python
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found in the online documentation.5

Finding and downloading datasets. openml-python can retrieve the thou-
sands of datasets on OpenML (all of them, or specific subsets) in a unified
format, retrieve meta-data describing them, and search through them with fil-
ters. Datasets are converted from OpenML’s internal format into numpy [114],
scipy [263] or pandas [235] data structures, which are standard for ML in
Python. To facilitate contributions from the community, it allows people to
upload new datasets in only two function calls, and to define new tasks on
them.

Listing 4.1 shows how to query for datasets with specific characteristics and
download one.6 Here we use list datasets to query datasets that have between
100 and 200 instances (rows), more than 2 classes and no missing values, and
request at most 5 results. If we are interesting in any one particular dataset, for
example ‘iris’, we can download it with the get dataset function and inspect
the data.

Performing reproducible ML experiments OpenML tasks and flows to-
gether describe all aspects of an experimental setup. This can be used to con-
duct reproducible ML experiments, but it can be tedious (and error-prone)
to initialize the models and setup the data splits through the basic building
blocks. openml-python provides a simplified interface which automates much
of this process. Listing 4.2 shows how to conduct a reproducible experiment
which evaluates the predictive accuracy of a decision tree using 10-fold cross-
validation on the ‘Iris’ dataset and upload the results to OpenML. To achieve
this simple interface, run model on task interally uses the scikit-learn ex-
tension to convert the DecisionTreeClassifier to a flow, reads the task to
split the dataset, and use the DecisionTreeClassifier’s fit and predict

functions.

Using published results Experiment data on OpenML is plentiful and allows
interesting analysis of e.g., hyperparameter importance [255] or algorithm per-
formance [233]. In Listing 4.3 we show how to produce a contour plot, as shown
in Figure 4.2, which shows the effect of hyperparameters C and γ of an SVM
on its accuracy for the letter dataset using experiment data already available on
OpenML. In particular, lines 5-8 retrieve all experiment data for an SVM flow
on a 10-fold cross-validation task on the ‘letter’ dataset with openml-python.

5Documentation, extensions and examples: https://openml.github.io/openml-python
6The example specifies the dataset by name for convenience. To guarantee the exact same

version of the dataset is downloaded, a numeric identifier should be used.

https://openml.github.io/openml-python
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Listing 4.1: Code for listing and retrieving datasets.In this listing only, the code
(prefix: >>>) and output are interleaved. Output is abridged and formatted for
display in this document.

1 >>> import openml

2 >>> openml.datasets.list_datasets(

3 output_format="dataframe",

4 number_instances="100..200",

5 number_missing_values="0",

6 size=5,

7 )

8
9 did name NumberOfFeatures NumberOfInstances ...

10 10 lymph 19.0 148.0 ...

11 48 tae 6.0 151.0 ...

12 61 iris 5.0 150.0 ...

13 62 zoo 17.0 101.0 ...

14 164 mol 58.0 106.0 ...

15
16 >>> iris = openml.datasets.get_dataset("iris")

17 >>> iris.get_data ()

18
19 SEPALLENGTH SEPALWIDTH PETALLENGTH PETALWIDTH CLASS

20 5.1 3.5 1.4 0.2 setosa

21 4.9 3.0 1.4 0.2 setosa

22 ... ... ... ... ...

23 6.2 3.4 5.4 2.3 virginica

24 5.9 3.0 5.1 1.8 virginica

Listing 4.2: Automatically performing 10-fold cross-validation with a decision
tree on ‘iris’ (task 59) and uploading the results (requires an API key).

1 import sklearn.metrics , sklearn.tree , openml

2
3 iris_task = openml.tasks.get_task (59)

4 model = sklearn.tree.DecisionTreeClassifier ()

5 run = openml.runs.run_model_on_task(model , iris_task)

6 run.publish ()
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The remainder, lines 9-17, only processes and visualizes the obtained data.
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Figure 4.2: SVM hyperparameter contour plot generated by the code in List-
ing 4.3.
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Listing 4.3: Code for retrieving the predictive accuracy of an SVM classifier on
the ‘letter’ dataset and creating a contour plot with the results.

1 import openml

2 import numpy as np

3 import matplotlib.pyplot as plt

4
5 # Choose an SVM flow (e.g. 8353) ,

6 # and the dataset ’letter ’ (task 6).

7 df = openml.evaluations.list_evaluations_setups(

8 ’predictive_accuracy ’, flows =[8353] , tasks =[6],

9 output_format=’dataframe ’,

10 parameters_in_separate_columns=True ,

11 )

12 hp_names = [

13 ’sklearn.svm.classes.SVC (16)_C’,

14 ’sklearn.svm.classes.SVC (16) _gamma ’

15 ]

16 df[hp_names] = df[hp_names ]. astype(float ).apply(np.log)

17 C, gamma , score = df[hp_names [0]], df[hp_names [1]], df[’value ’]

18
19 cntr = plt.tricontourf(

20 C, gamma , score , levels =12, cmap=’RdBu_r ’

21 )

22 plt.colorbar(cntr , label=’accuracy ’)

23 plt.xlim((min(C), max(C)))

24 plt.ylim((min(gamma), max(gamma )))

25 plt.xlabel(’C (log10)’, size =16)

26 plt.ylabel(’gamma (log10)’, size =16)

27 plt.title(’SVM performance landscape ’, size =20)
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4.3 Benchmarking Suites

Algorithm benchmarks shine a beacon for machine learning research. They al-
low us, as a community, to track progress over time, identify challenging issues,
to raise the bar and learn how to do better. To learn as much as possible from
them, they must include well-designed, challenging sets of tasks, be easily ac-
cessible and practical to use. Evaluations of algorithms on these tasks should be
performed in standardized ways to support a rigorous analysis and clear conclu-
sions. And above all, these evaluations must be easy to find, easily interpretable,
reproducible, and directly comparable to evaluations run by other scientists.

However, in practice machine learning researchers have benchmarked their
algorithms on often ad-hoc subsets of dataset repositories such as UCI [66] or
LivSVM [53]. This has not yet led to standardized benchmarks that can be
easily compared between individual studies. This often results in suboptimal
shortcuts in study design, producing rather small-scale experiments that should
be interpreted with caution [2], are hard to reproduce [117, 183], and even
lead to contradictory results [130]. An often criticized aspect is the competitive
mindset in benchmarking which focuses too much on dominating the state-of-art
on a few datasets, instead of a rigorous and informative analysis of large-scale
studies, including negative results where popular algorithms fail [219].

OpenML provides all the building blocks for creating curated benchmarks,
such as meta-data rich datasets, tasks, flows and runs. However, OpenML did
not yet facilitate the simple creation and sharing of well-designed benchmark
suites and results of experiments ran on them. In this last part of the chapter
we introduce a novel benchmarking layer on top of OpenML, fully integrated
into the platform and its APIs, that streamlines the creation of benchmark-
ing suites, i.e., collections of tasks designed to thoroughly evaluate algorithms.
These suites can then be easily imported, used in systematic benchmarking ex-
periments, and the results can be automatically shared and organized on the
OpenML platform, where they can be easily searched, reused and compared
to the results of others. We develop tools that allow for creating a well-defined
benchmark suite, and propose a new benchmark suite designed with these tools:
the Curated Classification benchmarking suite 2018 (OpenML-CC18)

4.3.1 OpenML Benchmarking Suites

As with any platform where people can upload new datasets, an overwhelming
amount and variety of datasets is available, and it can be unclear how well they
are curated. We designed OpenML benchmarking suites as a remedy to al-
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Figure 4.3: OpenML website showing a list of benchmark studies on the left, and
interactive exploration of the results of the AutoML Benchmark (see Chapter 5)
on the right. Can be viewed online at https://www.openml.org/s/226.

low researchers to compile and publish well-defined collections of curated tasks
and datasets, and collect benchmarking results from many scientists in a single
place. More precisely, we define:

An OpenML benchmarking suite is a set of OpenML tasks carefully selected
to evaluate algorithms under a precise set of conditions.

Using a set of tasks instead of a set of datasets makes experiments performed
on them comparable and reproducible. Compared to other (static) collections of
datasets, the use of OpenML benchmarking suites has the following advantages:

• Easy creation of benchmarks (see Section 4.3.2): OpenML hosts thousands
of datasets, and scientists can easily filter them down to those needed for
their benchmarks.

• Convenient access and sharing of suites: Each suite receives a unique ID,
which can be used to retrieve the suite via APIs, and via its own webpage.
Figure 4.3 illustrates how results collected on these suites can be explored
online.

• Permanence and provenance: Because benchmarking suites are its own

https://www.openml.org/s/226
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entity on OpenML, it is clear who created them (provenance). It also
guarantees no one but the original creator can edit or remove the suite
(permanence), this is an advantage over the previously used community
tagging mechanism which allowed any user to add tasks to a suite.

• Community of practice: Curated benchmark suites allow scientists to
thoroughly benchmark their machine learning methods without having
to worry about finding and selecting datasets for their benchmarks.

• Building on existing suites: Scientists can extend, subset, or adapt existing
benchmarking suites to correct issues, raise the bar, or run personalized
benchmarks.

• Reproducibility of benchmarks: Based on machine-readable OpenML tasks,
with detailed instructions for evaluation procedures and train-test splits,
shared results are comparable and reproducible.

• Conducting benchmark studies: After creating an OpenML benchmarking
suite, existing and new experiments (runs) on the underlying tasks can
be associated with the suite. This is also illustrated in Figure 4.4. Such
data reuse bootstraps the creation of new benchmark studies that can
analyze existing machine learning algorithms in new ways, or to design
new challenging benchmark suites.

• Collaborative work: OpenML benchmarking suites benefit from the OpenML
community, where users can help to identify and report bugs and errors
in the contained datasets.

• Dynamic benchmarks: Benchmarks are never perfect, and when used for
a long time, scientists may overfit on specific sets of tasks. However,
benchmarking suites can be easily corrected and extended over time (e.g.,
on a yearly basis), leading to dynamic benchmarks that respond to novel
concerns, and evaluate methods on new and ever more challenging tasks.
More than providing a snapshot, this allows longitudinal studies that truly
track progress over time.

4.3.2 How to Use OpenML Benchmarking Suites

To realize all these benefits, we have developed a series of extensions to the
OpenML platform:7

7All code is open, BSD-3 licenced, and available on https://github.com/openml

https://github.com/openml
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• We added the concepts of a ‘benchmark suite’ as a collection of tasks, and
a ‘benchmark study’ as a collection of benchmark results (runs) obtained
on them.

• We added data filtering procedures to the APIs and website that allow
researchers to exactly specify the constraints for tasks to be included in a
benchmark suite.

• We provide scripts and notebooks that facilitate the creation and quality
assessment of benchmark suites. For instance, they filter out datasets that
are modeled too easily, and hence cannot be used to differentiate between
most algorithms.

• Certain types of datasets, such as multilabel, time series, or artificial
datasets, may require additional care. We added collaborative and au-
tomated annotation (tagging) to filter such datasets accordingly.

In the following, we discuss the three main use cases for benchmarking suites,
i.e., creating new suites, retrieving existing suites, and running benchmarks. We
provide a code example on how to retrieve, iterate the contents of a benchmark
suite and run machine learning algorithms on it in Listing 4.4.8

Creating New Suites

To collect data sets for a new suite, one usually starts by determining a list
of constraints that datasets or tasks should adhere to (e.g., have a minimal
size, a limited amount of class imbalance, and not be a time series). This
is often an iterative refinement process, during which the distribution of cur-
rently selected tasks can be visualized, and any existing benchmarking results
on these tasks can be retrieved. An example of this workflow is illustrated
in the provided notebook.9 The final selection of tasks can then be used to
create a new benchmark suite. Each benchmark suite is assigned a unique id
and an overview webpage with a description and an analysis dashboard (e.g.,
https://www.openml.org/s/99). The description text can be used to describe
the goals and design criteria, provide links to external resources, and address
any ethical concerns that should be taken into consideration when using the
benchmark suite. We give an exemplary curation protocol in Appendix A.2.

8https://docs.openml.org/benchmark has up-to-date instructions for Python, Java and R.
9Notebooks can be found at https://github.com/openml/benchmark-suites

https://www.openml.org/s/99
https://docs.openml.org/benchmark
https://github.com/openml/benchmark-suites
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Listing 4.4: Running a large scale benchmark study with openml-python

1 from sklearn import compose , impute , metrics , pipeline , tree

2 from sklearn.preprocessing import OneHotEncoder

3 from openml import config , study , tasks , runs , extensions

4 from openml.extensions.sklearn import cat , cont

5
6 var imputer = (impute.SimpleImputer (), cont)

7 var encoder = (OneHotEncoder(handle_unknown=’ignore ’), cat)

8 clf = pipeline.make_pipeline(

9 compose.make_column_transformer(imputer , encoder),

10 tree.DecisionTreeClassifier(max_depth =1)

11 )

12
13 benchmark_suite = study.get_suite(’OpenML -CC18’)

14 # config.apikey = ’OPENML_API_KEY ’ # For uploads

15
16 run_ids = []

17
18 for task_id in benchmark_suite.tasks:

19 task = tasks.get_task(task_id)

20 run = runs.run_model_on_task(clf , task)

21 score = run.get_metric_fn(metrics.accuracy_score)

22 print(f’{task.get_dataset (). name}: {score.mean ():.2} acc’)

23 run.publish () # Requires API -Key

24 run_ids.append(run.id)

25
26 benchmark_study = study.create_study(

27 name="CC18 -Example",

28 description="An example decision stump study.",

29 run_ids=run_ids ,

30 benchmark_suite=benchmark_suite.id

31 )

32
33 benchmark_study.publish () # Requires API -key

34 print(f"Results stored at {benchmark_study.openml_url}")
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Retrieving Existing Suites

Existing benchmark suites can be easily downloaded via any of the OpenML
client libraries using its unique id or alias (see Listing 4.4). The tasks and
datasets are all uniformly formatted, and come with extensive meta-data to
streamline the execution of benchmarks on them. For instance, if a dataset
contains missing values, this is indicated in a machine-readable way so that
researchers can automatically adjust for this when running their algorithms.
Datasets can be investigated using exploratory data analysis tools, and existing
runs on these tasks can be downloaded and analyzed.

Running Benchmarks

After retrieving the tasks from a suite, new experiments can be conducted lo-
cally. As illustrated in Figure 4.4, this is easiest with the readily integrated
machine learning libraries. We provide support for running experiments with
scikit-learn [184] in Python, mlr [26] or its successor mlr3 [145] in R, and
Weka [111] in Java. Integrations for deep learning libraries are under develop-
ment, and we welcome further open source integrations.10 Custom code can
often be wrapped, e.g., using the scikit-learn interface.

The results of these experiments (runs) can also (optionally) be bundled
in a benchmark study and published on OpenML, as illustrated in Figure 4.4.
Runs include all experiment details, including hyperparameter configurations,
in a structured way. This allows entire communities of scientists to bring to-
gether benchmarks of a wide range of algorithms, all evaluated uniformly on the
same tasks, in a single place where they can be directly compared on predictive
performance and analysed in novel ways. Figure 4.4 visualizes the results of
3.8 million runs collected on a single benchmarking suite, which we will discuss
next.

4.3.3 OpenML-CC18

To demonstrate the functionality of OpenML benchmarking suites, we created
a first standard of 72 classification tasks built on a carefully curated selection of
datasets from the many thousands available on OpenML: the OpenML-CC18.
It can be used as a drop-in replacement for many typical benchmarking setups.
These datasets are deliberately medium-sized for practical reasons. An overview
of the benchmark suite can be found at https://www.openml.org/s/99 and in

10Development is carried out on GitHub, see: https://docs.openml.org.

https://www.openml.org/s/99
https://docs.openml.org
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Figure 4.4: Distribution of the scores (average area under ROC curve, weighted
by class support) of 3.8 million experiments with thousands of machine learning
pipelines, shared on the CC18 benchmark tasks. Some tasks prove harder than
others, some have wide score ranges, and for all there exist models that perform
poorly (0.5 AUC). Code to reproduce this figure (for any metric) is available on
GitHub.9

Table A.1 in the appendix. We first describe the design criteria of the OpenML-
CC18 before discussing uses of the benchmark and success stories.

Design Criteria

The OpenML-CC18 contains all verified and publicly licenced OpenML datasets
until mid-2018 that satisfy a large set of clear requirements for thorough yet
practical benchmarking. The selected datasets must be annotated with their
source, contain data that is not artificially generated or derived from another
dataset, and be small enough to allow for models to be trained on almost any
computing hardware (i.e., 500 - 100k samples and less than 5000 features after
one-hot encoding categorical variables). From the remaining datasets we select



4.3. BENCHMARKING SUITES 69

only reasonably balanced classification tasks of which the observations may be
assumed to be independently and identically distributed. Finally, to ensure
that datasets are sufficiently challenging, we removed datasets which are easily
solved by a decision tree.

We created the OpenML-CC18 as a first, practical benchmark suite. In
hindsight, we acknowledge that our initial selection still contains several mis-
takes. Concretely, sick is a newer version of the hypothyroid dataset with several
classes merged, electricity has time-related features, balance scale is an artificial
dataset and mnist 784 requires grouping samples by writers. We will correct
these mistakes in new versions of this suite and also screen the more than 900
new datasets that were uploaded to OpenML since the creation of the OpenML-
CC18. Moreover, to avoid the risk of overfitting on a specific benchmark, and
to include feedback from the community, we plan to create a dynamic bench-
mark with regular release updates that evolve with the machine learning field.
We want to clarify that while we include some datasets which may have ethical
concerns, we do not expect this to have an impact if the suite is used responsi-
bly (i.e., the benchmark suite is used for its intended purpose of benchmarking
algorithms, and not to construct models to be used in real-world applications).

Usage of the OpenML-CC18

The OpenML-CC18 has been acknowledged and used in various studies. For
instance, Van Wolputte and Blockeel [256] used it to study iterative imputation
algorithms for imputing missing values, König, Hoos, and Rijn [136] used it to
develop methods to improve upon uncertainty quantification of machine learning
classifiers, and De Bie et al. [63] introduced deep networks for learning meta-
features, which they computed for all OpenML-CC18 datasets. In some cases,
the authors needed a filtered subset of the OpenML-CC18, which is natively
supported in most OpenML clients. Other uses of the OpenML-CC18 include
interpreting its multiclass datasets as multi-arm contextual bandit problems [22,
23] and using the individual columns to test quantile sketch algorithms [166].

Cardoso et al. [47] claim that the machine learning community has a strong
focus on algorithmic development, and advocate a more data-centric approach.
To this end, they studied the OpenML-CC18 utilizing methods from Item Re-
sponse Theory to determine which datasets are hard for many classifiers. After
analyzing 60 of its datasets (excluding the largest), they find that the OpenML-
CC18 consists of both easy and hard datasets. They conclude that the suite is
not very challenging as a whole, but that it includes many appropriate datasets
to distinguish good classifiers from bad classifiers, and then propose two subsets:
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one that can be considered challenging, and one subset to replicate the behavior
of the full suite. The careful analysis and subsequent proposed updates are a
nice example of the natural evolution of benchmarking suites.

For completeness, we also briefly mention uses of OpenML100, a predecessor
of the OpenML-CC18 that includes 100 datasets and less strict constraints.
Fabra-Boluda et al. [79] use this suite to build a taxonomy of classifiers. They
argue that the taxonomies provided by the community can be misleading, and
therefore learn taxonomies to cluster classifiers based on predictive behavior.
Van Rijn and Hutter [255] and Probst, Boulesteix, and Bischl [196] used it to
quantify the hyperparameter importance of machine learning algorithms, while
Probst, Wright, and Boulesteix [197] used it to learn the best strategy for tuning
random forest based on large-scale experiments (although Probst, Boulesteix,
and Bischl [196] and Probst, Wright, and Boulesteix [197] use only the binary
datasets without missing values). Based upon these works, we conclude that
the OpenML-CC18 is being used to facilitate very diverse directions of machine
learning research.

Further Existing OpenML Benchmarking Suites

OpenML contains other benchmark suites as well, such as the OpenML100-
friendly that only contains the subset of the OpenML100 without missing values
and with only numerical features. A benchmark suite that contains trading
prices and technical analysis features of various currency pairs for evaluating
machine learning algorithms for Foreign Exchange was created by Schut, Rijn,
and Hoos [216]. Strang et al. [233] investigate on which types of datasets linear
classifiers can be competitive to non-linear classifiers. Since the hypothesis is
that this happens on smaller datasets, they have replicated the OpenML-100
suite and relaxed the exclusion criteria to also including small datasets (starting
with 10 data points). A large amount of datasets from PubChem have been
annotated and made available as an OpenML benchmarking suite by Olier et
al. [177]. Mantovani et al. [159] aim to predict when hyperparameter tuning
improves SVM classifiers, and have made the datasets that they experiment
on available as benchmark suite. Finally, there are the AutoML benchmarking
suites which will be discussed in more detail in the next chapter.

https://www.openml.org/s/225
https://www.openml.org/s/225
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4.4 Conclusion and Future Work

OpenML is a platform for collaborative machine learning which allows researchers
to define reproducible experimental setups, share ML experiment results, and
build on the results of others. In this chapter we introduced openml-python,
which provides an easy-to-use interface to OpenML in Python, and OpenML
benchmarking suites, which are a collection of curated tasks to evaluate algo-
rithms under a precise set of conditions. Our goal is to simplify the creation
of well-designed benchmarks to push machine learning research forward. More
than just creating and sharing benchmarks, we want to allow anyone to ef-
fortlessly run and publish their own benchmarking results and organize them
online in a single place where they can be easily explored, downloaded, shared,
compared, analyzed, and used by others in their research.

openml-python makes it easy for people to share and reuse datasets, meta-
data, and empirical results of ML experiments. It has already been used to scale
up studies with hundreds of consistently formatted datasets [85, 94], supply
large amounts of meta-data for meta-learning [186], answer questions about
algorithms such as hyperparameter importance [255] and facilitate large-scale
comparisons of algorithms [233]. In the future we hope to improve support
for deep learning experiments through e.g., extensions for frameworks such as
tensorflow [1].

We introduced OpenML benchmarking suites, a new benchmarking layer on
the OpenML platform that allows scientists to download, share, and compare
results with just a few lines of code. We then introduced the OpenML-CC18,
a benchmark suite created with these tools for general classification bench-
marking. We reviewed how other scientists have adopted OpenML-CC18 and
other benchmarking suites in their own work, from which it becomes clear that
a continuous conversation with the research community is essential to evolve
benchmarks and make them better and more useful over time.

Recently some conferences have recognized that creating a benchmarking
suite requires a lot of work and introduced tracks such as NeurIPS’ datasets and
benchmarks and AutoMLConf’s Systems, Benchmarks and Challenges which
helps authors to expose their work and receive credit for it. However, the intro-
duction of benchmarking suites is free-form which makes it harder for reviewers
to evaluate their value, and for users to find a benchmarking suite relevant to
their research. Similar to datasheets [97] which provide a rich context about a
dataset, such as why it was created, how it was created, whether there are ethical
concerns, and the intended use for the dataset, a standard sheet for benchmark-
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ing suites could be constructed. This would help authors of benchmark sheets
communicate with its users and further streamline the benchmark suite creation
process, as the questionnaire helps the authors to reflect on each stage of the
creation process. Such a ‘benchmarking sheet’ could be easily citable, integrated
with the OpenML platform, further increase the quality of benchmarking suites
and streamline their review process.

Big benchmarking suites help evaluate algorithms on a wide range of domains
or dataset characteristics. However, for some purposes a large number of tasks
might be unnecessary. Cardoso et al. [47] a post-hoc analysis is used to find
a representative subset of tasks for the OpenML-CC18. The rich experimental
data on OpenML could perhaps be used to shrink the benchmarking suite before
publication by automatically analyzing results of previous experiments, or to
propose tasks to add to a benchmarking suite to improve its expressiveness.
Achieving a similar ability for a benchmarking suite to differentiate algorithms
while using fewer tasks enables researchers with limited budgets and reduces
the environmental impact benchmarking studies have.

While it has not yet been demonstrated, we assume that as more methods
are being evaluated on benchmarking suites, overfitting on fixed suites is in-
creasingly likely. We therefore aim to periodically update existing suites with
new datasets that follow the specifications laid out by the benchmark designers
(e.g., as done for computer vision research [201]) and invite the community to
extend existing suites with harder tasks, as done in NLP research [131].

The task and suite specifications do not yet allow for constraints on re-
sources, e.g., memory or time limits. Specific benchmark studies could impose
identical hardware requirements, e.g., to compare running times. Where requir-
ing identical hardware is impractical, general constraints would ensure results
are more comparable when multiple people run their experiments on a suite.
Explicit constraints also help interpret earlier results.

We invite the community to create additional benchmarks suites for other
tasks besides classification, for larger datasets or more high-dimensional ones,
for imbalanced or extremely noisy datasets, as well as for text, time series, and
many other types of data. We are confident that benchmarking suites will help
standardize evaluation and track progress in many subfields of machine learning,
and also intend to create new suites and make it ever easier for others to do so.



Chapter 5
The AutoML Benchmark

With considerable effort being spent on developing and improving AutoML
tools [285], as well as increased usage by practitioners [252], comes the need to
compare the different tools and track progress in the field. However, comparing
AutoML tools leaves much room for error. Issues may arise from not knowing
how to correctly install, configure, or use ‘competitor’ frameworks, for instance
by misunderstanding memory management and/or using insufficient compute
resources [9], or failing to use comparable resource budgets [81]. Additionally,
we observe that no common benchmarking suites are employed for evaluating
AutoML frameworks and most published AutoML papers use a self-selected set
of datasets on which to evaluate their methods. This inconsistency makes it
hard to compare results across papers, and also allows for presenting cherry
picked results.

In this chapter, we present an open source AutoML benchmark.1 It consists
of an easy to use benchmarking tool for reproducible research on a curated list
of high quality datasets. The benchmarking tool can be used to perform fully
automated AutoML evaluations, and integration of the AutoML frameworks is
developed together with the original AutoML contributors to ensure correct-
ness. We carry out a large scale evaluation of 9 AutoML frameworks across
71 classification and 33 regression tasks and report on the results from various

This chapter is based on a work-in-progress paper, scheduled to be submitted to JMLR.
We presented a first look at this work at the ICML 2019 AutoML workshop:
Pieter Gijsbers et al. “An open source AutoML benchmark”. In: arXiv preprint
arXiv:1907.00909 (2019)
Since the workshop presentation, Stefan Coors and Marcos L. P. Bueno also joined the project.

1https://openml.github.io/automlbenchmark/
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perspectives. Finally, we provide an interactive visualization tool which may be
used for further exploration of the results.

The rest of the chapter is structured as follows. We discuss related bench-
marking literature in Section 5.1, followed by an overview of integrated AutoML
frameworks in Section 5.2. In Section 5.3, we provide an overview of the bench-
marking tool and how to use it. We then motivate our benchmark design choices
and its limitations in Section 5.4 and report on the results obtained by running
the benchmark in Section 5.5. In Section 5.6 conclude our paper and sketch
directions for future work.

5.1 Related Work

Several benchmark suites have been developed in machine learning [28, 178,
254, 275]. These datasets often do not include problematic data characteristics
found in real world tasks (e.g., missing values) because many ML algorithms
are not able to handle them natively. By contrast, AutoML frameworks should
be designed to handle these problematic data characteristics to be applicable
to a wide range of data. This makes relaxing these practical restrictions on
the selection of datasets not only possible, but indeed interesting as the way
in which AutoML frameworks handle these issues provides new dimensions in
which they can be compared. Moreover, runtime budgets are often not specified
in traditional ML benchmarks as the algorithms can run to completion (one
exception is performance studies, such as [138]), yet they are a requirement in
an AutoML benchmark as most AutoML frameworks are designed to optimize
until a given time budget is exhausted.

In the remainder of this section we will discuss some of the many experi-
mental evaluations of AutoML frameworks. In the process we highlight some
of the issues that are encountered. We stress that we do not mean to discredit
their authors and similar issues can be found in other papers.

Balaji and Allen [9] conducted one of the first benchmark studies on Au-
toML tools. They evaluated four open-source frameworks on both classification
and regression tasks sourced from OpenML, optimized for weighted F1 score
and mean squared error, respectively. Unfortunately, they encountered techni-
cal issues with most AutoML tools which led to a questionable experimental
evaluation. For example, H2O AutoML [148] was configured to optimize to a dif-
ferent metric (log loss as opposed to weighted F1 score) and ran with a different
setup (unlike the others, H2O AutoML was not containerized), and auto ml [182]
had its hyperparameter optimization disabled.
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A study on nearly 300 datasets across six different frameworks was conducted
by Truong et al. [244]. Each experiment consisted of a single 80/20 hold out
split on a 15-minute training time budget, which was chosen so that most tools
returned a result on at least 70% of the datasets. We postulate it is reasonable
to assume that the datasets for which no result is returned by a framework
correlate strongly with datasets for which optimization is hard. For example, a
big dataset might cause one framework to conduct only few evaluations while
it completely halts another. Unfortunately this makes results uninterpretable
when comparing aggregate performance (e.g., through the box-whisker plots
used), because a tool could show better performance because it failed to return
models on datasets for which optimization was hard. Truong et al. present their
results across different subsets of the benchmark, e.g., few versus many categor-
ical features, which helps highlighting differences between different frameworks.
The authors also conduct small-scale experiments to analyze performance over
time by running the tools on multiple time budgets on a subset of datasets, as
well as the ‘robustness’ which denotes the variance in final performance given
the same input data. Unfortunately, both experiments were conducted on only
one dataset per sub-category, which does not lend to generalizing the results.

Zöller and Huber [285] present a survey and benchmark on AutoML and
combined algorithm selection and hyperparameter optimization (CASH [238])
frameworks. Six CASH frameworks and five AutoML tools are compared across
137 classification tasks, the former have a limit of 325 iterations while the latter
are constrained to a one hour time limit. The comparison of CASH frameworks
gives insight into the effectiveness of different optimization strategies on the
same search space (hyperopt [18] performed best though absolute differences
were small between all optimizers). The AutoML tools are compared as they
are, which means the comparison might reflect a real life use case more closely
with the drawback that conclusions about the effectiveness of individual parts
of the system are not possible. A number of errors are observed during the
experiments, including memory constraint violations, segmentation faults and
Java server crashes. When analyzing the generated pipelines from different
tools, the authors find that current tools construct rather modest pipelines (few
preprocessing operators) and suggest that perhaps search should be expanded
to explore more complicated pipelines.

Kaggle.com, a platform for data science competitions, is sometimes used to
compare AutoML tools to human data scientists [73, 285]. The comparison by
Zöller and Huber [285] found that the best AutoML framework on the bench-
mark was different than the best in Kaggle competitions (TPOT and H2O AutoML,
respectively). They find humans take approximately 8.5 hours to build a model

https://www.kaggle.com/
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as good the best AutoML tool does in one hour, though the best AutoML model
is still bad compared to the best human-made model. Erickson et al. [73] com-
pare on a larger set of Kaggle tasks, including classification and regression, and
find the tools are able to outperform anywhere from 20% (Auto WEKA) to 70%
(AutoGluon-Tabular) of competitors on a 4 hour budget.

However, it is hard to interpret these results as it is typically unclear how to
interpret scores on the Kaggle leaderboard. Submissions can range from seri-
ous attempts by ML experts to students or even people only testing the upload
functionality. For example, in one report a framework outperformed “99.3% of
participating data scientists” while 42.5% of all submissions did not outperform
the baseline which always predicts the majority class. Similarly, when comput-
ing the time spent on a submission, it seems unreasonable to assume that all
time between submissions is spent working on improving the model.

A benchmark on AutoML for multi-label classification, where a data in-
stance can have multiple labels simultaneously, was presented by Wever, Mohr,
and Hüllermeier [268]. The authors develop a framework with a configurable
search space and optimizer which allows for new improvements to be proposed
in isolation alongside an ablation study, as opposed to the common practice of
changing multiple aspects of the AutoML pipeline at once (typically together as
a new tool). The disadvantage is that existing tools can’t be directly evaluated,
instead each of their components first need to be reimplemented or wrapped into
the benchmark framework so that a tool can be reconstructed within the bench-
mark framework. Five different optimizers are compared across 24 datasets,
finding that Hierarchical Task Network planning worked best, though the com-
parison restricts itself only to the CASH problem as opposed to finding complete
machine learning pipelines that may include preprocessing steps.

In addition to AutoML benchmarks, a series of competitions for tabular
AutoML was hosted [110]. The first two competitions focused on tabular Au-
toML where data is assumed to be independent and identically distributed. In
the competitions participants had to submit code which automatically builds a
model on given data and produce predictions for a test set. During the devel-
opment phase, competitors could make use of a public leaderboard and several
validation datasets. After the development phase, the latest submissions of each
participant would be evaluated on a set of new datasets to determine the final
ranking. Datasets consisted of a mix of both new data and data taken from
public repositories, though they were reformatted to conceal their identity. In
their analysis Guyon et al. reveal most methods fail to return results on at least
some datasets due to practical issues (e.g., running out of memory).
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5.2 AutoML Tools

Automated machine learning pipeline design was first explored by Statnikov,
Aliferis, and Tsamardinos [230] to automate cancer diagnosis from gene expres-
sion data. Their method, later called GEMS (for Gene Expression Model Selec-
tor [231]), automatically performed pipeline design through grid search. Auto-
mated pipeline design was later independently explored in a domain-agnostic
setting by Escalante, Montes, and Sucar [75] and the first prominent general-
purpose AutoML framework was Auto-WEKA [238]. Auto-WEKA used Bayesian
optimization to select and tune the algorithms in a machine learning pipeline
based on WEKA [111]. Over time, countless new AutoML frameworks have been
developed either by iteratively improving on old designs, or using novel ap-
proaches. In this section we will discuss the AutoML frameworks we evaluate
in this chapter.

Unfortunately the cost of evaluating all frameworks is prohibitive, so we
selected only 9 of them. Only open source tools were considered, and from
those we made picks to cover a variety of different approaches. We considered
both frameworks developed by industry and academia, and included packages
whose authors proactively integrated their AutoML framework.

The most notable omission is Auto-WEKA, which we decided to exclude based
on the performance in our 2019 evaluation and its lack of updates since then [100].
Other integrated tools which are not included in the evaluation are autoxgboost [237],
because the author opted out due to the framework being built on depre-
cated software, and ML-Plan [169] and mlr3automl2 because we experienced
odd behavior when running the experiments.3 There are still many AutoML
frameworks not yet integrated which we hope to include in the future, e.g.,
Auto-Keras [124], AutoPyTorch [284], and BOHB [80].

5.2.1 Integrated Frameworks

Table 5.1 offers an overview of the AutoML tools evaluated in this paper. These
aspects are simplified, and we brief description with more detail of each frame-
work below.

AutoGluon-Tabular AutoGluon automates machine learning across a va-
riety of tasks including image, text and tabular data. The subsystem which

2https://github.com/a-hanf/mlr3automl/
3ML-Plan and mlr3automl are still planned to be included in the paper submission to JMLR.

https://github.com/a-hanf/mlr3automl/
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framework optimization search space

autogluon custom predefined pipelines
autosklearn Bayesian scikit-learn pipelines
autosklearn 2 Bayesian iterative algorithms
flaml CFO iterative algorithms
GAMA Evolution scikit-learn pipelines
H2OAutoML Random Search H2O pipelines
lightautoml Bayesian Linear model, GBM
mljarsupervised custom python modules
TPOT Evolution scikit-learn pipelines

Table 5.1: Used AutoML frameworks in the experiments.

automates machine learning on tabular data is called AutoGluon-Tabular [73],
which for the remainder of this chapter we will simply refer to as AutoGluon. In
contrast to other AutoML systems discussed here, it does not perform a pipeline
search or hyperparameter tuning. Instead, it has a predetermined set of models
which are combined through multi-layer stacking and ensembling.

AutoGluon’s ensemble consists of three layers. The first layer are models
from a range of model families trained directly on the data. In the second layer
the same type of models are considered, but as a stacking learner trained with
both the input data and the predictions of the first layer. In the final layer the
predictions of the second-layer models are combined into an ensemble [49].

To adhere to time constraints AutoGluon may stop iterative algorithms
prematurely or forgo training certain models altogether. Given more time
AutoGluon will train additional models using the same algorithms and hyper-
parameter configurations on different data splits, which further improves the
generalization of the stacking layer.

auto-sklearn Based on the design of Auto-WEKA, auto-sklearn [85] also
uses Bayesian optimization but is instead implemented in Python and optimizes
pipelines built with scikit-learn [184]. Additionally, it warm-starts optimiza-
tion through meta-learning, starting pipeline search with the best pipelines for
the most similar datasets [88]. After pipeline search has concluded, an ensemble
is created from pipelines trained during search. Auto-sklearn has won two Au-
toML Challenges [110], though for both entries auto-sklearn was customized
for the competition and not all changes are found in the public releases [83].
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Based on experience from the challenges, ‘auto-sklearn 2.0’ was devel-
oped [82]. The most notable changes include reducing the search space to only
iterative learning algorithms and excluding most preprocessing, use of succes-
sive halving [123], adaptive evaluation strategies, and replacing the data-specific
warm-start strategy with a data-agnostic portfolio of pipelines. Because these
changes make version 2.0 almost entirely different to 1.0, and 1.0 has been
updated since our last evaluation, we evaluate both auto-sklearn versions in
this paper. However, autosklearn 2.0 does not yet support regression and
it’s heavy use of meta-learning made it impossible for us to perform a ‘clean’
evaluation at this time (see Section 5.4.3).

FLAML FLAML [265], short for fast and lightweight AutoML library, which
optimizes boosting frameworks (xgboost, catboost, and lightgbm) and a small
selection of scikit-learn algorithms through a multi-fidelity randomized di-
rected search [273]. This search is based on an expected cost for improvement,
which tracks for each learner the expected computational cost of improving over
the best found model so far. Only after choosing which learner to tune, hyper-
parameter optimization proceeds by a randomized directed search, sampling a
new configuration from a unit sphere around the previous sample point. After
evaluating its validation performance, the next sample point is moved to that
direction (if better) or the opposite direction (if worse). FLAML positions itself
as a fast AutoML framework that can find good models in minutes [265].

GAMA Described in detail in Chapter 3, GAMA is designed as a modular
AutoML tool for researchers [103]. By default GAMA uses the asynchronous
evolutionary optimization described in Section 3.2.1 to optimize scikit-learn

pipelines, and ensembles them in a post-processing step as described in Sec-
tion 3.2.2.

H2O AutoML Built on the scalable H2O machine learning platform, H2O

AutoML [148] evaluates a portfolio of algorithm configurations and also performs
a random search over the majority of the supervised learning algorithms offered
in H2O. To maximize accuracy, H2O AutoML also trains two types of stacked en-
semble models at various stages during the run: an ensemble using all available
models at time t, and an ensemble with only the best models of each algorithm
type at time t. H2O AutoML relies on high performance implementations of al-
gorithms inside H2O, to cover a large search space quickly, and relies on stacking
to boost model performance. H2O AutoML uses a predefined strategy for impu-
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tation, normalization and categorical encoding for each algorithm and does not
currently optimize over preprocessing pipelines. The H2O AutoML algorithm is
designed to generate models that are very fast at inference time, rather than
strictly focusing on maximizing model accuracy, with the goal of balancing these
two competing factors to produce practical models that can be practically used
in production environments.

Light AutoML Light AutoML is specifically designed with applications in
the financial services industry in mind [249]. Pipelines are designed for quick
inference and interpretability. Only linear models and GBMs are considered,
and their hyperparameters are tuned in three steps. First, expert rules are used
to evaluate likely good hyperparameter configurations. Second, Tree-structured
Parzen Estimators [16] are used as the time-budget allows to optimize hyper-
parameters in a data-driven way. A final stage of tuning is performed with grid
search. In the final model construction step, different models are combined in
either a weighted voting ensemble (binary classification and regression) or with
two levels of stacking (multi-class classification). In a special “compete” mode
for larger time budgets, the AutoML pipeline is ran multiple times and their
resulting models are ensembled with weighted voting.

MLJar Similar to H2O, search starts with a set of predetermined models and
a limited random search. This is followed by a feature creation and selection
step, after which a hill climbing algorithm is used to further tune the best
pipelines. After search, the models can be stacked, used in a voting ensemble,
or both. The search space contains many scikit-learn algorithms, but also
the boosting frameworks xgboost, catboost, and lightgbm and the neural
network frameworks Keras and Tensorflow.

TPOT Tree-based Pipeline Optimization Tool [179], or TPOT, optimizes pipelines
using genetic programming. Using a grammar, machine learning pipelines can
be expressed as trees where different branches represent distinct preprocess-
ing pipelines. These pipelines are then optimized through evolutionary opti-
mization. To reduce overfitting that may arise from the large search space,
multi-objective optimization is used to minimize for pipeline complexity while
optimizing for performance. It is also possible to reduce the search space by
specifying a pipeline template [147], which dictates the high-level steps in the
pipeline (e.g. ”Selector-Transformer-Classifier”). Development has been focused
around genomics studies, providing specific options for dealing with this type of
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high dimensional data for which prior knowledge may be present [227]. While
TPOT supports neural networks in its search [210], the default search space uses
scikit-learn components and XGBoost [55] only.

5.2.2 Baselines

In addition to the integrated frameworks, the benchmark tool allows for running
several baselines. The constant predictor always predicts the class prior or
mean target value, regardless of the values of the independent variables. The
Random Forest baseline builds a forest 10 trees at a time, until one of two
criterion is met: we expect to exceed 90% of the memory limit or time limit by
building 10 more trees, or 2000 trees have been built.

The Tuned Random Forest baseline improves on the Random Forest base-
line by using an optimized max features value. The max features hyperpa-
rameter defines how many features are considered when determining the best
split, and is found to be the most important hyperparameter [255] 4. The value
is optimized by evaluating up to 11 unique values for the hyperparameter with
5-fold cross-validation, before training a final model with the best found value.
The Tuned Random Forest is our strongest baseline and could mimic the first
effort of a data scientist.

Recently, Mohr and Wever [168] proposed to introduce a baseline which aims
to emulate the optimization that a data scientist might perform. In several steps,
including feature scaling, feature selection, hyperparameter tuning, and model
selection. We omit it here because it does not support regression and it was
published late into our preparation for the experiments.

5.3 Software

We developed an open source benchmark tool which may be used for repro-
ducible AutoML benchmarking.5 It features robust automated experiment ex-
ecution and has support for multiple AutoML frameworks, many of which are
evaluated in this paper. The benchmark tool is implemented as a Python ap-
plication consisting mainly of an amlb module and a framework folder hosting
all the officially supported extensions, which have been developed together with

4min. samples leaf is more important, but not significantly. It is not obvious the absolute
values used for min. samples leaf transfer as well to our datasets as the relative values used
in max features.

5https://github.com/openml/automlbenchmark

https://github.com/openml/automlbenchmark
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AutoML framework developers. The main consideration for the design of the
benchmark tool is to produce correct and reproducible evaluations. That is to
say that the AutoML tools are used as intended by their authors with little
to no room for user error, and the same evaluation conditions (e.g., framework
version, dataset, resampling splits) and controlled computational environments
can easily be recreated by anyone. The amlb module provides the following
features:

• a data loader to retrieve and prepare data from OpenML or local datasets.

• various benchmark runner implementations:

– a local runner: which runs the experiments directly on the machine.
This is also the runner to which each runner below delegates the final
execution.

– container runners (docker and singularity are currently supported):
this allows to preinstall the amlb application together with a full
setup of one framework, and consistently run all benchmark tasks
against the same setup. It also makes it possible to run multiple
container instances in parallel.

– an aws runner that allows the user to safely run the benchmark on
several EC2 instances in parallel. Each EC2 instance can itself use a
pre-built docker image, as used for this paper, or can configure the
target framework on the fly, e.g., for experiments in a development
environment.

• a job executor responsible to run and orchestrate all the tasks. When used
with the aws runner, this allows to distribute the benchmark tasks across
hundreds of EC2 instances in parallel, each one being monitored remotely
by the host.

• a post-processor responsible for collecting and formatting the predictions
returned by the frameworks, handling errors, and computing the scoring
metrics before writing the information needed for post-analysis to a file.

5.3.1 Extensible Framework Structure

To make sure that the benchmark tool is easily extensible for new AutoML
frameworks, we integrate each tool through a minimal interface. Each of the
current tools require less than 200 lines of code across at most four files (most
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of which is boilerplate). The integration code takes care of installation of the
AutoML tool and its software stack, as well as providing it with data and
recording predictions. The integration requirements are minimal, as both input
data and predictions can be exchanged both in Python objects and common
file formats, which makes integration across programming languages possible
(currently integrated frameworks are written in C#, Java, Python and R). By
keeping the integration requirements minimal, we hope that AutoML framework
authors are encouraged to contribute integration scripts for their framework, and
at the same time avoid influencing the methods or software used to design and
develop new AutoML frameworks (as opposed to providing a generic starter kit
which may bias the developed AutoML frameworks [110]). Frameworks may
also be integrated completely locally, to allow for private benchmarking.6

5.3.2 Extensible Benchmarks

Benchmark suites define the datasets and one or more train/test splits which
should be used to evaluate the AutoML frameworks. The benchmark tool can
work directly with OpenML tasks and suites, allowing new evaluations without
further changes to the tool or its configuration. This is the preferred way to use
the benchmark tool for scientific experiments, because it guarantees that the
exact evaluation procedure can be reproduced easily by others. However, it is
also possible to use datasets stored in local files with manually defined splits,
for example to benchmark private use cases.7

5.3.3 Running the tool

To benchmark an AutoML framework, the user first needs to identify and define:

• the framework against which the benchmark is executed,

• the benchmark suite listing the tasks to use in the evaluation, and

• the constraint that needs to be imposed on each task. This includes:

– the maximum training time.

6https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#
add-an-automl-framework

7https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#
add-a-benchmark

https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#add-an-automl-framework
https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#add-an-automl-framework
https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#add-a-benchmark
https://github.com/openml/automlbenchmark/blob/master/docs/HOWTO.md#add-a-benchmark
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– the amount of CPU cores that can be used by the framework: not all
frameworks respect this constraint, but when run in aws mode, this
constraint translates to specific EC2 instances, therefore limiting the
total amount of CPUs available to the framework.

– the amount of memory that can be used by the framework: not all
frameworks respect this constraint, but when run in aws mode, this
constraint translates to specific EC2 instances, therefore limiting the
total amount of memory available to the framework.

– the amount of disk volume that can be used by the framework (only
respected in aws mode).

Those constraints must then be declared explicitly in a constraints.yaml
file (also in the resources folder or as an external extension).

Commands

Once the previous parameters have been defined, the user can run a benchmark
on the command line using the basic syntax:

$ python runbenchmark . py framework id benchmark id c o n s t r a i n t i d

For example, to evaluate the tuned random forest baseline on the classification
suite:

$ python runbenchmark . py tunedrandomforest openml/ s /271 1h8c

Additional options may be used to specify e.g., the mode or the parallelization.
For example, the following command may be used to evaluate the random forest
baseline on the regression benchmark suite across 100 aws instances in parallel.

$ python runbenchmark . py randomforest openml/ s /269 1h8c −m aws −p 100

5.4 Benchmark Design

In this section we discuss both the design of the benchmark suite (i.e., the
chosen datasets and evaluation procedures [28]) and the experimental setup, as
well as their limitations.
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5.4.1 Benchmark Suites

To facilitate a reproducible experimental evaluation, we make use of OpenML
Benchmark suites [28]. An OpenML benchmark suite is collection of OpenML
tasks, which each reference a dataset, an evaluation procedure (e.g., k-fold CV)
and its splits, the target feature, and the type of task (regression or classifica-
tion). The benchmark suites are designed to reflect a wide range of realistic
use-cases for which the AutoML tools are designed. Resource constraints are
not part of the task definition. Instead, we define them separately in a lo-
cal file so that each task can be evaluated with multiple resource constraints.
Both the OpenML benchmark suite (and tasks) and the resource constraints
are machine-readable to ensure automated and reproducible experiments.

Datasets

We created two benchmarking suites, one with 71 classification tasks, and one
with 33 regression tasks. The datasets used in these tasks are selected from
previous AutoML papers [238], competitions [109], and machine learning bench-
marks [28], according to a predefined list of criteria as follows:

• Difficulty of the dataset has to be a sufficient. If a problem is easily
solved by just about any algorithm, it will not be able to differentiate the
various AutoML frameworks. This can mean that a simple models such as
random forests, decision trees or logistic regression achieve a generalization
error of zero, or that the performance of these models and all evaluated
AutoML tools is identical.

• Representative of real-world data science problems to be solved with
the tool. In particular we limit artificial problems. We included a small
selection of such problems, either based on their widespread use (kr-vs-kp)
or because they pose difficult problems. But we do not want them to be a
large part of the benchmark. We also limit computer vision problems on
raw pixel data because those problems are typically solved with dedicated
deep learning solutions. However since they still make for real-world,
interesting, and hard problems, we did not exclude them altogether.

• No free form text features that cannot reasonably be interpreted as a
categorical feature. Most AutoML frameworks do not yet support feature
engineering on text features and will process them as categorical features.
For this reason we exclude text features even though we admit their preva-
lence in many interesting real-world problems. A first investigation and
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benchmark of multimodal AutoML with text features has been carried out
by Shi et al. [222].

• Diversity in the problem domains. We do not want the benchmark to
skew towards any application domain in particular. There are various
software quality problems in the OpenML-CC18 benchmark (jm1, kc1,
kc2, pc1, pc3, pc4), but adopting them all would lead to a bias in the
benchmark to this domain.

• Independent and identically distributed (i.i.d) data is required for
each task. If the data is of temporal nature or repeated measurements
have been conducted the task has been discarded. Both types of data
are generally very interesting, but are currently not supported for most
AutoML systems and we plan to extend the benchmark in the future in
this direction.

• Freely available and hosted on OpenML. Datasets that can only be used
on specific platforms like kaggle or not shared freely for any reasons are
not included in the benchmark.

• Miscellaneous reasons to exclude a dataset included label-leakage, near-
duplicates of other tasks in features (e.g., different only in categorical
encoding or imputation) or target (e.g., binarization of a regression of
multi-class task).

To study the differences between AutoML systems, the datasets vary in the
number of samples and features by orders of magnitude, and vary in the occur-
rence of numeric features, categorical features and missing values. Figure 5.1
shows basic properties of the classification and regression tasks, including the
distributions of the number of instances and features, the frequency of missing
values and categorical features, and the number of target classes (for classifica-
tion tasks). Other properties of the tasks are shown in Table A.2 and Table A.3
of Appendix A and can be explored interactively on OpenML.8 While the selec-
tion spans a wide range of data types and problem domains, we recognize that
there is room for improvement. Restricting ourselves to open datasets without
text features severely limits options, especially for big datasets.

All datasets are available in multiple formats for the AutoML frameworks,
either as files (parquet, arff, or csv) or as Python object (pandas dataframe,
numpy array). The used format depends on the framework, and in case a format

8Regression: www.openml.org/s/269, classification: www.openml.org/s/271

www.openml.org/s/269
www.openml.org/s/271
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is used without column annotation (i.e., numpy arrays or csv) these annotations,
i.e., type of column and levels, of may be provided to the framework separately.

Performance metrics

In our evaluation, we use area under the receiver operator curve (AUROC)
for binary classification, log loss for multi-class classification and root mean-
squared error (rmse) for regression9. We chose to use these metrics because
they are generally reasonable, commonly used in practice and supported by most
AutoML tools. The latter is especially important because it is imperative that
AutoML systems optimize for the same metric they are evaluated on. However,
our tool is not limited to these three metrics and a wide range of performance
metrics can be specified by the user.

Missing Values

As will be discussed in more detail in Section 5.5.4, not all frameworks are
equally well-behaved. There are times when search time budgets are exceeded
or the AutoML frameworks crash outright, which results in missing performance
estimates. There are multiple strategies to consider on how to deal with this
missing data.

One naive approach may be to ignoring missing values, and aggregate over
the obtained results. However, we see that failures do not occur at random. Fail-
ures are correlated to dataset properties, such as dataset size and class imbal-
ance, which may be correlated with “problem difficulty” and thus performance.
Ignoring missing values thus means that AutoML frameworks may fail on harder
tasks or folds, and consequently obtain higher performance estimates. Imputing
missing values with performance obtained by the same AutoML framework on
other folds is subject to the same drawback. Moreover, both methods do not
specify how to deal with missing values in case a framework fails to produce
predictions on all folds of a task.

Instead, we propose to impute the missing values with an interpretable and
reliable baseline. An argument may be made for using the random forest base-
line, since this may be a strong fallback that AutoML frameworks could realisti-
cally implement. However, we observe that training a random forest (of the size
used in the baseline) requires a non-significant amount of time on some datasets.
Automatically providing this fallback by means of imputation would provide an
unfair advantage to the AutoML frameworks which are well-behaved. Moreover,

9We use the implementations provided by scikit-learn 0.24.2



88 The AutoML Benchmark

many failures would not be remedied by having a random forest to fall back on,
since the AutoML frameworks crash irrecoverably due to e.g., segmentation
faults.

Instead, we impute missing values with the constant predictor, or prior.
This baseline returns the empirical class distribution for classification, and the
empirical mean for regression. This is a very penalizing imputation strategy,
as the constant predictor is often much worse than results obtained by the
AutoML frameworks which produce predictions for the task or fold. However,
we feel this penalization for ill-behaved systems is appropriate and fairer towards
the well-behaved frameworks, and hope that it encourages a standard of robust,
well-behaved AutoML frameworks.

5.4.2 Experimental Setup

Hardware

For comparable hardware and easy expandability we opt to conduct the bench-
mark on standard m5.2xlarge10 instances available on Amazon Web Services
(AWS). These represent current commodity level hardware with 32 GB mem-
ory, 8 vCPUs (Intel Xeon Platinum 8000 series Skylake-SP processor with a
sustained all core Turbo CPU clock speed of up to 3.1 GHz). 100 GB of gp3-
SSD storage is available for storage, which can be necessary for storing a larger
number of evaluated pipelines. The use of AWS also enables others to fully
reproduce and extend our results, since the results do not depend on private
computing infrastructure. As discussed in Section 5.3.1, the benchmark is not
limited to AWS but can be run on any machine.

Framework Configuration

All AutoML frameworks are instantiated with their default configuration, with
the following exceptions:

• Runtime for the search with one hour leeway for data loading, making
predictions, and cleanup operations.

• Resource constraints which specify the number of CPU cores and amount
of memory available.

10https://aws.amazon.com/ec2/instance-types/m5/

https://aws.amazon.com/ec2/instance-types/m5/
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• Target metric to use for optimization. This is the same metric that is
used for evaluation in the benchmark.

• ‘mode’ to declare the user intent. E.g., getting the best possible model
versus finding an interpretable (less complex) model. The mode used to
evaluate each AutoML framework is chosen by their developers.

• ‘output directory’ where any artifacts of the AutoML framework may
be stored.

The benchmark intentionally does not allow further customization of other Au-
toML system configuration parameters to reflect how these systems are usually
applied in practice as closely as possible.

5.4.3 Limitations

Both the design of the benchmark and the setup for the experiments described
in this paper have some limitations when it comes to the interpretation of their
results. Limitations in the design stem from the desire to keep the use of the
tools as close as possible to the original vision and usage intended by developers,
whereas the limitations in the experiments are caused by resource constraints
and may be alleviated by running additional experiments with the benchmark
software. In this section we highlight some important limitations, and stress that
this paper and the results within do not state which AutoML tool ultimately is
the best.

Limitations of the Design

Perhaps the biggest limitation of the design is the inability to attribute the per-
formance of an AutoML tool to any one aspect of its build as it is often done
with ablation studies. The evaluated AutoML tools differ among multiple design
choices, such as underlying ML library, search space, preprocessing and search
algorithm. Concretely, a performance difference between e.g., auto-sklearn

and TPOT could be caused by TPOT’s built-in stacking, auto-sklearn’s ensem-
bles, the difference in Bayesian Optimization versus genetic programming, the
difference in how multiprocessing is employed, or a combination of these or any
other difference between them. Software that would allow for such conclusions
essentially requires each AutoML tool to be reimplemented on a shared set of
algorithms for building models, search and evaluation. We acknowledge that
this would be incredibly valuable for the research community, however it would
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also no longer resemble the software as used in practice and thus be different
work altogether. Note that it is possible to perform ablation studies with the
benchmark tool for a specific AutoML framework, for example by comparing
different framework configurations as done by Erickson et al. [73].

Another limitation stems from only recording results produced by the final
model. Anytime performance, where information about the performance during
optimization is captured as if they would be final models, can be very insightful.
It allows for the distinction between a tool which converges quickly from one
that does not, and may be especially important for users which are interested to
use the systems with a human-in-the-loop, e.g., when designing a search space or
data features. Unfortunately many tools do not support collection of anytime
performance, and depending on how they are recorded might interfere with
resources used during search. We hope to be able to record anytime performance
in the future, but in this work we only approximate it by evaluating the tools
under two different time constraints (1 and 4 hours).

Finally, the qualitative comparison of the tools is also limited. Certain qual-
ity of life features like analysis of the pipeline via interpretable machine learning
(IML) methods, reports, usability or support are not evaluated, but are impor-
tant to many users. For a qualitative analysis of those we refer the reader to
one of the many existing overview papers on AutoML [244, 285].

Limitations of the Experiments

Most tools are highly configurable and allow the user to configure the search
algorithm or its hyperparameters, among other aspects that affect the AutoML
performance. Some tools even provide different configuration presets for dif-
ferent use cases, e.g., a performance-oriented competition mode, which we use,
and a mode that produces fast or interpretable models at the cost of some
performance. However, comparing the effect on model performance of tuning
hyperparameters, or using different presets, quickly carries prohibitive costs.
For this reason we have to limit our experiments to only use one mode specified
by the frameworks’ developers. The mode selected for each tool was the most
performance-oriented setting. It is likely that better results may be achieved
by carefully meta-tuning the AutoML tool, or that the tool with the best per-
formance in competition mode has relatively poor performance in interpretable
mode. While it is cost prohibitive for us to evaluate many different scenarios, it
easy to run the benchmark with custom configurations for the various AutoML
tools. This allows users to evaluate AutoML systems in a setting that reflects
their interest.
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Meta-learning

Many AutoML tools make use of meta-learning to better initialize and speed
up the search. Since all data in the benchmark is publicly available and many
of them are well known in the AutoML community, it is likely that there is a
substantial overlap between data used by the developers for meta-learning and
the data used in the benchmark. This is a very intricate problem as we consider
AutoML tools as black boxes. Removing the effect of the dataset that is to be
evaluated from the meta-learning procedure is not solvable in general.

In this paper specifically, both auto-sklearn 1 and auto-sklearn 2 use
meta-learning. Auto-sklearn 1’s meta-learning uses 140 datasets from OpenML,
each associated with well working ML pipelines. The search is initialized with a
25-nearest-dataset (KND) lookup using 38 meta-features [203]. Auto-sklearn

1 can exclude datasets by name from the lookup11 which we make use of in the
benchmark. Even so, it cannot be guaranteed that identical datasets with a
different name might be used for meta learning. A different approach would be
to exclude data with a distance of zero (or extremely small value) in the KND
initialization.

Auto-sklearn 2’s meta-learning model is more complicated, it consists of:
a) A static pipeline portfolio for warm-starting the search, which is computed
across hundreds of datasets using a greedy forward selection. And b) A meta-
model to predict the internal model selection strategy and budget allocation
strategy. Single datasets cannot be excluded from these meta-learning pro-
cedures and it is not feasible retrain the meta-models and pipeline portfolio
for each dataset in our benchmark. This ultimately means that the result of
auto-sklearn 1 and especially auto-sklearn 2 needs to be considered very
carefully. More research is required to address these issues and allow for the
correct evaluation of AutoML systems that use meta-learning.

5.4.4 Overfitting the Benchmark

One last issue that plagues any widely adopted benchmark is the potential
of algorithms overfitting on the datasets used in the benchmark. Since freely
available, interesting and usable (c.f. Section 5.4.1 on our selection criteria)
datasets are scarce, many AutoML developers use these datasets to benchmark
and improve their systems iteratively. While this is not as direct of an issue as
with meta-learning, these datasets can in general not be assumed to be truly
unseen. The only practical way to avoid this is to collect a novel set of datasets

11https://automl.github.io/auto-sklearn/master/faq.html#meta-learning

https://automl.github.io/auto-sklearn/master/faq.html#meta-learning
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for the benchmark which would entail a prohibitive effort. Even more, after
publishing this benchmark, the new datasets are published which again gives
developers the possibility to use them to improve their systems. On the other
hand, should you keep the benchmarking datasets private to avoid this issue, the
benchmark is no longer entirely reproducible by independent researchers. We
hope that the size of our benchmarking suites is large enough and their design
general enough that overfitting is less of an issue, but this is hard to guarantee.
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Figure 5.1: Properties of the tasks in both benchmarking suites.
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5.5 Results

In this section, we provide an overview and analysis of the results obtained. This
section is accompanied by an interactive visualization tool12 and all data arti-
facts generated from these experiments13. We strongly encourage the reader to
explore the data with the interactive visualization tool for a more comprehensive
comparison than we can provide here.

5.5.1 Performance

To report on the results for many AutoML frameworks across whole benchmark-
ing suites, we propose to use critical difference (CD) diagrams [65]. For each
framework they show their average rank, as well as which ranks are statistically
significantly different from each other. To calculate the average rank per task,
we first impute any missing values with the constant predictor and then average
the performance over all folds. We may then test for the presence of statistically
significant differences in the average rank distributions using a non-parametric
Friedman test at p < 0.05 (here, p ≈ 0 for every diagram) and use a Nemenyi
post-hoc test to find which pairs differ. For each benchmarking suite and time
budget, the critical difference diagrams are shown in Figure 5.2. They display
the rank of each framework (lower is better) averaged over all results from the
given benchmarking suite and budget.

Overall, we observe that AutoGluon and TPOT respectively achieve the best
and worst rank among AutoML frameworks in each setting with respect to
model accuracy, though never by a statistically significant margin. In almost all
cases, the baselines obtain lower ranks than any AutoML framework, though the
tuned random forest is a strong baseline that is often not significantly worse than
many of the AutoML frameworks. All AutoML frameworks except AutoGluon

and TPOT are generally ranked close to each other, with small differences in order
for the various suites and budgets.

To complement the CD diagrams, which obfuscate the relative performance
differences, we show box plots of obtained results (after imputation) across all
tasks in Figure 5.3. Because the performances are not commensurable across
tasks, we first scale the all results per task between the random forest perfor-
mance (-1) and the best observed performance (0) which means that higher
scores are better. This also makes the scaled value interpretable, and scales

12https://compstat-lmu.shinyapps.io/AutoML-Benchmark-Analysis/
13https://openml-test.win.tue.nl/amlb/

https://compstat-lmu.shinyapps.io/AutoML-Benchmark-Analysis/
https://openml-test.win.tue.nl/amlb/
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Figure 5.2: CD plots with Nimenyi post-hoc test after imputing missing values
with the constant predictor baseline.
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based on the improvement over the baseline that is observed to be achievable.
While the boxplots are calculated over performance data on all tasks, the plots
are cut off to allow a better visualization of the most relevant area. The number
of outliers for each framework that are not shown in the plot are denoted on the
x-axis.

Even if ranks are similar, the performance distribution might be noticeably
different. For example, GAMA, H2O AutoML, and Light AutoML achieve very
similar average ranks on the one hour binary classification tasks, but from the
boxplots we observe that while H2O AutoML achieves lower median normalized
performance in this segment, its worst observed performances are much better
than that of GAMA and Light AutoML. Similarly, while TPOT’s average rank is
generally close to that of the Tuned Random Forest baseline, TPOT exhibits
much higher variance in its prediction quality.

5.5.2 BT-Trees

Bradley-Terry (BT) trees [234] can be used to statistically analyse benchmark
experiments based on dataset characteristics [78]. These trees use dataset char-
acteristics, such as the number of instances, the number of features, the ratio of
missing values and others, to split paired performance comparisons of the frame-
work to find statistically significant differences in performance. Bradley-Terry
models are originated in psychology to analyze paired comparison experiments
of subjects preferring one stimulus over another. For our benchmark, such a
preference ranking can be easily derived by pairwise performance comparisons
of all frameworks regarding the datasets and cross-validation folds.

The underlying algorithm of model-based recursive partitioning of Bradley–Terry
models works as follows: in each split of the BT tree, a BT model is fitted for
the paired comparisons based on the underlying dataset characteristics. Follow-
ing Zeileis and Hornik [282] and Eugster, Leisch, and Strobl [78] the BT model
performs a statistical test of parameter instability for the chosen data character-
istics. If this test reveals a significant instability in the model parameters, the
corresponding tree node splits the data according the the characteristic yield-
ing the highest instability (lowest test p-value). The splitting cut-point is then
determined such that it has the highest improvement of the model fit. This pro-
cedure is repeated until either no significant instability is left, a set tree depth is
reached, or further splits would exceed a set minimum number of observations
in the leaves.

Numeric values in the tree leafs are worth parameters which can be inter-
preted as preferences for the different frameworks [78]. Since they are in [0, 1]
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Figure 5.3: Boxplots of framework performance across tasks after scaling the
performance values from random forest (-1) to best observed (0).
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and sum up to 1 within a leaf, they can be understood as probability of a
framework performing best given the data characteristics in the corresponding
leaf.

Figure 5.4 shows a Bradley-Terry tree for classification tasks for a runtime
of one hour. For simplicity reasons, in order to obtain an easy understanding
tree, only the number of instances/features and the imbalance ratio was cho-
sen as data characteristics. The first split distinguishes between datasets with
more that 5832 instances and the ones equal or below that cut-point. Following
the left child node, the imbalance ratio of 1.034 was chosen to define the two
left tree leafs. The left one (Node 3) - small and very balanced classification
datasets - indicate that in such situations GAMA is preferred over all other
frameworks. Even though AutoGluon is less preferred for those kind of datasets
than GAMA, it is still preferable to all other frameworks. On small, more im-
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Figure 5.4: Bradley-Terry tree of depth three for classification tasks. Results
from the one hour classification benchmark were used, and missing values were
imputed by constant predictor performance. One observation within the BT
tree equals the preference ranking of one fold on one dataset.
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balanced datasets (Node 4), Autogluon is preferable to all other frameworks,
followed by autosklearn 2.

The right half of the tree is again divided into medium and large datasets
at a splitting value of 130064 observations. While on the left leaf (Node 6)
AutoGluon is clearly the preferred framework, the same applies on large classifi-
cation datasets to FLAML (Node 7), followed by mljar supervised and AutoGluon.

Figure B.1 and B.2 in the appendix show simpler Bradley-Terry trees with
only the number of instances and features as dataset characteristics. The find-
ings from the BT trees are essentially the same as those from Section 5.5.1, i.e.,
that overall AutoGluon is the preferred framework in most tree leafs. More-
over, the reader is strongly invited to explore the aforementioned interactive
visualization tool with which deeper BT trees based on several more dataset
characteristics can be constructed on various task types.

5.5.3 Model Accuracy vs. Inference Time Trade-offs

In terms of performance metrics, the development version of the AutoML Bench-
mark only measured model accuracy metrics (e.g., AUC, logloss). Some of the
integrated frameworks offer a “compete” mode (e.g., AutoGluon, MLJar) which
maximizes accuracy, typically at the cost of increased model complexity, similar
to how you may compete in a Kaggle competition. This can lead to models
being built that are highly accurate but are extremely slow at inference time
and are therefore not practical in many real life use-cases. In order to evaluate
the limitations of the models produced by each framework, we also measured
“prediction duration,” or how long it took to produce predictions for the test
set for each dataset in the benchmark. This metric provides important insight
into the trade-offs that tool authors make in their algorithm designs.

Figure 5.5 shows aggregated inference times across all models, including to-
tal time to score the test set (predict duration) as well as the per-row prediction
speed (predict duration divided by the number of rows in each test set). Outliers
have been removed from both plots for visibility, as there are a handful of very
extreme outliers. Both AutoGluon and MLJar stand out as orders of magnitude
slower than the other AutoML tools, on average. Light AutoML is also slower
than the remaining tools. GAMA is approximately as fast as autosklearn

and autosklearn 2, which can be explained by the fact that they both build
optimize scikit-learn pipelines and create an ensemble using the same al-
gorithm [48, 49]. H2O AutoML, FLAML and TPOT stand out as having very fast
inference times, however TPOT is much less accurate than the other tools, as we
will see in more detail below.
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Figure 5.5: Prediction duration (on the test set) in seconds and prediction
speed (per row) in seconds as divided by the total number of rows in the test
set, aggregated across all runs (tasks, problem types and constraints).

In Figure 5.6 we show the Pareto Frontier for all six scenarios, demonstrating
the average normalized model accuracy against corresponding average per-row
prediction speeds. We can more clearly see that the frameworks that are getting
the highest accuracy are doing so at the cost of inference time performance. This
demonstrates that when contextualizing any type of model accuracy results, it
is important to consider any trade-offs that may have been made to achieve the
extra performance and how that will affect the framework’s usability in practice.
Measuring accuracy in isolation does not give the complete picture of the overall
utility of a particular framework.

5.5.4 Observed AutoML Failures

While most jobs completed successfully, we observed multiple framework er-
rors during our experiments. In this section, we will discuss where AutoML
frameworks fail, though we want to stress that development for these packages
is ongoing. For that reason, it is likely that the same frameworks will not ex-
perience the same failures in the future (especially after gaining access to all
experiment logs). We categorize the errors into the following categories:

Memory: The framework crashed due to exceeding available memory.
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Figure 5.6: Pareto Frontiers of framework performance across tasks after scaling
the performance values from the worst framework (0) to best observed (1).
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Time: The framework exceeded the time limit past the leniency period.

Data: When errors are due to specific data characteristics (e.g., imbal-
anced data).

Implementation: Any errors caused by bugs in the AutoML framework
code.

These categories are a bit crude and ultimately subjective, e.g., in the extreme
case all errors are implementation errors. However, they serve for a quick
overview and a more detailed overview can be found in Appendix B.2.

Figure 5.7 shows the errors by type on the left, and by task on the right.
Overall, memory and time constraints are the main cause for errors with one
major exception14. We observe that errors are far more common in the clas-
sification benchmark suite than the regression suite. This is largely accounted
for by the difference in benchmarking suite size (33 and 71 tasks) and the fact
that the largest datasets are mostly classification, both in number of instances
and features. Unique to classification, we do observe several frameworks failing
to produce models or predictions on highly imbalanced datasets (e.g., ‘yeast’).
This is also the case for the failures on the two small classification datasets,
where internal validation splits no longer contain all classes. Interestingly, Au-
toML frameworks fail more frequently on a larger time budget. Both memory
and time constraint violations happen more frequently, which may potentially
be explained by frameworks saving increasingly more models or building in-
creasingly larger pipelines.
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Figure 5.7: For each framework, errors by type are shown on the left, and errors
by task are shown on the right.

14MLJarSupervised has 190 ‘implementation errors’ which are caused by only two distinct
index errors.
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Figure 5.8: Time spent during search with a one hour budget (left) and four
hour budget (right). The grey line indicates the specified time limit, and the
red line denotes the end of the leniency period. The number of timeout errors
for each framework are shown beside it.

Only when the framework exceeds the time budget by more than one hour
do we record a time error. However, as we can see in Figure 5.8, not all AutoML
frameworks adhere to the runtime constraints equally well, even if they finish
within the leniency period. In the figure, the training duration for each job (task
and fold combination) are aggregated and timeout errors are shown above each
framework, missing values due to non-time errors are not included. These plots
reveal design decisions around the specified runtime, with some frameworks
never exceeding the limit by more than a few minutes, while others violate
it by a larger margin with some regularity. Interestingly, we see that several
frameworks consistently tend to stop far before the specified runtime limit.

5.6 Conclusion and Future Work

The benchmark tool makes producing rigorous reproducible research both eas-
ier and faster. We conducted a thorough comparison of 9 AutoML frameworks
across 71 classification tasks and 33regression tasks. A statistical analysis re-
veals that their average rank is generally not statistically significantly different.
Overall, AutoGluon consistently has the highest average rank, in terms of model
performance, in our benchmark. Also, in most scenarios, the AutoML frame-
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works outperform even our strongest baseline.
Since inference time is an important factor in real-world applications, we also

analyzed the trade-off between model accuracy and inference time. We found
large difference in inference time, in some cases the difference spans orders of
magnitude. Overall, better models also had slower inference time, but not all
AutoML frameworks provide solutions that are Pareto optimal.

In the future we would like to extend the benchmark to support new problem
types, such as multi-objective optimization, semi-supervised learning or non-
i.i.d. settings (such as when temporal relationships are present in the data).
We also want to continue to update the benchmark with current and real-world
tasks so that it stays reflective of modern challenges, and in the process hopefully
reduce the ability for AutoML frameworks to overfit to the benchmark. Even
so, we would like to investigate whether AutoML frameworks start to overfit
to the benchmark, as it may be used in framework development. This might
be possible by, for example, benchmarking both the current and future version
of the AutoML frameworks on new, unseen tasks, and comparing the relative
improvements on both the benchmark tasks and the new tasks.

Contributing new datasets or integrating a new framework is possible through
the open source and extensible design of the benchmark. We hope this motivates
researchers to contribute their own dataset, framework integration or feedback
to the open source AutoML benchmark so that it may be useful to the commu-
nity for a long time to come.



Chapter 6
Meta-Learning for Symbolic Hy-
perparameter Defaults

As we have seen in Chapters 1 and 2, the performance of most machine learning
algorithms is greatly influenced by their hyperparameter configuration [146] and
various methods exist to automatically optimize them for a specific dataset [27].
This motivates that the optimal values of a hyperparameter are functionally
dependent on properties of the data.

While various methods exist to automatically optimize hyperparameters, the
additional complexity and effort cause many practitioners to forgo optimization.
Hyperparameter defaults provide a fallback but are often static and do not take
properties of the dataset into account. If we could learn the functional rela-
tionship between hyperparameter configurations and the data, we could express
them as symbolic default configurations that work well across many datasets.
These symbolic defaults would not only directly benefit users of the algorithms,
but could also be used as a stronger baseline for further tuning in AutoML, or
even to inform transformations of the search space.

Well-known examples for such symbolic defaults are already widely used:
The random forest algorithm’s default mtry =

√
p for the number of features

This chapter is derived from: Pieter Gijsbers et al. Meta-Learning for Symbolic Hyper-
parameter Defaults. 2021. arXiv: 2106.05767 [stat.ML]

and its short-form publication: Pieter Gijsbers et al. “Meta-learning for symbolic hyper-
parameter defaults”. In: Proceedings of the Genetic and Evolutionary Computation Confer-
ence Companion (July 2021). doi: 10.1145/3449726.3459532. url: http://dx.doi.org/10.
1145/3449726.3459532
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sampled in each split [38], the median distance between data points for the
width1 of the Gaussian kernel of an SVM [46], and many more. Unfortunately,
it has not been studied how such formulas can be obtained in a principled,
empirical manner, especially when multiple hyperparameters interact, and have
to be considered simultaneously.

This chapter addresses a new meta-learning challenge: “Can we learn a vec-
tor of symbolic configurations for multiple hyperparameters of state-of-the-art
machine learning algorithms?”. We propose an approach to learn such symbolic
default configurations by optimizing over a grammar of potential expressions,
in a manner similar to symbolic regression [140] using Evolutionary Algorithms.
The proposed approach is general and can be used for any algorithm as long as
their performance is empirically measurable on instances in a similar manner.

The rest of the chapter is structured as follows. We first give a motivating
example in Section 6.1, after which we introduce relevant related work in Section
6.2 and define the resulting optimization problem in Section 6.3. In Section 6.4
we continue with describing the proposed method and we study the efficacy of
our approach in a broad set of experiments across multiple machine learning
algorithms in Sections 6.5 & 6.6.2

6.1 A Motivating Example

We motivate the intuitive idea that the optimal hyperparameter configurations
depend on properties of the data with an example in Figure 6.1. The figure
shows averaged response surfaces across 106 tasks for hyperparameters γ and
cost (zoomed in to a relevant area of good performance). While the scale for
the cost parameter is kept fixed in Figures 6.1(a) and 6.1(b), the x-axis displays
the unchanged, direct scale for γ in (a), and multiples of mkd

xvar in (b).3 This
formula was found using the procedure that will be detailed in this chapter.
The maximum performance across the grid in (a) is 0.859, while in (b) it is
0.904.

Empirically, we can observe several things. First, on average, a grid search
over the scaled domain in (b) yields better models. Secondly, the average solu-

1Or the inverse median for the inverse kernel width γ
2This work was carried out before/concurrent to the other work presented in this thesis.

For this reason, and additional considerations described in the final section of this chapter,
empirically evaluating the usefulness of symbolic hyperparameter defaults for AutoML remains
future work.

3Values for mkd
xvar

range between 4.8 · 10−5 and 0.55, this formula was found using the
procedure that will be detailed in this chapter. Symbols are described in Table 6.2.
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(a) Linear cost and gamma
(b) Linear cost, gamma multiple of
mkd/xvar

Figure 6.1: Performance of an RBF-SVM averaged across 106 datasets for dif-
ferent values of cost and gamma, unscaled (a) and with gamma as multiples of
meta-features (b)

tion quality and the area where good solutions can be obtained is larger, and
the response surface is therefore likely also more amenable towards other types
of optimization. And thirdly, we can conjecture that introducing formulas e.g.
γ = mkd

xvar for each hyperparameter can lead to better defaults. Indeed, finding
good defaults in our proposed methodology essentially corresponds to optimiza-
tion on an algorithm’s response surface (averaged across several datasets). It
should be noted that the manually defined heuristic used in sklearn [184], i.e.
γ = 1

p·xvar , is strikingly similar.

6.2 Related Work

Symbolic defaults express a functional relationship between an algorithm hyper-
parameter value and dataset properties. Some example for such relationships
are reported in literature, such as the previously mentioned formulas for the
random forest [37] or the SVM [46]. Some of these are also implemented in
ML workbenches such as sklearn [184], WEKA [111] or mlr [145]. It is often not
clear and rarely reported how such relationships were discovered, nor does there
seem to be a clear consensus between workbenches on which symbolic defaults
to implement. Also, they are typically limited to a single hyperparameter, and
do not take into account how multiple hyperparameters may interact.

Meta-learning approaches have been proposed to learn static (sets of) de-
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faults for machine learning algorithms [160, 188, 196, 267, 269, 271] or neural
network optimizers [162], to analyze which hyperparameters are most important
to optimize [196, 255, 267], or to build meta-models to select the kernel or kernel
width in SVMs [225, 233, 250].

An underlying assumption is that hyperparameter response surfaces across
datasets behave similarly, and therefore settings that work well on some datasets
also generalize to new datasets. Research conducted by warm-starting optimiza-
tion procedures with runs from other datasets (cf. [154], [86]) suggest that this
the case for many datasets.

Previous work [209] on symbolic defaults proposed a simplistic approach
towards obtaining those, concretely by doing an exhaustive search over a space
of simple formulas composed of an operator, a numeric value and a single meta-
feature. This significantly constricts the variety of formulas that can be obtained
and might therefore not lead to widely applicable solutions.

6.3 Problem Definition

6.3.1 Supervised Learning and Risk of a Configuration

Consider a target variable y, a feature vector x, and an unknown joint dis-
tribution P on (x, y), from which we have sampled a dataset D containing N

observations. An ML model f̂(x) should approximate the functional relation-
ship between x and y. An ML algorithm Aλ(D) now turns the dataset (of

size N) into a prediction model f̂(x). Aλ is controlled by a multi-dimensional
hyperparameter configuration λ ∈ Λ of length M : λ = {λ1, . . . , λM}, where
Λ = Λ1 × . . . × ΛM is a cross-product of (usually bounded) domains for all
individual hyperparameters, so Λj is usually a bounded real or integer interval,
or a finite set of categorical values. In order to measure prediction performance
pointwise between a true label and a prediction, we define a loss function L(y, ŷ).
We are interested in estimating the expected risk of the inducing algorithm w.r.t.
λ on new data, also sampled from P:

RP(λ) = EP(L(y,Aλ(D)(x))),

where the expectation above is taken over all datasets D of size N from P
and the test observation (x, y). Thus, RP(λ) quantifies the expected predictive
performance associated with a hyperparameter configuration λ for a given data
distribution, learning algorithm and performance measure.
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6.3.2 Learning an Optimal Configuration

From a good default configuration λ we now expect that it performs well ac-
cording to many of such risk mappings for many different data scenarios. Given
K different datasets (or data distributions) P1, ...,PK , we define K hyperpa-
rameter risk mappings:

Rk(λ) = EPk
(L(y,Aλ(D)(x))), k = 1, ...,K.

We now define the average risk of λ over K data distributions:

R(λ) =
1

K

K∑
k=1

Rk(λ).

Minimizing the above w.r.t λ over Λ defines an optimization problem for
obtaining an optimal static configuration from K scenarios, where we assume
that, given a large enough K, a configuration will also work well on new data
situations P.

6.3.3 Learning a Symbolic Configuration

We now allow our configurations to be symbolic, i.e., contain formulas instead of
static values. Hence, we assume that λ(.) is no longer a static vector from Λ, but
a function that maps a dataset, or it’s data characteristics, to an M-dimensional
configuration.

λ = (λ1, . . . , λM ) : D → Λ

For this reason, we define a context-free grammar of transformations, which
define the space of potential expressions for all component functions λj(.). This
grammar consists of constant values, symbolic dataset meta-features and simple
mathematical operators, detailed in Table 6.1.

Given a meta-training set of K data scenarios D1, . . . ,DK , we include the
computation of the configuration by λ(D) as a first step into the algorithm
Aλ(D) and change our risk definition to:

Rk(λ) = EPk
(L(y,Aλ(D)(D)(x))), k = 1, ...,K.

and again average to obtain a global objective for λ(.):

R(λ) =
1

K

K∑
k=1

Rk(λ),
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where the optimization now runs over the space of all potential M-dimensional
formulas induced by our grammar.

6.3.4 Metadata and Surrogates

In principle, it is possible to estimate Rk(λ) empirically using cross-validation
during the optimization. However, this is obviously costly, as we want to ob-
tain results for a large number of configurations across many multiple datasets.
Therefore, we propose to employ surrogate models that approximate Rk(λ). We
generate one surrogate for each dataset, ML algorithm and performance met-
ric combination on a sufficiently large number of cross-validations experiments,
with randomly planned design points for λ. Such meta-data evaluations are
often used in literature ([255, 270, 271]), and can for example be obtained from
[143, 255] or [270]. This induces empirical surrogates, that map from static
configurations to predicted performance values:

R̂(λ) : Λ→ R

As our algorithm Aλ(D) is now removed, we simply change our objective to a
simplified version, too:

R̂(λ(.)) =
1

K

K∑
k=1

Rk(λ(Dk))

This defines a global, average risk objective for arbitrary formulaic λ(.) expres-
sions that can be efficiently evaluated.

Considering the fact that performances on different datasets are usually not
commensurable [65], an appropriate scaling is required before training surrogate
models to enable a comparison between datasets. This is done in literature by
resorting to ranking [12], or scaling [281] to standard deviations from the mean.
We mitigate the problem of lacking commensurability between datasets by scal-
ing performance results to [0; 1] on a per-dataset basis as done in [162, 188].
After scaling, 1 corresponds to the best performance observed in the meta-data
and 0 to the worst. A drawback to this is that some information regarding the
absolute performance of the algorithm and the spread across different configu-
rations is lost.

Dataset Characteristics In addition to the performance of random hyperparameter-
configurations, OpenML [258] contains a range of dataset characteristics, i.e,
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meta-features. A full list of available characteristics is described by [207]. In
order to obtain simple, concise and efficient formulas, we opted to include only
simple dataset characteristics instead of working an extensive set as described
by [207]. Table 6.2 contains an overview over used meta-features and their
corresponding ranges over our meta training set described in Section 6.5. Meta-
features are computed for each dataset after imputation, one-hot encoding of
categoricals and scaling of numeric features. We include (among many others)
the number of observations, the number of features and information regarding
class balance. We denote the set of characteristics {c1, c2, ..., cL} with C. For
this, we can also reuse evaluations shared on OpenML.

Evaluation meta-data To learn symbolic defaults, we first gather meta-
data that evaluates Rk(λ) on all K datasets. For a given fixed algorithm with
hyperparameter space Λ and performance measure, e.g., logistic loss, a large
number of experiments of randomly sampled λ is run on datasets P1, . . . , PK ,
estimating the generalization error of λ via 10-fold Cross-Validation.
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Symbol definition Description

⟨configuration⟩ ::= N: Number of hyperparameters
[⟨F⟩—⟨I⟩] * N Type depends on hyperparameter
⟨I⟩ ::=
⟨unary⟩ ⟨F⟩ unary function
— ⟨binary⟩ 2*⟨F⟩ binary function
— ⟨quaternary⟩ 4*⟨F⟩ quaternary function
— ⟨i⟩ integer constant or symbol
⟨F⟩ ::=
⟨I⟩
— ⟨f⟩ float constant or symbol
⟨i⟩ ::=
⟨mfi⟩ Integer meta-feature, see Table 6.2
— ci ⌊x⌉; x ∼ loguniform(20, 210)
⟨f⟩ ::=
⟨mff⟩ Continuous meta-feature, see Table 6.2
— cf x ∼ loguniform(2−10, 20)
⟨unary⟩ ::=
exp exp(x)
— neg -x
⟨binary⟩ ::=
add x + y
— sub x− y
— mul x · y
— truediv x/y
— pow xy

— max max(x, y)
— min min(x, y)
⟨quaternary⟩ ::=
if greater if a ⟩ b: c else d

Table 6.1: BNF Grammar for symbolic defaults search. ⟨configuration⟩ is the
start symbol.
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symbol explanation min median max

⟨mfi⟩::=
n N. observations 100 4147 130064
po N. features original 4 36 10000
p N. features one-hot 4 54 71673
m N. classes 2 2 100

⟨mff⟩::=
rc N. categorical / p 0.00 0.00 1.00
mcp Majority Class % 0.01 0.52 1.00
mkd Inv. Median Kernel Distance 0.00 0.01 0.55
xvar Avg. feature variance 0.00 1.00 1.00

Table 6.2: Available meta-features with corresponding symbols
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6.4 Finding Symbolic Defaults

The problem we aim to solve requires optimization over a space of mathematical
expressions. Several options to achieve this exist, e.g., by optimizing over a pre-
defined fixed-length set of functions [209]. One possible approach is to represent
the space of functions as a grammar in Backus-Naur form and represent gener-
ated formulas as integer vectors where each entry represents which element of
the right side of the grammar rule to follow [175]. We opt for a tree representa-
tion of individuals, where nodes correspond to operations and leaves to terminal
symbols or numeric constants, and optimize this via genetic programming [140].
Our approach is inspired by symbolic regression [139], where the goal is to seek
formulas that describe relationships in a dataset. In contrast, we aim to find a
configuration (expressed via formulas), which minimizes R̂(λ(.)).

We differentiate between real-valued (⟨F⟩) and integer-valued (⟨I⟩) terminal
symbols to account for the difference in algorithm hyperparameters. This is
helpful, as real-valued and integer hyperparameters typically vary over different
orders of magnitude. Simultaneously, some meta-features might be optimal
when set to a constant, which is enabled through ephemeral constants.

A relevant trade-off in this context is the bias induced via a limited set
of operations, operation depth and available meta-features. Searching, e.g.,
only over expressions of the form ⟨binary⟩(⟨mff⟩, cf ) introduces significant bias
towards the form and expressiveness of resulting formulas. Our approach using
a grammar is agnostic towards the exact depth of resulting solutions, and bias is
therefore only introduced via the choice of operators, meta-features and allowed
depth.

Note that formulas can map outside of valid hyperparameter ranges. This
complicates search on such spaces, as a large fraction of evaluated configurations
might contain at least one infeasible setting. In order to reduce the likelihood of
this happening, we define a set of mutation operators for the genetic algorithms
that search locally around valid solutions. However if an infeasible setting is
generated, the random forest surrogate effectively truncates it to the nearest
observed value of that hyperparameter in the experiment meta-data, which is
always valid.

Symbolic hyperparameters are interpretable and can lead to new knowledge
i.e., about the interaction between dataset characteristics and performance.
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6.4.1 Grammar

Table 6.1 shows the primitives and non-symbolic terminals of the grammar, and
Table 6.2 shows the symbolic terminals whose values depend on the dataset.
We define a set of unary, binary and quaternary operators which can be used
to construct flexible functions for the different algorithm hyperparameters.

The definition start symbol ⟨configuration⟩ indicates the type and number of
hyperparameters available in a configuration and depends on the algorithm for
which we want to find a symbolic default configuration. In Table 6.3 we indicate
for each considered hyperparameter of a learner whether it is real-valued or
integer-valued (the latter denoted with an asterisk (∗)). For example, when
searching for a symbolic default configuration for the decision tree algorithm,
⟨configuration⟩ is defined as ⟨F⟩⟨I⟩⟨I⟩⟨I⟩, because only the first hyperparameter
is a float. Expressions for integer hyperparameters are also rounded after their
expression has been evaluated. Starting from ⟨configuration⟩, placeholders ⟨I⟩
and ⟨F⟩ can now be iteratively replaced by either operators that have a return
value of the same type or terminal symbols ⟨i⟩ and ⟨f⟩. Terminal symbols can
either be meta-features (cf. Table 6.2) or ephemeral constants.

6.4.2 Algorithm

We consider a genetic programming approach for optimizing the symbolic ex-
pressions. We use a plus-strategy algorithm to evolve candidate solutions, where
we set population size to 20 and generate 100 offspring in each generation via
crossover and mutation. Evolution is run for 1000 generations in our experi-
ments. We perform multi-objective optimization, jointly optimizing for perfor-
mance of solutions (normalized logloss) while preferring formulas with smaller
structural depth. Concretely, we employ NSGA-II selection [64] with binary
tournament selection for parents and select offspring in an elitist fashion by
usual non-dominated sorting and crowding distance as described in [64]. For
offspring created by crossover, the M vector components of λj are chosen at
random from both parents (uniform crossover on components), though we en-
force at least one component from each parent is chosen. This results in large,
non-local changes to candidates. Mutations, on the other hand, are designed
to cause more local perturbations. We limit their effect to one hyperparameter
only, and include varying constant values, pruning or expanding the expression
or replacing a node. Each offspring is created through either crossover or mu-
tation, never a combination. Initial expressions are generated with a maximum
depth of three. We do not limit the depth of expressions during evolution ex-
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plicitly, though multi-objective optimization makes finding deep formulas less
likely.

6.5 Experimental Setup

We aim to answer the following research questions:
RQ1: How good is the performance of symbolic defaults in a practical sense? In
order to asses this, we compare symbolic defaults with the following baselines:
a) existing defaults in current software packages b) static defaults found by the
search procedure described in Section 6.4, disallowing meta-features as terminal
symbols and c) a standard hyperparameter random search (on the surrogates)
with different budgets. Note that existing defaults already include symbolic
hyperparameters in several implementations. In contrast to defaults obtained
from our method, existing implementation defaults are often not empirically
evaluated, and it is unclear how they were obtained. This question is the core
of our work, as discrepancy to evaluations on real data only arise from inaccurate
surrogate models, which can be improved by tuning or obtaining more data.
RQ2: How good are the symbolic defaults we find, when evaluated on real
data? We evaluate symbolic defaults found by our method with experiments on
real data and compare them to existing implementation defaults and a simple
meta-model baseline.

6.5.1 General setup

We investigate symbolic defaults for 6 ML algorithms using the possibly largest
available set of meta-data, containing evaluations of between 106 and 119 datasets
included either in the OpenML-CC18 [29] benchmark suite or the AutoML
benchmark [100]. Datasets have between 100 and 130000 observations, between
3 and 10000 features and 2− 100 classes. The number of datasets varies across
algorithms as we restrict ourselves to datasets where the experimental data con-
tains evaluations of at least 100 unique hyperparameter configurations available
as well as surrogate models that achieve sufficient quality (Spearman’s ρ > 0.8).
We investigate implementations of a diverse assortment of state-of-the-art ML
algorithms, namely support vector machines [59], elastic net [287], approximate
knn [158], decision trees [36], random forests [37] and extreme gradient boosting
(xgboost, [54]). The full set of used meta-features can be obtained from Table
6.2. The choice of datasets and ML algorithms evaluated in our paper was
based on the availability of high-quality metadata. A large number of random
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algorithm fixed optimized

elastic net - α, λ
decision tree - cp, max.depth∗

, minbucket∗,
minsplit∗

random forest splitrule:gini,
num.trees:500,
replace:True

mtry∗,
sample.fraction,
min.node.size∗

svm kernel:radial C, γ
approx. knn distance:l2 k∗, M∗, ef∗, efc∗

xgboost booster:gbtree η, λ, γ, α,
subsample,
max depth∗,
min child weight,
colsample bytree,
colsample bylevel

Table 6.3: Fixed and optimizable hyperparameters for different algorithms. Hy-
perparameters with an asterisk (*) are integers.
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evaluations across the full configuration space of each algorithm for each dataset
was obtained and used in order to fit a random forest surrogate model for each
dataset / algorithm combination4. We optimize the average logistic loss across
10 cross-validation folds (normalized to [0,1]), as it is robust to class-imbalances,
but our methodology trivially extends to other performance measures. The hy-
perparameters optimized for each algorithm are shown in Table 6.3. For the
random forest, we set the number of trees to 500 as recommended in litera-
ture [195]. We perform 10 replications of each experiment for all stochastic
algorithms and present aggregated results.

6.5.2 Experiments for RQ1 & RQ2

The evaluation strategy for both experiments is based on a leave-one-data-set-
out strategy, where the (symbolic) defaults are learned on all but one dataset,
and evaluated using the held-out dataset.
In Experiment 1 for RQ1, we evaluate symbolic defaults found using our ap-
proach against baselines mentioned in RQ1. Our hold-out-evaluation is per-
formed on a held-out surrogate.
In Experiment 2 for RQ2, we now learn our symbolic defaults in the same
manner as for Experiment 2 on K − 1 surrogates, but now evaluate their per-
formance via a true cross-validation on the held out dataset instead of simply
querying the held out surrogate.

Our main experiment – Experiment 1 evaluates symbolic defaults on surro-
gates for a held-out task, which lets us measure whether our symbolic defaults
can extrapolate to future datasets. If results from surrogate evaluation corre-
spond to real data, we can also conclude that our surrogates approximate the
relationship between hyperparameters and performance well enough to transfer
to real-world evaluations. We conjecture, that, given the investigated search
space, for some algorithms/hyperparameters symbolic defaults do not add ad-
ditional benefits and constant defaults suffice. In those cases, we expect that
our approach performs roughly as well as an approach that only takes into ac-
count constant values, because our approach can similarly yield purely constant
solutions.

We employ a modified procedure, optimistic random search that simulates
random search on each dataset which is described below. We consider random
search with budgets of up to 32 iterations to be a strong baseline. Other base-

4https://www.openml.org/d/4245[4-9]

https://www.openml.org/d/4245[4-9]


6.5. EXPERIMENTAL SETUP 119

lines like Bayesian optimization are left out of scope, as we only evaluate a single
symbolic default, which is not optimized for the particular dataset. In contrast
to requiring complicated evaluation procedures such as nested cross-validation,
our symbolic defaults can simply be implemented as software defaults. We fur-
ther consider full AutoML systems such as auto-sklearn [85] to be out-of-scope
for comparison, as those evaluate across pre-processing steps and various ML
algorithms, while our work focuses on finding defaults for a single algorithm
without any pre-processing.

Optimistic random search As we deal with random search in the order
of tens of evaluations, obtaining reliable results would require multiple replica-
tions of random search across multiple datasets and algorithms. We therefore
adapt a cheaper, optimistic random search procedure, which samples budget
rows from the available metadata for a given dataset, computes the best per-
formance obtained and returns it as the random search result. Note that this
assumes that nested cross-validation performance generalizes perfectly to the
outer cross-validation performance, which is why it is considered an optimistic
procedure. It is therefore expected to obtain higher scores than a realistic ran-
dom search would obtain. Nonetheless, as we will show, the single symbolic
default will often outperform the optimistic random search procedure with 8-16
iterations. The optimistic random search procedure is repeated several times in
order to obtain reliable estimates.

1-Nearest Neighbour In Experiment 2, where we conduct evaluations with
10-fold cross-validation on the data, we also compare to a simple meta-model
for generating a candidate solution given the meta-dataset. We use the k-
Nearest Neighbour approach used by auto-sklearn [85], which looks up the best
known hyperparameter configuration for the nearest dataset. To find the near-
est datasets each meta-feature is first normalized using min-max scaling, then
distances to each dataset are computed using L1-norm. While auto-sklearn finds
hyperparameter configuration candidates for each of the 25 nearest neighbours,
we only use the best hyperparameter configuration from the first nearest neigh-
bour.

The Python code for our experiments is available online 5 and makes use of the
DEAP module [90] for genetic programming.

5https://github.com/PGijsbers/symbolicdefaults

https://github.com/PGijsbers/symbolicdefaults
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6.6 Results

In this section, we will first analyse the quality of our surrogates models in
order to ensure their reliability. Next, we evaluate the performance of the found
symbolic defaults on both surrogates and real data.

6.6.1 Surrogates and Surrogate Quality

As described earlier, we use surrogate models to predict the performance of
hyperparameter configurations to avoid expensive evaluations. It is important
that the surrogate models perform well enough to substitute for real experi-
ments. For this optimization task, the most important quality of the surrogate
models is the preservation of relative order of hyperparameter configuration
performance. Error on predicted performance is only relevant if it causes the
optimization method to incorrectly treat a worse configuration as a better one
(or vice versa). The performance difference itself is irrelevant.

For that reason, we evaluate our surrogate models first on rank correlation
coefficients Spearman’s ρ and Kendall’s τ . For each task, we perform 10-fold
cross validation on our meta data, and calculate the rank correlation between
the predicted ranking and the true one. On the left in Figure 6.2 we show
the distribution of Spearman’s ρ and Kendall’s τ across 106 tasks for the SVM
surrogate. Due to the high number of observations all rank correlations have a
p-value of near zero. We observe high rank correlation for both measurements
on most tasks. That τ values are lower than ρ values indicates that the surrogate
model is more prone to making small mistakes than big ones. This is a positive
when searching for good performing configurations, but may prove detrimental
when optimizing amongst good configurations.

While it does not directly impact search, we also look at the difference be-
tween the predicted and true performances. For each task 10 configurations
were sampled as a test set, and a surrogate model was trained on the remainder
of the meta data for that task. On the right in Figure 6.2 the predicted normal-
ized performance is shown against the real normalized performance. Predictions
closer to the diagonal line are more accurate, points under and over the diagonal
indicate the surrogate model was optimistic and pessimistic respectively. Plots
for the other models can be found in Appendix C.2.
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Figure 6.2: Comparison of performance predicted by the SVM surrogate against
the real performance across tasks. On the left by their rank correlation coeffi-
cients, on the right in normalized performance.

6.6.2 Experiment 1 - Benchmark on surrogates

In order to answer RQ1, we compare the performance of symbolic defaults,
constant defaults and existing implementation defaults on surrogates. Imple-
mentation defaults are default values currently used for the corresponding algo-
rithm implementations and can be obtained from Table C.1 in the appendix.
Note that random search in this context refers to per-task optimistic random-
search as described in 6.6.1. In the following, we analyze results for the SVM
and report normalized out-of-bag logistic loss on a surrogate if not stated oth-
erwise. We conduct an analysis of the other algorithms mentioned in Table 6.3
in Appendix C.2.

A comparison to baselines a − c) for the SVM can be obtained from Fig-
ure 6.3. We compare symbolic defaults (blue), existing implementation defaults
(green), constant defaults (purple) and several iterations of random search (or-
ange). Symbolic defaults slightly outperform existing implementation defaults
(mlr default and sklearn default) and compare favorably to random search with
up to 8 evaluations.

For significance tests we use a non-parametric Friedman test for differences
in samples at α = 0.05 using and a post-hoc Nemenyi test. The corresponding
critical differences diagram [65] is displayed in Figure 6.4. Methods are sorted
on the x-axis by their average rank across tasks (lower is better). For methods
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Figure 6.3: Symbolic, static and implementation defaults for SVM, comparing
normalized logloss predicted by surrogates.
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optimistic random search 32
optimistic random search 16

symbolic default
sklearn default

optimistic random search 8
mlr default
constant default
optimistic random search 4
optimistic random search 2

CD

Figure 6.4: Critical Differences Diagram for symbolic, static and implementation
defaults on surrogates

connected by a bold bar, significant differences could not be obtained. Symbolic
defaults do not perform significantly worse than random search with a budget
of 16 evaluations, however they also do not significantly outperform the hand-
crafted implementation defaults or an optimized constant default.

Figure 6.5 shows comparisons to baselines, again using normalized logistic
loss. The y-axis in both cases corresponds to symbolic defaults, while the x-axis
corresponds to constant defaults (left) and random search with a budget of 8
(right). We conduct a similar analysis on all other algorithms in the appendix.

We summarize the results across all experiments in Table 6.4, which shows
the mean normalized logistic loss and standard deviation across all tasks for
each algorithm. The symbolic and constant column denote the performance of
defaults found with our approach including and excluding symbolic terminals
respectively. The package column shows the best result obtained from either
the scikit-learn or mlr default, and the last column denotes the best found
performance sampling 8 random real world scores on the task for the algorithm.

We find that the symbolic default mean rank is never significantly lower than
that of other approaches, but in some cases it is significantly higher (in bold).
While the mean performance for symbolic solutions is lower for glmnet, random
forest and rpart, we observe that the average rank is only higher for glmnet (see
Section C.2).

The only implementation default which does not score a significantly lower
mean rank than the defaults found by search with symbolic terminals is the de-
fault for SVM, which has carefully hand-crafted defaults. This further motivates
the use of experiment data for tuning default hyperparameter configurations. In
three out of six cases the tuned defaults even outperform eight iterations of the
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Figure 6.5: Performance comparison of symbolic defaults to constant defaults
(left) and budget 8 random search (right). Points above the red line indicate
symbolic defaults are better.

optimistic random search baseline, in the other cases they have a significantly
higher mean rank than 4 iterations of random search.

6.6.3 Experiment 2 - Benchmark on real data

We run the defaults learned on K − 1 surrogates for each hold-out dataset with
a true cross-validation and compare its performance to existing implementation
defaults. We again analyze results for SVM and provide results on other al-
gorithms in the appendix. Note, that instead of normalized log-loss (where 1
is the optimum), we report standard log-loss in this following section, which
means lower is better. Figure 6.6 shows box plot and scatter plot comparisons
between the better implementation default (sklearn) and symbolic defaults ob-
tained from our method. The symbolic defaults found by our method performs
slightly better to the two existing baselines in most cases, but outperforms the
sklearn default on some datasets while never performing drastically worse. This
small difference might not be all-too-surprising, as the existing sklearn defaults
are already highly optimized symbolic defaults in their second iteration [217].
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algorithm symbolic constant package opt. RS 8

glmnet 0.917(.168) 0.928(.158) 0.857(.154) 0.906(.080)
knn 0.954(.148) 0.947(.156) 0.879(.137) 0.995(.009)
rf 0.946(.087) 0.951(.074) 0.933(.085) 0.945(.078)
rpart 0.922(.112) 0.925(.093) 0.792(.141) 0.932(.082)
svm 0.889(.178) 0.860(.207) 0.882(.190) 0.925(.084)
xgboost 0.995(.011) 0.995(.011) 0.925(.125) 0.978(.043)

Table 6.4: Mean normalized log-loss (standard deviation) across all tasks with
baselines. Boldface values indicate the average rank was not significantly worse
than the best (underlined) of the four settings.
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Figure 6.6: Comparison of symbolic and implementation default using log-loss
across all datasets performed on real data. Box plots (right) and scatter plot
(left)
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6.7 Conclusion and Future Work

In this chapter, we consider the problem of finding data-dependent hyperparam-
eter configurations, or symbolic hyperparameter defaults, that work well across
datasets. We define a grammar that allows for complex expressions that can use
data-dependent meta-features as well as constant values. Surrogate models are
trained on a large meta dataset to efficiently optimize over symbolic expressions.

We find that the data-driven approach to finding default configurations leads
to defaults as good as hand-crafted ones. The found defaults are generally
better than the defaults set by algorithm implementations. Depending on the
algorithm, the found defaults can be as good as performing 4 to 16 iterations of
random search. In some cases, defaults benefit from being defined as a symbolic
expression, i.e., in terms of data-dependent meta-features.

In future work, we aim to extend the search space in two ways: both in terms
of the meta-features available and the grammar. Dataset characteristics have to
reflect properties that are relevant to the algorithm hyperparameters, yet it is
not immediately clear what those relevant properties are. It is straightforward to
extend the number of meta-features, as many more have already been described
in the literature (cf. [207]). This might not only serve to find even better
symbolic defaults but it also reduces bias introduced by the small number of
meta-features considered in our work. By extending the grammar described
in Table 6.1 to include categorical terminals and operators more suitable for
categorical hyperparameters (e.g., if-else), the described procedure can extend
to categorical and hierarchical hyperparameters.

Another relevant aspect, which we do not study in this work is the runtime
associated with a given default, as we typically want default values to be fast
as well as good, and therefore this trade-off might be considered in optimizing
symbolic defaults. In this work, we address this by restricting specific hyper-
parameters to specific values, in particular the xgboost nrounds parameter to
500. In future research, we aim to take this into consideration for all methods.

Finally, we want to evaluate ways in which these improved defaults may be
used in AutoML design. Leveraging hyperparameter defaults to speed up Au-
toML has been exploited before, for example by sampling around the default
values [278] or using the default values to shrink the search space [6]. It would
be interesting to revisit these ideas with learned defaults that adapt to the task
at hand, after first learning symbolic hyperparameters on a larger set of algo-
rithms. While we learn the defaults over a large selection of datasets, it may be
possible that these datasets are not representative of preprocessed data as found
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in an ML pipeline, and thus it is possible that the currently learned symbolic
hyperparameter defaults don’t transfer as well to ML pipelines. Future work in
this direction should evaluate the effect of preprocessing on the quality of the
learned symbolic hyperparameter defaults and to see if adding additional exper-
iments on preprocessed datasets to the meta-dataset is needed. Overall, having
access to better, symbolic defaults, makes machine learning more accessible and
robust to researchers from all domains.
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Chapter 7
Conclusion and Future Work

Automated machine learning (AutoML) enables novice users by abstracting
away the complexity of ML pipeline design and empowers the ML experts by
saving time that would be spent tuning ML pipelines. When building an Au-
toML framework there are many design choices, such as which optimization
algorithm to use or how to define the search space. Developing new methods
and analyzing those design decisions is currently a very active area of research,
with the first AutoML conference to take place in 2022.

Yet, in Chapter 1, we identified a few issues with current AutoML research.
These include obfuscated comparisons across multiple design decisions, evalua-
tions on inconsistent sets of datasets, and incorrect use of ‘competitor’ frame-
works. In this chapter, we revisit the research questions we posed and sum-
marize our contributions that address them in Section 7.1. In the two sections
thereafter we discuss the limitations of our work and outline future research
directions, respectively.

7.1 Conclusions

In this thesis, we presented work which we hope will improve the rate and
quality of AutoML research. First, in Chapter 3, we introduced the modular
AutoML tool GAMA to make implementing novel AutoML ideas easier (Q1). We
observed that it was common for novel ideas to be evaluated against previous
implementations that differed in more than one design decision, e.g., both the
optimization algorithm and search space, which made it impossible to evaluate

129
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the contribution of any individual component in AutoML design. We propose
that this is because current AutoML tools were not designed on a level of ab-
straction that easily allowed researchers to investigate novel ideas, which made
developing an entirely new AutoML tool an attractive idea. GAMA is designed to
allow AutoML researchers to quickly develop and evaluate novel AutoML ideas
in isolation and analyze their effectiveness.

By developing a modular AutoML tool that facilitates AutoML research,
we not only significantly lower the barrier to developing and evaluating new
AutoML ideas, but also ensure it is easy to evaluate each idea in isolation.
Additionally, GAMA automatically tracks experiments and compiles data which
researchers can use to better understand the workings of individual components,
e.g., by visualizing their optimization trace. GAMA currently features three dif-
ferent optimization methods (random search, asynchronous successive halving,
and an asynchronous evolutionary algorithm) and two different post-processing
methods (fit the best pipeline, and ensemble construction through hill-climbing)
which can be used in any combination.

The second issue we identified was the lack of standard benchmarking suites,
i.e., the sets of datasets and evaluation procedures used to evaluate AutoML
ideas. In Chapter 4, we presented an extension of the OpenML platform to allow
for the creation and use of common benchmark suites (Q2). On the one hand,
we provided easy programmatic access to the platform through openml-python,
and on the other, we developed the concept of an OpenML benchmark suite.
An OpenML benchmarking suite is a set of carefully selected OpenML tasks,
which precisely define an evaluation procedure, including a reference to an exact
dataset and evaluation splits.

We provided tools for researchers to construct their own benchmarking
suites and used those tools to propose the OpenML Curated Classification
suite (OpenML-CC18) for benchmarking classification algorithms on commodity
hardware. For benchmarking AutoML systems we proposed two benchmarking
suites (in Chapter 5), one with regression tasks and one with classification tasks.
We saw that both the OpenML-CC18 and the AutoML1 benchmarking suites
have already been used in many other publications, a clear sign that they are
useful but also that a continuous conversation with the research community is
essential to evolve benchmarks and make them better and more useful over time.

To allow for the evaluation of AutoML tools in a correct and reproducible
manner we developed the AutoML benchmark software tools and benchmarking
suites (Q3). In Chapter 5 we give an overview of the developed software and

1In particular an earlier version that was published at the ICML 2019 AutoML workshop.
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report on the results of a large-scale evaluation of AutoML frameworks. We
allow for correct and reproducible experiments by fully automating all aspects
of the evaluation. We used openml-python to download and split the data in a
reproducible manner and use integration scripts, which are developed together
with the AutoML authors, to allow for the automated installation and usage of
the AutoML frameworks, which avoids pitfalls such as a framework misconfigu-
ration. The benchmarking framework can also build containers for even greater
reproducibility, or to perform cross-platform benchmarking, and can distribute
jobs to AWS which provides common hardware. Results are automatically ag-
gregated and evaluated and can be analyzed with an interactive visualization
tool.

We also proposed two OpenML benchmarking suites, one with 71 classifica-
tion tasks, and one with 33 regression tasks. These benchmarking suites span a
wide range of domains and dataset characteristics fit for tabular AutoML tools,
unlike previously used sets of datasets which were typically small or not rep-
resentative of the types of tasks the tools were designed to solve (e.g., image
classification). We carried out a large-scale evaluation of 8 AutoML frameworks
on these benchmarking suites and discuss the results, including the differences
in performance and an analysis of the framework errors.

The fact that no single hyperparameter configuration is optimal across all
tasks implies that there is a relationship between the dataset properties and
the optimal hyperparameter configuration. In Chapter 6 we proposed a method
based on symbolic regression to automatically find and leverage relationships be-
tween the dataset properties and good hyperparameter configurations, dubbed
symbolic hyperparameter defaults, in a data-driven way through meta-learning
over more than 100 tasks. To allow for the quick evaluation of symbolic hy-
perparameter defaults we trained surrogate models across tens of thousands of
experiments across more than one hundred tasks for each ML algorithm. We
showed that the proposed method is capable of finding symbolic hyperparame-
ter defaults which are as good as hand-crafted ones, at least as good as constant
hyperparameter defaults, and in almost all cases better than current implemen-
tation defaults. These defaults may be used to effectively warm-start search,
but could also be used in other ways that may speed up AutoML, e.g., by using
them in search space design (Q4).
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7.2 Limitations

The methods proposed in this thesis come with limitations. Some of these
limitations are inherent to the proposed methods or require further research,
while others are merely a limitation that can be resolved through engineering
effort. We will discuss the limitations in that order, with a focus on the former.

The core of this work focuses on enabling rigorous research on curated sets
of tasks. While it has not yet been demonstrated in longitudinal studies, we
assume that as more methods are being evaluated on benchmarking suites, over-
fitting on fixed suites is increasingly likely. To avoid a scenario where improved
performance on the benchmarking suites no longer represents an improvement
on other tasks, the benchmarking suites should be periodically updated.

Moreover, while benchmarking suites are an excellent tool to analyze quan-
titative differences between different methods, it provides no insight into the
qualitative differences. In particular, for the AutoML benchmark, which evalu-
ates tools designed to be used by end-users, an informed choice is often made
on more than just performance reports. For example, the user may specifically
be interested in the model’s interpretability, the level of support provided by
the developers, or insight into why the final ML pipeline is designed the way it
is.

The conducted set of experiments on AutoML frameworks in Chapter 5 are
deliberately designed to reflect the out-of-the-box experience that regular users
will encounter. This means that based on the experiments no conclusion can be
drawn about the quality of any individual design decision. Another limitation
of the experimental results is that only final performance is measured. While in
some cases the final performance may not be statistically significantly different,
it may be that one tool converges to a solution much faster than others.

In principle, the AutoML benchmark allows for performing ablation studies,
though this also requires a high level of configurability of the AutoML frame-
works. Modular AutoML tool GAMA features this configurability and may be used
to evaluate along one design axis at a time. However, the measured performance
is still affected by other choices in the design and experimental evaluation. If in
an ablation study method A outperforms method B, this still comes with the
caveat that the results only hold for e.g., the used search space or resource bud-
get, and the extent to which they generalize across those decisions is unknown.
It should be noted that this limitation is not unique to GAMA, but indeed any
experiment with sufficiently many design decisions.

Finally, in our work on the automated discovery of symbolic hyperparame-
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ter defaults, we used a limited set of meta-features and mathematical operators
from which to compose the defaults. Given these design choices, we were un-
able to find suitable symbolic defaults for several algorithms and did not signif-
icantly outperform tuned constant defaults for them. Further research should
include more dataset properties, though it is not immediately obvious which
these should be. It also remains an open question if for all hyperparameters
there even exists a symbolic default that uses only meta-features which can be
computed efficiently.

There are also limitations imposed by the state of the software. The OpenML
platform, and by extension openml-python, OpenML benchmarking suites, and
the AutoML benchmark, offers only limited support for settings outside of i.i.d.
classification and regression, such as clustering or time series prediction. GAMA

allows for modular configuration and isolated development for search algorithms
and post-processing, though it does not yet offer the same flexibility in other
parts of the AutoML pipeline design. For example, the data sanitation step is
fixed and the search space design assumes scikit-learn compatible workflows.
None of these limitations are inherent to the respective designs and can be
overcome with additional engineering effort.

7.3 Future Work

As outlined in the last section, we can overcome some limitations through ad-
ditional engineering effort. In this section, we focus on interesting future work
which can not be overcome by engineering alone.

7.3.1 Meta-learning for AutoML

In Chapter 6 we presented a method to use meta-learning to find symbolic
hyperparameter defaults. How to incorporate these symbolic hyperparameter
defaults in AutoML tools is an interesting open research question. Possible
applications include transforming the search space, shrinking the search space
to speed up the search, or using symbolic hyperparameter defaults to evaluate
ML pipeline architecture design. We hope to find symbolic hyperparameter
defaults for more algorithms and hyperparameters by extending the set of meta-
features and the formulas which may be considered. Moreover, we aim to extend
the notion of defaults into sets of defaults, which can serve as complementary
starting points for hyperparameter optimization.
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Many other approaches to include meta-learning in AutoML methods have
already been proposed [82, 88, 144, 149, 279]. Unfortunately, it is unclear
how to evaluate AutoML methods which use meta-learning on benchmarking
suites in a practical manner. The task on which a method is evaluated should
not be included in learning the meta-model used by the method. While some
meta-learning methods, such as nearest-neighbor dataset lookups [88], allow for
the easy exclusion of specific tasks from the meta-model, this is not the case
for meta-models in general. A clean evaluation would then involve training as
many meta-models as there are (chosen subsets of) tasks in the benchmarking
suite, which may become prohibitively expensive for more complex meta-models.
Additionally, it is not always easy to identify which task is being used in the
evaluation. While the specific dataset may be easily identified, all variants
derived from the dataset should also be accounted for and excluded from the
meta-model. More research is required to address these issues and allow for the
correct evaluation of AutoML systems that use meta-learning.

7.3.2 Benchmark Design

While the tools presented with the introduction of OpenML benchmarking suites
allow for some automated curation of tasks, the proposed benchmarking suites
are still mostly designed by humans. The design process may lead to unneces-
sarily large benchmarking suites, which is undesirable not only because it wastes
resources, but also because the increased computational demand will prohibit
some people from using the proposed suites. Some post-hoc analysis methods
of benchmarking suites exist [47], but we hope additional techniques will be
developed and in particular for them to already be applicable during the design
process.

It remains an open question if and when methods may start to overfit to
a static benchmarking suite. For this reason, and to keep the benchmarking
suites reflective of modern challenges, we propose to periodically update the
benchmarking suites (e.g., as done for computer vision research [201]) and invite
the community to partake in this process. Developing new methods to analyze
whether overfitting on benchmark suites occurs, and how many or which tasks
would need to be replaced to alleviate the issue, is interesting future work.
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7.3.3 Trust in AutoML

Interpretable [171] and explainable [240] ML has gained attention recently, in
part because of new legislature that requires explainability [21], e.g., GDPR2.
As this pertains to the final model produced, AutoML can directly benefit from
ideas and techniques for general interpretability and explainability in ML, such
as training interpretable models to mimic complex ones found by AutoML [3,
133] or post-hoc model-agnostic explanation methods such as LIME [205]. How-
ever, AutoML may also be used to generate interpretable models, by using
existing AutoML frameworks with an altered search space that produces in-
terpretable models [91], or by using autocompboost [58], which is specifically
developed to build interpretable models.

In AutoML not only the final model but also how it was found, is important
for a user’s trust [69, 220]. To this end, Moosbauer et al. [173] propose to use
adapted partial dependence plots to visualize what the surrogate model learned
about the search space. Providing the users with generated code that builds the
final model also increases trust in the system, because it helps them understand
the model that is used and to verify if specific changes affect the results as
expected [266].

In certain settings it is important that the model follows some notion of fair-
ness [13], e.g., when the model affects humans, it shouldn’t discriminate. This
can be expressed through metrics that make a distinction between a protected
and unprotected group. Examples include demographic parity [42], which stip-
ulates the average predictions for the two groups should be equal, and equalized
odds [113], which dictate the false negative and positive rates should be equal
between the groups. However, it should be noted that while different notions
of fairness exist, they may not all be satisfied simultaneously [57, 134]. While
this is also true for performance metrics, the choice of fairness metric has a
significant effect on how the model treats the protected group.

To allow AutoML to find fairer models, it has been treated as a multi-
objective optimization problem, optimizing a fairness metric and a performance
metric together (e.g., [60, 214, 215]). However, this approach ignores the de-
velopment of fairness specific preprocessing, in-processing, and post-processing
algorithms (e.g., [44], [19], and [113], respectively), which seems like it would
lead to sub-optimal pipelines3.

Still, only changing the optimization objective, or even the search space,

2https://gdpr-info.eu/
3To the best of my knowledge, there is no AutoML system which includes these algorithms

in its search space, so there is no evidence that excluding them leads to worse solutions.

https://gdpr-info.eu/
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largely ignores the problems present in other parts of the model creation. Blind
optimization without regard for other aspects, such as the data and its collection
process or the users ultimately using the model, may only lead to perceived
progress [11]. On the one hand, AutoML may exacerbate that problem. If,
at times, even ML experts fail to identify biases in their models [96], how will
the novice AutoML user pick up on these errors? On the other hand, AutoML
may alleviate some of these issues by allowing the domain experts themselves
to build models. With a much better understanding of the data, the relevant
performance metrics, and the ability to assess model predictions, domain experts
using AutoML may be able to deploy better models than an ML expert could.
These two scenarios are not mutually exclusive, and both user groups would
benefit from support for fair learning and interpretability in both the AutoML
procedure and the model it produces.
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Appendix A
OpenML Benchmarking Suites

This appendix contains useful links for creating OpenML benchmarking suites,
a suggested curation protocol (both from Bischl et al. [28]), and an overview of
the different benchmarking suites presented in this thesis, including the full list
of tasks and corresponding meta-data.

A.1 Useful links

We now collect all relevant links in a single place to simplify access to online
material on OpenML benchmarking studies:

• General online documentation: https://docs.openml.org

• Online documentation on benchmarking suites: https://docs.openml.org/
benchmark

• Github repository with additional material, including a notebook to create
updated suites: https://github.com/openml/benchmark-suites

• Github organization for OpenML.org: https://github.com/openml

• Python package: OpenML (PyPI)

• R package: OpenML (CRAN)

• Java package: org.openml.openmlweka (Maven Central)
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A.2 Suggested Curation Protocol

In this section we give an exemplary curation protocol for constructing new
benchmarking suites. It is based on our experience constructing the OpenML-
CC18 and its predecessor, the OpenML100. Steps can be removed or added
depending on the desired benchmark purpose, the steps below serve as a guide-
line.

1. Steps that can be automated:

(a) Specify the OpenML task type, for example supervised classification
or supervised regression.

(b) Specify criteria on dataset properties, such as the size of the dataset,
the number of features or the number of classes.

(c) Specify criteria on the data modalities that are supposed to be in the
data. Currently, OpenML supports numerical, categorical, date and
string.

(d) Specify whether the data should be sparse or not.

(e) Specify whether the data should contain missing values or not.

(f) Check whether tasks are too easy, either by querying for existing re-
sults on OpenML or by running machine learning algorithms locally.

2. Steps that cannot be automated and should be performed on the outcome
of the previous, automated steps. For our benchmark the following manual
steps were added:

(a) Check for artificial datasets.

(b) Check for dataset that require grouped or time-aware splitting.

(c) Check for datasets that are subsets of larger datasets (or binarized
datasets in case of classification).

(d) Check for other forms of derived datasets, for example versions that
do no longer contain feature names or only a subset of features.

(e) Check that all remaining datasets feature a reference.
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A.3 OpenML-CC18

A classification benchmarking suite for benchmarking ML algorithms.

Table A.1: Tasks OpenML-CC18.

Task ID name instances features classes class
ratio

7592 adult 48842 15 2 0.31
3549 analcatdata authorship 841 71 4 0.17
3560 analcatdata dmft 797 5 6 0.79

11 balance-scale 625 5 3 0.17
14965 bank-marketing 45211 17 2 0.13

10093 banknote-authentication 1372 5 2 0.80
9910 Bioresponse 3751 1777 2 0.84

10101 blood-transfusion-serv... 748 5 2 0.31
15 breast-w 699 10 2 0.53

146821 car 1728 7 4 0.05

167141 churn 5000 21 2 0.16
167124 CIFAR 10 60000 3073 10 1.00
146819 climate-model-simulati... 540 21 2 0.09

23 cmc 1473 10 3 0.53
9981 cnae-9 1080 857 9 1.00

146195 connect-4 67557 43 3 0.15
29 credit-approval 690 16 2 0.80
31 credit-g 1000 21 2 0.43

14954 cylinder-bands 540 40 2 0.73
167121 Devnagari-Script 92000 1025 46 1.00

37 diabetes 768 9 2 0.54
167140 dna 3186 181 3 0.46
125920 dresses-sales 500 13 2 0.72

219 electricity 45312 9 2 0.74
2079 eucalyptus 736 20 5 0.49

146825 Fashion-MNIST 70000 785 10 1.00
9985 first-order-theorem-pr... 6118 52 6 0.19
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Tasks OpenML-CC18 (continued).

Task ID name instances features classes class
ratio

14969 GesturePhaseSegmentati... 9873 33 5 0.34
14970 har 10299 562 6 0.72
9971 ilpd 583 11 2 0.40

167125 Internet-Advertisements 3279 1559 2 0.16
3481 isolet 7797 618 26 0.99
3904 jm1 10885 22 2 0.24

167119 jungle chess 2pcs raw ... 44819 7 3 0.19
3917 kc1 2109 22 2 0.18

3913 kc2 522 22 2 0.26
3 kr-vs-kp 3196 37 2 0.91
6 letter 20000 17 26 0.90

9976 madelon 2600 501 2 1.00
12 mfeat-factors 2000 217 10 1.00

14 mfeat-fourier 2000 77 10 1.00
16 mfeat-karhunen 2000 65 10 1.00
18 mfeat-morphological 2000 7 10 1.00

146824 mfeat-pixel 2000 241 10 1.00
22 mfeat-zernike 2000 48 10 1.00

146800 MiceProtein 1080 82 8 0.70
3573 mnist 784 70000 785 10 0.80
9977 nomao 34465 119 2 0.40

167120 numerai28.6 96320 22 2 0.98
28 optdigits 5620 65 10 0.97

9978 ozone-level-8hr 2534 73 2 0.07
3918 pc1 1109 22 2 0.07
3903 pc3 1563 38 2 0.11
3902 pc4 1458 38 2 0.14

32 pendigits 10992 17 10 0.92

14952 PhishingWebsites 11055 31 2 0.80
9952 phoneme 5404 6 2 0.42
9957 qsar-biodeg 1055 42 2 0.51



A.4. AUTOML BENCHMARK REGRESSION 173

Tasks OpenML-CC18 (continued).

Task ID name instances features classes class
ratio

2074 satimage 6430 37 6 0.41
146822 segment 2310 20 7 1.00

9964 semeion 1593 257 10 0.96
3021 sick 3772 30 2 0.07

43 spambase 4601 58 2 0.65
45 splice 3190 61 3 0.46

146817 steel-plates-fault 1941 28 7 0.08

125922 texture 5500 41 11 1.00
49 tic-tac-toe 958 10 2 0.53
53 vehicle 846 19 4 0.91

3022 vowel 990 13 11 1.00
9960 wall-robot-navigation 5456 25 4 0.15

9946 wdbc 569 31 2 0.59
146820 wilt 4839 6 2 0.06

A.4 AutoML Benchmark Regression

A regression benchmarking suite for benchmarking AutoML frameworks.

Table A.2: Tasks in the AutoML regression suite.

Task ID name instances features

359944 abalone 4177 9
359929 Airlines DepDelay 10M 10000000 10
233212 Allstate Claims Severity 188318 131
359937 black friday 166821 10
359950 boston 506 14

359938 Brazilian houses 10692 13
233213 Buzzinsocialmedia Twit... 583250 78
359942 colleges 7063 45
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Tasks in the AutoML regression suite (continued).

Task ID name instances features

233211 diamonds 53940 10
359936 elevators 16599 19

359952 house 16H 22784 17
359951 house prices nominal 1460 80
359949 house sales 21613 22
233215 Mercedes Benz Greener ... 4209 377
360945 MIP-2016-regression 1090 145

167210 Moneyball 1232 15
359943 nyc-taxi-green-dec-2016 581835 19
359941 OnlineNewsPopularity 39644 60
359946 pol 15000 49
360933 QSAR-TID-10980 5766 1026

360932 QSAR-TID-11 5742 1026
359930 quake 2178 4
233214 Santander transaction ... 4459 4992
359948 SAT11-HAND-runtime-reg... 4440 117
359931 sensory 576 12

359932 socmob 1156 6
359933 space ga 3107 7
359934 tecator 240 125
359939 topo 2 1 8885 267
359945 us crime 1994 127

359935 wine quality 6497 12
317614 Yolanda 400000 101
359940 yprop 4 1 8885 252

A.5 AutoML Benchmark Classification

A classification benchmarking suite for benchmarking AutoML frameworks.
Compared to OpenML-CC18, it features bigger datasets which harder data
characteristics (e.g., greater class imbalances).
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Table A.3: Tasks in the AutoML classification suite.

Task ID name instances features classes class
ratio

190411 ada 4147 49 2 0.33
359983 adult 48842 15 2 0.31
189354 airlines 539383 8 2 0.80
189356 albert 425240 79 2 1.00
10090 amazon-commerce-reviews 1500 10001 50 1.00

359979 Amazon employee access 32769 10 2 0.06
168868 APSFailure 76000 171 2 0.02
190412 arcene 100 10001 2 0.79
146818 Australian 690 15 2 0.80
359982 bank-marketing 45211 17 2 0.13

359967 Bioresponse 3751 1777 2 0.84
359955 blood-transfusion-serv... 748 5 2 0.31
359960 car 1728 7 4 0.05
359973 christine 5418 1637 2 1.00
359968 churn 5000 21 2 0.16

359992 Click prediction small 39948 12 2 0.20
359959 cmc 1473 10 3 0.53
359957 cnae-9 1080 857 9 1.00
359977 connect-4 67557 43 3 0.15

7593 covertype 581012 55 7 0.01

168757 credit-g 1000 21 2 0.43
211986 Diabetes130US 101766 50 3 0.21
168909 dilbert 10000 2001 5 0.93
189355 dionis 416188 61 355 0.36
359964 dna 3186 181 3 0.46

359954 eucalyptus 736 20 5 0.49
168910 fabert 8237 801 7 0.26
359976 Fashion-MNIST 70000 785 10 1.00
359969 first-order-theorem-pr... 6118 52 6 0.19
359970 GesturePhaseSegmentati... 9873 33 5 0.34

189922 gina 3153 971 2 0.97
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Tasks in the AutoML classification suite (continued).

Task ID name instances features classes class
ratio

359988 guillermo 20000 4297 2 0.67
359984 helena 65196 28 100 0.03
360114 Higgs 1000000 29 2 0.89
359966 Internet-Advertisements 3279 1559 2 0.16

211979 jannis 83733 55 4 0.04
168911 jasmine 2984 145 2 1.00
359981 jungle chess 2pcs raw ... 44819 7 3 0.19
359962 kc1 2109 22 2 0.18
360975 KDDCup09-Upselling 50000 14892 2 0.08

3945 KDDCup09 appetency 50000 231 2 0.02
360112 KDDCup99 4898431 42 23 0.00
359991 kick 72983 33 2 0.14
359965 kr-vs-kp 3196 37 2 0.91
190392 madeline 3140 260 2 0.99

359961 mfeat-factors 2000 217 10 1.00
359953 micro-mass 571 1301 20 0.18
359990 MiniBooNE 130064 51 2 0.39
359980 nomao 34465 119 2 0.40
167120 numerai28.6 96320 22 2 0.98

359993 okcupid-stem 50789 20 3 0.13
190137 ozone-level-8hr 2534 73 2 0.07
359958 pc4 1458 38 2 0.14
190410 philippine 5832 309 2 1.00
359971 PhishingWebsites 11055 31 2 0.80

168350 phoneme 5404 6 2 0.42
360113 porto-seguro 595212 58 2 0.04
359956 qsar-biodeg 1055 42 2 0.51
359989 riccardo 20000 4297 2 0.33
359986 robert 10000 7201 10 0.92

359975 Satellite 5100 37 2 0.01
359963 segment 2310 20 7 1.00
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Tasks in the AutoML classification suite (continued).

Task ID name instances features classes class
ratio

359994 sf-police-incidents 2215023 9 2 0.14
359987 shuttle 58000 10 7 0.00
168784 steel-plates-fault 1941 28 7 0.08

359972 sylvine 5124 21 2 1.00
190146 vehicle 846 19 4 0.91
359985 volkert 58310 181 10 0.11
146820 wilt 4839 6 2 0.06
359974 wine-quality-white 4898 12 7 0.00

2073 yeast 1484 9 10 0.01
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Appendix B
AutoML Benchmark Results

B.1 Simple Bradley-Terry Trees

The Bradley-Terry trees in Figure B.1 and B.2 show trees generated on all results
from 1 and 4 hour experiments, respectively. Only ‘instances’ and ‘features’ were
considered as split criteria in making these trees and the maximum tree depth
was kept at 3 to keep the trees interpretable.

In congruence with general results, AutoGluon is typically the preferred
framework. The one exception is FLAML which is identified as more useful for
large datasets (more than ≈ 180k instances) with a one hour constraint. This
is in line with FLAML’s design goal to work especially well in time constrained
settings (as the datasets are relatively large for the time budget).

As we saw in the Section 5.5, different preferences may be obtained for
other subsets of the data (e.g., binary classification) and considering other meta-
features (e.g., balance ratio). When using the BT trees to interpret the results,
one should pay attention to the number of tasks in each leaf. Leafs based on
particularly small sets of tasks may not generalize that well.
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Figure B.1: A BT tree generated with only ‘features’ and ‘instances’ for split
criteria, based on all results for one hour experiments.
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Figure B.2: A BT tree generated with only ‘features’ and ‘instances’ for split
criteria, based on all results for four hour experiments.
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B.2 AutoML Framework Errors

B.2.1 Class Imbalance

The two classification tasks with a large amount of failures despite being small
are ‘yeast’ and ‘wine-quality-white’, which feature a minority class with only 5
instances. This means that within the 10-fold cross-validation we perform in
our experiments, either 4 or 5 of those instances are available in the training
splits. We see that only in the case where one of those samples is in the test
set failures occur. The exact error message differs per framework, though they
indicate that evaluating pipelines fails. This is likely due to e.g., using 5-fold
cross-validation out of the box. Failure on these specific datasets (and folds) is
only observed for GAMA, LightAutoML, and TPOT.

B.2.2 MLJarSupervised

Two thirds of all ‘implementation errors’ observed are failures of MLJarSupervised.
All 190 failures are caused by variations of the following two unique errors:

25 times [’Ensemble prediction 0 for neg 1 for pos’, . . .,
’2 DecisionTree prediction 0 for neg 1 for pos’] not in index"

165 times catboost/libs/data/model dataset compatibility.cpp:81:

At position 6 should be feature with name 60 NeuralNetwork prediction 0 for 1 1 for 2

(found 60 NeuralNetwork prediction).

While we can only guess, we assume it is related to the extensive AutoML
pipeline MLJarSupervised has. It includes 10 different steps, including three
steps for feature generation and selection and three steps for ensembling and
stacking. These steps are not turned on by default1, feature engineering is only
turned on for ‘performance’ and ‘compete’, and ensembling and stacking is only
used in ‘compete’ mode, which we used.

B.2.3 Errors by Framework and Benchmark

Tables B.1 and B.2 display for each framework the number of errors per bench-
mark and time constraint. The ‘task’ column denotes in how many unique
tasks an error was encountered and the ‘total’ column denotes the total number

1https://supervised.mljar.com/features/modes/

https://supervised.mljar.com/features/modes/
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Table B.1: An overview of errors for framework (A-H). ‘tasks’ denote how many
unique tasks are affected, and ‘total’ how frequent the error occurred in total.

Tasks Total
framework task type constraint error

autogluon Classification 4h Memory 2 3

autosklearn
Classification

1h Memory 1 1
4h Timeout 1 5

Regression
1h Data 1 1
4h Data 1 1

autosklearn2 Classification 4h Timeout 1 10

flaml

Classification
1h Memory 4 18

4h
Memory 10 51
Timeout 4 8

Regression 4h
Memory 6 7
Timeout 1 3

gama
Classification

1h
Data 1 2
Implementation 4 26
Memory 2 9

4h
Data 1 2
Implementation 4 28
Memory 5 25

Regression 4h Memory 2 7

h2oautoml Classification
1h Timeout 1 10
4h Timeout 1 10

of failures. Because the experiments are 10-fold cross-validation, at most 10
failures per task (per framework per constraint) may occur.
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Table B.2: An overview of errors for framework (I-Z). ‘tasks’ denote how many
unique tasks are affected, and ‘total’ how frequent the error occurred in total.

Tasks Total
framework task type constraint error

lightautoml
Classification

1h
Memory 8 41
Timeout 2 2

4h
Memory 10 69
Timeout 2 2

Regression
1h Memory 1 1
4h Memory 1 5

mljarsupervised

Classification

1h
1 1

Implementation 14 72
Memory 1 7

4h
Implementation 15 118
Memory 2 9
Timeout 3 13

Regression
1h Data 1 8

4h
Data 1 5
Timeout 1 1

tpot

Classification

1h
Data 3 12
Implementation 4 12
Timeout 6 27

4h
Data 3 14
Implementation 5 10
Timeout 9 29

Regression
1h

Implementation 3 4
Timeout 1 1

4h
Implementation 1 4
Memory 1 1



Appendix C
Symbolic Hyperparameter De-
faults

C.1 Implementation defaults

Table C.1 contains existing implementation defaults used in our experiments.
They have been obtained from the current versions of the implementations.
We analyze algorithms from the following algorithm implementations: Elastic
Net: glmnet [92] , Decision Trees: rpart [236], Random Forest: ranger [272],
SVM: LibSVM via e1071 ([53], [163]) and xgboost [55]. We investigate HNSW

[157] as an approximate k-Nearest-Neighbours algorithm. Additional details on
the exact meaning of the different hyperparameters can be obtained from the
respective software’s documentation. We assume that small differences due to
implementation details e.g. between the LibSVM and sklearn implementations
exist, but try to compare to existing default settings nonetheless, as they might
serve as relevant baselines.
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Algorithm Package Default

Elastic Net glmnet α : 1, λ : 0.01
Decision Tree rpart cp : 0.01, max.depth : 30,

minbucket : 1, minsplit : 20
Random Forest ranger mtry :

√
po, sample.fraction : 1,

min.node.size : 1
SVM e1071 C : 1, γ : 1

po

sklearn C : 1, γ : 1
p∗xvar

Approx. kNN mlr k : 10, M : 16, ef : 10, efc : 200
Gradient Boosting xgboost η : 0.1, λ : 1, γ : 0, α : 0, subsample : 1,

max depth : 3, min child weight : 1,
colsample bytree : 1, colsample bylevel : 1

Table C.1: Baseline b): Existing defaults for algorithm implementations. Fixed
parameters described in Table 6.3 apply.
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C.2 Experimental Results

The following section describes the results of the Experiments conducted to an-
swer RQ1 and RQ2 across all other algorithms analyzed in this paper. Results
and a more detailed analysis for the SVM can be obtained from Section 6.6.2.

C.2.1 Elastic Net
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Figure C.1: Results for the elastic net algorithm on surrogate data.
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C.2.2 Decision Trees
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(c) Performance comparison of symbolic
defaults to constant defaults (left) and bud-
get 8 optimistic random search (right).

Figure C.2: Results for the decision tree algorithm on surrogate data.
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C.2.3 Approximate k-Nearest Neighbours
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(c) Performance comparison of symbolic
defaults to constant defaults (left) and bud-
get 8 optimistic random search (right).

Figure C.3: Results for the approximate k-nearest neighbours algorithm on
surrogate data.
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C.2.4 Random Forest
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Figure C.4: Results for the random forest algorithm on surrogate data.
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C.2.5 eXtreme Gradient Boosting (XGBoost)
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(c) Performance comparison of symbolic
defaults to constant defaults (left) and bud-
get 8 optimistic random search (right).

Figure C.5: Results for the XGBoost algorithm on surrogate data.

C.3 Real Data Experiments

In analogy to the presentation of the results for the SVM of the main text, we
present results for Decision Tree and Elastic Net here.

C.3.1 Decision Tree

C.3.2 Elastic Net
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Figure C.6: Results for the decision tree algorithm. Comparison of symbolic
and implementation default using log-loss across all datasets performed on real
data. Box plots (right) and scatter plot (left)
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Figure C.7: Results for the Elastic Net algorithm. Comparison of symbolic and
implementation default using log-loss across all datasets performed on real data.
Box plots (right) and scatter plot (left)
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