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“The electromagnetic wave propagating through space and
time, encountering refraction on its path slowing it down,
just to continue, after a brief moment, with incredible speed,
diffracting in different directions to end up in self-reflection
just to find out that it briefly existed affecting many lives.”
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5.4.2 Quality-factor of the unloaded cavity . . . . . . . . . . . . . . . . 126

5.5 Derivation of the relative permittivity and loss tangent . . . . . . . . . . 127
5.5.1 Determination of the relative permittivity . . . . . . . . . . . . . 128
5.5.2 Determination of the loss tangent . . . . . . . . . . . . . . . . . . 130
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Summary

In the last few decades much progress has been made in new wireless technologies. With
the introduction of new standards like, 5G and 6G, the autonomous car for example,
becomes a reality. Some necessary features for such an application are low latency and
high data rate. The necessary frequency bandwidth can be found at higher frequencies
in the so-called millimeter-wave frequency band (>30 GHz). By using the higher fre-
quencies the antennas will become smaller, creating the possibility to integrate them into
a system-on-chip or in-package, which on itself are relatively new technologies. With
the decreasing size of the antenna and the possibility to integrate them into a complete
system, new challenges emerge in both modeling and measuring. The strategy to design
and validate antennas at lower frequencies appears to be insufficient at higher frequen-
cies. That is why a different strategy is necessary. Therefore, a more detailed design
and experimental validation process is required wherein for each step possible influences
are recognized that correlate with uncertainties that affect the behavior of the antenna
under test.

This thesis describes the root causes of these influences and uncertainties, shows the
impact on the antenna characteristics and demonstrates effective solutions to minimize
these. To be able to do so it is necessary to use a statistical framework. Because
the use of statistical analysis is not common in antenna research, the statistical terms
and conditions are summarized first. Secondly, two design strategies are presented that
use statistical tools to quantify the uncertainties in both modeling and measuring a
millimeter-wave antenna. With the help of these design strategies, the causes of the
uncertainties become clear, which means that possible solutions can be worked out or
at least be explained.

The design and validation process that includes environmental influences and uncer-
tainties is tested on two specific case studies. The first case is a linear-polarized patch
antenna wherefore analytical equations are used to calculate the proper dimensions. A
probabilistic sensitivity analysis simulation is then used to perform a sensitivity analysis
on these dimensions to account for manufacturing tolerances such that the effect on the
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antenna characteristics is visualized. In the second test case, a circularly polarized rod
antenna operating at 60 GHz is studied using a full-wave electromagnetic model to vary
input parameters such as dielectric material properties. Both antennas are modeled
starting from a basic design without RF-connectors, evolving to more detailed models
including different forms of RF-connection. To understand the causes that effect the
behavior of the antenna, the RF-connection has been investigated in more detail. A
comparison has been made between a coaxial connector, a millimeter-wave probe and
a waveguide connection all connected to a same antenna structure.

Another important source of uncertainty in antenna design is formed by the material
properties at millimeter-wave frequencies. Since permittivity and dielectric losses are
frequency dependent, they need to be determined at the frequency of interest. Most
of the time the material properties (permittivity and loss tangent) are unknown or
inaccurate at millimeter-waves. As material properties are determining most of the
electromagnetic conditions, measuring these properties will be discussed extensively.
An in-house developed Fabry-Pérot open-cavity resonator with concave spherical mir-
rors is developed to determine the material properties at millimeter-wave frequencies.
The system has been analyzed with respect to uncertainties caused by, for example,
the tolerance on the shape of the spherical mirrors or placing the sample under test
repeatedly in the setup.

Conclusions, recommendations and means to enhance the design procedure are ad-
dressed in the final chapter of this thesis.



Samenvatting

De laatste decennia is veel vooruitgang geboekt in nieuwe draadloze technologieën. Met
de introductie van nieuwe standaarden zoals 5G en 6G, wordt bijvoorbeeld de autonome
auto een realiteit. Sommige noodzakelijke functies voor een dergelijke toepassing zijn
lage latentie en hoge gegevenssnelheid. De benodigde frequentiebandbreedte is te vinden
op hogere frequenties in de zogenaamde millimetergolf frequentieband (>30 GHz). Door
gebruik te maken van de hogere frequentiebanden zullen de antennes kleiner worden,
waardoor de mogelijkheid ontstaat om ze te integreren in een ‘system-on-chip’ of ‘in-
package,’ die op zichzelf relatief nieuwe technologieën zijn. Met de afnemende grootte
van de antenne en de mogelijkheid om ze in een compleet systeem te integreren, duiken er
nieuwe uitdagingen op in zowel modelleren als meten. De strategie voor het ontwerpen
en valideren van antennes op lagere frequenties blijkt onvoldoende te zijn bij hogere
frequenties. Dat is de reden waarom een andere strategie nodig is. Daarom is er een
meer gedetailleerd ontwerp en een experimenteel validatieproces vereist waarbij voor
elke stap mogelijke invloeden worden herkend die correleren met onzekerheden die het
gedrag van de te testen antenne bëınvloeden.

Dit proefschrift beschrijft de hoofdoorzaken van deze invloeden en onzekerheden, toont
de impact op de antennekarakteristieken en schetst effectieve oplossingen om deze te
minimaliseren. Om dit te kunnen doen, is het noodzakelijk een statistisch kader te
gebruiken. Omdat het gebruik van statistische analyse bij antenne onderzoek niet ge-
bruikelijk is, worden de statistische voorwaarden vooraf samengevat. Ten tweede worden
twee ontwerpstrategieën gepresenteerd die statistische hulpmiddelen gebruiken om de
onzekerheden te kwantificeren in zowel het modelleren als het meten van een millime-
tergolfantenne. Met behulp van deze ontwerpstrategieën worden de oorzaken van de
onzekerheden duidelijk, wat betekent dat mogelijke oplossingen kunnen worden uitge-
werkt of op zijn minst worden uitgelegd.

Het ontwerp- en validatieproces dat omgevingsinvloeden en onzekerheden omvat, wordt
getest op twee specifieke gevalstudies. Het eerste geval dat wordt bestudeerd, is een
lineair gepolariseerde patch-antenne, waarvoor analytische vergelijkingen worden ge-
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bruikt om de juiste afmetingen te berekenen. Een probabilistische gevoeligheidsanalyse-
simulatie wordt vervolgens gebruikt om een gevoeligheidsanalyse uit te voeren op deze
dimensies om rekening te houden met fabricagetoleranties, zodat het effect op de anten-
nekarakteristieken wordt gevisualiseerd. In de tweede gevalstudie wordt een circulair
gepolariseerde staafantenne, die op 60 GHz werkt, bestudeerd met behulp van een volle-
dig elektromagnetisch model om inputparameters te kunnen variëren, zoals diëlektrische
materiaaleigenschappen. Beide antennes zijn gemodelleerd uitgaande van een basisont-
werp zonder aansluitverbindingen, evoluerend naar meer gedetailleerde modellen met
inbegrip van verschillende vormen van aansluitverbindingen. Om de oorzaken die het
gedrag van de antenne bëınvloeden te begrijpen, is de aansluitverbinding verder onder-
zocht. Er is een vergelijking gemaakt tussen een coaxiale connector, een millimetergolf
probe en een golfpijp aansluiting die allemaal verbonden zijn met eenzelfde antenne-
structuur.

Een andere belangrijke bron van onzekerheid in het ontwerp van de antenne wordt ge-
vormd door de materiaaleigenschappen op millimetergolffrequenties. Omdat de permit-
tiviteit en diëlektrische verliezen frequentieafhankelijk zijn, moeten ze worden bepaald
aan de hand van de gebruikte frequenties. Meestal zijn bij millimetergolven de materi-
aaleigenschappen (permittiviteit en verlieshoek) onbekend of onnauwkeurig. Daarom is
een deel van dit proefschrift gewijd aan het onderzoeken van materiaaleigenschappen.
Een in eigen huis ontwikkelde Fabry-Pérot open-holte resonator met concave spiegels
is gerealiseerd om de materiaaleigenschappen te bepalen bij millimetergolffrequenties.
Het systeem is volledig geanalyseerd met betrekking tot onzekerheden die zijn veroor-
zaakt door bijvoorbeeld de tolerantie op het maken van de sferische spiegels of het
herhaaldelijk plaatsen van het te testen dielectrische materiaal in de opstelling.

Conclusies, aanbevelingen en middelen om de ontwerpprocedure te verbeteren komen
aan bod in het laatste hoofdstuk van dit proefschrift.
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∆dant Variation in distance between two antennas
δfsa Difference between anti-symmetric resonances for an unloaded and loaded cavity
δfss Difference between symmetric resonances for an unloaded and loaded cavity
∆L Extra length due to fringe fields
∆Px Measured value of uncertainty
◦C Degrees Celsius
E Electric field
E Electric field vector
E[x] Expected value of x
Ei Incidence wave of an electric field
Er Reflected wave of an electric field
Et Transmitted wave of an electric field
E[x] Expected value of x
ϵ Absolute permittivity
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ϵr Relative permittivity
ϵr-air Relative permittivity of air (measured)
ϵeff Effective permittivity
ϵ0 Vacuüm permittivity
fi ith resonance frequency
fp Focal point
fsi ith resonance frequency with dielectric material
fδf Derived resonance frequency
f ′

i Moved resonance frequency fi
fleft Frequency point left from the resonance frequency
fright Frequency point right from the resonance frequency
flocav Resonance frequency of a loaded cavity
fulcav Resonance frequency of a unloaded cavity
φdm Angle of the dielectric material
φpol Polarization angle of the reference antenna
φB Brewster’s angle
φL Angular distance in a spherical coordinate system
◦F Degree Fahrenheit
G Antenna gain
gi ith g-parameter in a stability diagram
G Conductance
Gr Realized gain
Grp Realized gain pattern
GAUT Gain of an antenna under test
GRA Gain of a reference antenna
γ Gamma function
Γ Reflection coefficient
Γin Reflection coefficient of a reference antenna
Γzn Reflection coefficient of loads with known values
ΓRSI Reflection coefficient of a reflected signal of interest
h Planck’s constant
h̄ Reduced Planck’s constant
hPCB Height of the printed circuit board
hs Smoothing factor
hwg Height of a waveguide
H Magnetic field
h̄ Reduced planck’s constant
iac Time varying current
k Scaling factor of the waveguide port
K Kernell
kp Coverage factor
kw Wave number in air
k0 Wave number in free space
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lgap Length of the gap in an inset-fed patch antenna
lPCB Length of the printed circuit board
L Angular mode
Lp Length of the patch antenna
λ wavelength in air
λ0 Wavelength in free space
λcav Wavelength in a resonant cavity
M Amount of samples from a population
Mv Measurement value
µa Absolute permeability
µe Expectation
µeff Effective permeability
µr Relative permeability
µ0 Vacuüm permeability
µ Population mean
n nth random variable
nr Refractive index
N Total amount of observations
Nfres Fresnel number
N Normal density function
Op Total amount of ports
p Radial mode
p Level of confidence
p The momentum of a particle
P Power
P0 Total power
P Probability
ψ Truncated probability distribution function
q Axial mode
QL Quality-factor of an unloaded cavity
Qin Total amount of input quantities
Q-factor Quality-factor of a resonant system
Qucav Quality-factor of an unloaded cavity
rm Radius of a spherical concave mirror
R Resistance
Ri Radius of curvature of the ith spherical mirror
Rv Reference value
Rin Input impedance
ρ Correlation
ρm Reflection coefficient magnitude
ρp Radial distance in a spherical coordinate system
ρr Resistivity
s Standard deviation of a sample
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s2 Variance of a sample
sx̄ Standard error of a sample
S Skewness
sx Corrected standard deviation
sy Corrected standard deviation
sww Sliding window width
σ Standard deviation of a population
σ2 Variance of a population
σx̄ Standard error of a population
t Time
t Half the thickness of a dielectric material
tp Coverage factor of the students t-distribution
tanδ Loss tangent
T Transmission coefficient
TBias Trueness
τg Group delay
τm Transmission coefficient magnitude
τr Tilt angle
u(y) Standard uncertainty
uc(y) Combined standard uncertainty
uc,r(y) Relative combined standard uncertainty
um Uncertainty of a type ‘B’ evaluation
un Uncertainty of a type ‘A’ evaluation
ur(y) Relative standard uncertainty
U Estimated covariance
U Expanded uncertainty
Ur Relative expanded uncertainty
v Degrees of freedom
vac Time varying voltage
vx Velocity of a particle before measurement
v′

x Velocity of a particle after measurement
wtl Width transmission line
wwg Width of a waveguide
wgap Width of the gap in an inset-fed patch antenna
wPCB Width of the printed circuit board
w0 Radius of the Gaussian beam at the center of a cavity
Wp Width of the patch antenna
x Random variable
xp Location of a particle
x- Axis of a Cartesian coordinate system
X Sample of a population
X Reactance
X Joint distribution
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Chapter one

Introduction
“Discovery consists of seeing what everyone saw and thinking what no one thought”

(Albert Szent-Gyorgyi 1893-1986)

1.1 Introduction

New wireless technology is developing at a rapid pace. With new emerging wireless
communication standards like 5G and 6G, using frequencies in excess of 30 GHz, the
autonomous car, for instance, becomes a reality. Comparable applications demand high
data rates and low latency to be able to work according to specification. This is not pos-
sible using the common low-frequency bands under 30 GHz. Therefore the millimeter-
wave frequency band (30 GHz to 300 GHz) is explored for applications that require a
large bandwidth. It has been found that there are various challenges at millimeter-wave
frequencies in the area of antenna design, modeling and characterization by measure-
ment [3] - [5]. Challenges are new materials being used of which the properties at high
frequencies are yet unknown. Another challenge and not the least is the small size (less
than 1 cm) of the antenna or wireless system. This is one of the reasons that the an-
tenna measurement system, which is used in a particular experiment, has a significant
influence on the behavior of the antenna under test. This influence is known as the
‘observer effect’ [6] and makes the retrieved results potentially unreliable. In this chap-
ter we will start with a short description of the history of antennas and a preliminary
description of some challenges related to millimeter-wave antennas. The second part
of this chapter will describe the importance of measurements and its position in the
antenna design process. This chapter ends with presenting an extensive design process,
the description of the research questions and the outline of the thesis.

1
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1.2 Antennas at millimeter waves

The central theme of this thesis is the accurate design, analysis and characterization of
millimeter-wave antennas. Before we go further into this subject, we go back in time to
the emergence of the antenna and its development up to this time. The definition of an
antenna or aerial is:

“that part of a transmitting or receiving system that is designed to radiate or
to receive electromagnetic waves” [7].

1.2.1 History of the antenna

Based on the definition of the antenna one might argue that Michael Faraday, even
without knowing, created the first antenna in the 1830s. By moving a magnet through
a coil he produced a time-varying magnetic field in the coil. That field induced a time-
varying electric field between the ends of the coil. The coil - that can be considered being
a loop antenna - was connected to a Galvanometer registering the detected field. With
this experiment, he proved the existence of a relation between time-varying magnetic
and electric fields. In 1863 James Clerk Maxwell published the now famous Maxwell
equations connecting electricity and magnetism [8], [9]. In 1886 Heinrich Hertz created
the first wireless setup [10]. This setup incorporated a half-wave dipole as transmit
antenna and a loop as receive antenna [11]. After generating a spark in the gap of the
dipole he observed a spark-signal received by the loop antenna. That technique (in
which the spark on reception side was replaced by a coherer) was used on December
12th, 1901, by Marconi, transmitting from Poldhu in Cornwall (United Kingdom) to
Newfoundland (Canada) over a distance of 3553 km [12]. Marconi had improved on the
transmitter and especially the receiver, mainly by optimizing the antennas. He used
a wire cone monopole as a transmit antenna, and a 200-meter wire monopole held up
by a kite as a receive antenna. By transmitting and receiving the letter ‘S,′ in Morse
code (three dots), the first transatlantic wireless communication was a fact. Since then,
both frequency use and antenna types have evolved to fulfill the needs for new wireless
applications. A rough outline of antenna development over the years is shown in Fig.
1.1.
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Figure 1.1: Timeline of the development of various types of antennas.

Some of the antennas mentioned in Fig. 1.1 such as the dipole, horn and patch antenna
are also used in millimeter-wave applications (see Fig. 1.3). Apart from these well-
known antenna types, new antenna concepts have been explored. Some examples shown
in Fig. 1.2 are investigated by the electromagnetics (EM) group of Eindhoven University
of Technology (TU/e) such as the, antenna-on-chip (AoC), and antenna-in-package
(AiP).
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Figure 1.2: Timeline of millimeter-wave antennas investigated by the electro-
magnetics group of Eindhoven University of Technology.
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1.2.2 Examples of millimeter-wave antennas and applications

In Fig. 1.3 various examples of millimeter-wave antennas are shown. These examples
show that due to the size of the antenna it is a challenge to set up a connection with a
measurement system. In general the antenna is equipped with a coaxial connector and
the connection with the vector network analyzer (VNA) is realized via an RF-cable. Al-
though, in some cases, this is also possible for millimeter-wave antennas [see Fig. 1.3(b)
where the location of the connector interface is depicted by the red ellipse] it is more
common now to opt for an RF-probe connection [see Fig. 1.3(a) and Fig. 1.3(c) where
the RF-probe interface is depicted with a yellow ellipse]. This means that the transmis-
sion line, coming from the antenna, ends in a co-planar waveguide where the connector
is normally located. The RF-probe can also be used to connect a wireless system to a
VNA. Fig. 1.3(d) shows an example of such a wireless system with the antenna inte-
grated on an integrated circuit (IC), a so-called antenna-on-chip. Here the connection
between transceiver and antenna is realized with a Ground-Signal-Ground (GSG) RF-
probe transition. It should be noted that in order to be able to measure this antenna,
the connection with the transceiver is removed with a laser. The advantage of measuring
the antenna in a system is that you take the influences of the IC into account

(a) (b) (d)(c)

Figure 1.3: Various types of millimeter-wave antennas (a) dipole, (b) dielectric
rod [29], (c) dipole on-chip [25], and (d) complete integrated system on-chip [26]
with three cavity-backed monopole antennas (indicated by the black arrows).
The RF-connection interfaces are RF-probe-pads depicted with the dashed yel-
low ellipses and an RF-coaxial press-fit connector-pad depicted with the dashed
red ellipse.



1.3 Classical antenna analysis and design process 5

when determining the behavior of the antenna. In other words, the measurement is
performed closer to the real world environment of the antenna.

1.3 Classical antenna analysis and design process

In the first part of the 20th century, radio and television were some of the first wireless
applications [see Fig. 1.4(a)]. Since then, not only the diversity but also the complexity
of wireless systems has increased. At the same time also the methods for modeling
antennas [see Fig. 1.4(b)] and the instruments to measure them [see Fig. 1.4(c)] have
been developed.

Fig. 1.4 shows per timeline (row) the interaction between the products, the available
analytical and numerical tools and the antenna measurement systems. The thick black
arrows show the design process where it is assumed that the product is leading towards
the antenna design. The thin black arrows show the iteration between measurements
and model.

The mapping of Maxwell’s equations, illustrates in the first timeline, means that one
used approximate calculations and experiments to design new antenna concepts. An
example is the Yagi-Uda antenna as discussed in [31]. In the absence of an anechoic
room, which was only developed in the second half of the 20th century, antennas were
measured outdoors with a pick-up antenna and apparatus measure the electric field
strength [32], [33]. In order to minimize effects of the environment, the antennas were
placed on towers, buildings or mountain peaks with a valley in between, as illustrated
in Fig. 1.4(c).

In the second time-line, the appearance of the computer is depicted. The computer made
it possible to perform complex calculations near-instantaneously. The first computer
analysis programs were tested in 1959 [34], thus giving birth to the science of ‘compu-
tational electromagnetics.’ In the same time-line we do see the introduction of indoor
anechoic (i.e., reflection-suppressing) antenna measurement chambers. With these de-
velopments came the understanding of performing antenna measurements wherein the
environmental influences are minimized. This understanding has been laid down in
several books, see for example [35].

The third timeline shows the increase of the variety of wireless applications, an im-
portant example being the mobile telephone. Due to the increase in computational
power since the 1990s, it has now become feasible to model and simulate detailed three-
dimensional (3D) antenna structures. It is the author’s strong believe that this capa-
bility has led in the past to a tendency to omit antenna measurement in the design
process. This is depicted in Fig. 1.4 by the red arrow. Antennas are designed and
optimized (made to meet the research requirements, see Fig. 1.5) through performing
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calculations for many input values (so-called ‘parameter sweeps’), believing that the
results represent the actual antenna to be realized. This process is illustrated in Fig.
1.4(b) by the ‘blurred’ Maxwell equations. It is also possible that measurements are
being performed, but that the simulation results are believed to represent to be the
truth. If and when this assumption is correct will be discussed in this thesis. Finally,
the red question-mark shown in Fig. 1.4(c) represents the danger of a decreased physi-
cal insight onto following this procedure, making it more difficult to explain differences
that may or will occur between simulation and measurement results.

A question that arises, specifically for millimeter-wave antennas, is if differences between
simulation and measurement results will be different from those for low frequency an-
tennas, i.e., for frequencies below 30 GHz? A potential distinguishing factor will be the
RF-connector(s) used. A Sub-Miniature-A RF-connector for instance [36] fits at a

Since 1990

1955 till 1990

(a) (b) (c)
1990s

1900 till 1955

Figure 1.4: Over the years (a) wireless applications, (b) modeling tools and
(c) measurement facilities have changed in both variety and complexity. The
design process from product idea till modeled and characterized antenna is il-
lustrated horizontally and depicted with the thick black arrows. From 1900 to
1955 the modeling and design was mainly analytical and experimental. From
1955 onwards the first computational simulation tools were introduced together
with indoor measurement facilities. From the 1990s on, the computational sim-
ulation tools support 3D structures. The red arrow depicts that measurements
might be considered less important because of the assumed accuracy of the sim-
ulation results. The blurred Maxwell equations represent missing insight into
the physics of electromagnetics and the question-mark depicts the situation that
where simulations and measurement are performed, simulations are considered
the truth.
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frequency of 2.4 GHz about four times in the wavelength (0.125 m) where that is exactly
the other way around at a frequency of 60 GHz with a wavelength of 0.005 m. Effects
of reflection of waves against this connector will therefore be more pronounced in the
measurement results (e.g. impedance, gain pattern, etc.) at millimeter-waves. Possible
causes and effects of the environment on the antenna as well as possible solutions will
also be discussed in this thesis.

1.4 The essence of measurement

To understand the importance of antenna measurements in the design process, we must
first understand what is meant by measuring. According to the International Vocabulary
of Metrology (VIM), [37] a measurement is defined as a:

“process of experimentally obtaining one or more quantity values that rea-
sonably be attributed to a quantity,”

and a quantity as the:

“property of a phenomenon, body, or substance, where the property has a
magnitude and reference.”

In other words, the measurement provides a ‘quantity value,’ also known as a measur-
and1, consisting of a ‘magnitude’ and a ‘reference’. If we apply this definition to antenna
measurements, we can say that the magnitude may be an electric field represented by
an electric current measured with a VNA or spectrum analyzer (SA). However, what a
traceable2 ‘reference’ could be will be discussed further in this thesis.

With measuring instruments, like the VNA and SA, we are able to gather knowledge
about the behavior of an antenna under test (AUT). This way of gaining knowledge, by
using measuring instruments, is fairly new. Dating back to ancient Greece, the cradle of
philosophy, knowledge was acquired by making abstract models. These abstract models
would help, through logical steps, to understand certain phenomena and creating our
own philosophical abstraction. On the other hand it was understood that we live in a
physical or empirical world that presents itself via occurrences, facts and events which,
at that time, could only be perceived through our senses. Therefore, creating abstract
models was the way to understand the world. An example is geometry where the first
steps in abstraction were made by the ancient Greeks with Euclid’s Elements [38]. The

1A particular quantity subject to measurement.
2The term measurement traceability is used to refer to an unbroken chain of comparisons relating

an instrument’s measurements to a known standard. Calibration to a traceable standard can be used
to determine an instrument’s trueness, precision, and accuracy.
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geometry abstraction continued up till the 19th century, when scientists developed the n-
dimensions, projective geometry, affine geometry and finite geometry [39]. Observation
was only used to start speculation. Validation of abstract models was not part of the
approach to science. The effect of the ancient Greek point of view on observation or
empiricism still holds a negative connotation today [40].

It would take until the 19th century before scientists would take a different view on the
importance of measuring. In 1871 James C. Maxwell wrote [41]:

“If, then, we wish to obtain standards of length, time, and mass which shall
be absolutely permanent, we must seek them not in the dimensions, or the
motion, or the mass of our planet, but in the wave-length, the period of
vibration, and the absolute mass of these imperishable and unalterable and
perfectly similar molecules”.

Here Maxwell expresses his desire to create a coherent system of standards (references)
for measurement. Three base units were identified that could be used, namely: mass3,
length4 and, time5. These quantities form the basis for the International System of
Units (SI)6 and is the most widely used system of measurement7.

These days, experimental activities, from which measurements are the most important
part, are considered as being essential in the advancement of knowledge. We have
learned to understand what Lord Kelvin in 1883 unambiguously spoke about when he
said [42]:

“I often say that when you can measure what you are speaking about, and
can express it in numbers, you know something about it; but when you cannot
express it in numbers your knowledge about it is of meager and unsatisfactory
kind; it may be the beginning of knowledge, but you have scarcely, in your
thoughts, advanced to the stage of science, whatever the matter may be. So,
therefore, if science is measurement, then without metrology there can be no
science”.

Since several decades measuring instruments to ‘take measurements’ are used. The

3first reference in 1889
4first reference in 1795
5first reference in 1967
6The new SI came officially into effect on the 20th of May 2019, precisely a dozen dozen (144) years

after the first international treaty on units of measurement – the Metre Convention – which was signed
on the same day in 1875.

7A system of measurement is a collection of units of measurement and rules relating them to
each other. Systems of measurement have historically been important, regulated and defined for the
purposes of science and commerce. Systems of measurement in use include the SI, the modern form of
the metric system, the imperial system, and United States customary units.
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question that now arises is, are we ’reading an instrument’ or do we ’make an [antenna]
measurement’ to gain knowledge? This important question underlies the research that
is described in this thesis.

1.5 The observer effect

An important phenomenon related to ‘making a measurement’ is the effect of the ob-
server. In 1928 Niels Bohr, Werner Heisenberg and other physicists defined the ’observer
effect8.’ The observer effect states that the outcome of an experiment is affected by the
experimental setup or experimenter, i.e. the observer [44], [45]. This effect was first de-
scribed based on observations in quantum mechanics (particle physics). For an electron
to become detectable, a photon must interact with it. This interaction will influence the
electron’s velocity and momentum. The following equation (one dimensional for sim-
plicity) expresses this effect of change in velocity due to the interaction with a photon
[44]:

∣∣∣v′

xp − vxp

∣∣∣∆pxp ≈ h̄/∆t, (1.1)

where v′
x is the velocity of the particle after, and vx is the velocity of the particle before

measurement, ∆px the ’uncertainty in measured value of momentum’, ∆t the duration
of the measurement, and h̄ is the reduced Planck constant h/2π. Here xp is the location
of the particle and p its momentum.

The observer effect can also be applied on a macroscopic level. This is illustrated by a
thought experiment that was described by Erwin Schrödinger in 1935 [46]. The thought
experiment is commonly known as ’Schrödinger’s cat’. Schrödinger wrote the following
explanation [46]:

“One can even set up quite ridiculous cases. A cat is penned up in a steel
chamber, along with the following device (which must be secured against direct
interference by the cat): in a Geiger counter, there is a tiny bit of radioac-
tive substance, so small, that perhaps in the course of the hour one of the
atoms decays, but also, with equal probability, perhaps none; if it happens, the
counter tube discharges and through a relay releases a hammer that shatters
a small flask of hydrocyanic acid. If one has left this entire system to itself
for an hour, one would say that the cat still lives if meanwhile no atom has
decayed. The first atomic decay would have poisoned it. The psi-function of

8The observer effect is sometimes confused with the uncertainty principle [43], [6] described by
Werner Heisenberg in 1927.
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the entire system would express this by having in it the living and dead cat
(pardon the expression) mixed or smeared out in equal parts.

It is typical of these cases that an indeterminacy originally restricted to the
atomic domain becomes transformed into macroscopic indeterminacy, which
can then be resolved by direct observation. That prevents us from so naively
accepting as valid a ‘blurred model’ for representing reality. In itself, it would
not embody anything unclear or contradictory. There is a difference between
a shaky or out-of-focus photograph and a snapshot of clouds and fog banks.”

In the case of the electron the change in momentum is caused by an observer. This is
different for the story of ‘Schrödinger’s cat’ where an observer does not seem to affect
the state of the cat. However, according to quantum theory, we cannot know, the cat
is both alive and dead for as long as the chamber is sealed, in a superposition of states.
It is only when we open the chamber and observe the condition of the cat (thereby
collapsing the wave function9), that the superposition is lost and the cat becomes either
alive or dead. This paradox demonstrates that observation itself affects the outcome,
as the outcome, as such, does not exist until it is observed [48].

In the case of an antenna measurement for instance, a gain pattern measurement can be
influenced by reflections caused by objects, which are part of the measurement setup,
in the vicinity of the AUT. It can be imagined that as the wavelength becomes smaller,
under the same environmental conditions as for lower frequencies, the effect of the
reflection on the gain pattern will become larger. An example of objects in the vicinity
of the radiating part of the antenna are the interconnection and support structure to
hold the antenna in place during measurement. Therefore both objects are becoming
part of the antenna and thus also part of the result.

Another point of view with regard to the observer effect is the ‘observer-expectancy’10.
This confirmation bias can make the experimenter misinterpret results, and overlook
information arguing against the experimenter’s hypothesis.

It is inevitable that both the experimental setup and the experimenter will influence
the results of a measurement.

9In quantum mechanics, wave function collapse occurs when a wave function — initially in a
superposition of several eigenstates — reduces to a single eigenstate due to interaction with the external
world. This interaction is called an “observation” [47].

10The observer-expectancy effect, also called the experimenter-expectancy effect, expectancy bias,
observer effect, or experimenter effect, is a form of reactivity in which a researcher’s cognitive bias
causes them to subconsciously influence the participants of an experiment. Confirmation bias can lead
to the experimenter interpreting results incorrectly because of the tendency to look for information
that conforms to their hypothesis, and overlook information that argues against it. [49]
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1.6 Antenna design, analysis and measurement process

The design process shown in Fig. 1.5 is illustrated with four different Euler diagrams11

representing four different worlds, namely:

A ) The Influential world colored gray.

B ) The Design world colored green.

C ) The Symbolical world colored red.

D ) The Empirical world colored blue.

In the ‘Design’ world, an antenna is described by so-called research requirements. These
research requirements are again linked to an application or research question. The ‘Sym-
bolical’ world, located inside the ‘Design’ world, represents analytical and numerical
equations necessary to model / simulate [40] a certain type of antenna structure. The
‘Empirical’ world, also located inside the ‘Design’ world, represents the observation of
a quantity with help of a measurement system. Part of this world is the preparation
of a sample i.e., an AUT. The overlap between the ‘Symbolical’ and the ‘Empirical’
world represents the validation between the measurement and the analytical or nu-
merical model. It should be emphasized that either the measurement results or the
modeling results should serve as a reference, which should be traceable, to enable val-
idation. However, this does impose requirements on either the measurement results or
the simulation results, which will be discussed in this thesis.

Zooming in on the design process: It starts with the choice for the desired antenna
configuration (see Fig. 1.5). The antenna configuration tells something about what the
simulation or realized model looks like and what its purpose is. For instance, an antenna
referred to as a ‘Research Antenna’ is considered to be ideal and the simulation model
consists only of an antenna. When an antenna is referred to as a ‘Measurable Antenna’
it means that the simulation model of the antenna is extended with an RF-connector
model. By comparing the results of the ‘Research Antenna’ with the ‘Measurable An-
tenna’, it will become clear what, for example, the influence of an RF-connector is on
the behavior of the antenna. An antenna referred to as a ‘System Antenna’ means that
the antenna is integrated, for instance, on-chip. In this case, the effect of the close-by
environment

11An Euler diagram is a graphic method employing circles to represent relations between and oper-
ations on classes and the terms of propositions by inclusion, exclusion, and intersection [50]. According
to [51] other shapes for the Euler diagram are used although this impacts the perception of the Euler
diagram. Therefore the author uses rectangular shapes with rounded corners. The difference between
a Venn and an Euler diagram is that a Venn diagram shows all possible logical relationships between
a collection of sets, but an Euler diagram only shows relationships that exist in the real world.
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Figure 1.5: The antenna design process is illustrated by four worlds e.g. Eu-
ler diagrams [50]. Highlighted are the Design (green), Symbolical (red) and
Empirical (blue) world. The research requirements are triggered by the choice
to create a research, measurable, system or application antenna. The overlap
between the Symbolic and Empirical world contains the antenna measurements
and is seen as the validation step. The gray arrows depict that those steps
contain information that is used in the validation step. The influential world
contains the various causes that influence a certain step in the design process.
These are depicted by the dark gray rectangles. Each cause of influence has
different uncertainties described in the white rounded rectangles.
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on the antenna characteristics can be simulated. An antenna addressed as ‘Application
Antenna’ means that the System Antenna is assembled with a package or housing and
cannot be accessed from the outside. Therefore, the Application Antenna can only be
measured with a so-called Over-the-Air (OtA) testing system. A simulation model will
consist of an IC including package, whereby the antenna will be controlled separately.
In this case the effect of the package or housing on the behavior of the antenna can be
studied.

The design steps are visible within the four worlds in Fig. 1.5 and will be discussed in
further detail throughout this thesis. The design steps are defined as:

• Research requirements12.

• Analytical / numerical modeling.

• Realization of the model.

• Measurement system.

• Measurement.

The bi-directional arrow situated between the ‘Analytical / numerical modeling’ and
‘Realization of the model’ illustrates the verification process. This means that for in-
stance production tolerances obtained from the ‘empirical world’ are used as input
parameters in the ‘Analytical / numerical modeling’ step and the outcome verified in
the ‘Realization of the model’ step.

The last world called ‘Influential’ shows the external ‘influences’ (dark gray rectangles)
and the associated ‘uncertainties’ (white rounded rectangles) in Fig. 1.5. Each influence
is connected to a design step. It should be noted that the influences ‘production toler-
ance’, ‘material properties’ and ‘connection / excitation’ are connected to a design step
in the ‘Symbolical’ and in the ‘Empirical’ world. This relationship is expressed with
the purple arrow meaning that the model can be tuned iteratively with input from, for
instance, the manufacturer for production tolerances. With these input parameters a
sensitivity analysis can be performed during the analytical / numerical modeling step
to predict the effect of these uncertainties on the behavior of the antenna. This proce-
dure could help to justify the choice for a certain production technology or standard.
This will be discussed in more detail in this thesis. Eventually, the influence and un-
certainty that are addressed will be investigated on its impact on the characteristic of
a millimeter-wave antenna.

12The research requirements result in a true value (see Chapter 2, Section 2.4) for each antenna char-
acteristics. The antenna characteristics can be, gain pattern, radiation intensity, directivity and gain,
radiation efficiency and power gain, input impedance, effective length, bandwidth, effective aperture
and antenna polarization, to mention a few.
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1.7 New millimeter-wave anechoic chamber
The observer

With all the knowledge and experience gained during this research, a new measuring
chamber has been developed. The millimeter wave anechoic chamber is depicted in
Fig. 1.6 (half open for illustration purposes). The uniqueness about the design of
this antenna measuring chamber is that an attempt has been made to minimize the
influences (observer effect) of supporting devices such as the motors, probe-station and
frequency extenders. This has been achieved by placing these supporting structures as
much as possible outside the anechoic chamber.

A mechanically stable environment has been created by complex mechanical construc-
tions. This makes it possible to probe an AoC or AiP without the RF connection being
interrupted during the measurement of, for example, gain patterns. By using electri-
cally conductive cloth connecting the translation table to the chamber and connecting
the probe holder to the translation table the concept of the Faraday cage is preserved.

By implementing four cameras the movements of the reference antenna can be tracked
such that uncertainties in the movement can be quantified and corrected for.

The capabilities of the chamber are:

• Frequency range of at least 20 GHz to 140 GHz (20 GHz to 300 GHz for far-field
measurements),

• θ = −125◦ to 125◦13, with a resolution of 0.1◦,

• φ = 0◦ to 180◦, with a resolution of 0.5◦,

• Far- and near-field measurements (both planar and spherical),

• Integrated probe-station,

• Custom designed antenna carrier for supporting a wide range of antenna struc-
tures,

• The physical size of the anechoic chamber is (l × w × h) 200 cm × 150 cm ×
280 cm, radius of the sphere = 75 cm,

• Fully-shielded anechoic environment.

13For this reserach the angles in the spherical coordinate system are defined as, φ ∈ [0◦, 180◦), θ ∈
(−180◦, 180◦], r ∈ [0◦, ∞).
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Figure 1.6: The third generation (2022) millimeter-wave anechoic chamber
(half open for illustration purposes).

1.8 Objective and outline of this thesis

The aim of this thesis is to investigate the uncertainties in the design and measurement
of a millimeter-wave antenna and to propose solutions that minimize the impact of the
uncertainties on the antenna characteristics. Thus the research questions are:

“Which uncertainty in the design, modeling and measurement process has
the largest influence on antenna characteristics?”

“How accurately can dielectric materials, used to design, support and enclose
the antenna structure, be characterized in the millimeter-wave frequency
range?”

The outline of this thesis is graphically depicted in Fig. 1.7.
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Figure 1.7: Outline of this thesis.

Per chapter the contributions (•) and novelties (■) of this work are indicated:

In Chapter 1 the history of the antenna and the general way of characterizing antennas
are described. The essence and value of antenna measurements is emphasized. The
main contribution are:

• The definition and importance of measurement in general is described and linked
to antenna measurement,

• the understanding of the ‘observer effect’ shows that both measurement instru-
ments as well as the experimenter will influence the measurement results,

• it is concluded that with increasing frequency and thus decreasing wavelength
the influence of the close-by environment becomes more distinct than at lower
frequencies,

• an extended antenna design process is introduced as a guideline to minimize or to
indicate the effect of the observer on the measurement.

Chapter 2 explains how statistical analysis is applied on the results of an analytical or
numerical model and on the results of an antenna measurement. The main novelties
are:
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■ Terms and conditions are given of the commonly-used statistical methods and are
applied on antenna modeling and measurement,

■ two workflows are provided for obtaining both traceable simulation and measure-
ment results.

Chapter 3 introduces verification methods for improving the reliability of the simulation
models which are applied to two case studies. The main contribution and novelties are:

■ The introduction of a functional decomposition of an antenna system,

■ the definition of a reference that could be used for quantifying the antenna char-
acteristics obtained via simulation and or measurement results,

• explanation of the verification and validation of a simulation model,

■ the effect of simulation settings on the outcome of the simulation results of an
antenna,

• results based on a probabilistic sensitivity analysis for gaining insight into which
tolerance has the largest influence on the expected behavior of the antenna.

Chapter 4 describes the design and analysis of various types of RF-connectors and their
effect on the behavior of the antenna. Because of the complexity, an entire chapter is
devoted to this topic. The main contribution and novelties are:

■ physical effects like unwanted radiation caused by the transition of a type of RF-
connector to a transmission line have been investigated and described,

■ a new design of an RF-probe is introduced,

• the feasibility of a contactless method is studied.

Chapter 5 describes the analysis and outcome of a millimeter-wave Fabry-Pérot open-
cavity resonator with two identical spherical concave mirrors. This material characteriz-
ing system is used for characterizing dielectric materials that are used for designing and
/ or enclosing an antenna. As discussed in Chapter 3, limited information of properties
of dielectric materials at millimeter wave frequencies (30 GHz to 300 GHz) is available.
The main contribution and novelties are:

■ A probabilistic sensitivity analysis of the Fabry-Pérot open-cavity resonator with
two concave mirrors is performed to determine the achievable significance and
accuracy of the measured relative permittivity and loss tangent,
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■ the permittivity of air is measured to determine the accuracy of the measurement
system,

• causes of uncertainty are investigated, described and expressed as a combined
standard uncertainty and an expanded uncertainty.



Chapter two

Applying statistical analysis to antenna
research and design

“If your experiments needs statistics you ought to perform a better experiment”
(Lord Ernest Rutherford 1871-1937)

2.1 Introduction

In Chapter 1 it was stated that every step in the antenna design process is subject
to uncertainties, except the ‘research requirement’ step1. These uncertainties must be
specified first before they can be correlated with specific antenna characteristics. This
approach allows us to determine which uncertainty has the highest impact on a certain
antenna characteristic. In order to quantify the impact of an uncertainty, the usage of
some form of statistical analysis is necessary. Since the use of statistical analysis is not
very common in the antenna community, this chapter will begin with a brief summary
of the most common statistical terms and conditions. In the second part of this chapter,
two workflows are presented, the first related to analytical and numerical modeling and
the second to measurements. In addition, specific statistical tools is described with
which the data resulting from modeling and measurement can be analyzed. Finally, the
way in which the data should be presented is explained.

1Although the research requirements themselves can be subject to uncertainties, for example, which
value to choose for the antenna gain. This is independent of the uncertainties that arise from modeling,
realizing and measuring the antenna compared to the model based on the research requirements.

19
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2.2 Terms and conditions in statistics

Statistics is a branch of mathematics dealing with the collection, analysis, interpretation,
presentation, and organization of data [52], [53]. The goal of statistics is to find an
answer to a research question. A research question that is discussed in this thesis is:

“which uncertainty has the most significant impact on a certain antenna
characteristic during modeling and measurement?”

2.2.1 Subareas in statistics

Data statistics is organized in three subareas. The first subarea is ‘descriptive’ statis-
tics (parametric2), and summarizes a given data set, which can be either a representa-
tion of the entire or a sample of a populationA.1.38

3. Descriptive statistics are broken
down into measures of central tendency (meanA.1.2, etc.) and measures of variability
(varianceA.1.61, etc.).

The second subarea is ‘inferential’ statistics (non-parametric), which uses a random
sample of data taken from a population to describe and make inferences about the
population.

The third subarea is ‘exploratory data analysis’ (EDA) [54], which is a combination of
the other two subareas.

2.2.2 Level of measurement

Statistical measures like standard deviation, mean or mode are categorized in so-called
‘scales of measure’ or ‘levels of measurement’ [55], [56] (see Table 2.1). This topology
of classification of data was proposed by S.S. Stevens in 1946 and describes the nature
of information within the valuesA.1.60 assigned to variables [57]4.

Table 2.1 shows four levels of measurement: nominal, ordinal, interval and ratio. The
different levels of measurement are described as follows:

• A nominal variable (e.g. 1), 2), etc.) does not stand for order or numerical
significance. For example, labeling an antenna type like 1) monopole and 2) dipole
could also be labeled 2) monopole and 1) dipole without changing the content.

2The main difference between non-parametric and parametric data is that from the latter the
probability distributionA.1.41 (see Subsection 2.3.1), mean and/or standard deviationA.1.54 are known.

3These subscripts refer to Appendix A.1.
4Other, more detailed topologies are presented in [58], [59] but are seldom used.
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• An ordinal variable is a variable for which the order is of importance but not
the difference between the values. For example, expressing the happiness you
experience when designing an antenna can be done by using a range from 1 to 10
where 1 stands for being unhappy and 10 for being very happy.

• An interval variable is a variable for which the difference between values is of
importance like for instance, time or more specific for antennas the directivity
function value.

• A ratio variable has all the properties of an interval variable and also has a clear
definition of zero. Examples of a ratio variable are temperature in Kelvin (K),
height, weight and more specific for antennas, gain.

Table 2.1: Levels of measurement classifying the collected data.

Level of Category Test Condition Measures
meas. condition for the data
Nominal Categorical Non-parametric No order Mode, counts and

frequencyA.1.26.
Ordinal Categorical Non-parametric Order Mode, counts, frequency,

median, minimum,
maximum and range.

Interval Numerical Parametric5 No true zero Mode, counts, frequency6,
median, minimum,
maximum, range, mean,
variance, and
standard deviation.

Ratio Numerical Parametric True zero Mode, counts, frequency,
median, minimum,
maximum, range, mean,
variance, standard
deviation, and ratio.

The columns ‘Category’ and ‘Condition for the data’ in Table 2.1 specify the minimum
condition that the data must meet to fall into one of the levels of measurement. The
column ‘Test condition’ specifies if the applicable statistical test needs random values
for input parameters like the mean, standard deviation etc.. In the column ‘Measures’

5In [60] it is noted that for the non-parametric test it is allowed that data can be measured on
interval and ratio scale.

6In statistics, the frequency (or absolute frequency) of an event is the number of times an observa-
tion occurred or was recorded in an experiment or study [61].
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mathematical operations that can be applied to a set of data are related to a level of
measurement.

As can be seen from the descriptions of descriptive and inferential statistics, both statis-
tical techniques can be used to analyze the data obtained via antenna simulation. This
is mainly because computational algorithms or simulations, which rely on repeated ran-
dom sampling7, can generate enough random values. This cannot be said for antenna
measurementsA.1.30. These types of measurements can only be repeated to a limited
extent, otherwise system uncertainties like for instance, frequency drift[63], will play a
larger role than the repeatability of the measurementsA.1.30. In this case, only inferential
statistics can be applied.

2.2.3 Definition of higher order statistics

In statistics, the term higher-order statistics (HOS) refers to measures that use the third
or higher power of a sample value. This is in contrast to more conventional techniques
of lower-order statistics, which use constant, linear and quadratic terms. Examples of
low-order statistics are:

• arithmetic mean (first order),

• variance (second order).

Examples of high-order statistics are:

• skewness (third order),

• kurtosis (fourth order).

HOS is mainly used in estimating shape parameters, such as skewness and kurtosis,
such as when measuring the deviation of a distribution from the normal distribution
(see Appendix A.2). Because of the higher powers, HOS is significantly less robust than
lower-order statistics. During this research the focus will be on the measures of the
lower-order statistics.

2.3 Probability function

For all data to which probability analysis can be applied, the probability distribution
function must be determined before, for instance, the mean or standard deviation can

7Well-known computational algorithms supplying random values are the probabilistic sensitivity
analysis and Monte Carlo method [62].
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be derived. The probability distribution function may refer to, a cumulative distribu-
tion function (CDF) , probability mass functionA.1.42 (PMF) or, probability density
functionA.1.42 (PDF). The CDF can be used for both continuous and discrete (integers)
data. Unlike the CDF, the PMF can only be applied to discrete and the PDF only to
continuous data. Because the data obtained for this research is always continuous only
the CDF and PDF will be used.

2.3.1 Probability distribution function versus cumulative distribu-
tion function

Illustrated in Fig. 2.1 is an example of a normal or Gaussian PDF (black-line) and CDF
(blue-line). Indicated in this figure on the x-axis are the standard deviation σ of the
population, the significance interval α, the confidence intervalA.1.6 or A.1.7 p, and the Z-
score7. The population mean µ is illustrated with the vertical dashed dotted black line
and the confidence interval with the horizontal ticks. The dashed blue line illustrates
the probability correlationA.1.10 between the CDF and PDF for variable x.

The PDF shown in Fig. 2.1 is used to specify the probability that a random
variableA.1.45 x falls within a particular range of values. The normal density function
N is given by [1]:

N
(
µ, σ2

)
= 1√

2πσ2
e− (x−µ)2

2σ2 , (2.1)

where x is a random variable (observation) and σ2 is the variance. The normal cumu-
lative distribution function is used to express the probability that a random variable
takes on a value less than or equal to x and is given by [1]:

CDF = 1
2

[
1 + erf

(
x− µ

σ
√

2

)]
, (2.2)

where ‘erf’ is the error function8 [65], which is expressed as [1]:

erf(a) = 2√
π

aˆ

0

e−t2
dt. (2.3)

7A Z-score is the number of standard deviations a data point is away from the average.
8James Glaisher (1809 - 1903) introduced the symbol ‘erf’ in 1871. The abbreviation ‘erf’ was

proposed on account of its connection with “the theory of Probability, and notably the theory of
Errors”. [64]
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Figure 2.1: The black line illustrates a normal probability distribution function
(PDF). The standard deviation σ, significance interval α, the confidence interval
p (expressed with the confidence coefficientA.1.5 [(1−α)100]%), and the Z-score
(see Section 2.3.3) are shown on the x-axis with mayor ticks representing the
interval. The dashed/dotted line represents the mean µ. The blue solid line
illustrates a cumulative probability function (CDF) with errorA.1.16 function
erf(x) to determine, for instance, the dark blue area, of the PDF falling in the
range [0, a].

2.3.2 Central limit theorem and law of large numbers

In statistics, a population is:

“the totality of items under consideration” [1].

Fig. 2.2, illustrates such a population with an Euler diagram [50] (ellipse with a solid
black line).

The items or random variables9 x are illustrated with the solid gray dots. The samples
are illustrated as elliptic diagrams (solid line colored blue, red and green) filled with a
certain number of measurements belonging to the population. Each sample could have
a PDF and sample mean x̄ that is different from the population PDF and mean.

9Other synonyms are observations or measurements.
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Figure 2.2: The population is illustrated with an Euler diagram (solid black
ellipse) with ‘the totality of items’ as solid gray dots. The samples (ellipses with
solid colored lines) withhold xn items (solid colored dots) from the population
and have a certain distribution function. Here x̄m, where m = 1, 2, etc., is the
mth sample mean illustrated with a solid colored line. From the sampling of
sample means the inference is made that the distribution of the sample means
is assumed to be normally distributed if N goes to ∞.

In Fig. 2.2, it is assumed that the distribution of the sample means is normal regardless
of the distribution function of the individual samples. This assumption is justified as
is described by one of the most important theorems in probability, the Central Limit
Theorem (CLT), which states that [66]:

when a large number of independentA.1.28 and identically distributed (i.i.d.)
random variables x are selected from the population and the mean is calcu-
lated for each sample then the distribution of these i.i.d. sample means x̄
will assume the normal probability distribution.

Suppose that x1, x2, . . . , xn are i.i.d. random variables with expected valuesA.1.24 E[xn]
= µ < ∞ and variance Var(xn) = σ2 < ∞. Then according the above, the sample mean
[1]:

x̄ = x1 + x2 + . . .+ xN

N , (2.4)

approaching mean E[x̄] = µ and variance Var(x̄) = σ2/N. Thus the normalized random
variable [1]:
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Zm = x̄− µ

σ/
√

N
= x1 + x2 + . . .+ xN − Nµ√

Nσ
, (2.5)

has mean E[Zm] = 0 and variance Var(Zm) = 1. Zm ‘converges in distribution to the
standard normal CDF as N tends to go to infinity.

It is impossible to meet the definition of a population for a specific antenna measure-
ment because the totality of an antenna measurement is not bounded.10 In addition,
the definition of the central limit theorem states that the number of variables (items,
measurements) taken from a population must be large. With an unbounded population
the number of variables would grow to infinity.

As an illustration, the CLT is evaluated with complex-valued data (Re, Im) obtained
via a transmission measurement S12 between two standard gain horn antennas, placed
at a fixed position, at 85 GHz in an anechoic environment. The data is processed with
different sample sizes and M sample means x̄ as shown in Fig. 2.3.

Comparing the results of Fig. 2.3(a) and 2.3(b) it becomes clear that the PDF in both
cases is positive or right-skewed. This means that, only adjusting the sample size N is
not sufficient for the measured data to become normally distributed. It should be noted
that the width of the right-skewed (see Appendix A.3) distribution becomes narrower
with increasing sample size. However, when the number of sample means is increased
with a limited sample size, the data tends to become normally distributed as shown
in Fig. 2.3(d) (see Appendix A.4). It appears that there is a limit with regard to the
number of sample means as shown in Fig. 2.3(c) before it becomes normally distributed.
The boxplots show that the number of outliers (purple circles) decreases with increasing
number of samples.

The mean (green cross) and median (red line) become equal, which is a mandatory
condition for a normally distributed function (see Appendix A.2). The bin size of the
histograms shown in Fig. 2.3 is determined by using the Freedman–Diaconis rule [67]
2
(
IQR (X) / 3

√
N
)
. The IQR(X) is the interquartile range (25% to 75%) of the data

and N is the number of observations in the sample X.

10For example, all male with blue eyes in the Netherlands is a bounded population based on three
criteria namely, male, the Netherlands and blue eyes.
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(a) (b)

(c) (d)

Figure 2.3: Measurement data is obtained with a transmission coefficient S21
measurement between two horn antennas, placed in a fixed position, at 85 GHz.
The measurement data is used to show how difficult it is to determine if the
data is normally distributed. The results are plotted in histograms. The data
consist of 100 sample means x̄ for (a) N = 10 observations x and, (b) N = 100
observations. The data consist of N = 5 observations for (c) M = 100 sample
means and, (d) M = 1000 sample means. The normal distributionA.1.15 (red
solid line) is for comparison. The box plots underneath the histogram show
the difference between the median (red line) and the mean (green cross). The
outliers are depicted by purple circles.
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Because of the limited number of random variables x, the mean is also an
estimationA.1.22. Therefore, another important theorem, the law of large numbers
(LoLN), also known as Bernoulli’s theorem states [68]:

for a sample of i.i.d. random variables x, as the sample size N grows, the
sample mean x̄ will tend toward the population mean.

This theorem consists of two versions namely the weak law of large numbers (WLLN)
and the strong law of large numbers (SLLN). The difference between them is that the
WLLN refers to convergence in probability P, whereas the SLLN refers to almost sure
convergence. The WLLN is expressed as [68]:

lim
N→∞

P (|x̄− µ| ≥ ϵ) = 0. (2.6)

With this equation it is expressed that if N approaches infinity, the probability that
the sample mean x̄ deviates from the population mean µ with error ϵ, equals zero. The
SLLN is expressed as [68]:

P
(

lim
N→∞

x̄ = µ
)

= 1. (2.7)

The difference between the weak and strong law is very subtle and mainly in the defini-
tion of convergence. The same measured data that is used for the CLT (see Fig. 2.3) is
now used to illustrate the effect of using a limited number of samples as shown in Fig.
2.4. It can be clearly seen that the deviation from the population mean11 is greatest
when the fewest number of sample means are used.

This section has shown that even with a significant number of measured S21 data,
it is difficult to determine with the help of histograms whether the data is normally
distributed. The use of box plots gives more insight into the normality of the data than
the histogram by visualizing the mean and the median, for instance. Mathematical
techniques to test the data for normality do exist. However, this is out of the scope of
this research.

There is another method that can be used to make inferences, even if the data set
is small. This method uses re-sampling of the obtained data. This method is called
‘bootstrap re-sampling’ and is discussed in Appendix A.6. Most of the time the repeated
data set obtained via a certain antenna measurement will be much smaller, between
10 and 30 times, as compared to the 10000 repeated S21 measurementsA.1.30 used in

11For illustration purposes the population mean in this case is based on the total number of obser-
vations.
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this section. A statistical method that can be used on such a small amount of data,
recommended by [1], is called Student’s t-distribution.

Figure 2.4: The convergence of the sample mean x̄ to the population mean µ
when the number of independent and identically distributed random variables
x increases.

2.3.3 Student’s t-distribution

An antenna measuring systemA.1.36 or antenna characterization can be analyzed on
uncertainties by using repeatedA.1.47 or reproducedA.1.48 antenna measurements. How-
ever, due to the fact that the number of repeated measurements will be limited, the
inferences about the obtained data of a specific antenna characteristicA.1.4 will be un-
reliable.

A statistical tool that can be used for analyzing the data based on a limited number of
repeated measurements is the so-called Student t-distribution12. Student’s t-distribution
resembles the normal distribution (see Fig. 2.5) depending on the number of observa-
tions x and has a probability distribution that can be written as [1]:

12In 1908 William Sealy Gosset published a paper [69] about this distribution function under the
pseudonym ‘Student’. He worked at the Guinness Brewery in Dublin, Ireland and was interested in
problems with sample sizes as small as three. Gosset’s paper refers to the distribution as the “frequency
distributionA.1.27 of standard deviations of samples drawn from a normal population”. Through the
work of Sir Ronald Fisher it became known as Student t-distribution, where the t stands for test value
[70].
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f (t) =
γ
(v+1

2

)
√

vπγ
(v

2

) (1 + t2

v

)−v+1
2

, (2.8)

where v = N − 1 is the number of degrees of freedom13
A.1.13, t is the test value e.g.

observation and γ is the gamma function which generally is defined as [1]:

γ(N) =
∫ ∞

0
xN−1e−xdx. R(N) > 0 (2.9)

Equation (2.8) shows that v is a dominant factor shaping the distribution and when v
goes to ∞ it approaches a normal distribution as is illustrated in Fig. 2.5.

Figure 2.5: Student t-distribution function (normal) with varying degrees of
freedom v compared to a normal distribution function (red solid line).

With help of the Z- and T-score the actual coverage factorA.1.12 kp can be determined
based on a limited number of observations x. The Z-score is used when the standard
deviation is known and the sample size N is larger than 30 observations, otherwise the
T-score is used [72].

The Z-score is obtained using [1]:

Z = x− µ

σ
. (2.10)

13In statistics, the number of degrees of freedom is the number of values in the final calculation of
a statistic that are free to vary [71].



2.4 Analysis of variance and correlation 31

The T-score with a sample estimation of a population, is calculated with [1]:

T = x̄− µ

s/
√

N
, (2.11)

where x̄ is the mean of a sample and s the standard deviation of a sample. Derived
from this equation the T-score can be reconstructed with [1]:

x̄ = ±T
(

s√
N

)
. (2.12)

Instead of calculating the Z- or T-value (kp) it is possible to use the so-called Z- or
T-table (see Appendix A.5) and take one of the values corresponding with the number
of observations. Depending on kp the standard deviation s can be multiplied by this
value. For example, when a measurement is repeated 21 times this will lead to a kp of
1.03 for 1s with a P ≈ 68% and 2.09 for 2s with a P ≈ 95%.

2.4 Analysis of variance and correlation

One of the goals of using statistics during this research is to quantify the uncertainties in
both the simulation and measurement results of an antenna. If two or more uncertainties
are defined then it is important to understand the relationship between the two or more
corresponding data sets. There are three important measures to analyze the relationship
between the data sets. Two of the three measures are not mentioned in Table 2.1, which
are the covarianceA.1.11 and correlation.

The variance mentioned in Table 2.1 is a measure of dispersion in population and can
be used to determine if two random variables (x, y) are i.i.d.. Covariance is a measure
of variation and direction between two variables (x, y) in a linear relationship and
operates on the values (xn, yn) for n = 1, . . . ,N. With equal probability for xn, yn the
covariance is generally written as [73]:

COV(x, y) = E [(x− µx) (y − µy)] , (2.13)

and estimated from samples:

COV(x, y) =
N∑

n=1

(xn − x̄) (yn − ȳ)
N − 1 . (2.14)
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A positive covariance value means that there is an increasing linear relationship and
a negative value indicates a decreasing linear relationship between the two variables
(x, y). When the covariance value is zero there is no statistical relationship at all. The
covariance matrix is a helpful tool that provides in one overview both variances and the
covariances between the various random variables.

CorrelationA.1.10, on the other hand, adds not only the direction, as with the covariance,
but also the strength of the linear relationship (see Table 2.2) of two random variables
(x, y). The correlation ρ is expressed with the following equation [74]:

ρx,y = COV (x, y)
sxsy

. (2.15)

Where sx and sy are the ‘corrected standard deviations’14 of a sample. The value of the
correlation scales between −1 and +1. The correlation scale is independent of the scale
of the variables themselves where the following apply:

• If ρx,y = 1 , then x and y are perfectly, positively, linearly correlated. Positive
means they are directly proportional to each other’s mean value, vary in the same
direction with the factor of correlation coefficient value.

• If ρx,y = −1, then x and y are perfectly, negatively, linearly correlated. Negative
means they are inversely proportional to each other with the factor of correlation
coefficient value.

• If ρx,y = 0, then x and y are completely, non-linearly correlated. That is, x
and y may be perfectly correlated in some other manner, in a quadratic manner,
perhaps, but not in a linear manner.

• If ρx,y > 0, then x and y are positively, linearly correlated, but not perfectly so.

• If ρx,y < 0, then x and y are negatively, linearly correlated, but not perfectly so.

In Table 2.215 the classification of the correlation scale16 is presented.

14The standard deviation is corrected by applying Bessel’s correctionA.1.8, using N − 1 instead of
N.

15It should be noted that the scale of the classification of the correlation is dependent on the field of
application. For example, there are different scales for the different fields such as politics, psychology
and medicine [75].

16For sake of completeness a correlation of for instance 0.80 is just as high or just as strong as −0.80.
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Table 2.2: Classification of the correlation scale [76].

# Correlation Strength of a linear relationship
2.1 ±1 Perfect
2.2 ±(0.80 till 1.00) Very strong
2.3 ±(0.60 till 0.80) Strong
2.4 ±(0.40 till 0.60) Moderate
2.5 ±(0.20 till 0.40) Weak
2.6 0.00 till ±0.20 None to extremely weak

2.5 Design process

Based on the content and insight gained from the previous sections, statistical terms
(see Fig. 2.6 between parantheses) have been added to each design step. The statistical
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Figure 2.6: The Design paradigm represented by different diagrams with the
different design steps as shown in Chapter 1 with statistical terms added, be-
tween parentheses, per design step.
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term in combination with the relevant design step completes the statistical model. It
also indicates the contribution of each step to the design and which data is important
to provide. This will be discussed in more detail in the next sections.

2.6 Creating a reference

In sciences like chemistry or biology, it is common to have a so-called ‘reference material’.
This reference material is used to check the quality and metrological traceability of
products [77], [78]. The reference material is defined as follows [79]:

“Material, sufficiently homogeneous and stable with respect to one or more
specified properties, which has been established to be fit for its intended use
in a measurement process.”

Results
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Figure 2.7: Block diagram illustrating the process of creating a reference from
an analytical or numerical model. The probabilistic sensitivity analysis (PSA)
provides the input data for the model. The probabilistic sensitivity analysis
provides output data correlated to the antenna characteristics.

Although creating a standard for a reference (see Chapter 1, Section 1.4) is a topic in
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itself, we need to have some sort of reference defined if we want to validate and quantify
the measurement results of an antenna under test. In Fig. 2.7 a design process is
illustrated enabling to create a reference from an analytical or numerical model.

2.6.1 Modeling process

The purpose of the modeling process as illustrated in Fig. 2.7 is to introduce design
choices with settings and values that correspond with reality in a systematic manner
as much as possible. This will ultimately result in an accurate, fully described antenna
model that can serve as a ‘statistical reference’. It should be noted that although the
content of the boxes could vary depending on the type of antenna, the approach of the
modeling process remains the same.

In Fig. 2.7 ‘analytical and numerical modeling,’ depicted with the red box, is central.
The ‘influences’ are categorized by the dark gray boxes. These influences will somehow
affect the antenna characteristics. The extent of the influence will be illustrated with the
help of two case studies in the next chapter by using a probabilistic sensitivity analysis.
It should be noted that one influence box is made specific and is called ‘intrinsic settings’.
This applies only if full-wave simulation software, based on numerical discretization, is
used.

The white boxes show - chronologically from left to right - the steps that have to be
taken to arrive at a reference model. The first box indicates that a choice must be made
as to what type of antenna configuration17 is used. For example, an antenna on a PCB
will need a different design strategy and will have different uncertaintiesA.1.59 than an
antenna on a chip will have. To be able to apply a probabilistic sensitivity analysis,
both the input variables and their associated PDFs must be determined.

The main idea in this section about making a reference is that as much information
as possible about the antenna model should be provided. The antenna characteristics
can be described more accurately on the basis of this information. Using error bars,
caused by, for example, an uncertainty such as tolerances, the spread caused by these
uncertainties can be visualized. If all uncertainties are included in the antenna model,
the measurement results of the antenna characteristics must ultimately fall within the
error bars. Because there are often several uncertainties, statistical measures such as
covariance and correlation can be used to provide insight into the relationship and
interaction between the various random variables i.e., input parameters for the antenna
model. The input variable with the largest impact requires the highest attention to
guarantee a robust antenna design.

17The selection of the antenna configuration is discussed in more detail in Chapter 1 Section 1.6.
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2.6.2 Truncated probability distribution function

As mentioned in Fig. 2.7 the production, in this case of an antenna, is subject to
tolerances. The definition of tolerance is:

“the magnitude of permissible variation of a dimension or other measured or
control criterion from the specified value.” [80]

When an antenna is produced the production yield is bounded by the chosen tolerance.
This means that the PDF must also be bounded [81]. It should be noted that the
normal PDF is not bounded. This can be solved by using a truncated PDF from which
the mean µ and variance s2 are those of a normally distributed PDF but now with a
truncated range [a, b]. The truncated PDF associated with the general normal PDF
is created by setting values outside the range to zero, and uniformly scaling the values
inside the range so that the integral over the entire range remains unity. The truncation
range can be defined for four cases:

• −∞ = a, b = +∞ (non-truncated),

• −∞ < a, b = +∞ (lower truncated),

• −∞ = a, b < +∞ (upper truncated),

• −∞ < a, b < +∞ (double truncated).

The truncated PDF ψ will be symbolized by (µ, σ, a, b;x) where a and b are the trun-
cation interval boundaries. The truncated PDF is evaluated using [82]:

ψ(µ, σ, a, b;x) =


0 if x ≤ a

φ(µ,σ2;x)
Φ(µ,σ2;b)−Φ(µ,σ2;a)

, if a < x < b

0 if b ≤ x

(2.16)

here,

φ (0, 1;x) = 1√
2π
e(− 1

2 x2). (2.17)

is the probability density function of the standard normal distribution and Φ (·) is its
cumulative distribution function.

Φ (x) = 1
2

[
1 + erf

(
x√
2

)]
. (2.18)
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By definition, if b = ∞, then Φ ((b − µ) /σ) = 1, and similarly if a = −∞, then
Φ ((a − µ) /σ) = 0.

After the PDFs are defined probabilistic sensitivity analysis can be used to create a
set of random variables by iteration (see Fig. 2.7 blue arrows) as input for the model.
Which type of model (analytical or numerical) will be used depends on what model is
available for a certain type of antenna.

2.7 Antenna measurement reliability

A typical antenna measurement systemA.1.36 is illustrated in Fig. 2.8. The setup
includes a VNA [see Fig. 2.8(a)]. The VNA is connected to the reference antenna (RA)
[see Fig. 2.8(c)] and AUT [see Fig. 2.8(e)] via a cable or waveguide [see Fig. 2.8(b)
and Fig. 2.8(f)]. The space between the RA and AUT, illustrated with a dotted circle
[see Fig. 2.8(d)], represents the ‘propagation space’ (far-field). The space surrounding
the antenna illustrated with the dashed ellipse [see Fig. Fig. 2.8(c) and, Fig. 2.8(e)]
represents the ‘reactive space’18 (near-field).

The objective of an antenna measurement system is to obtain a value of a particular
quantityA.1.44, or measurandA.1.29. In this thesis, the quantity to be measured is a time-
varying electric field which is the results of a, with an antenna probed, electromagnetic
wave.

As illustrated in Fig. 2.8(g) a VNA measures a reflection coefficient S11 when a time
varying incident electric field is emitted at port 1, and the reflected electric field is
obtained at the same port. The VNA measures a transmission coefficient S21 when a
time varying transmitted electric field is emitted at port 1, and the incident electric field
is obtained at port 2. The various antenna characteristicsA.1.4 that can be measured
are summarized in Appendix A.7.

18Both definitions are described by the author and are not commonly used expressions.
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Port 1 Port 2

(a)

(b)

S12

S21
P1 a1
S11 b1

x

y

φ

θ
R

z
(c)

(e)

(d)

(f)

(g)

P1

P2

b2 P2
a2 S22

Figure 2.8: Illustration of an over-the-air antenna measurement with: (a) a
VNA; (b) transmission medium connected to the reference antenna; (c) The
reference antenna and the reactive space (dashed ellipse); (d) propagation space
(dotted circle); (e) antenna under test and reactive space (dashed ellipse), and
(f) the transmission medium connecting the reference antenna to the VNA. The
transmission and reflection coefficients determined with the VNA are illustrated
in (g).
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In Fig. 2.9 the measurement process is illustrated where its purpose and explanation
is the same as for the ‘modeling process’ as is discussed in Subsection 2.6.1. The
main difference is that a distinction is made between the actual measurement and the
measurement principleA.1.33.

2.7.1 Definition of errors, accuracy and uncertainty

The goal of data collection is defined as follows:

“to capture quality evidence that allows analysis to lead to the formulation of
convincing and credible answers to the questions that have been posed.” [83]

Therefore, to be able to analyze the data, it needs to be gathered systematically and
needs to be thoroughly described. Without a doubt, accurate data collection is essential
to maintaining the integrity of the research. Or:

“A formal data collection process is necessary as it ensures that the data
gathered are both defined and accurate and that subsequent decisions based
on arguments embodied in the findings are valid. The process provides both
a baseline from which to measure and in certain cases an indication of what
to improve.” [83]
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Figure 2.10: Illustration of the interrelations between various error types,
the performance characteristics used to estimateA.1.21 them and the ways of
expressing the estimates quantitatively. n is the number of random variables,
kp the coverage factor, uc the combined standard uncertainty of a measurement
result y, U the expanded and Ur the relative expanded uncertainty.
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Unmistakably, the data, collected with a VNA, will have experienced interference on its
route, thus introducing both so-called systematicA.1.19 and randomA.1.17 errors. There-
fore, detection, as well as quantification of the errors, makes statistical treatment in-
dispensable. However, it has been observed that the understanding, usage and quan-
tification of metrics like truenessA.1.53, accuracyA.1.1, precisionA.1.39 and measurement
uncertainty are not always done consistently [84] -[89]. Fig. 2.10 shows the correct
relationship between the various metrics.

The trueness is expressed as a biasA.1.3 and can be determined with:

TBias =
(

|Rv|
|Rv −Mv| + |Rv|

)
100%, (2.19)

where Rv is the ‘reference value’ and Mv the ‘measured value’. It should be noted that
this equation is defined by the author where 100% means true and 0% not true. This
equation describes the absolute distance from a certain value to the reference.

The precision, determined with help of the standard deviation σ, is generally expressed
with [1]:

σ ≡
√

E[(x− µ)2], (2.20)

where µ is the expected value (average) of random variable x. The precision determined
with an estimated standard deviation for a population is expressed with [1]:

σ =

√√√√ 1
N

N∑
n=1

(xn − µ)2, (2.21)

and the precision determined with a standard deviation for a sample s is expressed with
[1]:

s =

√√√√ 1
N − 1

N∑
n=1

(xn − x̄)2. (2.22)

The difference between Equation (2.21) i.e., the standard deviation of a population, and
Equation (2.22) i.e., the standard deviation of a sample can be expressed in both quan-
titative and qualitative differences. The qualitative difference between both equations
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is that the population standard deviation is a parameter, calculated from every indi-
vidual in the population. A sample standard deviation is a statistic19. It is calculated
from some of the individuals in a population. Therefore the standard deviation of a
sample will have a greater variability than the standard deviation of a population. The
quantitative difference between both equations is subtle. Where calculating the mean,
subtracting the mean from each value to obtain deviations from the mean, square each
of the deviations, and add together all of these squared deviations are the same. How-
ever, we do see a difference in division by N for a population or by N − 120 for a sample,
which results in an unbiased estimator for the sample variance denoted as s2.

2.8 Expressing and evaluating uncertainty in antenna
measurement

The content of the ‘International Vocabulary of Metrology’ (VIM) [37] and the ‘Guide
to the Expression of Uncertainty in Measurement’ (GUM) [1] forms the basis for this
section. The VIM supplies the definition related to measurement in general. For antenna
measurements we will adapt the VIM definitions and formulations. The GUM describes
the way measurement data can be processed such that the uncertaintiesA.1.59 can be
expressed correctly (see Fig. 2.10). Over the years some additions have been developed
[92]21. An integral part of metrology is evaluating measurement uncertainty. Therefore
it could be stated that no measurement is complete without an associated statement of
uncertainty. It should be stressed that making inferences about a quantity, for instance
an electric field, on the basis of a measurement, is always an estimationA.1.22

22.

2.8.1 Classification of components of uncertainty

Uncertainty analysis starts with classifying the obtained data in a Type ‘A’ or Type ‘B’
evaluation23 where the type ‘A’ evaluation, represented by uncertainty un, is defined as
a:

19A statistic (singular) or sample statistic is any quantity computed from values in a sample which
is considered for a statistical purpose [90].

20N − 1 is also known as Bessel’s correction [91].
21A common rule of thumb is always to repeat your measurement which is based on a saying:

“measure thrice, cut once”.
22A critical remark is that uncertainty is not an error, but an error could be a source of uncertainty.
23These types of evaluation are not simply corresponding with the classical terms “random” or

“systematic” errors (see Subsection 2.7.1).



42 2 Applying statistical analysis to antenna research and design

“method of evaluation of uncertainty by the statistical analysis of series of
observations” [37]

The uncertainty component in a Type ‘B’ evaluation, represented by uncertainty um, is
defined as a:

“method of evaluation of uncertainty by means other than the statistical anal-
ysis of series of observations” [37]

A Type ‘A’ evaluation is based on n repeated measurements x where the mean x̄ is
taken by Equation (2.22). The standard uncertainty u(x̄)GUM in the estimatorA.1.23 is
best described by the unbiased24 standard deviation of the mean s(x̄) divided by the
square root of the number of observations N such that,

u(x̄)GUM = s(x̄) = s√
N
, (2.23)

where s is equal to Equation (2.22).

The sources of u(x̄)GUM for a Type ‘A’ evaluation can be, repeatabilityA.1.47,
reproducibilityA.1.48, tolerances, etc.. The obtained data can be analyzed with the
estimated standard deviation termed standard uncertainty u(x̄)GUM and the estimated
variance u2 (x̄)GUM of the standard uncertainty. In addition, these sources of uncer-
tainty will be analyzed by carrying out an analysis of variance also known as ‘ANOVA’
(see Section 2.4).

For a Type ‘B’ evaluation the obtained data can be affected by the previous measure-
ment data, experience, knowledge, manufacturer specification, calibration fixtureA.1.25,
tolerance, etc..

The following rule of thumb [93] is often used for classifying the data. When the
data is collected by yourself and not older than one year it is categorized as a Type
‘A’ evaluation. If the data is obtained from an external source then it is a Type ‘B’
evaluation.

Combining the classifications of ‘random’ and ‘systematic’ (see Subsection 2.7.1) with
categories Type ‘A’ and Type ‘B’ will lead to an alternative nomenclature, namely:

“component of uncertainty arising from a random effect” [94] and,

“component of uncertainty arising from a systematic effect” [94].

Both definitions can be used for either evaluation types, depending on the mathematical
process that describes the measurement operation.

24Unbiased standard deviation is symmetric distribution function around the mean where the biased
standard deviation is asymmetric around the mean.
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2.8.2 Comparing methods for evaluating measurement uncertainty

In [95] it is mentioned that according to the GUM [1] the Type ‘A’ evaluation uses
classical probabilistic methods and Type ‘B’ Bayesian probabilistic methods25. The
usage of two different methods is inconsistent and is corrected as described in the GUM
supplements (SUPP) [97], [98]. However, now there is an inconsistency between the
GUM and the SUPP. Although most of the time this inconsistency will not lead to large
deviation this is not the case for high frequency electromagnetics where a considerable
number of S-parameter inputs can be observed simultaneously. By using the Bayesian
approach for the type ‘A’ evaluation the inclusion of the degrees of freedomA.1.13 v in
the standard uncertainty u(x̄)SUPP of a t-distribution is relevant [95]. The standard
uncertainty u(x̄)SUPP is now expressed as:

u (x̄)SUPP = s√
N

√
v

v − 2 , (2.24)

where v = N − Op, with N being the total number of observations and Op the total
number of input quantities,

u (x̄)SUPP = s√
N

√√√√ N −Op

N −Op − 2 . (2.25)

If Op = 1 then Equation (2.24) can be rewritten as:

u (x̄)SUPP = s√
N

√
N − 1
N − 3 . (2.26)

The discrepancy between the GUM and the GUM supplements (GUM-S1 and GUM-S2)
is clarified by comparing Equation (2.21) with Equation (2.26). For the first equation
a minimum of N ≥ 1 is necessary where in the second equation a minimum of N = 4 is
enough to define the standard deviation s26.

When measurements involves multiple complex-valued (Re, Im) input quantities, such
as the measurement of a vector quantity, a multivariate/joint distribution (X) should be

25Bayesian statistics is a theory in the field of statistics based on the Bayesian interpretation of
probability where probability expresses a degree of belief in an event. The degree of belief may be
based on prior knowledge about the event, such as the results of previous experiments, or on personal
beliefs about the event. [96]

26For Equation (2.26) it is possible to use N = 2. However, this will result in an meaningless square
root of −1.
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used according to GUM-S2. The variance and covariance are obtained using a matrix
form of Equation (2.26)27 [95]:

V (X) = v
(v − 2)

S (X)
N = 1

N (N −Op − 2)

N∑
n=1

(xn − x̄) (xn − x̄)⊺, (2.27)

where S(X), the sample covariance matrix, is expressed as [95]:

S (X) = 1
v

N∑
n=1

(xn − x̄) (xn − x̄)⊺ . (2.28)

Combining both Equation (2.27) and Equation (2.28) results in the uncertainty matrix
[95]:

V (X) =


u (x1)2 u (x1,x2) · · · u (x1,xn)
u (x2,x1) u (x2)2 · · · u (x2,xn)

... ... . . . ...
u (xn,x1) u (xn,x2) · · · u (xn)2

 . (2.29)

The standard uncertainty u(x̄)SUPP is undefined unless N > (Op + 2).

For example, the input parameters of a measurement with a VNA are the S-parameters,
which represent a single reflection and transmission measurement for a set of ports.
Thus a device with Op ports requires O2

p S-parameters to fully characterize the device.
Because every S-parameter is complex-valued S(Re, Im), 2O2

p of input quantities are
required in a measurement model. Because these quantities are correlated with each
other, a multivariate distribution must be used (see Section 2.4).

The characterization of a device or antenna with multiple ports Op could easily result
in a large number of measurements N as is illustrated in Table 2.3.

27In Equation (2.27) the S(X)/
√

N obtained from Equation (2.26) is changed with S(X)/N because
the variance is the square of the standard deviation such that the square root in the denominator
disappears.
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Table 2.3: The minimum number of observations N needed by Op ports where
Qin = 2O2

p and N = Qin + 3 for u (x̄)SUPP to be defined [95].

Ports Input Minimum
Op Qin N
1 2 5
2 8 11
3 18 21
... ... ...
8 128 131
16 512 515

Compared to the number of repeated measurements suggested by the GUM (two obser-
vations of any number of input quantities), the number of measurements mentioned in
Table 2.3 suggested by the GUM supplement is much larger. In either case, the standard
uncertainty of the repeated measurements cannot be obtained accurately enough. In
the first case because of the limited number of repeated measurements and in the second
case because of the time it takes to perform all the repeated measurements. In [95] it is
stated that the GUM supplement approach produces greater uncertainty than the GUM
approach. Therefore, further research is needed to find an ideal number28 of repeated
measurements from which the standard uncertainty can be accurately obtained.

2.8.3 Uncertainty in antenna measurement expressed step by step

The International Committee for Weights and Measures (CIPM) has provided an ap-
proach for expressing uncertainty in measurements. The CIPM approach was adapted
by the National Institute of Standards and Technology (NIST) and will also be adapted
in this research as follows [94]:

1. Standard uncertainty u(y): Express each component contributing to the uncer-
tainty in a measurement as an estimated standard uncertainty.
Relative standard uncertainty ur: is u(y)/|y| where y ̸= 0.

2. Combined standard uncertainty uc(y)29: Combine in uc all standard uncertainties
xn using the root-sum-of-squares, also known as the error propagation or the
propagation of uncertainty.

28In Subsection 2.3.3 Fig. 2.5 it is shown that the Student’s t-distribution based on just 20 mea-
surements follows the Normal distribution. The number of 30 measurements is discussed in [99] but in
the context of the sample size.

29The combined standard uncertainty is used in Chapter 5, Section 5.7.
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The propagation of uncertainty describes the combined uncertainty uc of multiple
sources. This is also called the law of propagation of uncertainty or root-sum-of-
squares. The combined standard uncertainty of measurement result y, designated
by uc(y) is the positive square root of the estimated variance uc

2(y) which is
obtained from [94]:

uc (y) =

√√√√√√√
N∑

n=1

(
∂f
∂xn

)2

u2(xn)︸ ︷︷ ︸
Term I

+ 2
N∑

n=1

N∑
j=n+1

∂f
∂xn

∂f
∂xj

u (xn, xj)︸ ︷︷ ︸
Term II

. (2.30)

‘Term I’ applies to all uncorrelated uncertainties and ‘Term II’ to all correlated
uncertainties (see Section 2.4). ‘Term I’ can be rewritten as:

u′
c (y) =

√√√√[ ∂f
∂x1

u (x1)
]2

+
[
∂f
∂x2

u (x2)
]2

+ · · · +
[
∂f
∂xn

u (xn)
]2

. (2.31)

The approximation for the measurement y is based on x1, x2, · · · , xn input vari-
ables. The partial derivatives ∂f/∂xn, are often referred to as sensitivity coeffi-
cients and u(xn, xj) is the estimated covariance associated with xn and xj.
Relative combined standard uncertainty uc,r: is uc(y)/|y| where y ̸= 0.

3. Expanded uncertainty U : The expanded uncertainty U is determined by multi-
plying uc by a coverage factor kp. U provides an interval with a certain confidence
that a value of population Y will fall in. If kp is not defined we assume kp = 2,
following [94].
As discussed in Subsection 2.3.2, the central limit theory states that the distribu-
tion of i.i.d. sample means x̄, taken from a population Y , will assume the normal
probability distribution. If y is an estimate of Y then the uncertainty can be
expressed as Y = y ± uc(y).
The uncertainty can be expanded by multiplying it by a kp:

U = kpuc (y) , (2.32)

where U is used to represent a larger confidence interval at level p. Here kp

= tp(v) where tp is the t-distribution. The confidence interval is determined
from either Equation (2.10) i.e., the Z-score or, Equation (2.12) i.e., the T-score
(see Subsection 2.3.3).
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4. Effective degrees of freedom veff: The approximation of kp can be improved by esti-
mating from the effective degrees of freedom veff. When the different components
of uncertainty (Type ‘A’ and / or Type ‘B’) have different values v, then the veff

of each component can be calculated with the Welch-Satterthwaite formula [100]:

veff = u4
c (y)

N∑
n=1

(
u4

n (y) /vn
) . (2.33)

The coverage factor then becomes kp = tp(veff). For a type ‘B’ evaluation, for
which the v is unknown, an estimate of 100 observations can be taken as a con-
servative estimate [100] (see Fig. 2.5, and Appendix A.5).

5. Reporting uncertainty: The following information needs to be included when re-
porting uncertainty:

• List of components of standard uncertainty with their degrees of freedom v.
The components should be identified according to the type ‘A’ and type ‘B’
evaluation.

• Detailed description of how each component of standard uncertainty is eval-
uated.

• Description how the coverage factor kp is chosen.

2.9 Conclusions

In this chapter the terms and conditions of statistical analysis are described and their
applicability to the domain of antenna modeling and measurement is investigated. We
have introduced Euler diagrams to describe how to set up an analytical or numerical
model so that it can be classified as a reference. An Euler diagram has also been drawn
up for antenna measurements. In this case, the description is such that the uncer-
tainties associated with measurements are found, described, qualified and quantified.
The procedure based on the uncertainty in measurements which is described by the
International Committee for Weights and Measures and used by for instance NIST, is
followed.
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Chapter three

Verifying the simulation model to
define an antenna reference

“I mean, making simulations of what you’re going to build is tremendously useful if you
can get feedback from them that will tell you where you’ve gone wrong and what you

can do about it”
(Christopher Wolfgang Alexander 1936 -)

3.1 Introduction

Software packages to numerically solve Maxwell’s equations to simulate antenna designs
have been introduced in the past few decades. These software packages have a variety of
settings and numerical methods with which it is possible to resolve most antenna struc-
tures both quickly and accurately. A good understanding of antenna theory is required
in order to make the right choices in software settings, numerical method and mechan-
ical complexity of the antenna design. Moreover, insight and understanding to find the
root causes of uncertainties affecting the simulation outcome of the antenna is even more
important. A combination of professional knowledge and insight / understanding will
lead to an accurate model of an antenna design representing the measurable counter-
part, simulation settings and ditto results. In this chapter a schematic representation of
the functional parts of a research antenna is presented. On the basis of this schematic
representation, a reference of the antenna has been defined. This reference was used to
provide insight into the effects of the uncertainties arising from, among other things,
the simulation settings and, for example, production tolerances on the behavior of the
antenna. This insight into these uncertainties was again done on the basis of two case
studies using different verification methods. It will become clear that providing insight
into the effect of the uncertainties on the behavior of the antenna by means of a simu-
lation model is necessary in order to provide an accurate prediction of the behavior of
the realized antenna.

49
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3.2 Definition of an antenna reference

Analytical methods and numerical simulations are fundamental in science. Simulation,
in Latin ‘simulare’, means ‘to copy’. In general, simulation1 may be defined as creating
a model2 with a set of conditions in order to study the behavior as it would happen in
real-life [101]. In Chapter 2, Section 2.6, Fig. 2.7 the simulation model is illustrated
surrounded by different input parameters so that the outcome of the simulation model
of the antenna is such that the design can be defined as a reference. The author defines
the antenna reference as:

“a simulation model of an antenna design from which all uncertainties are
known and the effect from physical phenomena like reflection, refraction3,
diffraction4 and surface waves [102] (see Appendix C.1) on the antenna char-
acteristics are made insightful.”

1860 1873 1886 1899 1912 1925 1938 1951 1964 1977 1990... ...

Maxwell’s
Equations
(Maxwell)
[8]

Maxwell’s
Four
Equations
(Heaviside)
[103]

Finite
Diference
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[104]
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Time-
Domain
[105]

Finite
Element
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[106], [107]

Finite
Integration
Technique
[108]

NEC
[109]

HFSS
[110]

FEKO and
CST
[111], [112]

Perfectly
matched
Layer
(Berenger)
[113]

Figure 3.1: Timeline of the evolvement of both analytical and numerical meth-
ods and different brands of electromagnetic field simulation tools.

1simulation is the process of using a model to study the performance of a system.
2A simulation model includes its construction and working.
3Deflection from a straight path undergone by a light ray or energy wave in passing obliquely from

one medium (such as air) into another (such as glass) in which its velocity is different [50].
4A modification which light undergoes especially in passing by the edges of, for instance, opaque

bodies or through narrow openings and in which the rays appear to be deflected. A similar modification
of other waves (such as sound waves) or of moving particles (such as electrons) [50].
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The basis for the simulation model is one of the nowadays available electromagnetic
field simulation software tools. Fig. 3.1 shows the evolvement of both analytical and
numerical methods related to electromagnetics, making a simulation model of a detailed
3D antenna design possible today.

3.3 Verification and validation method of an antenna
simulation model

The ‘verification’ of a model (see Fig. 1.5) is:

“the process of confirming that it is correctly implemented with respect to a
conceptual model5” [114].

To start, the simulation model of the antenna design must meet the design requirements
which form the basis for correctness. Secondly, a verification process must be carried
out to gain confidence that the simulation model of the antenna design is an accurate
representation of reality. The following verification methods can be used:

• Using ideal or existing results of a comparable simulation model of an
antenna [115], [116] with which the results of the new antenna can be compared
with. This verification step provides reference quantities for antenna character-
istics like the antenna gain, gain function, reflection coefficient, half power beam
width, etc..

• Probabilistic sensitivity analysis which is a study how the uncertainty in the
output of a simulation model of an antenna can be attributed to different sources
of uncertainty in the inputs. This verification step provides parametric input
data according to a certain PDF and can be applied to for instance the material
properties [117] of the PCB.

• Simulation input and intrinsic settings which are sources of uncertainty
[117]. This verification step forces the user to investigate possible effects of certain
simulation settings on the behavior of the antenna that are not physical. Consider
the type of excitation and port design, the solver type and discretization methods.

• Contour plots and animating, for instance, the E- or H-field or current distri-
bution provides insight into what causes certain antenna characteristics to be dif-
ferent than expected. With this method of verification one can conclude whether

5A conceptual model is a representation of a system, made of the composition of concepts which
are used to help people know, understand, or simulate a subject the model represents. [50]
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the unexpected results are due to the simulation settings or are inherent to the
new antenna design.

• Academic (expert) knowledge and expertise on the topic of antennas and
electromagnetics are essential. Although this is the most logical verification step,
it sometimes means that more specific knowledge must be acquired before the
aforementioned analysis steps can be performed (observer or conformation bias).

The verification process is complemented by a ‘validation process’ (see Fig. 1.5) which
is defined as:

“substantiation that a computerized model within its domain of applicabil-
ity possesses a satisfactory range of accuracy consistent with the intended
application of the model” [114], [118].

This means that the antenna measurement results of various antenna characteristics are
used to validate the accuracy of the simulated results of the equivalent model of the
antenna design.

Another approach is to obtain the measurement results and compare those with the re-
sults of a basic simulation model of the equivalent antenna design where differences are
expected. By gradually adding more details to the simulation model one gains insight
which detail has the most effect on the measurement results i.e.; the antenna character-
istics. Examples of details are the RF-connector or the antenna carrier with which it is
possible to place the AUT in the antenna measurement setup. This iterative approach
will give insight into the uncertainties and its impact on the antenna characteristics.

3.4 Functional parts of an antenna

According to [7] an antenna is ‘that part of a transmitting or receiving system that is
designed to radiate or to receive electromagnetic waves’. In Fig. 3.2 we show a functional
decomposition of that what we call an antenna6. According to the definition from [7]
only the part shown in Fig. 3.2(d) is the actual antenna i.e., the radiating part.

However, we usually name all the four parts combined as described in Fig. 3.2 the
antenna. These four parts are:

• the radiant part i.e., antenna illustrated in Fig. 3.2(d),

6Each type of antenna is composed of the parts described with the functional decomposition model
in Fig. 3.2. Depending on the type of antenna the transmission media and / or RF-connector will
change. In this chapter, the functional decomposition model is applied to a rectangular inset-fed
microstrip patch antenna with a microstrip line.
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• the transmission medium illustrated in Fig. 3.2(c),

• the RF-connector interface illustrated in Fig. 3.2(b),

• and the RF-connector illustrated in Fig. 3.2(a).

Because of the unshielded nature of this system the electromagnetic fields, supposed
to travel through the transmission line only, also propagate through the air. Physical
properties of the wave interaction with the environment are surface waves in the near-
field trapped in the substrate, which is part of the transmission medium depicted with
the green solid lines. The dashed red lines mimic the reflection on the housing of the
RF-connector. The solid purple lines mimic diffraction on the edge of the transmission
line corner where the dashed purple circles mimic the resulting unwanted radiating
sources close to the antenna. The solid orange circles mimic the unwanted radiation
caused by a discontinuity that can be related to the RF-connector interface.

(a) (c)

Reference
line

(d)(b)

0

Figure 3.2: Functional decomposition of an antenna system consisting of (a)
an RF-connector, (b) an RF-connector interface, (c) the transmission line and,
(d) the radiant part i.e., the antenna. All colored lines mimic some sort of
radiation except the blue arrows. The green solid lines mimic a surface wave.
The dashed red lines the reflection on the housing of the RF-connector. The
solid purple lines mimic diffraction on the edge of the transmission line corner
where the dashed purple circles mimic the resulting new radiating sources close
to the antenna. The solid orange circles mimic spurious radiation caused by
a discontinuity that can be related to the RF-connector interface. The solid
blue arrows depict the direct coupling between the elements of the measurable
antenna and the dashed blue lines the indirect coupling.
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The effects of the individual functional parts on the antenna characteristics (direct or
indirect coupling, blue lines with arrows) caused by these physical properties have to
be investigated. The research that has been done into the coupling between antenna,
transmission medium, RF-connector and RF-connector interface will be described in
the next chapter.

As discussed in the previous section, an ideal antenna consists of the radiant part
only. In reality, there will always be some sort of transmission medium connected to the
radiating part. Because we want to determine the influence of the connector, a reference
line7 has been drawn as shown in Fig. 3.2. It divides the transition of transmission
medium to RF-connector interface. Therefore, the antenna will consist of two functional
parts namely, the radiating and the guided transmission medium part.

To be able to prove the validity of using a simulation model of an antenna as a refer-
ence, two case studies are defined. In both cases the definition of a statistical antenna
reference, as presented in Section 3.2, is followed.

In case study 1, which presents a ‘research antenna’ (see Fig. 1.5), the following analysis
on the antenna design will be described:

• Random errors (see Fig. 2.10)

– To show the effect of, for instance, production and material tolerances on
the antenna characteristics a probabilistic sensitivity analysis (see Fig. 2.7)
is performed.

– To show which antenna parameter is the most influenced by the tolerance a
Pearson-correlation is applied, where the outcome is presented in a correla-
tion matrix (see Section 2.4).

• Systematic errors (see Fig. 2.10)

– The influence of the simulation software on the predicted behavior of the
antenna is investigated, with a specific focus on the choice and design of the
port excitation.

In case study 2, which presents a ‘measurable antenna’ (see Fig. 1.5), the following
analysis on the antenna design will be described:

• Systematic error (see Fig. 2.10)

7Where the reference line is drawn depends on the purpose of the reference. For example, a measur-
able antenna will have a reference line between the connector and cable coming from the measurement
equipment.
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– The minimum and maximum values of the tolerance of the material prop-
erties and manufacturing tolerances are used as input parameters for the
antenna model in the simulation software CST Studio Suite® [112].

– The effect of the port excitation, solver type and model complexity on the
antenna characteristics is analyzed (see Appendix B.3)

• Random error (see Fig. 2.10)

– Repeated antenna measurements of different measurement methods for a cir-
cularly polarized rod antenna are performed to show, for instance, the stan-
dard deviation of the obtained results (See Appendix B.5 and Appendix B.6).

The goal is to find out how much the various intrinsic software settings and the un-
certainties, e.g. tolerances, impact the antenna characteristics. Both cases will present
graphs and data, obtained with the simulation model, where from the second case the
data will be used to make a comparison with measurements. If the measurement results
are within the boundaries or standard deviations of the obtained simulation results of
the antenna characteristics then the simulation model is valid.

3.5 Case study 1: linearly polarized rectangular inset-fed
microstrip patch antenna

In this case a basic, rectangular inset-fed microstrip patch antenna will be designed,
simulated and investigated with help of probabilistic sensitivity analysis simulation. In
general the patch antenna (see Appendix B.1) can have one of many shapes and can be
excited in different ways. Furthermore, the patch antenna can be implemented in an
array or as a single element as is discussed in [119] - [121].

In this case the focus will be on a rectangular inset-fed microstrip patch antenna where
its geometry can be determined through analysis with various mathematical methods
as is discussed in [122]. These methods include the vector potential approach [123],
the dyadic Green’s function technique [124], the wire grid approach [125], the radiat-
ing aperture method [126], the cavity model approach [127], [128], modal expansion
techniques [129] and the differential evolution method [130].

3.5.1 Design requirements

The single element rectangular inset-fed microstrip patch antenna is illustrated in
Fig. 3.3. The design requirements are summarized in Table 3.1. It should be noted
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that the value of each design requirement is considered a ‘true value’ (see Chapter
2, Section 2.4).

Table 3.1: Design requirements of the rectangular inset-fed microstrip patch
antenna.

# parameter Design requirements
3.1 Center frequency 85 GHz
3.2 Bandwidth (−10 dB) 2% w.r.t. f0

3.3 Gain 5 dBi
3.4 Polarization Linear (vertical)
3.5 Connection type Probe, RF-connector, waveguide

wgap
lgap

Z0

Rin wtl

x

y hPCB

Wp

Lp

lPCB

wPCB

Gold plated

୰

E180°

E-180°

H180°H-180°

Figure 3.3: Illustration of a rectangular inset-fed microstrip patch antenna
with geometrical parameters. The spherical coordinates for the different planes
are φ = 90◦, E−180◦ < θ < E180◦ and φ = 0◦, H−180◦ < θ < H180◦ .

The ‘transmission line model’ [131] method is used to determine the dimensions of the
rectangular inset-fed microstrip patch antenna. The obtained values for the various
geometrical parameters (see Fig. 3.3) are summarized in Table 3.2.
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Table 3.2: Dimensions of the reference antenna consisting of a transmission
medium and rectangular inset-fed microstrip patch antenna (see Fig. 3.3).

# parameter Size (mm) Equation
3.6 Wp 1.210 (B.4)
3.7 Lp 0.940 (B.8)
3.8 wgap 0.080 (B.10)
3.9 lgap 0.394 (B.12)
3.10 wtl 0.240
3.11 wPCB 10.00
3.12 lPCB 19.55
3.13 hPCB 0.102

3.5.2 Outcome of the probabilistic sensitivity analysis

The equations (see Appendix B.1) used to design the geometry of the rectangular inset-
fed microstrip patch antenna have in- and output quantities, which are summarized in
Table 3.3. The input variables are subject to tolerances caused by material proper-
ties and manufacturing techniques. For the tolerances a truncated normal distribution
function of ± 2s will be used, as is discussed in Chapter 2 Section 2.6.2. The values,
used for determining the tolerances, are obtained via datasheets, websites of the PCB
production companies and scientific literature. Therefore each quantity in Table 3.3 is
categorized as a Type ‘B’ evaluation (see Chapter 2, Subsection 2.8.1).

Table 3.3: In- and output parameters of the rectangular inset-fed microstrip
patch antenna design.

# Eval. Dist. Tol. Input Output Equation
Type function (%) Quantity Quantity (Appendix B.1)

3.14 B Trunc. 3 ϵr Wp (B.4)
B Trunc. 10 Wp f0 (B.5)

3.15 B Trunc. 10 hPCB ϵeff (B.6)
3.16 ϵeff ∆l (B.7)
3.17 B Trunc. 10 Lp f0 (B.9)

The tolerances on materials and manufacturing will propagate through the equations,
resulting in a spread of for instance the center frequency f0.

The results of the probabilistic sensitivity analysis simulation, shown in Fig. 3.4, are
presented in a truncated Gaussian distribution (dotted line) which is derived from the
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Gaussian distribution (solid line). As can be observed by comparing both distributions
the probability is slightly differently distributed and bounded between ± 2s.

Fig. 3.4(a) shows the results caused by varying the width Wp of the patch. The spread
of f0 is 2%. Noteworthy is that the distribution function has a bias of 0.25 GHz. This
is believed to be caused by the spread in the width of the patch. As can be observed in
Fig. 3.4(b) varying the length Lp of the patch causes a center frequency spread of 9.6%.
The difference in frequency spread is obvious because with Lp the f0 is determined.

(a) (b)

Figure 3.4: The effect of tolerances related to the input variables on the center
frequency obtained via a probabilistic sensitivity analysis for, (a) varying width
of the patch and, (b) varying length of the patch. The results are presented with
a Gaussian (dotted line) and the truncated Gaussian distribution ± 2s (solid
line). The expected mean x̄ is illustrated with the red dashed dotted line. The
truncation range is indicated by [a, b] (see Chapter 2, Section 2.6.2).

The results for f0 with a varying Wp based on a tolerance of 10% are shown in Fig. 3.5(a)
and f0 with a varying Lp based on a tolerance of 10% are shown in Fig. 3.5(b).

Each graph in the correlation matrix8 shows the association between two random vari-
ables related to the geometry of the rectangular inset-fed microstrip patch antenna,
shown in Fig. 3.3. Each graph shows the trend [negative (descending slope) or pos-
itive (ascending slope)], the shape [linear, non-linear or no relationship (round)] and
the strength [weak, moderate, or very strong (see Chapter 2 Table 2.2)].

8The use of correlation in this simple example is intended to illustrate its usefulness.
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The following conclusions can be drawn from the correlation matrix:

• Red colored numbers in Fig. 3.5, have a negative correlation.

1. There is a very strong linear correlation (−0.97) between f0 and Wp and
therefore sensitive to tolerances [see Fig. 3.4(a)]. This means that if f0

becomes larger then Wp becomes smaller.
2. There is a very strong linear correlation of −0.93 between f0 and Lp and

therefore sensitive to tolerances [see Fig. 3.4(b)]. This means that if f0

becomes larger then Lp becomes smaller.
3. With an moderate linear correlation of −0.47 between the hPCB and the ϵeff.

This means that the value of the ϵeff becomes smaller when the thickness of
the PCB hPCB becomes larger in both matrices. Tolerances on either ϵeff or
hPCB will affect the center frequency f0 [see equation B.8] and the dimensions
of the microstrip line [see Equation (B.13) or Equation (B.14)].

• Black colored numbers in Fig. 3.5, have no correlation e.g. no relationship.

• Green colored numbers in Fig. 3.5, have a positive correlation.

1. With an very strong linear correlation of 0.85. The ϵeff is proportional to the
ϵr in both matrices. This means that tolerances on the relative permittivity
ϵr affect the effective permittivity ϵeff and thus the center frequency f0 and
the dimensions of the microstrip line i.e., its characteristic impedance Z0.

The combination of the truncated Gaussian distribution and the outcome of the corre-
lation matrix helps to asses which parameter is the most sensitive for the tolerances.
For instance, by choosing a manufacturer tolerance9 of 5% the frequency spread shown
in Fig. 3.4(b) will be reduced to 2% with respect to f0. Normally PCB production
companies can produce more accurately than specified, but this is at the expense of the
yield and that will reflect in the costs.

9According to (IPC-A-600G) the 10% manufacturer tolerance is standardly used by companies like
[132].
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(a)

f0 x1010               𝜖r                         𝜖eff d x10-5 hPCB x10-4 Wp x10-3

6 .0       7.0         8 .0        9 .0      3.2             3.6             4          2.8            3.2            3.6    2.9           3           3.1         0                  1                  2           1            1.2              1.6  

x1010

f 0

9.0

7.5

6.0

4

3.6

3.2

3.8

3.4

3

3.1

3

2.9

2

1

0

1.6

1.3

1

𝜖 r
𝜖 ef

f
𝑑

ℎ
P

C
B

𝑊
p

0.85

0.85

-0.97

-0.28

-0.20

-0.20 -0.28 -0.97

-0.10

-0.10

-0.47

-0.47

0.00 0.00 0.00

0.00

0.00

0.00

0.00 0.00

0.00 0.00

0.00

0.00

0.00

0.00 0.00

0.000.00

0.00

(b)
f0 x1010               𝜖r                         𝜖eff d x10-5 hPCB x10-5 Lp x10-4

6.0        7.0         8.0         9.0         3.2             3.6             4          2.8            3.2            3.6  2.9           3           3.1         0                  10                20           8               10         12  

x1010

f 0

9.0

7.5

6.0

4

3.6

3.2

3.8

3.4

3

3.1

3

2.9

20

10

0

12

10

8

𝜖 r
𝜖 ef

f
𝑑

ℎ
P

C
B

𝐿
p

-0.26

-0.26

-0.12

-0.12

-0.21

-0.21 -0.93

-0.93

-0.47

-0.470.85

0.85

0.00 0.00 0.00

0.00

0.00 0.00 0.00 0.00

0.00

0.00 0.00

0.00

0.00

0.000.000.00

0.00

0.00

Figure 3.5: Correlation matrix of quantities related to (a) the width of the
patch Wp and, (b) the length of the patch Lp, affecting in both cases the center
frequency f0 [see Equation (B.9)].
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3.5.3 Design of the antenna excitation

The simulation software [112] provides two types of sources, also known as ports. One
source is called ‘discrete’ port and the other ‘waveguide’ port. In this section we want
to investigate the influence of the port on the behavior of the antenna. There are three
aspects of these ports that cause uncertainty, namely type, location in the design and
physical dimensions.

(a) (b) (c)

Patch

GND Vias GND

Reference line

Vias

Figure 3.6: The rectangular inset-fed microstrip patch antenna with in (a) a
connector interface, (b) a copper backed coplanar waveguide for the RF-probe
and, (c) a patch interface for insertion into a waveguide. The red dashed refer-
ence line separates the RF-connector interface from the microstrip transmission
line and antenna.

Although we ultimately want to investigate the influence of the RF-connector, we want
to excite the reference antenna in such a way that the results can be used for three RF-
connector variants. The three RF-connector interfaces are illustrated in Fig. 3.6. From
left to right are shown the connector interface, the RF-probe interface and the waveguide
interface. The red line indicates where the reference antenna physically starts, which is
also known as the ’reference plane’. In all three cases this is at the transition from the
RF-connector interface to the microstrip transmission line (see also Fig. 3.2). This is
also the location where we will excite the reference antenna.

The port type is more challenging to choose because both types have their own advan-
tages and disadvantages. The discrete port (DP) is illustrated in Fig. 3.7(a) for the
‘edge’ variant and in Fig. 3.7(b) for the ‘face’ variant. The distribution of the current
depicted with the yellow and orange arrows in Fig. 3.7(a) shows that the discrete ‘edge’
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port introduces an extra discontinuity (indicated by the black arrows) compared to the
discrete ‘face’ port shown in Fig. 3.7(b).

(a)

(b) (c)

(e)

(d) khPCB

Figure 3.7: The rectangular inset-fed microstrip patch antenna with illustrated
in (a) the discrete ‘edge’ port, (b) the discrete ‘face’ port, (c) the waveguide port
with size ‘(khPCB)/2’, in (d) the waveguide port with size ‘khPCB’ and in (e)
the waveguide port with size ‘(khPCB)2’ (depicted with the accolades). The
distribution of the current in (a) and (b) is indicated by the blue arrows (return
current dashed light blue). The black arrows in (a) indicate the location where
the discontinuity can be observed. The electric field in (c) to (e) are indicated
with the decaying green arcs. The purple arrow depicted in (c) to (e) is the
Poynting vector [112].

The waveguide port (WGP) is illustrated in Fig. 3.7(c) to Fig. 3.7(e) where the differ-
ence between them is the size in both horizontal and vertical direction [see Fig. 3.7(e),
depicted with the accolades] of the port defined with factor ‘khPCB’10. The challenge
in the geometry of the waveguide port is that on one-hand the port needs to excite
a field distribution (depicted with the decaying green arcs) that corresponds to a real
connected transmission line. On the other hand the port should not be too large such
that it influences the realized gain function of the antenna for certain angles.

To illustrate the effect of the port on the behavior of the antenna, a contour plot of
the electric field in dBV/m exiting a waveguide port is shown in Fig. 3.8(a) for a time

10Factor ‘k’ is the ‘port extension coefficient’ supplied by [112]. In the case of this simulation model
the k-factor is 4.16 with substrate height hPCB (see Table 3.2 #3.13) and microstrip line width wtl
(#3.10) (see Fig. 3.3).
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domain analysis and in Fig. 3.8(b) for a frequency domain analysis. The contour plot
of the electric field exiting a discrete port is shown in Fig. 3.8(c) for a time domain
analysis and in Fig. 3.8(d) for a frequency domain analysis. The gray arrows indicate
the location of the simulation port, both discrete and waveguide. The purple arrows
indicate the location where diffraction occurs. If we compare both waveguide ports then
distinctively a hot spot can be observed on the edge of the port in the frequency domain
(FD) depicted in the inset figure by the gray arrow in Fig. 3.8(b). The hot spot on
the edge of the waveguide port is not present in the time domain (TD) depicted in the
inset figure by the gray arrow in Fig. 3.8(a). As a result, the electric field shown in
Fig. 3.8(b) is disturbed in the area indicated by the red ellipse compared to the area of
the electric field shown in Fig. 3.8(a) by the red ellipse.

(c) (d)

(a) (b)TD WGP

FD DPTD DP

FD WGP

Figure 3.8: Contour plots of the electric-field in dBV/m of a rectangular inset-
fed microstrip patch antenna (cross section in the longitudinal direction) exited
(a) with a waveguide port with size khPCB in time domain, (b) with a waveguide
port with size khPCB in frequency domain, (c) with a discrete face port in time
domain and, (d) with a discrete face port in frequency domain. The gray arrows
indicate the location of the port and the purple arrows the location where an
anomaly occurs.

The reason of the difference in behavior of the waveguide port depending on the chosen
domain is unknown to the author. In Appendix B.7 the waveguide port shows its effect
on the antenna characteristics. In this case the waveguide port is much closer to the
antenna than for the antenna design discussed in this section and shows in time domain
a blockage and a gain function that has been compromised. However, this effect of the
waveguide port is not noticed on the realized gain function of this simulation model
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as shown in Fig. 3.10(a) because there is enough distance between the radiating patch
antenna and the waveguide port. The discrete port in time domain does not have a
blockage but, possibly caused by unwanted radiation [see Fig. 3.8(c)] an effect that
can be noticed in Fig. 3.10(a) (blue solid line) by a ripple with a certain periodicity
compared to the realized gain function results of the waveguide port.

3.5.4 Simulation results of the rectangular inset-fed microstrip
patch antenna

The rectangular inset-fed microstrip patch antenna is simulated as a non-simplified
model, meaning that both dielectric and metal losses are taken into account. The dis-
crete port11 and waveguide port models are solved in both time- and frequency domain.
The simulation settings are summarized in Table 3.4 and the reflection coefficient and
gain pattern results of the reference rectangular inset-fed microstrip patch antenna are
shown in Fig. 3.9 and Fig. 3.10.

Table 3.4: Simulation settings concerning the mesh cells for time domain (TD)
with regular grid and frequency domain (FD) with irregular grid.

# Port Settings TD12 Settings FD
3.18 WGP Cells per λ 40 min. edge length 254e−6

3.19 WGP Smallest cell 0.01 Max. edge length 1.44064
3.20 WGP Largest cell 0.833 Average quality 0.79
3.21 WGP Number of 18, 001, 440 Tetrahedrons 4, 409, 923
3.22 WGP Nx, Ny, Nz 271, 464, 145
3.23 DP Cells per λ 40 min. edge length 2e−6

3.24 DP Smallest cell 0.01 Max. edge length 1.4647
3.25 DP Largest cell 0.832 Average quality 0.80
3.26 DP Number of 18, 164, 432 Tetrahedrons 3.371.386
3.27 DP Nx, Ny, Nz 273, 468, 144

Time domain results: The reflection coefficient versus frequency results shown in
Fig. 3.9(a) of the discrete port edge has a slight offset with respect to the minimum,

11“By selecting the ‘Distributed’ scheme the source and load are uniformly distributed over the
entire surface of the face (entire length of the wire, respectively) providing a robust representation e.g.
in case of mesh adaptation, as well as supporting coaxial face elements and also discrete current face
ports.” [112]

12The settings are based on the antenna model with WGP size k and DP face.
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compared to the f0 (See Table 3.1) by approximately 1.7 %.

The realized gain function in the E-plane, shown in Fig. 3.10(a), has a ripple with a
certain periodicity with a maximum magnitude of approximately 1.5 dB. Comparing
the results for the different ports does not show a significant difference. The ripple with
a certain periodicity is caused by the diffraction at the edges of the PCB on either side
in the E-plane direction [see Fig. 3.8(c) and Fig. 3.3 (±E90◦)]. Possible blockage or
reflection due to the size of the waveguide port cannot be noticed, although the contour
plot of the E-field in Fig. 3.8 shows an effect that can be categorized as stemming from
an obstruction. Concerning the H-plane shown in Fig. 3.10(c) the results are almost
identical for angles smaller than ±45◦ for the different ports. Because of the relatively
short distance to the edge of the PCB in the H-plane direction, the periodicity has a
lower frequency and is therefore almost not noticeable. For angles larger than ±45◦

there is a difference between the waveguide-port and the discrete-port results. This can
be explained from the fact that the waveguide port absorbs more of the fringe fields
and the surface waves than the DP.

The trueness [see Equation (2.19)] of the realized gain is summarized in Table 3.5 and
shows a minimal variation, less than 5.0%, comparing the different ports. This is because
at 85 GHz the reflection coefficient is around −10 dB for all different port types. The
largest deviation in realized gain is seen for the discrete edge port and is more than
17%. This is expected to be due to the extra discontinuity introduced at the location
of the excitation as shown in Fig. 3.7(a).

Frequency domain results: The reflection coefficient minimum shown in Fig. 3.9(b)
for the discrete edge port case and waveguide port k/2 case are off compared to the
center frequency [f0, See Table 3.1, (#3.01)] by ≈ 2.8% and ≈ 2.0%, respectively.
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(a) (b)

Figure 3.9: The reflection coefficient of the rectangular inset-fed microstrip
patch antenna reference for various port configurations for (a) time domain
simulation and (b) frequency domain simulation. The red line indicates the
−10 dB and the gray dotted line the center frequency f0. The transparent blue
area is the 2% frequency bandwidth (see Table 3.1).

(a) (b)
θ (deg) θ (deg)
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(c) (d)
θ (deg) θ (deg)

Figure 3.10: The realized gain pattern (dBi) of the rectangular inset-fed mi-
crostrip patch antenna reference for E-plane (a) time domain (TD) simulation
and, (b) frequency domain (FD) simulation and H-plane (c) time domain sim-
ulation and, (d) frequency domain simulation. The vertical gray dotted lines
indicate the realized gain at 0◦ and ±90◦. The horizontal red line indicate the
realized gain of 5 dBi (see the design requirements Table 3.1). For all simulation
results f0 = 85 GHz

The realized gain function in the E-plane, shown in Fig. 3.10(b), has a periodicity with
a maximum magnitude variation of approximately 10 dB. The cause of that magnitude
variation can be observed in Fig. 3.8(b). The E-field seems to diffract or caused by
a numerical anomally at the top of the waveguide port indicated by the white arrow
causing a constructive and destructive interference pattern. Comparing the results for
the different ports does not show significant differences. Therefore, it can be concluded
that the periodicity is caused by the diffraction on the edge of the PCB on either side in
the E-plane direction [see Fig. 3.3 (±E90◦)]. Possible blockage or reflection effects due
to the size of the waveguide port cannot be noticed. Concerning the H-plane, shown in
Fig. 3.10(c), the results are almost identical for all ports and for angles smaller than
±45◦. Because of the relatively short distance to the edge of the PCB in the H-plane
direction, the periodicity has a lower frequency and is therefore almost not noticeable.
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Table 3.5: Trueness (2.19) of frequency f0, bandwidth BW and antenna gain
with various simulation settings compared with the design requirements [see
Table 3.1, (#3.01), (#3.02) and (#3.03)]. The values in bold are representing
the minima for the specific antenna characteristic and solver type.

# Port Solver Solving f0 BW Gain
Type Time Trueness Trueness Trueness

(%) (%) (%)
3.28 WGP khPCB TD ≈ 2.0 h 99.92 72.65 85.03
3.29 WGP khPCB2 TD ≈ 5.5 h 99.92 69.11 84.60
3.30 WGP khPCB/2 TD 99.92 79.81 85.91
3.31 DP Face TD ≈ 1.5 h 99.92 84.58 82.10
3.32 DP Edge TD ≈ 1.5 h 98.52 61.59 81.17
3.33 WGP khPCB FD ≈ 7.0 h 99.35 75.56 88.42
3.34 WGP khPCB2 FD ≈ 4.5 h 99.35 71.73 89.35
3.35 WGP khPCB/2 FD ≈ 4.5 h 99.35 57.24 68.40
3.36 DP Face FD ≈ 6.5 h 99.35 66.67 89.29
3.37 DP Edge FD ≈ 4.5 h nd13 nd 65.79

The trueness of the realized gain is summarized in Table 3.5 and shows a minimal
variation, less than 4%, comparing the different ports. This is because at 85 GHz the
reflection coefficient is around −10 dB for all different port types. The largest deviation
is noticed for the DP edge port case and is more than 18%. This is expected to be due
to the extra discontinuity at the location of the excitation as shown in Fig. 3.7(a). The
trueness of the center frequency f0, frequency bandwidth BW and antenna gain are also
shown in Table 3.5 per port type and solver type.

The choice14 of port type to excite the antenna and its design should be carefully
considered15. For the ‘measurable’ antenna, which can be connected to for instance a
VNA, in most cases a waveguide port seems the best option, as illustrated in Fig. 3.11.
The ‘research’ antenna, equipped with a microstrip line, could be excited by both a
waveguide port or a discrete port.

13Not to be determined (See Fig. 3.9(b) blue dashed line).
14The transmission media mentioned under the heading ‘Transmission media’ in Fig. 3.11 are used

in this thesis. There are more transmission media than mentioned in this table. However, most
transmission media will eventually switch to a coaxial connection in order to be able to be connected
to, for example, a VNA.

15See Appendix B.7
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Antenna 
configuration
(see Fig. 1.5)

Simulation 
settings
RF-connection Transmission

medium

Research
(basic)
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System 
(AoC, AiP, 
etc.)
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No

Yes

Coax

Stripline

Microstrip 
line

Co-planar 
waveguide

Port type

WGP

WGP (Multi-pin 
port)

WGP (Number of 
modes)

DP

DP (Simultaneous 
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Figure 3.11: Antenna configuration versus the optimal port definition for the
antenna investigated in this thesis. The antenna configurations that are not
investigated in this thesis are grayed-out. The red colored arrows indicate the
path of the transmission line and port used for the reference antenna (rectan-
gular inset-fed microstrip patch antenna) characterized in this chapter.

The advantage of a waveguide port is that it directly excites a TEM- or quasi-TEM-
wave into the transmission medium, takes the fringe fields into account and has adaptive
impedance matching. A disadvantage is that this port type seems to create numerical
anomalies visualized by for instance the contour plot of the E-field [see Fig. 3.8(b)], that
could affect several antenna characteristics like the frequency bandwidth and realized
gain (see Section 3.5.3).

The advantage of the discrete port is that its interaction with the radiating structure
is negligible. A disadvantage is that it does not take the fringe fields into account and
needs space to build up the TEM- or quasi-TEM-wave in a transmission medium, which
could affect several antenna characteristics like, for instance, the reflection coefficient.
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3.6 Case study 2: Circularly polarized dielectric rod an-
tenna
Published in [5]

In this case study16 a circularly polarized [see Appendix B.2] rod antenna, shown in
Fig. 3.12, will be analyzed. This is an already existing antenna, which is described
in [133]. The circularly polarized (CP) rod antenna will be verified by performing an
extensive tolerance analysis. Given the complexity of the composition of this antenna,
we have not opted for a probabilistic sensitivity analysis simulation. In this case we
use an analysis based on the minimum and maximum tolerance value per variable. It
should be noted that each simulation run, changing one variable takes up to a few
days using a Graphics Processing Unit (GPU)17. The main disadvantage of not using a
probabilistic sensitivity analysis simulation is that the covariance of the different input
variables can not be taken into account easily. The advantage of using a probabilistic
sensitivity analysis simulation and creating a covariance matrix has been shown in the
first case (see Section 3.5).

Hence, the PCB, of which the dimensions are shown in Table 3.6 (#3.39), is extended
[see Figure 3.13(b)] to what we call a measurable mm-wave CP rod antenna.

Table 3.6: Dimensions of the circularly polarized rod antenna design (see Sub-
section 3.5.2).

# Antenna design type Dimensions PCB (wPCB x lPCB x hPCB)
3.38 Application design 6.72 mm x 8.00 mm x 0.19 mm
3.39 Measureable design 34.00 mm x 33.00 mm x 0.19 mm

16The results of this case study, presented in this section and Appendix B.2 to Appendix B.6, is
based on a published article [5].

17A computer with a GPU-card can solve the electromagnetic problem 14 times faster than a
computer without GPU [134].
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Rod

Connector interface

PCB

Edge-fed patch

Figure 3.12: Realized circularly polarized rod antenna.

3.6.1 Design parameters

Figure 3.13(a), shows an illustration of the ‘application design’ of a CP rod antenna in
transmit and receive mode. The size of the PCB can be found in Table 3.6 (#3.38). As
can be concluded, the dimensions of the application design are too small to be able to
add an RF press-fit connector or an area for connecting an RF-probe, for example.

Rod

hPCB

RHCP

Edge-fed
Patch

Connector 1

Connector 2

LHCP

Housing

Printed circuit board
with transceiver electronics

lPCB

wPCB

(a) (b)

Application
Size PCB

Hybrid

Figure 3.13: In (a) an illustration of a short-range communication application
with the circularly polarized rod antenna i.e.; the application design, and (b) the
same circularly polarized rod antenna but now in a measurable configuration so
that it is characterizable i.e., the measurable design.



72 3 Verifying the simulation model to define an antenna reference

The design requirements of the CP rod antenna are shown in Table 3.7.

Table 3.7: Design requirements of the circularly polarized rod antenna.

# parameter Design requirements
3.40 Center frequency 61 GHz
3.41 Bandwidth (−10 dB) > 9 GHz
3.42 Isolation (−20 dB) > 9 GHz
3.43 Gain 9 dBi
3.44 Half power beamwidth < 30◦

3.45 Polarization Circular (RHCP and LHCP)
3.46 Axial ratio at broadside > 0.5 < dB
3.47 Impedance 50 Ω
3.48 Connector type RF press-fit connector

3.6.2 Simulation model

The CP antenna consists of a rectangular dual edge-fed, microstrip patch antenna, e.g.
the CP rod antenna shown in Fig. 3.13(b). The CP rod antenna generates circular
polarization with the help of a microstrip hybrid to create the required phase shift of
90◦. The hybrid [see Fig. 3.13(b) [135]] makes it possible to excite the antenna for
right-hand circular-polarization (RHCP) or left-hand circular-polarization (LHCP). A
dielectric rod is placed on top of the patch antenna. The shape and material properties
of the rod are chosen to maximize the antenna gain.

Although the rod is part of the antenna, it will not be analyzed separately. This was
already done in a previous research and discussed in [135]. To be able to connect the
antenna to the VNA, two connectors of type 08K80A-40ML5 [36] are placed on the
PCB.

Fig. 3.14(a) shows the measurable simulation model of the CP rod antenna. The
transition from a coaxial connector to one of the microstrip transmission lines is shown
in Figure 3.14(b). The realization of the antenna, in this case on a multilayer PCB,
introduces uncertainties, which are caused by inaccurate material properties at the
frequency of operation and manufacturing tolerances [136], [137].
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Connector 1
Connector 2

Rod

Connector transition 
to transmission line
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E90°
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Figure 3.14: Detailed simulation model (a) with the vertical- and horizontal
plane perpendicular to the PCB at E0◦ and E90◦ , respectively. Shown in (b) is
the connector attached to the transmission line in a close-up view.

3.6.3 Simulation results

Results obtained with full-wave simulation software are already often implicitly sug-
gested to be used as statistical antenna references in literature. This is done by using
terms like a ‘good agreement18’ or ‘we see a trend’ in discussing the graphical repre-
sentations of simulation and measurement results. However, using simulation results
as a reference is justified only when the results come as close as possible to the values
presented in the antenna design requirements (see Table 3.7). Round-off errors in the
numerical calculations, specific software settings, and external factors will introduce
uncertainties [139] that affect the validity of using the results as a reference. Therefore,
different aspects concerning the simulation tool and the input parameters are tested.
Possible sources for deviations that should be considered are the intrinsic settings of
the simulation software [see Appendix B, Table B.1 (#3.49)-(#3.51)]:

• insufficient mesh cells due to specific convergence settings,

• a less efficient solver type [Appendix B, Table B.1, (#3.40)],

• non-physical excitation (port) definition [Appendix B, Table B.1, (#3.39)].

18“Let’s face it, these phrases have no meaning, and, in my opinion, no place in scientific literature.
I’ve used them in papers, before I came to the realization that they have no value. If the agreement is
good, tell us how good: use a number, an RMS, a percentage, etc. One researcher’s “good agreement”
is another’s “failed to converge.””[138]
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Furthermore, external factors causing deviations include:

• inaccurate values for the material properties [Appendix B, Table B.1, (#3.42) -
(#3.43)],

• ignored manufacturing tolerances [Appendix B, Table B.1, (#3.46) - (#3.49)],

• over-simplistic simulation model that does not represent the realized antenna (Ap-
pendix B, Table B.1, #3.41).

For the external factors, an iteration cycle from simulation to realization is illustrated
in Fig. 1.5 (see Chapter 1). In this cycle, the frequency-dependent substrate material
properties, e.g., the permittivity and loss tangent and the PCB manufacturing toler-
ances, are obtained. This iteration between simulation step and realization step is
considered as a calibration of the reference.

In Appendix B, Table B.1, the trueness is shown resulting from varying input parame-
ters for angle θ = 0◦ i.e., boresight. Fig. 3.15, Fig. 3.17 and Fig. 3.18 show the effect
over angles −30◦ < θ < 30◦ for the axial ratio (AR) and −90◦ < θ < 90◦ for the realized
gain function resulting from the varying parameters like excitation source, solver do-
main and material and manufacturer tolerances. The chosen excitation (#3.49), being
a waveguide port or discrete port, affects the impedance, the AR [Fig. 3.15(a)] and
gain function [Fig. 3.15(b)]. The way the DP is connected to a coaxial feed leads to a
mismatch that explains the deterioration of the impedance, AR, and realized-gain (see
Appendix B, Table B.1). Using different solvers (#3.50) should lead to the same results.
Although the same convergence settings are used, deviations are observed between the
frequency domain and time domain solver results for both AR and realized gain func-
tion. The simulation time for time domain simulations is approximately 7 hours and
for the frequency domain it is approximately 240 hours, a factor of 30 times slower.
The increase in simulation time also depends on the design complexity (#3.51). Solv-
ing design-complex structures may require specific computational resources such that it
can be performed in a reasonable time [134].
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(a) (b)
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Figure 3.15: Simulated (a) axial ratio and, (b) realized gain function in the φ
= 0◦-plane and φ = 90◦-plane as a function of (elevation) angle θ for different
simulated port excitation’s. For all simulation results f0 = 61 GHz.

In the φ = 0◦-plane [see Fig. 3.16(a) and Fig. 3.16(b)] the electromagnetic wave
experiences a different environment than in the φ = 90◦-plane [see Fig. 3.16(c) and
Fig. 3.16(d) for the E-field distribution]. In the φ = 90◦-plane the obstruction of and
reflection from the connectors will be more dominant than in the φ = 0◦-plane, affecting
the measured results. In the φ = 0◦-plane the diffraction from the edges of the PCB
will be more dominant than in the φ = 90◦-plane. This explains why in Fig. 3.15(a)
and Fig. 3.15(b) different AR and realized gain function results can be observed for the
φ = 0◦-and φ = 90◦-planes [see Fig. 3.14(a)].

The results for varying material properties (#3.52) and (#3.53) are shown in Fig. 3.17(a)
and Fig. 3.17(b) for the AR and realized gain, as a function of angle θ at a frequency
of 61 GHz, respectively. A small effect is noticed for permittivity and loss tangent
variations (#3.52) and (#3.53). This is not the case for the manufacturing tolerances
(#3.56) to (#3.58). It is observed that these tolerances cause the most considerable
deviations so far, especially the tolerances for the layer registration of the multilayer
PCB [see Fig. 3.18(a) and Fig. 3.18(b)]. In this case, the misalignment between the
microstrip feed line and the patch appears to be disastrous. The PCB layer registration
error, measurement methods for the CP rod antenna and measurement results can be
found in Appendix B.4, Appendix B.5 and Appendix B.6, respectively.
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Figure 3.16: Contour plot of the E-field in dBV/m for the φ = 0◦ plane show-
ing (a) diffraction and, (b) obstruction of the connectors. For the φ = 90◦

plane, (c) shows diffraction and (d) obstruction and reflection from the connec-
tors. For all simulation results f0 = 61 GHz.
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(a) (b)
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Figure 3.17: The effect of the material properties on, (a) the axial ratio
and, (b) the realized gain function for φ = 0◦-plane. For all simulation results
f0 = 61 GHz.
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Figure 3.18: The effect of the manufacturing tolerances on, (a) the axial ratio
and, (b) the realized gain function for φ = 0◦-plane. For all simulation results
f0 = 61 GHz.
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3.7 Summary and conclusions

Setting up a research antenna, e.g. reference showing the actual behaviour of the
antenna, starts by pointing out the various functional parts and defining what part
belongs to the antenna reference model. The reference antenna is considered without
RF-connector but with a transmission medium. The uncertainties (systematic and
random errors) that affect the characteristics of the reference antenna are the simulation
settings, port type, solver type and manufacturer tolerances have been validated on the
basis of two cases.

The first case is based on a linearly polarized rectangular inset-fed microstrip patch
antenna. Probabilistic sensitivity analysis (random error) is applied on the available
equations (see Appendix B.1) based on realistic manufacturer tolerances. From the
truncated normal distribution and correlation matrix it is derived that the permittivity
and height of the PCB affect the center frequency and frequency bandwidth the most.
It is suggested to reduce the production tolerance from 10% to 5% to reduce the spread
of f0 to 2%.

When investigating the effect of the simulation software settings on the antenna be-
havior, it has become clear that the port type and antenna excitation design introduce
uncertainties (systematic error). Not every port type or design gives the same result.
Therefore, a graph is made where the different transmission types are connected to a
certain port type that results in the most accurate results of the antenna characteristics
with minimal influence of the port.

The second case is based on a circularly polarized rod antenna. The simulation settings,
material properties and manufacturer tolerances are used as input parameters for the
simulation model to see the effect (systematic error) on the axial ratio and realized gain
function. The choice of excitation (port type) gives the most substantial deviation in
the simulation results. After varying the earlier mentioned parameters, the accuracy of
the axial ratio is expressed with a trueness of 99% and a precision of ±0.06 dB (1s) the
accuracy of the realized gain has a trueness of 98% and a precision of ±0.1 dB (1s).
The layer registration is the most critical concerning manufacturing tolerances.

In conclusion, the antenna design process as described in Chapter 1, Section 1.6, Fig. 1.5
was followed in both case studies. This has led to the design of a simulation model with
realistic details and settings whose influence on the behavior of the antenna is under-
stood. But also an improved measurement setup that exerted less influence on the
behavior of the antenna during the measurements. Because the antenna design process
has been followed the measurement results could be validated with the simulation re-
sults, quantified with precision (error bars) and Trueness (%) resulting in an accuracy
(see Fig. 2.10).



Chapter four

Analysis and design of the
RF-connector

“A perfect interconnection influences neither the quality nor the quantity of the signal.
A perfect interconnection does not exist.”

(The Observer)

4.1 Introduction

In most commercially available wireless systems, the antenna is integrated. By inte-
grated we mean that the antenna is printed on a PCB, for example, and connected to
a transceiver through a transmission line. To characterize these antennas, a measur-
able variant can be made. An important component to be added to this ‘measurable’
antenna is an RF-connector. In this way the antenna can then be connected to an an-
tenna measurement system. A variety of RF-connector types is available, of which the
following will be covered in this chapter: the RF press-fit connector, the RF-probe, and
the waveguide-to-PCB connector. Since the aim is to only characterize the behavior of
the antenna, attention should be paid on where and how the connector is positioned in
the measurable antenna design. Even if the connector has been carefully placed in the
measurable antenna design, the question remains whether it still influences the antenna
behavior in some way, i.e. the observer effect. The aim of this study is to find out which
of the following physical phenomena: surface waves, reflection, diffraction and unwanted
radiation cause disturbances on the antenna characteristics and how this correlates with
the aforementioned connector types. Based on the obtained results, i.e. which physical
phenomenon appears to have the greatest influence, the design of a new RF-connector
type will be presented. For this new RF-connector it will be shown that the influence
on the antenna characteristics is significantly smaller than obtained with the commonly
used RF-connector types. Finally, also a contactless RF-connection will be described
that will be analyzed for usability for measurable / integrated millimeter-wave antennas.

79
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4.2 Connected antenna measurement

With an electrically connected antenna measurement, a mechanical contact exists be-
tween the antenna to be measured, i.e. an AUT, and the antenna measurement system.
This mechanical contact is made by means of RF-connectors. By using an RF-connector,
it becomes easy to electromagnetically connect and disconnect the antenna in the an-
tenna measurement setup. For antennas operating in the millimeter-wave frequency
band, several RF-connector types exist to establish this mechanical contact as shown
in Fig. 4.1.

The first RF-connector, shown in Fig. 4.1(a), is the RF-coaxial-press-fit-connector
[see Table 4.1 (#4.1) and (#4.2)]. This RF-connector with a 1 mm screw interface is
intended for frequencies up to 110 GHz [36]1. We will discuss two implementations of
this RF-connector applied to the same antenna.

The second RF-connector, shown in Fig. 4.1(b), is the RF-probe2 [140]. It was first
introduced in antenna measurements at the beginning of this century [141]. The RF-
probe consists of a tip with a configuration of contact pins that together form a co-
planar waveguide. Furthermore, the RF-probe consists of a semi-rigid coaxial cable, an
RF coaxial screw interface and - almost always - a metal housing. Also, in this case, we
will discuss two implementations of the RF-connector in the antenna design.

(a) (b) (c)
Press-fit connector

Coaxial 
screw 
interface

Back plate

Waveguide

Inset adapter
G

G
S

Lid

FlangeHousing
Coaxial 
screw 
interface

Probe tip

Figure 4.1: (a) RF press-fit connector from [36], (b) an RF-probe [140] with
in insert an image of a ground-signal-ground (GSG) probe tip (red ellipse) and,
(c) a custom-made waveguide to PCB connector.

The final RF-connector we want to discuss in this chapter, shown in Fig. 4.1(c), is an
in-house-designed waveguide-to-PCB connector [142], [143]. This waveguide-to-PCB
connector is made specifically for a inset-fed microstrip patch antenna discussed in

101K80A-40ML5 right angle jack connector for PCB application.
2Model 110H RVP-style.
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Chapter 3 Section 3.5. Only one implementation of this RF-connector type will be
investigated.

4.3 Case study: Uncertainties in the characteristics of
a rectangular inset-fed microstrip patch antenna
caused by an RF-connector
Partially published in [144]

The rectangular inset-fed microstrip patch antenna mentioned in Chapter 3, Section 3.5,
is now extended with an RF-connector. A rectangular inset-fed microstrip patch an-
tenna is chosen because it provides insight into most of the physical phenomena intro-
duced in Section 3.4.

4.3.1 Various RF-connectors

Usually a simulation model of an antenna is validated with measurement results. Al-
though the simulation model must be a representation of the actual antenna, often not
all components are included. The simulation time can become extremely long by adding
certain components to the simulation model. An example of such a component is the
RF-connector. It is clear that the absence of the RF-connector in the simulation model
can lead to large differences between simulation and measurement results, especially at
higher frequencies (>30 GHz). This is mainly due to the RF-connector dimensions, for
frequencies from 30 GHz onwards, becoming one to a few wavelengths. The precense
of the RF-connector in the simulation model is rarely referred to in the literature to
explain the differences between simulation and measurement results [3]. The effect of
the RF-connector on the antenna behavior is not specified.

Nevertheless, the results of a simulation model without an RF-connector offer an oppor-
tunity to understand how the RF-connector and the RF-connector interface3 influences
the behavior of the antenna. The simulation model without RF-connector then becomes
an ‘ideal’ reference (see Chapter 3, Section 3.5).

To analyze the influence of the RF-connector on the behavior of the antenna, a sim-
ulation model is made of each RF-connector mentioned in Table 4.1. The simulation
models of the RF-connectors have been merged with an existing simulation model of a
planar antenna.

3An RF-connector interface is a transmission line on a PCB for the purpose of placing and con-
necting an RF-connector to an antenna.
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The five different RF-connector integrations are divided into two categories, based on
intuition and experience in measuring millimeter-wave antennas:

• “Not preferred.” These are the RF-connectors that are expected to have such
an influence due to their size / position that the characteristics of the antenna
can no longer be correlated4 to the results of the simulation model without an
RF-connector.

• “Preferred”. These are the RF-connectors that are expected to have a minimal
influence due to their size / position so that the characteristics of the antenna can
be correlated with the results of the simulation model without an RF-connector.

In order to arrive at an antenna design in which the RF-connector disturbs the antenna
characteristics as little as possible, it must be understood which physical phenomena
cause the disturbances and how these disturbances occur. These physical phenomena
are: surface waves, reflection, diffraction [145], [102] and unwanted radiation. These
four physical phenomena are caused by a fifth physical phenomenon namely: antenna
radiation. The fifth phenomena is wanted radiation and mentioned here as a possible
direct source of an other physical phenomena like reflection. With this in mind we can
describe the term ‘direct coupling’5 and ‘indirect coupling’6 as will be discussed and
illustrated in the next Subsection.

4The quality of the correlation (good agreement) between measurement and simulation results is
determined using trueness, accuracy and precision (see Chapter 2, Section 2.6), the limit is based on
the design requirements.

5By ‘direct coupling’ it is meant that a physical phenomenon is the primary source influencing the
antenna characteristics.

6By ‘indirect coupling’ is meant that a physical phenomenon as a second source is the cause of
this coupling initiated primarily by the antenna radiation whereby the antenna characteristics are
influenced.
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Table 4.1: Various physical phenomena that cause uncertainties in the outcome
of the measured antenna characteristics related to an RF-connector type.

# Connector type Causes Affects
(physical phenomena) (antenna characteristic)

4.1 RF press-fit Reflection, Z, S11
connector top unwanted radiation Grp, Gr

4.2 RF press-fit Reflection, Z, S11
connector bottom unwanted radiation Grp, Gr

4.3 Top RF-probe Reflection, diffraction, Z, Grp, G
unwanted radiation.

4.4 Side RF-probe Diffraction, Grp, Gr
unwanted radiation

4.5 Waveguide to PCB Diffraction Z, Grp
connector

In Table 4.1, each physical phenomenon is linked to antenna characteristics that may
be disturbed. These characteristics are: impedance (Z), reflection coefficient (S11),
realized gain pattern (Grp) and realized antenna gain (Gr).

In the following subsection, the five physical phenomena will be described using a
schematic illustration of an antenna.

4.3.2 Functional decomposition of a rectangular inset-fed microstrip
patch antenna with an RF-connector

In Fig. 4.2 ‘Antenna radiation’ is indicated using dark gray circles. Highlighted in
the inset figure is the field distribution coming from a rectangular inset-fed microstrip
patch antenna (location indicated by black open arrow) by means of a contour plot of the
electric field. The antenna radiates mainly in the upper hemisphere due to the ground
plane of the rectangular inset-fed microstrip patch antenna. The field distribution
coming from the antenna occurs in three regions. These regions are the reactive near-
field, the radiating near-field and the far-field. Placing the RF-connector in the first
region, the reactive near-field, changes the behavior of the antenna. The placement of
the RF-connector in the reactive near-field causes the creation of a structure consisting of
the original antenna and RF-connector that together form a new antenna. The current
distribution over the antenna and RF-connector together contribute to the radiation.

Finally, antenna radiation is the direct source of some of the physical phenomena that
will be described below. This means that there will be a mutual interference between
antenna and RF-connector. In the following figures, the mutual influence, direct cou-
pling, will be indicated by a solid blue line with a double arrow. The influence of the
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‘indirect coupling’ will be indicated by the dashed blue line with a double arrow.

Figure 4.2: Illustration of a radiating antenna
indicated by the dark gray circles. The inset
figure shows a contour plot of the electric field
in dBV/m (The scale can be found in Fig. 4.7).
Highlighted in the inset figure is the simulated
antenna radiation.

In Fig. 4.3 a ‘surface wave’ is indi-
cated using green lines. Surface waves
are transverse magnetic (TM) and
transverse electric (TE) modes of the
substrate and attenuate in the trans-
verse direction. The phase velocity
depends on the substrate height hPCB

and relative permittivity ϵr of the
substrate. The TM0 mode does not
have a cutoff frequency. However, the
higher TMn and TEn modes do have
cutoff frequencies given by [122]7:

f0 = ncair

4hPCB
√
ϵr − 1 (4.1)

where cair is the speed of light in air8,
n = 1, 3, 5, . . . for the TEn modes and

Figure 4.3: Illustration of surface waves in the
substrate indicated by the green lines. The blue
dashed lines with arrows indicate the indirect
coupling between RF-connector and transmis-
sion line.

n = 0, 2, 4, . . . for the TMn modes
[122]. Surface wave can be avoided
in the antenna design by limit-
ing the thickness of the substrate.
This means that the combination of
hPCB = 0.1016 mm and ϵr = 3.16
leads to a cutoff frequency for the
TE1 = 501.78 GHz.

For sake of completeness, Fig. 4.3
shows the worst-case situation where,
if surface waves (green lines in the
substrate) would exist and have indi-
rect coupling (dashed blue lines with
arrows) with the RF-connector and
RF-connector interface. However, it
is assumed that only the fundamen-
tal

7This equation is only valid for a single layer PCB. Surrounded on both sides by air.
8The speed of light in air (cair) is 299702547 m/s [146], where the speed of light in vacuum is

299792458 m/s.
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Figure 4.4: Illustration of the cause of reflec-
tion indicated by the red lines and the reflec-
tion indicated by the red dashed lines. The in-
set figure shows a contour plot of the E-field
in dBV/m. Highlighted in the inset figure is
an interference pattern caused by the reflection
on the RF-probe housing. The blue dashed line
with arrows indicates the indirect coupling be-
tween antenna and RF-probe housing.

mode propagates through the sub-
strate. Therefore, limited effect on
a well-designed antenna can typically
be attributed to surface waves. Even
if the TE1 mode exist, due to limita-
tions in the design of the thickness of
the PCB, the distance to the edge or
RF-connector is so far that effects on
the antenna characteristics will not
be noticed, as discussed in Appendix
C.1. This physical phenomenon will
therefore not be discussed further in
this chapter.

In Fig. 4.4 ‘reflection’ of an electro-
magnetic wave is depicted by dashed
red lines. The wave coming from the
antenna and giving rise to reflection
on, in this case, a top RF-probe, is
depicted with solid red lines.

Figure 4.5: Illustration of diffraction indicated
by the dashed purple circles initiated by antenna
radiation indicated by the dark gray lines. The
inset figure shows a contour plot of the E-field
in dBV/m. Highlighted in the inset figure is the
effect of diffraction on the edge of the PCB. The
blue dashed line with arrows indicate the indi-
rect coupling between antenna and diffraction
on the edge of the PCB.

Highlighted in the inset figure is an
interference pattern caused by re-
flection of an electromagnetic wave,
emitted from the antenna, on a sur-
face on the metal housing of the top
RF-probe. The influence of the re-
flected electromagnetic wave on the
antenna characteristics depends on
the size and position of the plane
on which the reflection takes place.
This means that if the plane on which
reflection takes place is reduced or
tilted sufficiently, the reflected wave
will have minimal or even no influence
on the antenna characteristics. There
is a indirect coupling between the an-
tenna and the surface on which the
electromagnetic wave reflects. This is
indicated by the dashed blue line with
a double arrow.
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Figure 4.6: Illustration of unwanted radiation
indicated by the orange circles. The inset figure
shows a contour plot of the E-field in dBV/m.
Highlighted in the inset figure is radiation from
the RF-probe tip in two directions. The blue
lines with arrows indicate the direct coupling be-
tween RF-probe tip and connector housing and
between RF-probe tip and antenna.

In Fig. 4.5, ‘diffraction’ of an elec-
tromagnetic wave is indicated using
dashed purple circles. The main
source of the diffraction is the an-
tenna radiation (dark gray circles).
Highlighted in the inset figure is
diffraction of an electromagnetic wave
on the edge of the PCB coming from
the antenna. On the edge of the
PCB, the existence of a secondary
(point) source is considered. Part of
the electromagnetic wave will radi-
ate towards the antenna and will in-
terfere with the electromagnetic wave
coming from the antenna. This con-
structive and destructive interference
causes a ripple with a certain period-
icity, on the radiation pattern of the
antenna. Diffraction provides an in-

direct coupling with the antenna via the (virtual) source on the edge of the PCB.
Indirect, because diffraction is caused by antenna radiation. The indirect link is indi-
cated by the dashed blue line with a double arrow. Also visible in the inset figure is
that the electromagnetic wave curves around the edge of the PCB to the opposite side
of the antenna. An antenna holder could be placed on this opposite side. Because its
material characteristics will be different from air, this holder can influence the behavior
of the antenna. The diffraction-effect on the antenna can be remedied by either mak-
ing the PCB sufficiently small or making the PCB sufficiently large. Making the PCB
sufficiently small will enlarge the period of the disturbance such that it is no longer
perceptible in the Grp of the antenna. Making the PCB sufficiently large ensures that
the losses in the substrate and the spherical spread will weaken the amplitude of the
wave emitted at the edge to such a degree that the influence on the Grp is no longer
perceptible.

In Fig. 4.6 ‘unwanted radiation’9 is indicated using orange circles. Highlighted in
the inset figure is unwanted radiation at the location where the RF-probe contacts the
transmission line printed on the PCB. The electromagnetic wave from the RF-probe
propagates in the direction of the antenna as well as in the opposite direction. The

9We define ‘unwanted radiation’ as radiation from a different source as the antenna inside its
frequency band. Sometimes this physical phenomenon is confused with the term spurious radiation.
This is incorrect because spurious radiation is defined as: ‘Any emission from a radio transmitter at
frequencies outside its frequency band. Also known as unwanted emission [147].’
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unwanted radiation originates from the RF-probe tip. The cause of the unwanted radi-
ation is the discontinuous transition from the coaxial cable to the transmission line on
the PCB. This means that the propagating wave also undergoes a discontinuity creat-
ing higher order modes and unwanted radiation. Unwanted radiation creates a direct
coupling between the RF-probe and the antenna indicated by the blue line and double
arrow. Furthermore, the unwanted radiation also couples to the RF-probe housing,
indicated by a blue line and double arrow.

The description of the four physical phenomena in the previous paragraphs provides
insight into the correlation between these phenomena and their influence on the behavior
of the antenna. Fig. 4.7 shows five plots of the simulated electric field in a snapshot for
the various RF-connectors in combination with a rectangular inset-fed microstrip patch
antenna. Fig. 4.7(a) shows the field for the top RF press-fit connector in top position,
Fig. 4.7(b) for the bottom RF press-fit connector, Fig. 4.7(c) for the top RF-probe, Fig.
4.7(d) for the side RF-probe and in Fig. 4.7(e) for the waveguide-to-PCB connector. In
all cases the same rectangular inset-fed microstrip patch antenna is taken and the same
PCB size is used. The only difference is the RF-connector and the associated connector
interface.

4.3.3 Illustrating the physical phenomena with help of contour plots

In all contour plots in Fig. 4.7 is the field intensity of the E-field of the antenna
radiation (black arrow) is indicated by the color green for values <65 dBV/m and
yellow for values <80 dBV/m. In the inset figures we see 3D simulation models of the
patch antenna with a specific RF-connector and a yellow semi-transparent sphere10.
This yellow semi-transparent sphere indicates the region of the reactive near field. It
shows that in four [see Fig. 4.7(a) to Fig. 4.7(c) and Fig. 4.7(e)] out of five cases, the
RF-connector is entirely or partly in the reactive near-field region.

The location where reflection takes place is indicated by a red arrow. In three of the
five cases, shown in Fig. 4.7(a) to Fig. 4.7(c), interference patterns are visible. These
interference patterns are caused by reflection of the electromagnetic wave coming from
the antenna on the RF-connector housing. In the other two cases, shown in Fig. 4.7(d)
and Fig. 4.7(e), no interference patterns are visible. This is due to the position of the
RF-connector in relation to the antenna and the design of the RF-connector housing.
For example, the surface of the housing on which the electromagnetic wave reflects is
very small or is at an angle with respect to the antenna so that the wave propagates
in a different direction than that from the antenna. Because there is reflection on the

10The size of the yellow sphere representing the reactive near-field is calculated with ≤ 0.62
√

D3
rs/λ

where Drs is the diameter of the radiating surface and λ the wavelength of f0. Taking the whole PCB
as a radiating surface the radius of the reactive near-field is ≈ 35 mm.
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RF-connector housing, a part is also blocked. In another case, as can be seen in Fig.
4.7(b) and Fig. 4.7(c) the radiation deflects around the RF-connector housing. This is
caused by diffraction.

The location where diffraction takes place is indicated with a purple arrow. As can
be seen in all contour plots, an electromagnetic wave is created on the other side of the
PCB opposite the antenna caused by diffraction. This area still belongs to the reactive
near field as visualized with the semi-transparent sphere in the inset figure. Diffraction
also takes place on the side where the RF-connector is located. However, in three out of
five cases [see Fig. 4.7(a), Fig.4.7(b) and Fig. 4.7(e)] diffraction on the edge of the PCB
is not possible because the RF-connector housing is mounted at that location. In the
other two cases [see Fig. 4.7(c) and Fig. 4.7(d)], diffraction, both directly, and indirectly
through reflection from the RF-probe housing, may affect the antenna behavior.

The location where unwanted radiation takes place is indicated with an orange arrow.
unwanted radiation is more or less visible in every contour plot. This occurs in those
locations where the electromagnetic wave, conducted by some transmission medium,
experiences a discontinuity. For the RF-connector shown in Fig. 4.7(a) this is the
location where the coaxial connector pin joins the microstrip line on the PCB. This
also applies to the RF-connector shown in Fig. 4.7(b). Because the RF-connector is on
the opposite side of the antenna, a passage (via) is made to connect the transmission
line on the connector side to the transmission line on the antenna side. The via is
a discontinuity for the electromagnetic wave and clearly causes unwanted radiation on
both sides that is visible in the contour plot. The electromagnetic waves passing through
the RF-probes shown in Fig. 4.7(c) and Fig. 4.7(d), both experience a discontinuity at
the same location, i.e. where the RF-probe tip transitions to the transmission line on
the PCB. In these cases as well, unwanted radiation propagating in both directions is
clearly visible in the contour plot. Finally, we discuss the waveguide-to-PCB connector
shown in Fig. 4.7(e). At the position where the PCB enters the waveguide, an air gap
is present. Here as well the electromagnetic wave experiences a discontinuity, which
causes unwanted radiation.
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(d)

(a)

(b)

(c)

(e)

Figure 4.7: Contour plot of the E-field in dBV/m showing the cross section
of (a) RF press-fit connector on the top side, (b) RF press-fit connector on the
bottom side, (c) RF-probe on top, (d) RF-probe on the side and, (e) waveguide-
to-PCB connector. The black arrows indicate the location of the rectangular
inset-fed patch antenna, the red arrows point to locations of a reflection, the
purple arrows where diffraction occurs, and the orange arrows where unwanted
radiation occurs. The insets show the 3D models of the various connectors where
the yellow sphere indicates the reactive near-field regions. For all simulation
results f0 = 85 GHz.
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4.3.4 Effect of the RF-connector on the antenna characteristics

In Fig. 4.8 and Fig. 4.9 the obtained (simulated) antenna characteristics of the rect-
angular inset-fed microstrip patch antenna with and without RF-connector are found.
In Fig. 4.8 the reflection coefficient as a function of frequency and in Fig. 4.9 the
gain function in the E- and H-plane is shown. In the figures, a distinction is made for
non-preferred RF-connectors (blue lines) and for preferred RF-connectors (green lines).
The semi-transparent blue plane in Fig. 4.8 shows the required frequency bandwidth
(see Chapter 3 section 3.4). Furthermore, the graph of a ‘reference’ antenna has been
added to each figure (black line). This reference antenna (RA) is the antenna without
RF-connector and without RF-connector interface. With the help of this RA it is made
clear what and how large the effect of the RF-connector and RF-connector interface on
the behavior of the antenna is. By analyzing the obtained antenna characteristics, we
can find out which physical quantity causes a particular disturbance.

We start with the antenna radiation. In Fig. 4.8 and Fig. 4.9 it can be clearly seen
that none of the simulation results for the antenna with RF-connector matches the result
of the RA. If we look in Fig. 4.8 and Fig. 4.9 at the reflection coefficient and the gain
function, it is noticeable that some RF-connectors have less influence on the behavior
of the antenna than others. This has to do with the position of the RF-connector in
relation to the antenna and the geometry of the RF-connector housing. Furthermore,
four of the five RF-connectors are located in the near field of the antenna. The fifth RF-
connector [see Fig. 4.7(d)] is located on the border between the reactive and radiating
near-field. That the placement of the RF-connector in the near-field affects the behavior
of the antenna is clearly seen in Fig. 4.8. In all RF-connector / antenna combinations
the resonance frequency has shifted and in some cases another resonance appears. As
for the gain functions in Fig. 4.9, a difference can clearly be seen between the E- and
H-plane. The gain function in the E-plane is more affected by one of the phenomenon
than the H-plane. This is because the RF-connector is in line with the E-plane of the
rectangular inset-fed microstrip patch antenna.

In Fig 4.9(a) we see a disturbance of the gain function, possibly caused by reflection
from the RF-connector housing. This disturbance is in the form of a ‘ripple’ with a
certain periodicity. When we analyze the results of the gain functions, it is noticeable
that the amplitude of the ‘ripple’ is larger for the non-preferred RF-connectors than
for the preferred RF-connectors. This is because the housing of the non-preferred RF-
connector is in the line of sight of the antenna. Depending on the specific antenna
/ RF-connector combination, we see in the associated gain functions in Fig. 4.9(a)
constructive and destruction interference patterns.

Another phenomenon that can disturb the gain function is diffraction. Diffraction has
the same effect on the gain function as reflection, namely causing a ripple with a certain
period. The period of the ripple depends on the distance between the antenna and the
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(b)(a)

Figure 4.8: Reflection coefficient as a function of frequency for (a) non-
preferred RF-connectors and, (b) preferred RF-connectors. The −10 dB thresh-
old is indicated with the red solid line, the frequency bandwidth with the ver-
tical blue area and the resonance frequency with the gray dotted line. ‘WGP
k’ stands for waveguide port where its dimensions are calculated with ‘port ex-
tension coefficient’ k [112] (see Chapter 3, Fig. 3.7).

(b)(a)
θ (deg) θ (deg)
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(d)(c)
θ (deg) θ (deg)

Figure 4.9: Realized gain pattern in the E-plane (a) less preferred RF-
connector design, and, (b) preferred RF-connectors. The realized gain pat-
tern in the H-plane for (c) non-preferred RF-connectors and, (d) preferred RF-
connectors. In all cases the trueness, expressed in % is displayed on the right
vertical axis. The 5 dBi realized gain is indicated with the red solid line, the
gray dotted line indicates the 0◦ and ±90◦ angles. For all simulation results
f0 = 85 GHz.

source of the radiation, in this case, the edge of the PCB. This would mean that as the
PCB gets bigger the periodicity of the ripple will increase. However, due to the greater
distance between the edge of the PCB and the antenna and losses in the substrate, the
amplitude of the ripple will decrease to a point that no disturbance is noticeable. The
consequences of diffraction at the edges of the PCB on the behavior of the antenna
are independent of the RF-connector and will therefore not be discussed further in this
chapter.

Unwanted radiation is the last phenomenon we will discuss in this section. As with
reflection and diffraction, unwanted radiation can affect the gain function. Unwanted
radiation mainly originates from the probe to waveguide transition on the PCB (see
Fig. 4.7, orange arrow). Both the effect of reflection and diffraction can be calculated
or its origin based on the effect on the radiation pattern explained. However, not much is
known about the effect of unwanted radiation on the antenna characteristics. Therefore,
the influence of unwanted radiation and whether it can be reduced or even prevented
will be examined in the next section.

In conclusion Fig. 4.9 shows the systematic error that is expressed as trueness (%) (see
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Chapter 2, Section 2.6) and shown on the right vertical axis. In general, the trueness
shows that the E-plane, [see Fig. 4.9(a) and 4.9(b)], is the most affected by the RF-
connector compared to the H-plane, [see Fig. 4.9(c) and 4.9(d)]. For the preferred
RF-connectors the trueness does not show a distinct difference.

4.4 Analysis of the cause of unwanted radiation

In the proceeding paragraphs we have analyzed a rectangular inset-fed microstrip patch
antenna with different RF-connectors11. Obviously, the influence of the RF-connector
on the antenna characteristics depends mainly on the shape of the RF-connector hous-
ing and its position with respect to the antenna. By positioning the housing so that
it is no longer in the line-of-sight of the antenna [see Fig. 4.7(d)], reflection on the
housing can be prevented. Although it is possible to place the RF-connector out of
the line-of-sight of the antenna, this is not enough to eliminate the disturbance of the
antenna characteristics. As noted earlier, this may be caused by unwanted radiation. In
Fig. 4.7 unwanted radiation is visible for all RF-connectors and is indicated by orange
arrows. The cause and magnitude of the influence of unwanted radiation on the antenna
characteristics will be discussed in the following sections.

4.4.1 Uncertainties caused by transmission line transitions

The mechanical connection between an antenna and a measuring instrument can consist
of different types of waveguides as is illustrated in Fig. 4.10(a). In this example, the
mechanical connection, between the rectangular inset-fed microstrip patch antenna and
the VNA, consists of a coaxial cable going to a copper-backed coplanar waveguide
(CBCPW) going to a microstrip line. Fig. 4.10(b) zooms in on the cross-section of
a coaxial cable and the orientations of the E-field (blue) and the H-field (red) are
illustrated with arrows. Fig. 4.10(c) zooms in on the cross-section of a CBCPW and
Fig. 4.10(d) on the cross-section of a microstrip line. If we compare the field orientations
between the three different waveguides from Fig. 4.10(b) to Fig. 4.10(d) with each other,
we notice that at the transitions of the waveguides a change in orientation of the field
lines occurs. This is especially true for the orientation of the E-field [148], [149].

A phenomenon that occurs in the transition from a coaxial cable to a coplanar waveguide
are fringe fields as illustrated with yellow arrows in Fig. 4.10(e). The fringe fields (E-
field) bend out, from the inner conductor, to the shield of the coaxial cable (left figure)

11The combination of antenna with RF-connector is referred to as the “measurable” antenna in
Chapter 1, section 1.6. The measurable antenna fits the functional model presented in Chapter 3 Fig.
3.2 and Chapter 4 section 4.3.



94 4 Analysis and design of the RF-connector

and, in this case, to the ground plane on the PCB (right figure). The deflection of the
E-field towards, for example, the shield of the coaxial cable results in currents on the
outside of the coaxial shield. These currents can cause radiation that could interfere
with the antenna characteristics. The presence of fringe fields also makes the position
where the RF-probe is placed on the connector interface important. In Fig. 4.10(e),
the right figure shows the RF-probe in a different location on the connector interface
than in the left figure. In the right figure, the fringe fields not only pass through air but
also through a part of the substrate (PCB). Since the substrate has a different relative
permittivity than that of air, this will affect the impedance at the position where the
RF-probe transitions to the connector interface. This position dependence also occurs
when the RF-probe is calibrated with a so-called commercially available calibration
substrate [150]. This would mean that the results and reproducibility of the calibration
performed is unreliable. Furthermore, the calibration substrate has a different relative
permittivity (10.9)12 than that of the substrate used for the inset-fed microstrip patch
antenna (3.16). Due to the presence of the fringe field, the calibration standard consists
not only of a load, but of a load, air and dielectric material. Here, the ratio of air to
dielectric material can vary depending on the position of the RF-probe on the connector
interface of the antenna design or the calibration substrate.

Furthermore, in Fig. 4.10(e), at the location where the RF-probe connects to the PCB,
electromagnetic waves are indicated with orange colored curved lines. Not only does a
change of orientation of the E-field takes place here. Also, the RF-probe waveguide is
not physically aligned with the waveguide on the PCB but is angled, causing unwanted
radiation.

An illustration of an RF press-fit connector can be found in Fig. 4.10(f). The transition
between the waveguide of the RF press-fit connector and the waveguide on the PCB
experiences the same uncertainties as that of the RF-probe. This is because it is essen-
tially the same composition of waveguides. The difference between the RF-probe and
the RF press-fit connector is the housing. The housing of the RF press-fit connector is
designed in such a way that it can be fixed to the PCB with screws. Again, fringe fields
are created where the coaxial cable ends and unwanted radiation at the location where
the RF-connector transitions to the RF-connector interface on the PCB.

In the right picture of Fig. 4.10(f) we see an illustration of an RF press-fit connector
placed on the side where the antenna is located (top). Another option is to place
the RF press-fit connector on the back of the PCB as illustrated in the left picture in
Fig. 4.10(f). This makes it necessary to connect the transmission line on the back of the
PCB to the transmission line on the top of the PCB using a metallization (via). The
use of vias is often not desirable because it is a discontinuous transition, which could

12The relative permittivity of the calibration substrate is 10.9, which corresponds to the relative
permittivity of some of the IC materials used.
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cause unwanted radiation [see Fig. 4.7(b)].

(b) (c) (d)

(e) (f)

VNA

(a)
(h)

Figure 4.10: (a) From left to right illustration of a coaxial cable, copper-
backed coplanar waveguide and microstrip line, respectively. Electric (light
blue arrows) and magnetic field (light red dashed ellipse) field lines (b) coaxial
cable, (c) copper-backed coplanar waveguide and, (d) microstrip line. (e) RF-
probe and, (f) RF press-fit connector. The unwanted radiation is indicated with
orange lines and the fringe fields with yellow dotted arrows.

4.4.2 Determining the effect of the unwanted radiation on the an-
tenna characteristics

To be able to illustrate the effect of the transmission line transitions, as discussed in
the preceding section, a simulation model is made as shown in Fig. 4.11(a). This figure
shows the simulation model consisting of three different kinds of transmission line. From
left to right these are: a coaxial cable (Coax), a CBCPW and a microstrip line (µSL).
In Fig. 4.11(b) to Fig. 4.11(d) the simulation results are shown in contour plots of the
E-field in dBV/m. The locations where unwanted radiation takes place are indicated
by orange arrows. In Fig. 4.11(c) the edge fields are indicated with a yellow arrow.
In Fig. 4.11(b) and Fig. 4.11(d), diffraction is present at the longitudinal edges of
the PCB that is caused by the transmission line in combination with the finite ground
plane. The diffraction is indicated by purple arrows.
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(a)

(c) (e)

(b) (d)Coax CBCPW
μSL

Coax
CBCPW

μSL

Figure 4.11: Contour plot of the E-field in dBV/m of (a) coaxial cable to
CBCPW to µSL simulation model (bottom). (b) Orthogonal plane at the coax-
ial cable to CBCPW transition and, (c) zoomed-in. (d) Orthogonal plane at
the CBCPW to µSL transition and, (e) zoomed-in. The yellow arrow indicates
the location of the fringe fields, the orange arrows the location of the unwanted
radiation and the purple arrows the location where diffraction occurs.

In Fig. 4.12 the simulation results are shown, in the form of the reflection coefficient and
realized gain function, of the transmission line model [see Fig. 4.11(a)]. In Fig. 4.12(a)
the level of the reflection coefficient for the different kind of transmission lines and a
combination thereof is below −20 dB. This means that in all cases 99% of the power
is accepted by port one, regardless of the transmission line composition. It should be
noted that the size of the WGP port and its impedance are ideally matched to the area
of the fringe fields and to the impedance of the transmission line, respectively.

To determine whether the non-ideal transmission lines and the combination of trans-
mission lines radiate, the gain function has also been plotted. In Fig. 4.12(b) the results
are shown for the E-plane and in Fig. 4.12c) the results for the H-plane. It is noticeable
that the level of the gain function for the individual transmission lines is lower than the
level of the gain function for the combination of transmission lines. This is especially
true for the CBCPW compared to the results of the microstrip line. What is shown
with the results of the combination of transmission lines is that the transitions between
the different waveguides make a significant contribution to the unwanted radiation. For
certain angles, this contribution increases by almost 20 dB compared to the results of
the individual waveguide.
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(b)(a) (c)
θ (deg) θ (deg)

Figure 4.12: The (a) Reflection coefficient, (b) realized gain pattern in the E-
plane and, (c) realized gain pattern of the H-plane in the co-planar waveguide
(CPW), microstrip line (µSL) and a combination of both. The simulations are
performed in the time domain (TD). For all simulation results f0 = 85 GHz.

4.4.3 Antenna radiation versus unwanted radiation

Now that it is known that the transitions radiate, the ‘antenna model’ is modified as
illustrated in Figure 4.13(a). The modification consists of omitting the antenna from
the design, leaving the connector and microstrip line, as shown in Fig. 4.13(b). The
antenna has been replaced by a load whose impedance matches that of the antenna.
The design of the load13 is shown in more detail in Figure 4.13(c).

13Possible radiation coming from the waveguide port as discussed in Chapter 3 is not included in
this analysis.
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Connector
area

(b)

(c)

Connector
area

(a)

Figure 4.13: (a) Illustration of a rectangular inset-fed microstrip patch antenna
i.e. the antenna model. (b) Illustration of the design where the patch antenna is
omitted and replaced by a waveguide port acting as a load. The location of the
waveguide port is indicated with the red dashed line. (c) Shows the design of
the waveguide port. The blue area is where a certain RF-connector is located.

(a)

(b)

(c)

(d)

(e)

Figure 4.14: (a) Illustration of a top RF-probe and, (b) an RF press-fit con-
nector, (c) a section of a rigid coaxial cable, (d) RF-probe tip with ground-
signal-ground pins and, (e) an RF press-fit connector tip with pin (signal) and
housing (ground).
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(c) (d)
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(e)
θ (deg)

Figure 4.15: Realized gain pattern of the E-plane of the (a) less preferred
RF-connector design, (b) preferred RF-connectors, (c) less preferred RF-probe
design, (d) preferred RF-probe design, and (e) preferred waveguide to PCB
design. For all simulation results f0 = 85 GHz.
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Figure 4.16: Realized gain pattern of the H-plane of the (a) less preferred
RF-connector design, (b) preferred RF-connectors, (c) less preferred RF-probe
design, (d) preferred RF-probe design, and (e) preferred waveguide to PCB
design. For all simulation results f0 = 85 GHz.
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The results of the realized gain pattern Grp in Fig. 4.15 for the E-plan and Fig. 4.16
for the H-plan show the comparison between an RF-connector type with antenna (dark
colored solid line), RF-connector without antenna (lighter colored solid line), and RF-
connector interface14 without antenna (lightest colored solid line). It becomes clear
that the magnitude of the unwanted radiation for the E-plane has become very close
to the lowest magnitude of the Grp. Fig. 4.15(b), 4.15(c) and, 4.15(d) show that the
magnitude of the unwanted radiation is even higher at some angles than the magnitude
of the Grp. For the H-plane just in two cases the magnitude of the unwanted radiation
is higher than the magnitude of Grp shown in Fig. 4.16 and Fig. 4.16. The fact that
the magnitude of the unwanted radiation exceeds the magnitude of the Grp is because
the radiation from the antenna is missing [see Fig. 4.14(b)].

Interestingly, the top press-fit connector shows the best ratio between unwanted radia-
tion and Grp. This is due to the shape of the connector housing. It does not mean that
this connector-type does not radiate, but that the housing reflects the radiation in a
different direction so that it does not interfere with the radiation coming from the RA.

Because each connector makes a transition to a µSL, unwanted radiation is inevitable.
Although the side probe seems to give the best overall performance a major disadvantage
is that it is fragile. The probe tip could easily be damaged without noticing it visually.
It is difficult to judge that the RF-probe is broken based on the calibration results or the
measured results alone. Simulation results in which the RF-probe is included could offer
a solution to compare the measurement results with. Major differences could indicate
that the RF-probe is broken. Possible damage to the RF-probe could be simulated as
a verification of the hypothesis.

4.5 New RF probe design

From the preceding section it can be concluded that unwanted radiation is caused by the
transition from one type of transmission line to another. Furthermore, in some cases the
RF-connector housing forms a complete or partial obstruction affecting the radiation
pattern of the AUT. In this section a new RF-probe design is described where the goal
is that both the unwanted radiation and the effect of the presence of the RF-probe on
the behavior of the AUT are minimized.

The electrical requirements are:

• to avoid a CBCPW interface design on the PCB,

• the dielectric materials of the RF-probe are equal or close to that of the substrate

14The RF-connector interface is not present for the waveguide to PCB connector.
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of the AUT.

The mechanical requirements are:

• to avoid discontinuity between the various transmission media as much as possible,

• the size of the RF-probe should be as small as possible,

• the probe contact should be designed such that no or a minimum air gap exists,

• the RF-probe should be placed out of the field of view of the antenna.

The new RF-probe connected to the AUT [see Fig. 4.17(a)] consists of a semi-rigid
coaxial cable that transits gradually to a semi co-planar microstrip line, as illustrated
in Fig. 4.17 (b). The two metal bars on the side of the coaxial cable, transitioning to
the PCB, prevent unwanted radiation by creating a semi-coplanar waveguide, which in
turn prevents fringe fields. Fig. 4.17(c) to 4.17(e) show the mode transition from the
coaxial cable to the microstrip line on the PCB, respectively.

(b)

AUT

(a)

(d)

(c)

(e)

Figure 4.17: Illustration of (a) the new RF-probe with a patch antenna, (b)
side view of the RF-probe, (c) coaxial mode, (d) semi-coplanar waveguide mode
and, (e) microstrip line mode.

Fig. 4.18(a) and Fig 4.18(b) show the contour plot of an E-field in dBV/m for the
side RF-probe and new RF-probe, respectively. The red ellipses indicate the area where
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interference can be observed. The interference pattern is more distinct in the presence of
the side RF-probe with antenna combination than in the presence of the new RF-probe.
The way the new RF-probe is attached to the antenna is illustrated in Fig. 4.18(c),
which shows that all the mechanical requirements presented in this section are met.

(a)

(b) (c)

Figure 4.18: Contour plot of the E-field in dBV/m, (a) side RF-probe and,
(b) new RF-probe. In (c) a perspective view of the new RF-probe and zoomed
in. The red ellipses indicate the area where interference occurs caused by the
RF-probe.

The simulation results of the realized gain pattern in the E-plane are shown in
Fig. 4.19(b) and in the H-plane in Fig. 4.19(c). The results consist of the new RF-
probe with inset fed patch antenna and the new RF-probe with load are compared.
Also added are the results of the best option for the RF-connector as presented in the
previous section, namely the side RF-probe.

The results in Fig. 4.19(a) show that the reflection coefficient is less affected by the new
RF-probe than by the side RF-probe. On the other hand at f0 = 85 GHz the reflection
coefficient is lower for the side RF-probe, thus affecting the realized gain as illustrated
by the trueness.

Fig. 4.19(b) and Fig. 4.19(c) show, for the E and H-plane, respectively, that the
new RF-probe has much less unwanted radiation compared to the results of the side
RF-probe (at θ = 0◦ ≈20 dB). Furthermore, the rectangular inset-fed microstrip patch
antenna, with new RF-probe, shows less distortion on the realized gain pattern for both
E- and H-plane compared to the rectangular inset-fed microstrip patch antenna with
side RF-probe.
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(a)

(b) (c)

θ (deg) θ (deg)

Figure 4.19: (a) Reflection coefficient as function of frequency for a new RF-
probe versus side RF-probe (preferred RF-connectors). Gain pattern of the new
RF-probe versus the side RF-probe, (b) E-plane and, (c) H-plane. The −10 dB
threshold for the reflection coefficient is indicated with the red solid line, the
frequency bandwidth with the vertical blue area and the resonance frequency
with the gray dotted line. For the realized gain the trueness, expressed in % is
displayed on the right vertical axis. The 5 dBi threshold of the realized gain is
indicated with the red solid line, the gray dotted line indicates the 0◦ and ±90◦

angles. For all simulation results in (b) and (c) f0 = 85 GHz.
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The difference in gain patterns [see Fig. 4.19(b)] between the two RF-probes is mainly
due to the fact that the new RF-probe is located on the side of the PCB where the
side RF-probe is partially located on top of the PCB. This allows the wave emanat-
ing from the antenna propagating towards the side RF-probe to reflect off the coaxial
cable, causing constructive and destructive interference on the realized gain pattern
[see Fig. 4.7(d)].

4.6 Contactless antenna measurement
Published in [151]

As discussed in the previous sections the contacted measurement will always have, to
some extend, effect on the antenna results (observer effect). Therefore, performing
a reflection coefficient or Grp measurement without any mechanical connection to a
measurement system, i.e. contactless, could be an improvement or not.

Such a contactless antenna measurement is introduced in [152] and its principle is illus-
trated in Fig. 4.20(a) [151]. The setup consists of a RA (horn) attached to a VNA

Port 2Port 1

RA AUT

dant

Impedance
mismatch

Structural
reflection

Load
reflection

S11 S22

Vector Network Analyzer

S21

Γin Γ

(a)

(b) (c)

50 OhmShort Open

Obstacle

Environmental
reflection

S12

Figure 4.20: (a) Schematic illustration of a contactless antenna measurement
setup with dant the distance between the two antennas. In light gray the two-port
model of the contactless measurement method. The orange rectangle represents
objects in the vicinity of the AUT that causes environmental reflections. The RA
(horn) is connected to (b) a vector network analyzer (port 1) and the antenna
under test is connected to (c) one of the three loads, open, short or 50 W.

[see Fig. 4.20(b)], and an AUT attached to one of three loads [see Fig. 4.20(c)]. By
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obtaining the measurement results of all three loads by performing a reflection (S11) or
transmission (S21) measurement, both the impedance and Gr function can be derived.

The key aspect of this method is that the environment including the AUT is static
during the reflection coefficient measurement. The only aspect that changes is the load
connected to the AUT, as illustrated in Fig. 4.20(c). For the Grp measurement the
AUT has to be rotated once to obtain the H-plane.

4.6.1 Determining the input impedance

The contactless setup is modeled as a two-port network. This is illustrated in light gray
in Fig. 4.20(a). The VNA is connected to port 1 and a known load with reflection
coefficient Γ to port 2. The reflection coefficient at the RA, Γin is calculated as:

Γin = S11 + S12S21Γ
1 − S22Γ

. (4.2)

To be able to find the three unknowns S11, S22, and the product of S12S21 shown in
Equation (4.2), three sequential measurements have to be performed. During these
three measurements, nothing can change in the measurement setup except the load to
be attached to the AUT. With the obtained three data sets the following solution for
the three unknowns is found [153]-[155]:

 S11
S22

S12S21 − S11S22

 =

 1 ΓZ1-inΓZ1 ΓZ1

1 ΓZ2-inΓZ2 ΓZ2

1 ΓZ3-inΓZ3 ΓZ3


−1 ΓZ1-in

ΓZ2-in
ΓZ3-in

 , (4.3)

where ΓZ1-in, ΓZ2-in, and ΓZ3-in represent the measured reflection coefficient at port 1
(see Fig. 4.20) while port 2 is terminated with known loads having reflection coefficients
ΓZ1 , ΓZ2 and ΓZ3 , respectively.

4.6.2 Determining the realized gain pattern

The two-port network illustrated in Fig. 4.20 is similar to that of a Gr measurement.
Based on the Friis equation the unknown gain of the AUT can be derived if the gain of
the RA is known. The Friis equation, based on the Gr, can be written as follows:

|S21|2 = GRArGAUTr

(
λ0

4πdant

)2

. (4.4)
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where λ0 is the wavelength in free-space, dant is the distance15 between the antennas,
GRAr the gain of the RA and GAUTr the gain of the AUT. When both the RA and AUT
are connected to a VNA and the Gr of the RA is known, a measurement of S21 will
reveal the Gr of the AUT. To be able to apply this method, the VNA [see Fig. 4.20(a)]
has to be calibrated up to antenna port 1 [see Fig. 4.20(a) red dashed line]. Antenna
port 2 has to be connected to the known loads [see Fig. 4.20(c)]. By performing three
measurements, each with a different load, Equation (4.3) can be used to derive the
realized antenna gain16 [151].

4.6.3 Uncertainties and usability of this method

The contactless method was tested at lower frequencies (30 GHz), where results are
published in [155], [151]. For this research we use the same contactless method but now
for frequencies between 80 GHz and 90 GHz. A standard gain horn has been used as
a RA and a rectangular inset-fed microstrip patch antenna with a center frequency of
85 GHz as the AUT.

For this contactless measurement setup we investigated various uncertainties such as:

• displacement errors,

• tolerance on the load value.

An uncertainty that still needs to be investigated is:

• impact of noise and drift.

To assess the influence of these uncertainties a sensitivity analysis is performed. How-
ever, before we go into detail concerning the sensitivity analysis, first the system and
the associated signals need to be analyzed. Starting with the reflection at the AUT
named load reflection [see Fig. 4.20(a)], which will be referred to as the reflected signal
of interest (RSI). The Γin consists of the RSI and signals coming from static objects
present in the measurement environment like an antenna holder. The RSI cannot be
distinghed by the VNA from the other (static) reflections. In Fig. 4.21 the relation-
ship between the RSI, measured reflection coefficient Γin, and static reflections ΣΓs is
illustrated. If the environement remains static, the difference between Γin and ΓRSI is
independent of the reflection coefficient of the load Γ. Therefore, the static reflections
will only contribute to the S11 [see Fig. 4.20(a)] and leave the S21, S12 and S22 not

15Fraunhofer.
16It is assumed that S21 = S12.
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affected by these static reflections because there values are the only one changed by
applying different loads.

RSI

 S

in

 S

 S

RSI

in

in

(a) (b) (c)

Figure 4.21: Illustration of the relationship between the measured reflection
coefficient Γin, static reflections ΣΓs, and the reflected signal of interest ΓRSI

when a perfect (a) short, (b), open, and (c) load is connected [151].

In other words, all the required information to determine the input impedance and the
realized gain are present in the RSI.

Thereore, the sensitivity of the system can be determined, in first order17, with the
following equation:

ΓRSI = (S21-c)2 GRA-r

(
λ0

4πdant

)2

e−j2k0dantGAUT-r
Γ

1 − S22Γ
. (4.5)

S21-c is the transmission through the cable connecting the VNA with the RA and are
normally known values, k0 is the wavenumber in vacuum and Gamma is the reflection
coefficient of the load. In this setup a horn antenna is used from which the gain GRA-r

is provided by the supplier. This leaves us with two unknowns, the Gr and complex
impedance of the AUT (GAUT-r and S22, respectively). Both values can be obtained with
help of simulation results such that the RSI could be determined. As for the results in
Fig. 4.22, both the complex impedance and Gr are supplied by the simulation software
and are used as references for the real part and imaginary part of the impedance and
the Gr, respectively.

17Like in the Friis equation, multipath reflections or standing waves are taken into account in (4.5).
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(a) (b) (c)

Figure 4.22: Various uncertainties are introduced and compared with a refer-
ence value for in (a) the real-part and in (b) the imaginary part of the complex
impedance. An in (c) for the Gr. The uncertainties are the variation in distance
between the antennas ∆dant and the variation in load impedance ZL.

The largest deviation in Fig. 4.22 is caused by the variation in the distance ∆dant

between the RA and AUT. The displacement error is approximately λ0/8. In reality,
this 0.2 mm displacement error would be easy to make. However, while obtaining the
measurement results of the three loads the antenna is not touched. The load will be
attached to the connector of the side RF probe [see Fig. 4.1(b)] and then the probe is
placed on the antenna. When the probe is connected to the AUT, a S11 measurement
will be performed. This procedure of lifting the side RF probe connecting a different
load and replacing the probe on the antenna is repeated twice.

What is more of a problem is that the Friis equation has to be solved twice due to
the S22 measurement. Once because of the transmission between RA and AUT and
once because of the transmission between AUT and RA. This means that the spherical
spreading losses and cable losses should be counted twice. In Table 4.2 the losses and
gain are summarized. It shows that the expected RSI can be measured assuming a noise
floor of −120 dBm or lower with an IF BW of 100 Hz depending on the type of VNA18

used for this measurement.

18For this research we used a A5225E VNA [156].
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Table 4.2: The input parameters for determining the dynamic range of the
antenna measurement system for frequencies between 60 GHz and 90 GHz.

# Sources Values Values
@ 60 GHz @ 90 GHz

4.5 Cable losses −9.0 dB −14.2 dB
(TCF119XY500S2P, TOTOKU)

4.6 RF Probe −1.0 dB −1.3 dB
(Model 110H RVP-style, PicoProbe)

4.7 SSF −108.0 dB −124.0 dB
4.8 Reference antenna 34.0 dBi 46.0 dBi
4.9 Antenna under test 8.0 dBi 10.0 dBi

(rectangular inset-fed microstrip patch antenna)
Maximum measured power −76.0 dB −83.5 dB
Noise floor @ 10 Hz IFBW −120 dBm −120 dBm
Dynamic range 44.0 dB 36.5 dB dB

A possible candidate we had in mind for this method is an AoC. When the AoC is part
of a system, the possibility exists to incorporate the three loads into the design. By
simply switching between the loads the necessary data can be obtained. This would be
very convenient during production testing, where both the reflection coefficient and gain
could be obtained and validated with respect to the research requirements published in
the data sheet of the system. For an apparently perfect solution, there is an important
uncertainty. For this contactless method it is necessary that the values of the three
loads are known (see Fig. 4.22). This is not simply the case with the values of the
loads that are integrated on a realized IC which are subject to tolerances. The exact
value of the loads can only be obtained by a contact method of measurement. If it is
necessary to make contact with the IC, in this case to measure the loads, it is as well to
contact the antenna directly and measure. With this in mind, it is better to put effort
into a modified RF probe that will affect the antenna-on-chip or in-package as little as
possible.

4.7 Conclusions and recommendations

This chapter investigated the effect of the connector on the behavior of the AUT. The
most complex part of this research is to be able to differentiate between the different
causes of uncertainty. This is mainly caused by the coupling between antenna transmis-
sion line and connector, which is less or not present when individually analyzed. With
regard to the antenna characteristics, the impedance is least affected, in any case it
still meets the research requirements. This cannot be said of the realized gain pattern
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and the realized gain (dBi). The realized gain patterns in the E-plane and to a lesser
extent the H-plane are indeed affected depending on the connector. Ultimately, the side
RF-probe comes out best from the existing connectors. Based on the knowledge gained,
an attempt has been made to design a new RF-probe. By applying the knowledge using
existing technology, a new design has been analyzed. The reflection coefficient is less
affected where the results of the new RF-probe are closer to the reference than the
results of the side RF-probe. The trueness is almost equal to that of the side RF-probe.
However, the distortion on the realized gain in both planes is much less when the new
RF-probe is connected to the AUT.

The contactless method, i.e. no mechanical contact between the AUT and measure-
ment equipment, has been investigated. Because the principle is based on applying
three different loads, several uncertainties are introduced and discussed. The largest
effect on the obtained results is the change in distance between the AUT and the ref-
erence antenna. Since in reality the antenna is not touched during the collection of the
measurement data of the three loads, there will be no displacement error. However,
because the Friis equation has to be applied twice the spherical spreading losses will be
significant such that dynamic range is limited to approximately 20 dB @ 60 GHz and ap-
proximately 12 dB @ 90 GHz. The values are obtained assuming that the antennas are
in the far field. Moving the antennas half the distance closer, an additional 12 dB can
be gained. This method could be useful for testing the behavior of an antenna-on-chip
or in-package where the possibility exists to incorporate the loads on-chip.
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Chapter five

Uncertainties in the measured
dielectric properties of solid materials

with help of a Fabry-Pérot open-cavity
resonator

“In the material sciences these are and have been, and are most surely likely to continue
to be heroic days.”

(Julius Robert Oppenheimer 1904 - 1967)

5.1 Introduction

Integrated millimeter-wave antennas are often realized on and/or surrounded by dielec-
tric materials. To achieve the required accuracy for such an antenna design (see Chap-
ter 3), it is therefore necessary to know the relative permittivity ϵr and loss tangent tanδ
of the dielectric materials up to a certain significance. At millimeter-wave frequencies,
the ϵr and tanδ are often not known or, if these values are known, not accurate enough.
In this chapter some material characterization methods will be described. It is argued
why the Fabry-Pérot open-cavity resonator is the most suitable option for this research.
In the description of the Fabry-Pérot open-cavity resonator attention will be paid to
the stability criterion, the use of the different focal distances with the same system,
the mechanical design and the post-processing algorithm that is applied to the mea-
surement data. The second part of this chapter describes the results of a probabilistic
sensitivity analysis using Monte Carlo simulation to find out which parameter has the
highest influence on the accuracy of the measured ϵr and tanδ. This analysis will give
insight how accurate and with which significance, less than one-hundredth for the ϵr

and less than ten times the measured tanδ, the dielectric material can be measured. In
order to be able to assess the system for measurement accuracy, the permittivity of air
is measured with the Fabry-Pérot open-cavity resonator. In one of the last sections,
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two materials, PTFE (polytetrafluoroethylene), also known as Teflon and often used
as a dielectric material reference, and FR-4, is measured between 60 GHz to 70 GHz,
whereby the accuracy of the measurements will be expressed in terms of an expanded
uncertainty U [see Chapter 2, Subsection 2.8.3, Equation (2.32)].

5.2 Overview of methods for characterizing dielectric
materials

Over the years, various methods to characterize dielectric materials have been developed
and investigated. Some of these material characterization methods are summarized in
Table 5.1. The characterization methods can be divided according to the following two
properties, namely, resonant [(# 5.1), (# 5.2)] and non-resonant [(# 5.3), (# 5.4)].
Another distinction that can be made between the different material characterization
methods is that in case of (# 5.2), the technique is destructive to the dielectric material
to be measured1. In contrast, the methods described in (# 5.1), (# 5.3) and (# 5.4) are
non-destructive to the dielectric material to be measured. For the destructive method,
a transmissionline structure is printed on the dielectric material whose ϵr and tanδ is to
be determined. This means that the ϵr and tanδ of only that one piece of material are
accurately known. The rest of the material that comes from the same production batch
and whose ϵr and tanδ might deviate from that characterized piece of material will have
an undefined inaccuracy. As for the non-destructive method, the ϵr and tanδ of the
material are obtained in a contactless manner. This means that all material from the
same batch can be measured individually and be reused for the intended application.
This way, the ϵr and tanδ are determined as accurate as possible for each sample. In
this case, it is even possible to determine the accuracy of the production process itself,
both within a batch or between batches. Finally, local variations of the ϵr and tanδ over
the substrate surface can be measured and analyzed. In this way, the homogeneity and
isotropic properties can be determined (See Appendix D.1).

1In this case destructive means that the material cannot be reused for the intended application. In
another case the material characterization method may require the material to be sized to fit in the
material characterization system.
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Table 5.1: Material characterization techniques for millimeter-wave frequencies.

# Measurement Frequency Advantage Disadvantage Ref.
technique range (GHz)

5.1 Fabry-Pérot 20 - 300 ϵr, tanδ, Limited accuracy [157]
open-cavity thin dielectric for high loss mat.,
resonator < 100µm, non- complex

contact. algorithm.
5.2 Ring 0.5 - 60 ϵr, simple difficult to obtain [158]

resonator algorithm. tanδ.
5.3 Free space 1 - 100 ϵr, non- Air-gap causes large [159]

(TL) contact. errors.
5.4 Radar (FMCW2) > 50 ϵr, tanδ, non- Needs a dielectric [160]

contact. lens.

Fig 5.1 shows a time-line of the development of various material characterization meth-
ods over the years.

1960 1972 1984 1996 2008 2020... ...

Fabry-Pérot
open-cavity
resonator
[161]

Microstrip
ring
resonator
[162]

Horn
antenna
dielectric
lens
[162]

Fabry-Pérot
Gaussian
Mirrors [163]

Transmission
line
parallel
strips [164]

Stripline
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[165]

Free space
horn
Antennas [166]

Fabry-Pérot
open-cavity
resonator
Parabolic
mirror [167]

Figure 5.1: Time-line of the evolvement of material characterization methods
for determining the relative permittivity and loss tangent.

2Frequency modulated continuous wave.
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In summary, from the material characterization methods addressed in Table 5.1 tow
methods stand out, namely the Fabry-Pérot open-cavity resonator3 and the FMCW
radar. Both methods are contactless, non-destructive for the dielectric material and its
measurement is relative4 which makes this a robust measurement principle. However,
the system design of the Fabry-Pérot open-cavity resonator is much simpler compared
to that of the radar system. The Fabry-Pérot open-cavity resonator consists only of
two mirrors compared to two horn antennas and two lenses that need to be accurately
aligned. Additionally, the arrangement of two spherical mirrors placed on two motor
stages lends itself also to introduce uncertainties by allowing the misplacement of both
the mirrors and the dielectric material to be able to investigate the impact on the
obtained dielectric properties.

With the Fabry-Pérot open-cavity resonator it is possible to create an air-based reference
with which the measurement accuracy in a specific frequency range, in this case 60 GHz
to 90 GHz, can be determined. The method, which uses air as a reference material for
determining the measurement accuracy, will be described later in this chapter.

5.3 Principle of the Fabry-Pérot open-cavity resonator

The principle of the Fabry-Pérot open-cavity resonator stems from the Fabry-Pérot
interferometer [157]. The Fabry-Pérot interferometer is traditionally associated with
optical resonators or etalons and consists of two parallel, partially reflective mirrors as
illustrated in Fig. 5.2(a). When light is coupled into the cavity through the partially
reflecting mirrors, reflections on the mirrors create a series of resonating modes. The
resonance frequencies of these modes depend on the number of half wavelengths that
the mirrors are separated from each other. It is important that the resonating modes
have the highest possible quality factor5, also known as the Q-factor. The Q-factor for
an unloaded optical cavity Qucav

6 of a Fabry-Pérot resonator defined as ‘energy storage’
can be written as [168]:

Qucav = 2π
(

Total energy stored in the cavity
Energy lost in one cycle of oscillation

)
. (5.1)

3The basis for the design of this material characterization method was invented by Charles Fabry
and Alfred Pérot in 1897.

4By a relative measurement is meant that the permittivity and tanδ are determined by two succes-
sive transmission measurements, with help of a VNA, that are related to each other. It is assumed that
nothing changes during the measurement other than whether a dielectric material has been placed.

5The quality factor was first introduced in 1914 by K. S. Johnson [168].
6The Q-factor for a millimeter-wave Fabry-Pérot open-cavity resonator will be described later in

this chapter.
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It should be noted that for an optical or microwave resonator, ‘one oscillation cycle’ is
understood as corresponding to the field oscillation (time) period, not the round-trip
period [169].

The Q-factor can also be expressed in terms of the ‘resonance bandwidth’ as:

Qucav = fi

BW-3dB
, (5.2)

where fi is the ith resonance frequency and BW-3dB the frequency bandwidth at the
−3 dB points of the frequency response of the resonator. Both definitions are equivalent
only in the limit for high Q-values (> 10000) [169].

This concept of a Fabry-Pérot interferometer remains almost intact for the millimeter-
wave region [see Fig. 5.2(b)] [157]. An important difference is the way in which the
electromagnetic wave, or light in the case of the interferometer, is coupled in to the
cavity. For the Fabry-Pérot interferometer this is done with the aid of partially reflecting
mirrors [see Fig. 5.2(a)]. A similar concept is described in [170] for the millimeter-
wave Fabry-Pérot open-cavity resonator, but now the partially reflective mirrors are
replaced by planar metal plates with small holes e.g. coupling apertures or irises in
it, as illustrated in Fig. 5.2(b). By means of a horn antenna, the electromagnetic
wave is coupled via these irises (see Appendix D.2) in to the open cavity. However,
this concept has two drawbacks. First, diffraction at the edges of the planar mirrors
[see Fig. 5.2(b)] increases the losses and complicates an accurate modeling of the field
distribution and secondly, there is a stringent requirement for the precise alignment of
the mirrors [157]. Both drawbacks can easily be solved by replacing the plane mirrors
by spherical mirrors. With spherical mirrors the field is focused in a smaller area and
the impact of diffraction is negligible if the mirrors are large enough [170] (see Appendix
D.3). Also, the excitation of the spherical configuration is simpler compared to that of
the plane mirrors. Via a waveguide and by means of only one iris the electromagnetic
wave is coupled in to the open cavity where through the spherical mirrors a Gaussian
beam (see Appendix D.3) is created as illustrated in Fig. 5.2(c). The design and
dimensions of the spherical mirrors are described later in this chapter.
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Figure 5.2: Principle of the open cavity resonator. (a) Light couples into
the cavity via a partially-reflective mirror. A plane wave is illustrated by the
red/orange/yellow arrows. (b) A horn antenna excites an electromagnetic wave
through small coupling holes (irises) in a plane mirror into the cavity. A plane
wave is illustrated by the black arrows. Diffraction is indicated by black arches
on the edge of the plane mirrors [170]. (c) Via a waveguide and an iris located
in the middle of the spherical mirror the electromagnetic wave is coupled into
the cavity creating a Gaussian beam with a spherical wave.

5.3.1 Condition for a stable Fabry-Pérot open-cavity resonator

An important setting for the Fabry-Pérot open-cavity resonator is the optimal distance
between the spherical mirrors depending on the focal distance. The term, which defines
the optimal distance between the spherical mirrors, is stability7, which is defined as
[172]:

“The range of the distance between mirrors within which a resonator is stable
is determined by the condition that an electromagnetic wave excited within
the resonator parallel to the mirror axis remains within the resonator after
an infinite number of reflections.”

Ideally, the definition states that if we assume a Gaussian beam between two identical
spherical mirrors, then stability means that after a reflection on a large enough mirror
(see Appendix D.3) the Gaussian beam reflects exactly back on itself, with exactly
reversed wavefront curvature and direction [171]. Under these conditions the energy
stays within the open cavity. The definition states also that the distance between the
spherical mirrorsD is limited to be able to achieve a stable arrangement. The stability of
a mirror arrangement can be derived from the stability diagram, also called a g-diagram

7A more detailed explanation about stability of a Fabry-Pérot open-cavity resonator can be found
in [171].
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illustrated in Fig. 5.3(a).

It should be noted that the stability diagram is used for resonators in the optical spec-
trum, like the Fabry-Pérot interferometer [173]. However, in [172] and [174] the stability
diagram is applied to a millimeter-wave Fabry-Pérot open-cavity resonator for which
the same conditions apply to define a stable system.

For a setup with two mirrors with a radii of curvature R0 and R1 that are at a distance
D from each other, we find for the g-parameters [see Fig. 5.3(a)] that [172]:

gj = 1 − D

Rj
j = 0, 1, (5.3)

then the condition for a stable mirror arrangement [172] becomes:

0 ≤ g0g1 ≤ 1. (5.4)

In combination with Equation (5.3) and Equation (5.4), the stability diagram in
Fig. 5.3(a) gives immediately insight whether the mirror setup meets the stability cri-
terion. The blue colored area is limited by the coordinate axes g0 and g1 and the
hyperbolas for which g0g1 = 1. When the calculated g-parameters [see Equation (5.3)]
are on the edge or inside the blue colored area the mirror arrangement is stable, mean-
ing that the Q-factor is not affected. It should be noted that when the g-parameter
of a certain setup is on the edge of the stability diagram (see Fig. 5.3, black colored
dot 1, 3 and 4) it is prone to instability making the placement of the mirrors at a
certain distance D very critical [172]. When outside this blue-colored area, the mirror
arrangement is unstable, i.e. energy will be lost, such that the Q-factor deteriorates
making the setup unusable to accurately determine the ϵr and tanδ of a dielectric ma-
terial [172], [174]. The following g-parameters have been derived for the various mirror
arrangements (see Fig. 5.3) [172], [171]:

• Planar8 g0 = 1.00, g1 = 1.00 [Black dot no. 1]
• Hemispherical g0 = 1.00, g1 = 0.00 [Black dot no. 5, see Fig. 5.3(b)]
• Focal g0 = 0.50, g1 = 0.50 [White dot no. 2, see Fig. 5.3(c)]
• Near-focal g0 = 0.56, g1 = 0.56 [Purple dot]
• Confocal g0 = 0.00, g1 = 0.00 [Black dot no. 3, see Fig. 5.3(d)]
• Near-confocal g0 = 0.13, g1 = 0.13 [Orange dot]
• concentric g0 = −1.00, g1 = −1.00 [Black dot no. 4, see Fig. 5.3(e)]
• Near-concentric g0 = −0.75, g1 = −0.75 [Red dot]
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Figure 5.3: (a) Stability or g-diagram. (b) A hemispherical setup with one
spherical and one planar mirror, (c) two spherical mirrors in a near-focal setup,
(d) two spherical mirrors in a near-confocal setup and (e) two spherical mirrors in
a near-concentric setup. The distance between two spherical mirrors is indicated
by D and the distance between a spherical and planar mirror is indicated by
d0 = D/2. The green transparent rectangle represents the dielectric material.
The red, orange, and purple dots indicate a near-focal distance with one and
the same system. Black dot 1 and 3 to 5 are the planar, confocal, concentric
and hemispherical setup on the edge of the stability diagram, and white dot 2
is in the stability area (blue). The dots located on the gray arrow (45◦) have
identical mirrors.

5.3.2 Different focal distances that meet the stability criterion

As described in the former section, the two spherical mirrors of the Fabry-Pérot open-
cavity resonator can be arranged according to the g-parameter diagram [see Fig. 5.3(a)]
for different focal distances, and still be stable. In the case of the Fabry-Pérot open-
cavity resonator the spherical mirrors can be placed at three different focal distances

8An important condition for a planar or hemispherical setup is that the flat plate mirror satisfies
the effective Fresnel number Neff = a2/λD [see Fig. 5.3(b)]. Where a is the radius of the flat mirror,
λ the wavelength of the frequency of interest and Nfres the Fresnel number. Nfres must be at least 10
to speak of a stable resonator with a sufficient Q-factor [157].
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and in the hemispherical setup at one focal distance9. The focal distances are derived
as follows:

• Focal D = Rj/2 [see Fig. 5.3(c), White dot no. 2]
• Confocal D = Rj [see Fig. 5.3(d), Black dot no. 3]
• Concentric D = 2Rj [see Fig. 5.3(e), Black dot no. 4]
• Hemispherical D = Rj [see Fig. 5.3(b), Black dot no. 5]

The first three focal distances are derived from Rj and the last focal distance from the
focal point fp of the spherical mirror. This focal point fp of a spherical mirror is at
half of Rj [see Fig. 5.4(a)]. A planar mirror can be placed in the center Rj of the same
arrangement. In this way a hemispherical setup is created [see Fig. 5.3(b)]. This means
that basically with the same setup two different mirror configurations can be made with
three different focal distances. Each mirror arrangement and each focal distance has its
own advantages, disadvantages and uncertainties on determining the ϵr and tanδ, which
will be described later in this chapter.

5.3.3 Development of various Fabry-Pérot open cavity resonator
configurations

The millimeter-wave Fabry-Pérot open-cavity resonator with two movable spherical mir-
rors was first described in 1966 in [161]. In this setup, the dielectric material is placed
at an angle φdm with respect to the axis of the resonator [see Fig. 5.4(a)]. The reason
for this tilt is that then no more reflections would occur in the cavity. This simplifies
the theory to derive the ϵr from this measurement. Experiments have been carried out
with different φdm-angles (from φdm = 3 to φdm = 7 degrees with steps of one degree).
The ϵr changed with an unacceptable range for the millimeter-wave frequencies, of 15%
over these φdm-angles. To correct this error, the theory would be more complex than
compared to the theory assuming there are reflections in the cavity. The Q-factor de-
creases depending on the φdm-angle until it can no longer be detected at eight degrees
or more [161].

A similar setup is described in 1967 in [175], but now the dielectric material is placed at
the Brewster-angle10 φB [see Fig. 5.4(b)]. However, the principle of the Brewster-angle,
i.e. change of polarization of the electromagnetic wave, only works if the material has

9It should be noted that the focal distance of the confocal is the same as for the hemispherical
setup.

10In optics, the Brewster-angle or polarization angle is understood to be the angle of incidence at
which full polarization occurs.



122
5 Uncertainties in the measured dielectric properties of solid materials with
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very few losses. Another disadvantage of this method is that the Brewster-angle is only
known if the ϵr is known. Furthermore, experiments have shown that no reflections are
observed in the measurement results on a material with a tanδ of 0.1 and smaller [175].
This means that placing the material parallel to the spherical mirrors [see Fig. 5.4(c)]
is ‘good enough’ [175] to be able to perform accurate measurements in order to derive
the ϵr and tanδ [175].

Spherical mirror

Dielectric material(a)

(b)

(c)

(d)

(e)

S11

φB

S21

φ

Figure 5.4: Different configurations of the Fabry-Pérot open-cavity resonator
in transmission mode (S21) with two spherical mirrors (a) with a dielectric
material, represented by a green rectangle, at an angle φdm, (b) a dielectric
material at the Brewster angle φB and (c) a dielectric material parallel to the
spherical mirrors. (d) The Fabry-Pérot open-cavity resonator with a spherical
and planar mirror in reflection mode (S11) and (e) the Fabry-Pérot open-cavity
resonator with a spherical and planar mirror in transmission mode (S21). In all
illustrations in this figure the blue arrows with decreasing thickness represents
decreasing electric field strength.

The last configuration of the Fabry-Pérot open-cavity resonator described here was
introduced in [176] in 1978. This setup consists of one movable spherical mirror and
one non-movable planar mirror in a hemispherical configuration [see Fig. 5.4(d) and
Fig. 5.4(e)]. Since only one mirror needs to be moved, this is a much simpler setup from a
mechanical point of view compared to the previously described setup with two spherical
mirrors. The electromagnetic wave can be excited in the cavity in two ways. With one
waveguide [see Fig. 5.4(d)] in which a reflection measurement (S11) [177] is performed
and with two waveguides [see Fig 5.4(e)] in which a transmission measurement (S21)
[178], [179] is performed. An advantage of this setup is that not only solids but also
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fluids can be measured [176]. A disadvantage of such a hemi-spherical setup is that an
air gap between the dielectric material placed on the planar mirror should be avoided.
This results in stringent requirements for the flatness of the dielectric material, which
can be a challenge depending on the type of material.

5.4 Design of the Fabry-Pérot open-cavity resonator
with spherical mirrors

The design of the Fabry-Pérot open-cavity resonator, together with the dimensions
(see Table 5.2), are illustrated in Fig. 5.5. The hemispherical setup consisting of a
spherical and a planar mirror is shown in Fig. 5.5(a) [177] - [180]. The setup consisting
of two spherical mirrors is illustrated in Fig. 5.5(b) [181]. The dielectric material (green
semi-transparent rectangle) is located at the center of the cavity at distance d from
the mirror. The thickness of the dielectric material is expressed with 2t = d − d0

[see Fig. 5.5(a)].

Fig. 5.5(c) shows a cross-section of a waveguide (dashed rectangle) and a circular
coupling aperture (dark gray circle) through the mirror (gray colored background) e.g.
iris. The iris connects a rectangular waveguide to the cavity via the mirror. A second
purpose of the round iris is to create a Gaussian beam at the surface of the mirror that
is symmetrical in the radial (ρp) direction [see Fig. 5.5(d)]. The subscripts p, l, q, are
the indecies of the radial (ρp), angular (φl), and axial (zq) mode from a Laplacian in
cylindrical coordinates [181] [see Fig. 5.5(d)]. Concerning unwanted-modes, these are
not detected when the mirrors are at the near-concentric distance. However, when the
mirrors are positioned at a near-confocal and near-focal distance unwanted-modes arise,
as will be described later in this chapter.

For the setup with two spherical mirrors the resonance frequency f0 of the unloaded
cavity is given by [181]:

f0 = cair

2D

[
q + 1 + 1

π
cos−1

(
1 − D

R0

)]
, (5.5)

where D is the distance between the mirrors and cair is the speed of light in air11.

For the hemispherical setup the resonance frequency is given by [178]:

f0 = cair

2D

[
q + 1 + 1

π
tan−1

(
D

R0 −D

)]
. (5.6)

11The speed of light in air cair is 299702547 m/s [146] and will be used in this chapter from now on
(see Section 5.6).
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Figure 5.5: (a) Hemispherical mirror arrangement and (b), depending on the
focal distance, a spherical concave or a near-concentric mirror arrangement.
(c) An illustration of a cross section of a waveguide and hole transition in the
mirror, i.e. iris, through which the electromagnetic wave is excited into the
cavity. (d) Shows the cylindrical coordinate system with respect to the Gaussian
beam with ρp the radial distance, φL the angular distance and zq the axial
distance. The dashed line defining the middle of the setup is the optical axis
and the dotted curved line illustrates a Gaussian beam.
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5.4.1 Design parameters of the Fabry-Pérot open-cavity resonator

The design of the concave spherical mirror consists of determining the expected beam
waist and radius of the beam on the spherical mirror. Important design parameters
are the radius or curvature R0 and the distance between the mirrors D. With these
parameters the radius of the beam waist w0 can be determined with [182]:

w0 =

√√√√λ
√
D (2R0 −D)

π
. (5.7)

The radius Bm of the beam on the mirror can be determined with [182]:

Bm = w0

√√√√(1 + 2D
kww2

0

)2

, (5.8)

where kw is the wave number in air:

kw = 2πf
cair

. (5.9)
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Figure 5.6: Diameter of the beam waist 2Bm on the surface of the spherical
mirror (blue lines) and the diameter of the beam waist 2w0 (black lines) in
the middle of spherical mirror arrangement at near-focal (solid red line), near-
confocal (dashed red line) and near-concentric (dotted red line) distance D for
several frequencies.
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Fig. 5.6 shows the results of the beam waist 2w0 in the middle of the spherical mirror
arrangement and beam waist 2Bm on the surface of the spherical mirror versus various
distances D per frequency. The radius of curvature R0 of the spherical mirrors used
during this reserach is 0.1 m (see Table 5.2). The solid red line is located at the
near-focal distance of 46.1 mm [q = 10, see Equation (5.5) and (5.5)], the dashed red
line at the near-confocal distance of 87.6 mm (q = 19) and the dotted red line at the
near-concentric distance of 175.2 mm (q = 38) (see Subsection 5.3.1).

5.4.2 Quality-factor of the unloaded cavity

For a resonant system, like the Fabry-Pérot open-cavity resonator, the Q-factor is the
most important parameter, as described in Section 5.3. The higher the Q-factor the
more accurate the resonance frequency f0 of the unloaded open-cavity can be deter-
mined. Furthermore, the higher the Q-factor the higher the peak value and thus an
increased dynamic range, allowing dielectric material with greater tanδ to be measured.

The Q-factor of an unloaded cavity can be determined with [181]:

Q = 1/

1/

 D

2δs

1(
1 − 1/

(
kw
√
D (2R0 −D)

))
 +

1/

 2πD
λ0αd

1(
1 − (2p+ l + 1) /

(
kw
√
D (2R0 −D)

))

 . (5.10)

The p- and l- are the indicies of the radial and angular mode from a Laplacian in
cylindrical coordinates, respectively [see Fig. 5.5(d)]. Further, the skin depth δs can be
calculated with [181]:

δs =
√

ρr

πfµ
, (5.11)

where ρr is the resistivity of the mirror material, in this case aluminum with ρr = 2.65×
10−8 Wm12. The absolute magnetic permeability of the conductor µa = µ0µr, where
µ0 = 4π × 107 H/m and µr = 1.000022 for aluminum. The skin depth13 for aluminum
is 0.3348 µm at 60 GHz and 0.2733 µm at 90 GHz.

12The resistivity for gold is 2.2×10−6 Wm, for copper 1.78×10−8 Wm and for silver 1.59×10−8 Wm.
13The skin depth for gold, copper and silver is 0.3075 µm, 0.2662 µm and 0.2588 µm, respectively.

The corresponding Q-factor are 143510, 165770 and 170510.
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The factor αd in Equation (5.10) is the fractional power loss per reflection. It represents
a sum of diffractive and reflective losses. The diffractive losses depend on the size of the
mirror rm (see Appendix D.3) and the reflective losses depend on the area illuminated
by the Gaussian beam Bm on the surface of the mirror (see Fig. 5.6) in combination with
the type of material, in this case aluminium. Because the spherical mirror is relatively
large (ratio of 1.44, i.e. 98%, see Appendix D.3) compared to Bm (see Fig. 5.6), the
diffractive losses can be neglected and then αd can be expressed as [181]:

αd = exp
(

−2rm

B2
m

)
. (5.12)

If we assume that the p- and l-modes are zero, which is the case when the spheri-
cal mirrors are placed at the near-concentric distance, only the first term of (5.10) is
taken into account. The calculated Q-factor of the Fabry-Pérot open-cavity resonator
becomes then for the near-focal distance at 65 GHz ≈ 33319, for the near-confocal dis-
tance at 65 GHz ≈ 63222 and for the near-concentric distance at 65 GHz ≈ 126922
(see Appendix D.4 for the obtained Q-factor per frequency band).

5.5 Derivation of the relative permittivity and loss tan-
gent

As described in Section 5.4, the resonance frequency for the unloaded cavity can be
derived from (5.5) or (5.6). The distance D between the two spherical mirrors is de-
termined for a specific resonant frequency f0 with a number of half wavelengths q that
fit into the open cavity [see Fig. 5.7(b) to Fig. 5.7(d)]. By varying the distance with
steps of q, the spectrum is found as shown in Fig. 5.7(a)14. For the near-concentric
distance the optimal number q, per resonance frequency, is determined by looking at
the maximum measured Q-factor associated with a particular number q. The maximum
q per frequency in the 60 GHz to 90 GHz frequency band is summarized in Table D.2
(see Appendix D.4).

The successive resonant frequencies f0, f1 · · · fi · · · fi,max consist of so-called odd or quar-
ter or even modes as shown in Fig. 5.7(b) to Fig. 5.7(d), respectively. Terms that are
also used for the odd mode are half-node (anti-node) or symmetrical mode. When a
dielectric material is inserted into the Fabry-Pérot open-cavity resonator the odd mode
gives a smaller shift in resonance frequency as compared to the even mode. Based on
a frequency range of 60 GHz to 90 GHz the odd mode can be used for dielectric sheets

14This resonant frequency spectrum is based on the mirrors being at a near-concentric distance (see
Fig. 5.3).
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with a thickness > 1500µm [181]. The even mode, also known as node or anti-symmetric
mode gives a larger shift δfsa in the resonance frequency [see Fig. 5.7(a) for example f0

versus fs0 and f2 versus fs2] compared to the odd mode. Based on a frequency range
of 60 GHz to 90 GHz the even mode can be used for dielectric materials that have a
thickness < 1500µm [181].
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Figure 5.7: (a) Example of a frequency spectrum of an unloaded cavity (blue)
with successive resonance frequencies f0 to f2 and filled cavity (orange) with
resonance frequency fs0 to fs2. δf0 and δf1 are the frequency differences between
the different resonance frequencies and δfsa and δfss the difference between the
resonance frequency and the odd and even shift caused by a dielectric material.
(b) The illustration of an odd number of q or a half-node 90◦ or symmetric
(cosine) mode, (c) the illustration of a quarter-node 45◦ or asymmetric mode
and (d) the illustration of an even number of q or full node 0◦ or anti-symmetric
(sinu) mode. A dielectric material is illustrated by the green rectangle.

5.5.1 Determination of the relative permittivity

Placing a dielectric material in an open-cavity15 with an ϵr greater than that of air, will
give a shift δfs and results in a resonance frequency fs1 as illustrated in Fig. 5.7(a).
The perturbation caused by the dielectric material and the associated frequency shift
δfs is related to the ϵr. The equations that will be described in this section are derived

15When the dielectric material, with a certain thickness t, is placed in the open-cavity the influence
of the dielectric material holder on the measurement results is assumed to be negligible. The dielectric
material should be placed in a reproducible manner where its surface is flat and perpendicular to the
mirrors.
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from the Gaussian-beam theory [181]. The equations assume that the surface of the
dielectric material is spherical corresponding to the Gaussian beam which equiphase
plane is spherical. Since the dielectric materials are flat, it will introduce an error in the
obtained resonance frequency. However, because the radius of curvature of the Gaussian
beam is very large close to the center of the resonator, it is reasonable to assume that
the wave is nearly planar. According to [181], the error is less than 0.1% for the ϵr and
0.5% for the tanδ.

For the symmetrical mode i.e. odd mode with an anti-node of the electric field in the
center of the open cavity [see Fig. 5.7(b)], the following equation applies [181]:

1
nr

cot (nrkwt− Φt) = tan (kwd− Φd) , (5.13)

where nr
16 is the refractive index, 2t the thickness of the dielectric material and d the

distance from the mirror to the edge of the dielectric material (see Fig. 5.5). Here kw

is the wave number [see Equation (5.9)] based on an ith resonance frequency fsi of the
loaded cavity.

For the anti-symmetric mode i.e. even mode with a node of the electric field in the
center of the cavity [see Fig. 5.7(d)] the following equation applies [181]:

1
nr

tan (nrkwt− Φt) = −tan (kwd− Φd) , (5.14)

In these formulae,

Φt = arctan
(

2t
nrkwsw2

0

)
,

Φd = arctan
{

2
kwsw2

0

(
d+ t

n2
r

)}
− arctan

(
2t

n2
rkwsw2

0

)
,

(5.15)

where,

kwsw
2
0 = 2

√√√√{(d+ t

n2
r

)(
R0 − d− t

n2
r

)}
, (5.16)

and w0 is the radius of the Gaussian beam in the middle of the cavity (5.7). The rest
of the parameters are indicated in Fig. 5.5.

16The refractive index is assumed real for now.
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The distance D between the mirrors can be calculated by experimentally obtaining δf0

or δf1, for example [see Fig. 5.7(a)] [181]:

D = cair

δfi/2
. (5.17)

For a given thickness 2t and with d = (D/2) − t [see Fig. 5.5(b)] we can determine the
nr of the dielectric material by using (5.13) or (5.14). Both equations can be written in
the form of a transcendental equation F (nr) = 0, and solved numerically [181].

5.5.2 Determination of the loss tangent

To be able to determine the tanδ, the quality factor from the unloaded cavity Qucav and
the quality factor from the loaded cavity QL, filled with a dielectric material, need to
be obtained. By placing the dielectric material in the cavity, the energy stored in the
cavity will be affected and will cause an additional power loss proportional to its tanδ.
Thus Qe is defined as follows [181]:

1
Qe

= 1
QL

− 1
Qucav

, (5.18)

the tanδ can be expressed in terms of Qe as follows [181]:

tan δ = 1
Qe

∆t+ d

∆t+ (1/(2kw)) sin (2(kwd− Φd)) , (5.19)

where 1 < ∆ < ϵr and ∆ can be written for symmetric-modes as ∆s and for anti-
symmetric-modes as ∆a, according to the following equations [181]:

∆s = n2
r

n2
r sin2 (nrkwt− Φt) + cos2 (nrkwt− Φt)

,

∆a = n2
r

n2
r cos2 (nrkwt− Φt) + sin2 (nrkwt− Φt)

.

(5.20)

5.6 Realized Fabry-Pérot open-cavity resonator

Based on Equations (5.5) to (5.9) the Fabry-Pérot open-cavity resonator has been de-
signed and realized as shown in Fig. 5.8(a). Equations (5.5) to (5.9) provide the values
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for the geometry of the spherical mirrors17 like the R0 and rm and also the dimensions
of the Gaussian beam width w0 and Bm (see Fig. 5.6) and the maximum distance D
between the spherical concave mirrors.

The spherical concave mirrors are placed on two different motor stages18 [see Fig. 5.8(a)],
making it possible to displace the mirrors individually with a resolution of 0.2µm. Mov-
ing the spherical concave mirrors individually has the advantage that the distance with
respect to the dielectric material can be optimized such that both mirrors have the same
distance (error less than ±0.2µm).

The dielectric material holder shown in Fig. 5.8(b) is made from Rohacell [184], which
has a very low ϵr of 1.05, which is close to air. The choice for Rohacell, instead of
aluminum, which is mechanically more rigid, is that the influence of Rohacell on the
measured result can be neglected, whereas metal structures tend to cause unwanted
interference. In the middle of the holder there is a round cutout with a size of 40 mm

VNA

Extender

Waveguide

Dielectric
material
holder

Rohacell
Dielectric 
material

Motor stage

Spherical
concave
mirrors

(b)
(a)

Magnet

Figure 5.8: (a) Perspective view of the realized Fabry-Pérot open-cavity res-
onator with VNA and frequency extenders (60 GHz to 90 GHz), and (b) per-
spective view of the dielectric material holder with dielectric material located
in the middle of the holder.

[see Fig. 5.8(b)], which is large enough such that the Gaussian beam, which beam
waist diameter at the center of the cavity is maximum 22 mm (see Fig. 5.6), does

17The spherical mirrors are realized by the Equipment & Prototype Center (EPC) from Eindhoven
University of Technology.

18Motor stages 413.32S and motor controllers C−663 are both from PI [183].
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not experience direct interaction with the Rohacell holder. The dielectric material is
clamped between two pieces of Rohacell and held in place by magnets [see Fig. 5.8(b)].

The dimensions of the Fabry-Pérot open-cavity resonator are summarized in Table 5.2
with the corresponding uncertainties and evaluation type19.

Table 5.2: Dimensions of the Fabry-Pérot open-cavity resonator with two
spherical concave mirrors (see Fig. 5.5).

# Variable size Uncertainty Evaluation
(mm) (µm) type

5.5 Bm See Fig. 5.6 B
5.6 w0 See Fig. 5.6 B
5.7 rm 40.0 100.0 B
5.8 R0 100.0 0.3 B
5.9 D (near-concentric) 175.2 0.2 A
5.10 D (near-confocal) 87.6 0.2 A
5.11 D (near-focal) 46.1 0.2 A
5.12 diris 1.5494 10.0 A
5.13 WR-12 1.5494 x 3.0988 ±5.0 B

5.7 Probabilistic sensitivity analysis

This section provides insight into which variable from Equation (5.13) to (5.18) has the
largest influence on the accuracy20 of the ϵr and tanδ (see Table 5.3 to Table 5.5). This
process is called a probabilistic sensitivity analysis (PSA) simulation (see Chapter 2,
Subsection 2.6.1). The PSA consists of a probabilistic input variable, a mathematical
model and an output variable. In Table 5.3 to Table 5.5 these probabilistic variables,
obtained from the relevant equations, are called ‘input variables’ [see (#5.14) to (#5.29)]
and follow a Gaussian distribution [see Chapter 2, Subsection 2.6.1, Fig. 2.7)]. The
mathematical model consists of a set of equations [see (5.13) to (5.18)] and the output
value is related to either the ϵr or to the tanδ and expressed as a standard deviation of
±2s.

The truncation (see Chapter 2, Subsection 2.6.1) of the distribution function, used for
the input variables, originate from production tolerances (see Chapter 2, Section 2.6.1)

19The evaluation type tells us where the information is coming from, defining the uncertainty. Type
A evaluation is obtained via self-performed measurements and type B evaluation by other sources like
data-sheets (see Chapter 2, Section 2.7.1).

20The ‘condition for the significance’ of the ϵr is smaller than one hundredth and, the ‘condition for
the accuracy’ of the ϵr is smaller than one thousandth and ten times smaller than the obtained tanδ.
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or from deviations related to, for instance, measuring the thickness of a dielectric mate-
rial. The simulation is performed based on a measured value of either the ϵr or the tanδ
of a certain material21. The PSA simulation, which is an in-house developed algorithm
in Matlab [185], is iterated one million times per probabilistic input variable22 (see Table
5.3, second column). To be able to distighiush between the same input variable with a
different tolerance a subscript, with a description of the applied tolerance, is added.

Table 5.3: In- and output variables, tolerances and outcome of the probabilistic
sensitivity analysis for the relative permittivity at 65 GHz (≈ 2.028) with an
expanded uncertainty of (±0.005) and for the loss tangent (≈ 0.0003) with
an expanded uncertainty of (±0.0001) for PTFE with a thickness of 264µm
±2.6µm.

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) ϵr (±2s)

5.14 δR0 0.005 4.996 µm 0.0003 (5.13) .. (5.16)
5.15 δfx0020 0.002 17110 Hz 0.0142 (5.17)
5.16 δfx0002 0.0002 1710 Hz 0.0014 (5.17)
5.17 δfs 0.000075 49826 Hz 0.0005 (5.17)
5.18 δt05 0.5 1.3191 µm 0.0047 (5.13) .. (5.16)
5.19 δcair 0.015 44938 m/s 0.0013 (5.13) .. (5.16)

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) tanδ (±2s)

5.20 δR0 0.005 4.996 µm 1.4097e−8 (5.13) .. (5.16)
5.21 δfx0020 0.002 17110 Hz 5.0273e−7 (5.17)
5.22 δfx0002 0.0002 1710 Hz 5.0239e−8 (5.17)
5.23 δfs 0.000075 49826 Hz 1.9027e−8 (5.17)
5.24 δt05 0.5 1.3191 µm 2.4082e−7 (5.13) .. (5.16)
5.25 δQucav10 10 10559 1.4826e−4 (5.18)
5.26 δQucav5 5 5381 7.3607e−5 (5.18)
5.27 δQL10 10 8611 1.8163e−4 (5.18)
5.28 δQL05 5 4309 9.0178e−5 (5.18)
5.29 δcair 0.015 44917 m/s 3.5079e−8 (5.18)

Analyzing Table 5.3 to Table 5.5 the following is concluded:

• The uncertainty δR0 represents the variation on the radius of curvature R0

(see Fig. 5.5). In none of the three cases is the ϵr and tanδ affected by the

21The used measured data for the ϵr and tanδ are from two samples of PTFE with a thickness of
264µm and 1018µm (see Tables 5.3 and 5.4) and FR-4 with a thickness of 130µm (see Table 5.5).

22n = 1, 000, 000 is chosen because then the probabilistic input reaches a Gaussian distribution.
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proposed maximum tolerance [see for instance (#5.14) and (#5.20)]. Therefore,
for this uncertainty the condition for the accuracy is met. The tanδ is not sensitive
for this uncertainty.

• The uncertainty δfx00xx
23 represents the variation on the δf (see Fig. 5.7). The

δfx00xx plays only a role for the thinner materials as shown in Table 5.3 and Table
5.5. The proposed tolerance in (#5.15), and (#5.21) for instance, is too large and
therefore affects the ϵr such that the condition for the accuracy is not met. When
the tolerance is reduced by a factor of ten, as shown in (#5.16) and (#5.22),
then the condition for the accuracy is met. The tanδ is not sensitive for this
uncertainty.

• The uncertainty δfs represents the variation in the frequency difference δfsa or
δfss (see Fig. 5.7). In none of the three cases is the ϵr and tanδ affected by the
proposed tolerance [see for instance (#5.17) and (#5.23). The condition for the
accuracy is met.

• The uncertainty δt is the variation on the measured thickness of the dielectric
material, where t is half the thickness of the dielectric material (see Fig. 5.5). The
δt plays only a role for the thinnest dielectric material used for this research as
shown in Table 5.5 [see (#5.50) and (#5.57)]. In this case the condition for the
accuracy is not met. Therefore, a micrometer24 with an resolution of ±1µm is
used. As shown in (#5.51) and (#5.58) the accuracy is met when the thickness
of the dielectric material is determined with ±1µm resolution.

• The uncertainty δcair is the variation on the speed of light in air cair (see Sec-
tion 5.8). In none of the three cases is the ϵr and tanδ affected by the proposed
tolerance [see for instance (#5.14) and (#5.20)]. The condition for the accuracy
is met.

23The ‘x’ represents a particular tolerance value used as input to the PSA simulation.
24Type Micromaster system, 0 − 30 mm.
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Table 5.4: In- and output variables, tolerances and outcome of the probabilistic
sensitivity analysis for the relative permittivity at 65 GHz (≈ 2.081) with an
expanded uncertainty of (±0.002) and for the loss tangent (≈ 0.0007) with
an expanded uncertainty of (±0.0001) for PTFE with a thickness of 1018µm
±11µm.

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) ϵr (±2s)

5.30 δR0 0.005 4.999 µm 0.0002 (5.13) .. (5.16)
5.31 δfx0020 0.002 17117 Hz 0.0082 (5.17)
5.32 δfx0002 0.0002 1710 Hz 0.0008 (5.17)
5.33 δfs 0.000075 49741 Hz 0.0003 (5.17)
5.34 δt05 0.5 0.5089 µm 0.0019 (5.13) .. (5.16)
5.35 δcair 0.015 44941 m/s 0.0008 (5.13) .. (5.16)

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) tanδ (±2s)

5.36 δR0 0.005 4.999 µm 2.7693e−8 (5.13) .. (5.16)
5.37 δfx0020 0.002 17117 Hz 1.0301e−6 (5.17)
5.38 δfx0002 0.0002 1710 Hz 1.0290e−7 (5.17)
5.39 δfs 0.000075 49741 Hz 3.9126e−8 (5.17)
5.40 δt05 0.5 0.5089 µm 5.1406e−7 (5.13) .. (5.16)
5.41 δQucav10 10 10544 1.2735e−4 (5.18)
5.42 δQucav5 5 52764 6.3247e−5 (5.18)
5.43 δQL10 10 66888 2.0108e−4 (5.18)
5.44 δQL05 5 33437 9.9767e−5 (5.18)
5.45 δcair 0.015 44941 m/s 9.8471e−8 (5.18)

Concerning the Q-factor, which is only used to determine the tanδ, the following is
concluded:

• The uncertainty δQucavxx is the variation in the Q-factor of the unloaded cavity
Qucavxx. As shown in (#5.26), (#5.42) and (#5.60) the condition for the accuracy
is met when the tolerance is not larger than 5%.

• The uncertainty δQLxx is the variation on the Q-factor of the loaded cavity QL.
As shown in (#5.26), and (#5.60) the condition for the accuracy is met when
the tolerance is not larger than 5%. Even for the thinnest material [see (#5.61)],
where the uncertainty is a hundred times higher than in the other two cases, the
condition for the accuracy is met. This is because the tanδ = 0.01 is relatively
high. To be able to achieve the same uncertainty as in (#5.26), and (#5.60) the
tolerance has to be reduced to 0.1% [see (#5.62)].
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Table 5.5: In- and output variables, tolerances and outcome of the probabilistic
sensitivity analysis for the relative permittivity at 65 GHz (≈ 3.999) with an
expanded uncertainty of (±0.009) and for the loss tangent (≈ 0.0101) with an
expanded uncertainty of (±0.0001) for FR-4 with a thickness 130µm ±1.3µm.

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) ϵr (±2s)

5.46 δR0 0.005 4.999 µm 0.0008 (5.13) .. (5.16)
5.47 δfx0020 0.002 17102 Hz 0.0295 (5.17)
5.48 δfx0002 0.0002 1709 Hz 0.0029 (5.17)
5.49 δfs 0.000075 49789 Hz 0.0011 (5.17)
5.50 δt075 0.75 0.9745 µm 0.0218 (5.13) .. (5.16)
5.51 δt025 0.25 0.3252 µm 0.0073 (5.13) .. (5.16)
5.52 δcair 0.015 44975 m/s 0.0029 (5.13) .. (5.16)

# Input Tolerance / Input Output Equation
variable uncertainty (%) (±2s) tanδ (±2s)

5.53 δR0 0.005 4.999 µm 4.1923e−7 (5.13) .. (5.16)
5.54 δfx0020 0.002 17102 Hz 1.5230e−5 (5.17)
5.55 δfx0002 0.0002 1709 Hz 1.5218e−6 (5.17)
5.56 δfs 0.000075 49789 Hz 5.7710e−7 (5.17)
5.57 δt075 0.75 0.9745 µm 5.2334e−6 (5.13) .. (5.16)
5.58 δt025 0.25 0.3252 µm 1.7467e−6 (5.13) .. (5.16)
5.59 δQucav10 10 10661 1.4977e−4 (5.18)
5.60 δQucav05 5 5310 7.4337e−5 (5.18)
5.61 QL10 10 1366 1.1695e−3 (5.18)
5.62 δQL001 0.1 13.66 1.1580e−5 (5.18)
5.63 δcair 0.015 44975 m/s 1.1539e−6 (5.18)

In each header of Table 5.3 to Table 5.5 the expanded uncertainty U can be found for
both ϵr and tanδ. Concerning the expanded uncertainty of the ϵr, the condition for the
accuracy is met for both PTFE materials and FR-4. Concerning the tanδ the condition
of the accuracy is only met for the FR-4 material. This is because the tanδ is relatively
high, i.e. around 0.01.

5.8 Measuring the relative permittivity of air for assess-
ing the measurement significance and accuracy

The measurement and obtained values of the permittivity of air have been described
in detail in [146]. The interesting thing about the permittivity of air is that its value
is determined with a significance to the nearest ten-thousandth. Measuring the ϵr of
air with the Fabry-Pérot open-cavity resonator will give insight with which significance
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and with which accuracy the measurement system can measure25. Based on the earlier
mentioned article the ϵr has been determined for a frequency range from 0.009 MHz to
24000 MHz with an ϵr from 1.000567 [186] to 1.000576 [187], respectively. As shown,
for example in Table 5.5 [#5.52], it introduces an uncertainty. Therefore it is important
to measure the ϵr of air at the same frequencies at which the dielectric material is
measured, in this case from 60 GHz to 90 GHz. Since the ϵr of air is affected by the
ambient temperature, humidity and air pressure, these quantities are monitored during
the measurement. An additional advantage is that the ϵr of air can be used to determine
the speed of light cair in the cavity. Subsequently, cair is used as input parameter for
the PSA (see Section 5.7) for obtaining the uncertainty of the ϵr and tanδ of a dielectric
material.

Initially, the Fabry-Pérot open-cavity resonator does not seem suitable for determining
the ϵr of air. The reason for this is that the principle of the Fabry-Pérot open-cavity
resonator is based on perturbation by a dielectric material placed in the cavity with an
ϵr greater than air. This means that the resonator is used in a way it was not intended
for to be able to determine the ϵr of air. To accommodate this, we have modified the
procedure with the following steps:

Firstly, the spherical concave mirrors are placed at a certain distance D that cor-
responds to a certain frequency, at which the ϵr of air will be determined with the
highest Q−factor. The q (see Section 5.5) is then derived from this distance D (see Ap-
pendix D.3). After the spherical concave mirrors are placed at the desired distance the
difference between resonance frequencies f0 and f1, i.e. δf0 (see Fig. 5.9) are obtained
via measurement. With the value for resonance frequencies f0 and f1 the fδf can be
determined with:

fδf = [(f1 − f0) (2q)], (5.21)

Secondly, the wavelength in the cavity λcav is obtained by moving one spherical con-
cave mirror over a distance dmirror, which corresponds to a quarter-wavelength obtained
from resonance frequency f1, towards the other spherical concave mirror. The moving
resonance frequency (dotted green line) is illustrated in Fig. 5.9 by resonance frequency
f ′

0 and moves from resonance frequency f0 to resonance frequency f1. The direction of
movement is indicated by the green arrow (see Fig. 5.9). If the speed of light in the
cavity is the same as the speed of light that is used to determine the quarter-wavelength

25With the measurement of the ϵr of air the uncertainties of the Fabry-Pérot open cavity resonator
including motors for positioning the mirrors, vector network analyzer, extenders and cables are taken
into account, but excludes the tolerance of the placement of the dielectric material. The reason for
this is that the placement of the dielectric material and dielectric material holder is not part of the
measurement of the ϵr of air.
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of resonance frequency f1, then resonance frequency f ′
0 must be exactly at resonance fre-

quency f1. If this is not the case, then the speed of light in the cavity is different from
the speed of light used to determine the quarter-wavelength over which distance the
spherical concave mirror has traveled. Based on the ratio between resonance frequency
f1 and f ′

0 and the distance dmirror the λcav in the cavity can be obtained with:

λcav = 2
[(
f1

f ′
0

)
dmirror

]
, (5.22)

Thirdly, now that both fδf and λcav have been obtained the speed of light in the cavity
ccav can be calculated with:

ccav = λcavfδf, (5.23)

Fourthly, with the obtained speed of light in the cavity ccav together with the speed
of light in vacuum c0 (299792458 m/s) the ϵr of air ϵr˙air can be calculated with:

ϵr˙air =
(
c0

ccav

)2
. (5.24)

The measured ϵr˙air and cair using the Fabry-Pérot open-cavity resonator can be found in
Table 5.6. The expanded uncertainty (k = 2, see Chapter 2, Subsection 2.8.3) expressed
as a standard deviation comes from the limited resolution from the motor stages dmirror

(0.2µm), and possible frequency drift (≈ 1700 Hz) illustrated in Fig. 5.9 by the red
arrows. The obtained values of the ϵr˙air are comparable with the results in literature.
The spread in the value of the ϵr˙air is mainly caused by the limited positioning resolution
of the mirrors.
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Figure 5.9: Shift in resonance frequency f0 by moving the spherical mirrors.
The movement of the spherical mirror is illustrated by the moving resonance
peak f ′

0 starting from f0 and moves towards f1. The green arrows indicate the
movement of the resonance peak caused by moving one spherical mirror. The
red arrows indicate the possible direction of the frequency drift.

Table 5.6: The results of the measured relative permittivity of air ϵr˙air and
the speed of light cair in the cavity of the Fabry-Pérot resonator. The mea-
surement uncertainty is expressed as a standard deviation of ±2s. During the
actual measurements the environmental condition was 22.5◦C with a humidity
of 54.6%, and an air-pressure of 1016 hPa. (The speed of light in vacuum is
299792458 m/s and the speed of light in air at 900 kHz is 299702547 m/s.)

# Frequency q λ/2 cair ϵr˙air Standard
(GHz) (µm) (m/s) Mean deviation (±2s)

5.64 60 33 2497.5 299733582 1.000405 0.000162
5.65 65 38 2305.4 299743369 1.000343 0.000174
5.66 70 42 2140.7 299744020 1.000603 0.000184
5.67 75 45 1998.0 299733893 1.000595 0.000200
5.68 80 49 1873.0 299745775 1.000414 0.000220
5.69 85 52 1763.0 299755364 1.000306 0.000219
5.70 90 54 1665.0 299742835 1.000375 0.000262
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5.9 Causes of uncertainty in characterizing dielectric ma-
terials

From the preceding sections it is concluded that there are two important parameters
that have a significant effect on the accuracy of determining the permittivity and tanδ,
namely, the uncertainty in δfi and the Q-factor of both the unloaded Qucav and loaded
QL cavity. In this section the causes that affect δfi, Qucav and QL and possible solutions
are described.

5.9.1 Measurement stability

A Fabry-Pérot open-cavity resonator, used during this research, is connected to a VNA
and frequency extenders26 to perform a transmission measurement (S21 or S12) and
retrieve the measured data. Settings of the VNA27 that can be used and adjusted to
obtain a frequency spectrum as shown in Fig. 5.7(a) are:

• a single frequency sweep with a certain sweep-time (< 60 sec.) to obtain a data-set,

• a given frequency bandwidth, which changes depending on the focal distance which
can be:

1. Near-focal distance with a frequency bandwidth of 8.0 GHz.
2. Near-confocal distance with a frequency bandwidth of 4.5 GHz.
3. Near-concentric distance with a frequency bandwidth of 3.5 GHz.

• a certain number of frequency points, which is limited by the type of VNA, in this
case 32001 points,

• and a certain IF bandwidth (IF-BW). The choice of the IF-BW is a trade-off
between signal-to-noise ratio and sweep-time and set to a maximum of a 1000 Hz,
which still satisfies the sweep-time criteria (see first bullet).

The δfi is derived from measuring two successive resonance frequencies sequentially.
Obtaining these two resonance frequencies will take time. During this measurement
time, obtaining both resonance frequencies, the setup is to be expected stable i.e. that
a minimum frequency drift occurs according the specifications of the VNA [156]. In
Table 5.3 to Table 5.5 it is shown that a frequency drift of 1.7 kHz is conform the

26E8361C from the company Keysight and frequency extenders from the company VDI [188].
27The actual VNA settings are in italic in the text.
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condition for accuracy [see (#5.24), (#5.40) and (#5.56)]. The question is whether we
can guarantee this maximum allowable frequency drift when environmental conditions
such as temperature and humidity change to a certain extendt.

With the designed and realized setup illustrated in Fig. 5.10 it is possible to monitor
the temperature and humidity with respect to a resonance frequency. Two temperature
/ humidity sensors28 are placed close to the open cavity [see Fig. 5.10(c)]. To exclude
that the accuracy of the local oscillator of the VNA plays a role, a frequency counter29

[see Fig. 5.10(a)], has been added30. The data is obtained, over a period of nine days,
via an AD converter and logged with a computer31 [see Fig. 5.10(b)]. From these
measurement results (see Appendix D.4, Fig. D.6) the following conclusions can be
drawn:

• A temperature change in the cavity and in the RF-cables of ≈ 2◦C results in
an inverse variation of frequency drift up to 4 MHz that follows the temperature
variation (see Appendix D.4, Fig. D.6).

• The climate control of the building has an overall effect on the steepness and ampli-
tude of the slope of the temperature and humidity. This becomes apparent during
nights and weekends when the climate control is turned off (see Appendix D.4).

From additional tests with a heater the main cause of the frequency drift is determined.
It turns out that the heat flow through the cavity is the dominant factor. Based on
this investigation all material characterization measurements are performed in a more
temperature stable room with a 4-port VNA32 and transceiver extenders33. A combina-
tion of factors such as a more temperature-stable room together with a new VNA and
extenders has led to a more stable measurement environment. The frequency drift over
one day has been brought back to ≈ 2 MHz instead of ≈ 4 MHz.

28T9602 − 5−A from the company Amphenol.
29HP53131A Universal counter from Keysight.
30The maximum frequency provided by the VNA as input for the frequency extenders is 15 GHz

[188]. At 15 GHz, the frequency drift, due to temperature stability, is 750 Hz without frequency counter
and 32.5 Hz with a frequency counter [156].

3116 bits ADC U6 Pro from the company Labjack.
32PNA N5227B from Keysight [156].
33ZC90 from Rohde and Schwarz [189].
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Figure 5.10: Measurement setup for sampling temperature, humidity and a
resonance frequency over time. (a) Frequency counter, (b) PC with analogue
/ digital converter, (c) temperature and humidity sensors, (d) vector network
analyzer, and (e) the Fabry-Pérot open-cavity resonator.

5.9.2 Post-processing the resonance peak in case of a limited num-
ber of frequency points

As described in the preceding subsection, to minimize the effect of frequency drift, the
measured data without and with dielectric material must be obtained in less than five
minutes. An important condition is that the data set contains at least three resonance
frequencies [see Fig. 5.7(a)]. This means that the obtained data has a limited number
of frequency points34 for reconstructing the resonance peak. To be able to determine
both the resonance frequency and the frequency bandwidth at −3 dB the resonance
peak needs to be reconstructed. This is done by a process that is described via a flow
chart in Fig. 5.11(a).

The post-processing of the resonance frequencies fi-ulcav of the unloaded cavity relies on
the convergence of the difference between the resonance frequencies δf0 and δf1. The
difference between the resonance frequencies is assumed to be equal. However, due to
the deformation of the resonance peak caused by the limited number of frequency points
the difference between, in this case δf0 and δf1, will differ. By finding the actual fi for
all three resonance frequencies the difference between δf0 and δf1 should become zero.
The convergence is tested by obtaining the standard deviation of both δf0 and δf1, which

34The number of frequency points changes when a different focal distance is chosen (see Subsec-
tion 5.3.2 and Subsection 5.9.1).
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Figure 5.11: (a) Post-processing flow chart, (b) frequency spectrum with
resonance frequencies from both unloaded (blue) and loaded (orange) cavity and
rectangular sliding window, (c) resonance peak with frequency points (black)
and (d) the top of a resonance peak curve fitted based on different values for
|AdB| − xdB.
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The resonance frequencies are obtained by using a sliding window sww [see Fig. 5.11(b)].
The sliding window is used to retrieve the resonance frequencies of the unloaded cavity
as well as those of the loaded cavity. The width sww of the sliding window is iteratively
adjusted so that there is only one resonance frequency in the window. Fig. 5.11(c) shows
a resonance peak with the different variables used to reconstruct f0 and the Q-factor
for both the results of the unloaded and loaded cavity.

A minimum number of BWsamp [see Fig. 5.11(c)] is taken to reconstruct the resonance
peak and apply an interpolated spline curve [see Fig. 5.11(d), green line]. Then, at
for instance |AdB|−1 dB, a line is drawn [see Fig. 5.11(b), horizontal black dashed
lines] where at the crossing with the curve fleft and fright are obtained. The resonance
frequency is now determined by fi = [(fleft + fright)/2]. These steps [see Fig. 5.11(a)]
are repeated for the unloaded cavity until the standard deviation of δf0 and δf1 are
converged. For the loaded cavity these steps are repeated until the value of fi has
converged. At the end the fi is obtained at a minimum of |AdB|−4 dB such that the
Q-factor can be determined at −3 dB [see Fig, 5.11(c), green dashed line].

For the in this section described fitting technique, it is assumed that the resonance
peak is symmetrical as illustrated Fig. 5.11(c) and Fig. 5.11(d). However, in some
cases, depending on the ϵr and tanδ of the dielectric material to be measured (see Sub-
section 5.3.3), an asymmetric resonance peak, also called a ‘Fano’ or skewed resonance35,
can occur. Research into curve fitting techniques for these asymmetric resonance peaks
is described in [191]. One of the recommendations is to use a Lorentzian curve fit with
the addition of a cross-coupling perturbation term. The implementation of a suitable
or adaptive curve fitting technique is recommended for future work.

5.10 Measured permittivity and loss tangent of PTFE
and FR-4 including the combined standard ex-
panded uncertainty

Two different dielectric materials have been measured with the realized Fabry-Pérot
open-cavity resonator (see Section 5.6, Fig. 5.8). The measured ϵr and tanδ for one
sample of PTFE with a thickness of ≈ 264µm is provided in Table 5.7 and for a dielectric
sample of FR-4 with a thickness of ≈ 130µm the results are shown in Table 5.8. Both
tables include both results obtained directly from the measured raw data as well as from
the curve-fitted data.

35In physics, a ‘Fano’ resonance is a type of resonant scattering phenomenon that gives rise to an
asymmetric curve. Interference between a background and a resonant scattering process produces the
asymmetric line-shape [190].
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Table 5.7: The measured relative permittivity and loss tangent of PTFE
(264 µm) material.

# Frequency ϵr ϵr Diff.
band (GHz) Raw data Curve fit

5.71 58 .. 61 2.049 2.082 0.033
5.72 61 .. 64 2.137 2.072 −0.065
5.73 64 .. 67 2.017 2.021 0.004
5.74 67 .. 70 2.064 2.088 0.024

# Frequency tanδ tanδ Diff.
band (GHz) Raw data Curve fit

5.75 58 .. 61 NR36 NR NR
5.76 61 .. 64 0.000469 0.000373 −0.000096
5.77 64 .. 67 0.000936 0.000376 −0.000560
5.78 67 .. 70 0.000463 0.000362 −0.000101

Table 5.8: The measured relative permittivity and loss tangent of FR-4
(130 µm) material.

# Frequency ϵr ϵr Diff.
band (GHz) Raw data Curve fit

5.79 58 .. 61 4.114 4.040 −0.074
5.80 61 .. 64 4.104 4.047 −0.057
5.81 64 .. 67 4.100 4.003 −0.097
5.82 67 .. 70 4.097 4.009 −0.088

# Frequency tanδ tanδ Diff.
band (GHz) Raw data Curve fit

5.83 58 .. 61 NR NR NR
5.84 61 .. 64 0.0090 0.0096 0.0006
5.85 64 .. 67 0.0107 0.0102 −0.0005
5.86 67 .. 70 0.0102 0.0114 0.012

The difference between the ϵr obtained from the raw data and the ϵr after post-processing
is in all cases not smaller than 0.05 for FR-4. This means that the deviation caused
by the limited number of frequency points is larger than the condition for accuracy for
the ϵr. Therefore, post-processing is necessary to be able to obtain the permittivity
according the condition for accuracy.

35NR = no result. The reason that no results could be obtained for this frequency band is unknown.
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help of a Fabry-Pérot open-cavity resonator

For sake of completeness, a repeatability measurement is performed37, which resulted
in a mean, standard deviation, standard deviation corrected38 and a standard deviation
based on a combined expanded uncertainty uc (k = 2.57) for the two measured samples,
where the results are combined in Table 5.9.

Table 5.9: The relative permittivity and loss tangent of FR-4 (130 µm) and
PTFE (264 µm and 1018 µm) material obtained via a repeatability (5 times)
measurement for a frequency range of 64 GHz to 67 GHz with different uncer-
tainties expressed as a standard deviation of 2s, a corrected standard deviation
with kp = 2.87 (T-table, see Appendix A.5.) and an expanded uncertainty U .

# Material ϵr Standard Standard Expanded
Mean uncertainty uncertainty uncertainty

±2s Corrected ±2s kp = 2.87
5.87 FR-4 (130µm) 4.0019 0.0136 0.0195 0.0244
5.88 PTFE (264µm) 2.0654 0.0103 0.0148 0.0146
5.89 PTFE (1018µm) 2.0965 0.0039 0.0056 0.0063

# Material tanδ Standard Standard Expanded
Mean uncertainty uncertainty uncertainty

±2s Corrected ±2s kp = 2.57
5.90 FR-4 (130µm) 0.01007 0.00013 0.00019 0.00017
5.91 PTFE (264µm) 0.00019 0.00002 0.00002 0.00012
5.92 PTFE (1018µm) 0.00080 0.00009 0.00012 0.00013

By comparing the results in Table 5.3 to Table 5.5 we can observe that the setup itself
should be able to achieve the desired accuracy (see last column of Table 5.9). However,
when the measurements must be repeated the uncertainty becomes too large (see Ta-
ble 5.9, column with corrected results), for dielectric materials with a certain thickness
(#5.87) and (#5.88), up to one-hundredth. In case of (#5.87) this is caused by the
fact that the thickness of the dielectric material cannot be determined accurately and
that the dielectric material is not placed at the exact location. FR-4 is considered
in-homogeneous. However, when observing the results of the thicker PTFE material
(#5.89) then in all cases the standard deviation does not exceed one-thousandth, mak-
ing even repeated measurements accurate. This does not hold for the thinner PTFE
material (#5.88).

37By repeatability is meant that five times the material holder and dielectric material are removed
from the Fabry-Pérot open-cavity resonator and put back in place. After replacing the material holder,
the measurement is repeated and the ϵr is determined.

38The measurements are repeated five times where the obtained measurement data is corrected,
with help of a T-table (see Appendix A.1, Section A.5, Table A.3), to be able to obtain the standard
deviation.
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A possible reason for this is that the dielectric material used for this measurement
is relatively small. The dielectric material holder is designed to be able to stretch the
dielectric material such that it becomes flat at the area where it is illuminated. However,
when the material is relatively small and has a certain thickness it becomes difficult to
achieve a certain flatness. Even more, small deviations in placing the dielectric material
in the holder could cause large deviations in obtaining the ϵr. Concerning the standard
deviation and uc of the tanδ the placement of the dielectric material has less effect
[see (#5.90) to (#5.92)].

5.11 The advantages and disadvantages of using differ-
ent focal distances to determine relative permittiv-
ity and loss tangent

As described in Subsection 5.3.2 and based on the stability criterium [see Fig. 5.3(a)],
it is possible to determine the ϵr and tanδ in the same setup with three different focus
distances. In this subsection we discuss the advantages and disadvantages per focus
distance.

The frequency spectrum for the near-concentric distance is illustrated in Fig. 5.7(a) and
consist of a distinct pattern of consecutive resonance frequencies. This is less apparent
for the other two distances, the near-confocal and the near-focal distance, where multiple
resonance frequencies (to illustrate four) become visible caused by multiple p-modes (see
Section 5.4) as shown by the black solid line in Fig. 5.12(a). With this type of frequency
spectrum, it is impossible to determine from which resonance frequencies (f0, f1, f2,
or f3) the ϵr can be derived. Therefore, the dielectric material-holder (see Section
5.6) is altered such that an electromagnetic absorber can be added, as illustrated in
Fig. 5.12(b). By using electromagnetic absorbers surrounding the diaphragm the p-
modes are suppressed, thus creating a frequency spectrum as shown in Fig. 5.12(a)
orange line with one distinct resonance frequency.

The beam pattern for the three different focal distances are shown in Fig. 5.12(c) for
the near-focal distance, Fig. 5.12(d) for the near-confocal distance and Fig. 5.12(e) for
the near-concentric distance. The mirrors and the beam shape are proportional and the
sizes are taken from Fig. 5.6.

Two important conclusions are:

• At near-concentric focal distance the highest Q-factor is achieved. This means
that the tanδ is most accurately determined.

• The size of the beam waist w0 changes slidely with varying focal distances where
the size of the beam waist Bm changes significantly [see Fig. 5.12(c) to 5.12(e)].
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This places requirements on the size of the mirror, which must be clearly based
on the size of the beam waist Bm at the concentric distance (see Fig. 5.6 and
Appendix D.3).
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Figure 5.12: (a) Illustration of a sequence of four resonance frequencies f3
to f0 (black solid line) and a single resonance frequency fi (orange line). (b)
Illustration of a dielectric material holder made from Rohacell (white) with an
electromagnetic absorber (black) and dielectric material (green). The different
sizes of the Gaussian beam in the middle of the cavity w0 and on the spherical
mirror Bm are shown in (c) at near-focal distance, (d) at near-confocal distance,
and (e) at near-concentric distance.
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5.12 Conclusions

By investigating different material characterization methods, the advantages of the
Fabry-Pérot open-cavity resonator became apparent. In summary, it is possible to
measure, without contact, materials with a large variation in both thickness and size
can be easily placed in the measuring system and the set-up is relatively simple to real-
ize. Based on the stability diagram it has become clear that it is possible to measure at
three different distances with the same system, each distance having its own advantages
and disadvantages. Two striking advantages are that the tanδ can be measured accu-
rately at the near-concentric distance and the permittivity at the near-focal distance.
Furthermore, we have derived from this theory an optimized distance with the highest
Q-factor, which is summarized in a so-called qQ-Table (see Appendix D.4).

The measurement accuracy of the Fabry-Pérot open-cavity resonator has been deter-
mined by measuring the permittivity of air with this system. As far as we know, this
has never been done before. The measurement accuracy of this Fabry-Pérot open-cavity
resonator for the ϵr is therefore determined to be at least one ten-thousandth in the fre-
quency range from 60 GHz to 90 GHz. Furthermore, from this measurement, the speed
of light cair observed in the cavity has been derived. This is used in the equations from
which the ϵr and tanδ are calculated, thereby improving the accuracy.

With the use of the probability sensitivity analysis, it has become clear which parameters
are responsible for the inaccuracy in the ϵr and tanδ and whether it is possible to improve
it. For the relatively low-loss dielectric materials (PTFE), with a thickness of 264µm
and 1018µm, this is caused by the δf and the Q-factor. For the higher loss sample,
with a thickness of 130µm, this is mainly caused by determining the thickness t of the
dielectric material. This must be determined with an accuracy of 1% with regard to
the thickness of the dielectric material to satisfy the desired accuracy.

Finally, two causes have been found that affect the accuracy of the system. One cause
is the ambient temperature and humidity, the influence of which can be limited by
measuring in a shorter period of time (<5 min ). The other cause is the limited number
of measuring points, which creates an inaccuracy in determining both the f0 and the
Q-factor. This is solved by applying a curve fitting technique. Both solutions have been
implemented and the measurement results of both PTFE and FR-4 are summarized
with a combined standard uncertainty.
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Chapter six

Conclusions and recommendations

6.1 Conclusions

In recent years, wireless technology has become increasingly popular with emerging ap-
plications such as 5G and 6G wireless communications and automotive radar sensing.
These applications use higher frequencies (millimeter waves), which enables to inte-
grate the so-called millimeter-wave antennas, either as single element or as an array,
into a complete active wireless device. This has created challenges in design, integration
and characterization through antenna modeling and measurements. So, uncertainty, of
which Frank Knight, who was an American economist, said: “you cannot be certain
about uncertainty”[192], is the keyword during this research. The goal of this research
is to become more certain about the uncertainties concerning modeling, integration and
measurement of a millimeter-wave antenna. Not only the uncertainties are described,
but also the usefulness of validating the outcome of the simulation with the measure-
ments of a millimeter-wave antenna.

It is important to explore the main causes of uncertainty in the design and characteriza-
tion process of millimeter-wave antennas. Given the design complexity of a millimeter-
wave antenna, we cannot just rely on our experience or intuition. There can be various
causes, and not all of them have the same impact on the behavior of the antenna. About
a hundred years ago it was already noted that measurement results will always be in-
fluenced by the measuring instrument, the so-called ‘observer effect’. The measurement
setup is robust if these so-called ‘measuring instrument’ influences are minimal, as it
was not noticed in the behavior of the object to be measured i.e. are not ‘observed’ in
the measurement results.

This means that before starting with the design of a millimeter-wave antenna, the
possible uncertainties must be mapped out. With the help of four Euler diagrams i.e.
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worlds, the different stages of the development of an antenna are indicated. For example,
there is an overlapping world called the ‘world of influence’. This is the world where
the other three Euler diagrams fall in and describes the extrinsic uncertainties. The
other three Euler diagrams are the ‘design world’, where the choice is made in which
configuration stage the antenna design is in, the ‘symbolical world’ where the design
parameters e.g. geometry of the antenna, are obtained via analytical or numerical
simulation, and the ‘empirical world’ where the antenna is measured to determine the
various characteristics. Between the last two worlds a validation takes place. To be
able to perform a validation, one of these worlds should be considered as a reference.
This is often an iterative process. In those four Euler diagrams e.g. the ‘antenna
design process’, the uncertainties are subdivided into groups and in those groups the
actual uncertainties are pin-pointed. The antenna design process maps all possible
uncertainties.

After the antenna design process has been drawn up and most of the uncertainties
have been identified, it is necessary to define useful statistical measures. However,
applying the correct statistical techniques is not trivial. Therefore, during this research
it has been investigated which statistical measures can be used for both simulated
and measured data of millimeter-wave antennas, where the terms and conditions for
applying statistical measures are thoroughly described. The main conclusion of this
study into statistical measures is that specific statistical tools are needed that already
consider the limited available data. Student’s t-distribution forms the basis to be able
to analyze limited data, supplying a correction table for the standard deviation e.g. the
T-table. In addition to these measures, attention is paid to the various distribution
functions. Given some uncertainties are caused by tolerances, a truncated Gaussian
distribution has been described, just to mention one. Another conclusion is that we
must describe in detail how data is obtained, what the circumstances are and how the
statistical measures are applied. Based on this study, the Euler diagrams related to
the simulation and measurement of millimeter-wave antennas have been extended with
statistical terms and measures.

Based on the antenna design process, extended with statistical terms and measures, an
uncertainty model of a specific antenna is created. This uncertainty model can be used
to predict the main causes affecting the behavior of the millimeter-wave antenna. With
help of this uncertainty model the behavior of the antenna including the uncertainties are
described, thus creating a reference to compare and quantify the measurement results
to as well. This uncertainty model is applied to two case studies. The first case study
concerns a linearly polarized millimeter-wave inset-fed patch antenna. A probabilistic
sensitivity analysis is applied to investigate which tolerance in the antenna production
process has the largest influence on its behavior. The effect of the tolerances and the
possible correlation is presented in a correlation diagram in which the magnitude of
correlations is explained and quantified. From this analysis it can be concluded that a
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10% tolerance in the production of this PCB antenna is enough to achieve the desired
accuracy of the antenna characteristics like the antenna gain etc..

The second case study uses a circularly polarized millimeter-wave rod antenna. Here,
the tolerances are introduced as minimum and maximum values and are used as input
values for the simulation model of the millimeter-wave rod antenna. From the analysis
of this antenna we concluded that it is necessary to know the relative permittivity as
accurately as 0.001 and that the tolerance in the layer registration of the PCB provides
the largest deviation. Furthermore, the influence of specific settings and choices in
the numerical simulation software (the number of mesh cells, and port excitation) was
investigated. Especially the type of excitation influences the outcome of the antenna’s
behavior, which is mainly caused by its size and geometry, which may cause obstruction.
The main conclusion is that the excitation port should represent reality as accurate as
possible. The research antenna is meant as a reference, to make the effects from for
instance the RF-connector, antenna-holder, etc. insightful. If the simulation model of
the antenna should represent reality, i.e. a ‘measurable’ antenna, it is recommended
to integrate the entire RF-connector in the simulation model. From experiments, we
found that the most detailed simulation model, including the RF-connector, matches
the closest to the measurement results, that falls within the minimum and maximum
value of an antenna characteristic predicted by the simulation model.

The effect of the RF connector on the behavior of the AUT has been investigated. The
uncertainty model shows that much of the interference comes from the RF-connector and
the RF-connector interface. This is not only caused by blockage of the RF-connector
housing, but also by unwanted radiation from transitions. Therefore, three different
RF connectors have been investigated, namely a press-fit connector, an RF probe and
a waveguide-to-PCB connector, to analyze the various effects that affect the behavior
of the antenna. It becomes apparent that each RF connector radiates, and that this
radiation limits the dynamic range of the measurement. We also found that the RF side
probe together with the waveguide-to-PCB connector gives the lowest amount of inter-
ference, blockage and unwanted radiation. The contactless method is briefly explained.
However, the usefulness of the contactless method needs further investigation.

A millimeter-wave antenna is typically realized on dielectric materials for which most
of the time the relative permittivity and loss tangent are not accurately known. The
Fabry-Perot open-cavity resonator is presented in Chapter 5 and is the preferred ma-
terial characterization method in our case, because the material can be easily placed
and removed from the setup without modifying the material. This contactless charac-
terization system also allows to investigate the homogeneity of the dielectric material.
The system has been characterized in various ways. For instance, the system accuracy,
for measuring the relative permittivity, has been determined up to one ten-thousandth.
This is done by measuring the relative permittivity of air.
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In addition, a probabilistic sensitivity analysis has been applied. Two different dielectric
materials are used, which act as a reference, to check whether it is at all possible to ob-
tain the required accuracy for the relative permittivity of 1.001 and for the loss tangent
ten times smaller than the measured value. These two different dielectric materials are
PTFE with a thickness of 264µm and 1018µm and FR-4 with a thickness of 130µm.
From the outcome of the probabilistic analysis it can be concluded that the thickness
of the dielectric material needs to be known within 1% to be able to obtain an accuracy
for the relative permittivity up to one thousandth. Measuring the thickness with an
accuracy of less than 1µm was not possible during this research. The analysis of the
measurement accuracy has been complemented by a repeatability measurement, which
shows that only for the PTFE material with a thickness of 1018µm the desired accuracy
of one thousandth is achieved.

6.2 Recommendations

This research has attempted to establish a foundation to quantify and understand uncer-
tainties in millimeter-wave antenna measurements, but this work is far from complete.
In this thesis various aspects related to uncertainty in antenna modeling and measure-
ment are investigated. In most of the cases various statistical measures are applied
to quantify the uncertainty and its impact on the modeling and measurement results.
Advances in insight into these topics have led to various recommendations and future
work, which include:

• Antenna design process: The combination of Euler diagrams i.e. worlds, have
proven to be very useful in identifying and visualizing uncertainties in the various
stages of the design process of for example an antenna. However, adding a weight
to each uncertainty predicting which uncertainty will have the greatest impact is
of great value. This forces one to investigate every uncertainty and thus verify
whether the assessment is correct. Afterwards one can then reflect on whether
the prior knowledge was enough and whether one was not guided by the observer
bias. Another important factor that needs to be investigated is the interaction
between the various uncertainties identified in the different Euler diagrams e.g.
the interaction between the uncertainties.

• Modeling a reference: During this research it was suggested to use the sim-
ulation model as a reference to compare the measurement results. An attempt
has been made to describe a reference model that is as complete as possible by
explaining the uncertainties arising from the simulation. However, the simulation
model as a reference remains a topic of discussion. The reason for this is that
it must be determined which standards an antenna reference must meet. Is a
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description as complete as possible of the behavior of the antenna, by means of
simulation results, including the effects of uncertainties, sufficient? This descrip-
tion of a reference antenna must be further investigated, whereby other sciences,
like chemistry and physics, can be used as an example.

• Interfacing the antenna: It has proven to be a challenge to interface a
millimeter-wave antenna with a commonly known RF-connector or RF-probe.
The verification of the RF-probe has been done in the past. However, a more
extensive analysis by measurement, making the same comparison as has been
done during this research with help of simulation models, is advised. This is seen
as future work because the anechoic measurement chamber with which it should
be possible to characterize the RF-connector models was not finished and fully
characterized when this research was completed.

• The limits of material characterization system: The probabilistic sensitivity
analysis simulation is used several times in this study. This means that different
variables both in the antenna design and in the material characterization system
are individually analyzed with a certain distribution function. However, for the
completeness of the probabilistic analysis, it is necessary to analyze all variables
of an antenna design simultaneously. This means that it is advised to use a brute-
force method by performing for instance a Monte Carlo simulation. In this way
it becomes clear what the mutual influences are between the variables.
Furthermore, it has been observed that at the near-confocal and near-focal dis-
tance the p and l modes start propagating. The presence of the p and l modes
becomes visible in the frequency spectrum because additional resonance frequen-
cies appear. A way to suppress these modes is to change the diameter of the iris.
A simulation model must be designed to optimize the diameter of the iris. The
outcome of the simulation needs to be verified by measurement by implementing
new mirrors with the new iris design.
Due to the limited number of frequency points available, the resonance peak is
distorted. This makes it impossible to find accurately the f0 and the −3dB fre-
quencies. These frequency and amplitude parameters are needed as inputs to de-
termine both the relative permittivity and loss tangent. A curve fitting technique
has been applied that only assumes a symmetrical resonance peak. However, with
certain dielectric materials, a so-called Fano or asymmetric peak can also arise.
Therefore, it is advised to apply an adaptive curve fitting technique that considers
the symmetry of the resonance peak.
An extensive measurement of various dielectric materials with different thick-
nesses, relative permittivity, and loss tangent at different focal distances is pro-
posed. With this extensive measurement campaign it is possible to determine
with what distance which type of dielectric material can be measured and what in
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the end the measurement range of the Fabry-Perot open-cavity resonator is with
which the relative permittivity and loss tangent can be determined.



Appendix A

A.1 Metrological terms used in this thesis [1], [2]

A.1.1 accuracy: The closeness of the agreement between the result of a measurement
and a true value of the measurand. ’Accuracy’ is a qualitative concept.

A.1.2 arithmetic mean (average): The sum of values A.1.60 divided by the number
of values.

A.1.3 bias: The difference between the expectation of the test results and an accepted
reference value.

A.1.4 characteristic: A property which helps to identify or differentiate between items
of a given population (A.1.38).

A.1.5 confidence coefficient (confidence level): The value (1 - α) of the probability
(A.1.40) associated with a confidence interval or a statistical coverage interval
(A.1.58).

A.1.6 confidence interval, one sided: When T1 and T2 are two functions of the ob-
served values such that, θp being a population (A.1.38 parameter to be estimated
(A.1.21), the probability (A.1.40) P(T1 ≤ θp ≤ T2) is at least equal to (1 - α)
[where (1 - α ) is a fixed number, positive and less than 1], the interval between
T1 and T2 is a two-sided (1 - α ) confidence interval for θp.

A.1.7 confidence interval, two sided: When T is a function of the observed values
such that, θp being a population (A.1.38 parameter to be estimated (A.1.21),
the probability (A.1.40) P(T ≤ θp ) [or the probability P(T ≤ θp )] is at least
equal to (1 - α ) [where (1 - α ) is a fixed number, positive and less than 1], the
interval from the smallest possible value of θp up to T (or the interval from T up
to the largest possible value of θp ) is a one-sided (1 - α ) confidence interval for
θp.
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A.1.8 correction: value added algebraically to the uncorrected (A.1.50) result of a
measurement (A.1.35) to compensate for systematic error (A.1.19).

A.1.9 correction factor: Numerical factor by which the uncorrected (A.1.50) re-
sult of a measurement (A.1.35) is multiplied to compensate for systematic error
(A.1.19).

A.1.10 correlation: The relationship between two or several random variables within a
distribution of two or more random variables.

A.1.11 covariance: The covariance of two random variables is a measure of their mutual
dependence.

A.1.12 coverage factor: Numerical factor used as a multiplier of the combined standard
uncertainty in order to obtain an expanded uncertainty.

A.1.13 degrees of freedom: In general, the number of terms in a sum minus the number
of constraints on the terms of the sum.

A.1.14 distribution function: A function giving, for every value x, the probability that
the random variable X be less than or equal to x:

F (x) = P (X ≤ x) . (A.1)

A.1.15 distribution, normal (Laplace-Gauss distribution): The probability distri-
bution of a continuous random variable x.

A.1.16 error (of measurement): Result of a measurement minus a true value of the
measurand.

A.1.17 error, random: Result of a measurement minus the mean that would result
from an infinite number of measurements of the same measurand carried out
under repeatability conditions.

A.1.18 error, relative: Error of measurement divided by a true value of the measurand.

A.1.19 error, systematic: Mean that would result from an infinite number of measure-
ments of the same measurand carried out under repeatability conditions minus a
true value of the measurand.

A.1.20 error, total: Both systematic and random errors, when combined, results in the
total error.

A.1.21 estimate: The value of an estimator obtained as a result of an estimation.
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A.1.22 estimation: The operation of assigning, from the observations in a sample, nu-
merical values to the parameters of a distribution chosen as the statistical model
of the population from which this sample is taken.

A.1.23 estimator: A statistic used to estimate a population parameter.

A.1.24 expectation (of a random variable or of a probability distribution), ex-
pected value, mean: 1) For a discrete random variable X taking the values xn

with the probabilities pn, the expectation, if it exists, is:

µe = E (X) =
∑

pnxn, (A.2)

the sum being extended over all the values xn which can be taken by X.
2) For a continuous random variable X having the probability density function
f(x), the expectation, if it exists, is:

µe = E (X) =
∫
xf (x) dx. (A.3)

the integral being extended over the interval (s) of variation of X.

A.1.25 fixture: The calibration system that includes both hardware and software neces-
sary to perform the calibration under stable, repeatable conditions.

A.1.26 frequency: The number of occurrences of a given type of event or the number of
observations falling into a specified class.

A.1.27 frequency distribution: The empirical relationship between the values of a
characteristic and their frequencies or their relative frequencies.

A.1.28 independence: Two random variables are statistically independent if their joint
probability distribution is the product of their individual probability distributions.

A.1.29 measurand: Particular quantity subject to measurement.

A.1.30 measurement: Set of operations having the object of determining a value
(A.1.60) of a quantity (A.1.44).

A.1.31 measurement, accuracy of: Closeness of the agreement between the result of
a measurement and a true value of the measurand.

A.1.32 measurement, method of: Logical sequence of operations, described generi-
cally, used in the performance of measurements.

A.1.33 measurement, principle of: Scientific basis of a measurement.

A.1.34 measurement procedure: Set of operations, described specifically, used in the
performance of particular measurements according to a given method.
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A.1.35 measurement, result of a: Value attributed to a measurand, obtained by mea-
surement.

A.1.36 measuring system: Set of one or more measuring instruments and often other
devices, including any reagent and supply, assembled and adapted to give infor-
mation used to generate measured quantity values within specified intervals for
quantities of specified kinds.

A.1.37 parameter: A quantity used in describing the probability distribution of a ran-
dom variable.

A.1.38 population: The totality of items under consideration.

A.1.39 precision: Closeness of agreement between results obtained by replicate mea-
surements on the same object under specified conditions.

A.1.40 probability: A real number in the scale 0 to 1 attached to a random event.

A.1.41 probability distribution (of a random variable): A function giving the prob-
ability that a random variable takes any given value or belongs to a given set of
values.

A.1.42 probability density function: The derivative (when it exists) of the distribu-
tion function:

f (x) = dF (x) /dx. (A.4)

A.1.1 probability mass function: A function giving, for each value xn of a discrete
random variable X, the probability pn that the random variable equals xn:

pn = P (X = xn) . (A.5)

A.1.43 quantity, influence: Quantity that is not the measurand but that affects the
result of the measurement.

A.1.44 quantity (Measurable): Attribute of a phenomenon, body or substance that
may be distinguished qualitatively and determined quantitatively.

A.1.45 random variable: A variable that may take any of the values of a specified set
of values and with which is associated a probability distribution.

A.1.46 random variable, centred: A random variable the expectation of which equals
zero.

A.1.47 repeatability (of results of measurement): Closeness of the agreement be-
tween the results of successive measurements of the same measurand carried out
under the same conditions of measurement.
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A.1.48 reproducibility (of results of measurement): Closeness of the agreement
between the results of measurements of the same measurand carried out under
changed conditions of measurement.

A.1.49 result, corrected: Result of a measurement after correction for systematic error.

A.1.50 result, uncorrected: Result of a measurement before correction for systematic
error.

A.1.51 true value (of a quantity: Value consistent with the definition of a given
particular quantity.

A.1.52 true value ’conventional’(of a quantity): Value attributed to a particular
quantity and accepted, sometimes by convention, as having an uncertainty appro-
priate for a given purpose.

A.1.53 trueness: The closeness of agreement between the average of an infinite number
of replicate measured quantity values and a reference quantity value.

A.1.54 standard deviation: The positive square root of the variance A.1.61.

A.1.55 standard deviation (of a random variable or of a probability distribu-
tion): the positive square root of the variance A.1.61

A.1.56 standard deviation, experimental: For a series of n measurements of the same
measurand, the quantity s(qk) characterizing the dispersion of the results.

A.1.57 statistic: The positive square root of the variance A.1.61.

A.1.58 statistical coverage interval: An interval for which it can be stated with a
given level of confidence that it contains at least a specified proportion of the
population.

A.1.59 uncertainty (of measurement): Parameter, associated with the result of a
measurement, that characterizes the dispersion of the values that could reasonably
be attributed to the measurand.

A.1.60 value (of a quantity): Magnitude of a particular quantity generally expressed
as a unit of measurement multiplied by a number.

A.1.61 variance: A measure of dispersion, which is the sum of the squared deviations of
observations from their average divided by one less than the number of observa-
tions.

A.1.62 variance (of a random variable or of a probability distribution): The
expectation of the square of the centred random variable A.1.46.
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A.2 Skewness and kurtosis

In Chapter 2 Fig. 2.3 trying to determine visually if the data is normal distributed can
be misleading i.e., the observer effect (Chapter 1, Section 1.5). There is another way
of determining if the data is normal distributed namely via ‘testing for normality.’ The
first two tests that can be applied are those of higher order moments namely ‘skewness’
S and ‘kurtosis’ C. The sample skewness can be expressed with [185]:

S =

1
n

N∑
n=1

(xn − x̄)3


√√√√ 1

n−1

N∑
n=1

(xn − x̄)2

3 . (A.6)

The equation shows that a minimum of three observations x is needed to be able to
conclude. A positive number represents a right-skewed distribution and a negative
number a left-skewed distribution. A rule of thumb [193] is that values between ±0.5
or in other words close to zero are an indication of a ’good’ normal distribution. Values
between ±1 are an indication of a ’moderate’ normal distribution and larger than ±1
of a ’not’ normal distribution. The results are shown in Table A.1.

Kurtosis means ‘curved’ or ‘arched’ and is a measure of tailedness and tells if the top of
the normal distribution is flat or has a peek. The kurtosis is a descriptor of the shape
of the function like the skewness. The sample kurtosis can be calculated with [185]:

C =

1
n

N∑
n=1

(xn − x̄)4

(
1

n−1

N∑
n=1

(xn − x̄)2
)2 − 3. (A.7)

When the value is zero, the distribution is normal. It should be noted that the positive
value could go to infinity. However, when the value is −3 the shape of the distribution
is flat.

Table A.1: Skewness and Kurtosis expressed for 20 and 1000 observations of a
S21 measurement with two identical standard gain horns, at a fixed position, at
a frequency of 85 GHz, respectively.

# Observations Skewness S Kurtosis C
(−0.5 .. 0.5) (−3 .. 0)

2.7 20 0.2738 0.0267
2.8 1000 0.0585 −0.2484
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To conclude, kurtosis tells us something about the situation that the distribution is
normal but does not influence the use of statistical tools. This is different from the
value related to the skewness which tells us that the distribution is not normal.

A.3 Transformations for skewed data

After the probability distribution function of the data has been analyzed, the possibility
exist to transform the skewed data [194] to normality. A useful tool is the ‘ladder of
powers’ [195] x′ = xζ where x′ is the data transformed of x. In Table A.2 the different
powers are summarized.

Table A.2: The ’ladder of powers’ to transform different types of skewness to
normality

# transformation ζ x′ Skewness S
Cube 3 x3 Left
Square 2 x2 Left
Identity 1 x1 No transform
Square root 1/2 x1/2 Left & Right
Cube root 1/3 x1/3 Left & Right
Logarithmic 0 log(x) Right
Reciprocal root −1/2 −1/x1/2 Right
Reciprocal −1 −1/x1 Right
Reciprocal square −2 −1/x2 Right

If one of the powers is used to transform the data to normality then the same power
should be used for other data related to the same research topic to secure a fair com-
parison. Although addressed here for sake of completeness it will not be used in this
research.

A.4 Kernel density estimation

In Chapter 2, Fig. 2.3(a) to Fig. 2.3(c), the outcome illustrates that with minimum
amount of observations or samples are far from normally distributed. Although the
histogram shows the probability, it has round off errors due to the bin width. Closely
related to the histogram is the kernel density estimation (KDE) [196], [197]. The shape
of the KDE f̂h is estimated with [185]:
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f̂hs (x) = 1
Nhs

N∑
n=1

K
(
x− xn

hs

)
, (A.8)

where K is the kernel, a non-negative function that integrates to one, hs > 0 is a
smoothing parameter called the bandwidth. The smoothing parameter hs is of main
influence on the shape of the distribution function and should be chosen carefully. This
is illustrated in Fig. A.1 based on 20 random variables from a data set obtained via
a S21 measurement between two standard gain horn antennas, at a fixed position, at
85 GHz.

(a) (b)

Figure A.1: The kernel density estimation on a data set of 20 observations (a)
comparing the histogram with a normal distribution and a kernel and, (b) with
a different smoothing factor hs.

Finding the correct setting for hs is a research topic on itself. Normally the mean
integrated square error is used to determine hs. However, because the real density
function is unknown a variety of automated data-based methods has been developed to
be able to select the correct hs. A rule of thumb bandwidth estimator (A.1.23) that
can be used for univariate data is expressed as follows [185]:

h =
(

4s5

3n

)
= 1.06sn− 1

5 , (A.9)

where s is the standard deviation of a sample. This formula becomes more accurate
when the obtained data tends to a normal distribution. This is illustrated in Fig. A.1(b)
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where there is a distinct difference between the calculated estimated bandwidth and the
by Matlab estimated bandwidth. Because a full analysis of the different distribution
function is out of scope of this thesis the software tool Matlab [185] is used to determine
the hs parameter. This means that for each fitting of an applied distribution these details
are mentioned accordingly as shown in Fig. A.1. When data is presented in a histogram
the KDE will be used to approximate the distribution function.

A.5 Coverage factor kp with a certain level of confidence
p for a limited amount of degrees of freedom v

Table A.3: Value of tp(v) from the t-distribution for degrees of freedom v
that defines an interval −tp(v) to +tp(v) that encompasses the fraction p of the
distribution [1]. For example, the coverage factor kp for v = 20 with a confidence
level P = 68.27% is 1.03.

Degrees of freedom Fraction P in percent
v 68.27 90.00 95.00 95.45 99.00 99.73
1 1.84 6.31 12.71 13.97 63.66 235.80
2 1.32 2.92 4.30 4.53 9.92 19.21
3 1.20 2.35 3.18 3.31 5.84 9.22
4 1.14 2.13 2.78 2.87 4.60 6.62
5 1.11 2.02 2.57 2.65 4.03 5.51
6 1.09 1.94 2.45 2.52 3.71 4.90
7 1.08 1.89 2.36 2.43 3.50 4.53
8 1.07 1.86 2.31 2.37 3.36 4.28
9 1.06 1.83 2.26 2.32 3.25 4.09
10 1.05 1.81 2.23 2.28 3.17 3.96
. . . . . . . . . . . . . . . . . . . . .

20 1.03 1.72 2.09 2.13 2.85 3.42
. . . . . . . . . . . . . . . . . . . . .

30 1.02 1.70 2.04 2.09 2.75 3.27
. . . . . . . . . . . . . . . . . . . . .

40 1.01 1.68 2.02 2.06 2.70 3.20
. . . . . . . . . . . . . . . . . . . . .

50 1.01 1.68 2.01 2.05 2.68 3.16
100 1.005 1.660 1.984 2.025 2.626 3.077
∞ 1.000 1.645 1.960 2.000 2.576 3.000
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A.6 Bootstrap resampling

Bootstrapping is a statistical method for estimating the sampling distribution of an
estimator of a limited amount of observations. For example, let a variable x of a
particular antenna measurement (e.g. S21) consist of 20 independent observation x1,
x2, · · · xn than this can be expressed as a vector:

#»x = (x1, x2, ...x20) (A.10)

From this #»x several measures Θ̂ = s ( #»x ) can be taken, like a mean, for instance. This
is done by resampling with replacement. Next a bootstrap sample x∗ is computed via
sampling of original random variable x by replacement. This means that one random
variable x could occur multiple times. As an example the x∗1 based on #»x consisting of
20 observations could be written as:

x∗1 = (x11, x3, x19, x7, x3) (A.11)

The x∗1 is one bootstrap sample and from this we could compute Θ̂∗n = s ( #»x ) bootstrap
samples. After the data is collected from n bootstrap samples the mean of each sample
can be plotted in a histogram. The effect of using different amount of random samples
with xn observations is shown in Fig. A.2. The observations are all from the same data
set and are bootstrap re-sampled one million times.

Figure A.2: Bootstrap resampling one million times for different amount of
random samples from the same data set (observations) obtaining the mean which
are plotted in a histogram.
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The results show clearly that with more observations per bootstrap sampling x∗ the
variance becomes smaller. This is according the LoLN as is discussed in Subsection
2.3.2.

A.7 Antenna characteristics

In Table A.4 the various antenna characteristics are summarized divided in reflection
or transmission measurements. For example, the impedance (#2.21) has unit W, range
from 1 to ∞.

Table A.4: Antenna characteristics derived from a complex reflection- and
transmission-coefficient.

# Reflected Symbol Unit range
Incidence

2.9 Voltage standing 1 .. ∞
wave ratio VSWR V

2.10 S-Parameter S11 dB ≤ 1
S22 dB ≤ 1

2.11 Refl. Coeff. Γ dB 0 .. 1
magnitude ρm dB 0 .. 1

2.12 Impedance R + jX W 1 .. ∞
2.13 Admittance G+ jB W 1 .. 0
2.14 Return loss dB ≤ 1

# Transmitted Unit Symbol range
Incidence

2.15 Gain/loss G dBi −∞..∞
2.16 S-Parameter S21 dB 0 .. 1

S12 dB 0 .. 1
2.17 Trans. Coeff. T dB 0 .. 1

magnitude τm dB 0 .. 1
2.18 Insert. phase Degree ◦ 0◦ .. 359◦

2.19 Group delay τg nS 0 .. 2π
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B.1 Patch antenna dimensions

A common type of microstrip antenna is the patch antenna. Fig. B.1 shows three rect-
angular microstrip patch antennas each having a different kind of excitation namely the
probe excitation, microstrip edge excitation and microstrip inset excitation, respectively
[198]. Fig. B.1(a) shows that the microstrip patch antenna simply consists of two copper
plates namely the ground plane and the patch where the latter is tuned in 2-dimensions
such that it becomes resonant for a certain frequency. The location of the via i.e., the
excitation of the patch is one of the parameters that determines the input impedance
Zin. The main disadvantage of this antenna for millimeter wave antennas is the via. The
via will be larger than the patch for certain frequencies and can therefore not be used.
The edge-fed microstrip antenna, shown in Fig. B.1(b) has no via which simplifies the
design. It may be necessary to add an impedance transformer to match the impedance
of the excitation Z0 to the input impedance Rin of the patch antenna. This design can
be feasible for millimeter wave antennas. However the impedance transformer has a
limited bandwidth which can restrict the possible application. The inset-fed antenna
shown in Fig. B.1(c) will be designed for this research.

The working of a microstrip patch antenna is illustrated in Fig. B.2. The radiation
originates from the fringing E-fields at the edge of the patch, as shown in Fig. B.2(a).
We assume that along the width Wp there is no variation of the E-field. As illustrated
in Fig. B.2(b) the E-field varies along the length Lp of the patch, which length is
about λ/2 for the fundamental mode TM10 [122]. The radiation may now be thought
to originate from two slots, [see Fig. B.2(a) black dashed rectangles]. The two slots
spaced λ/2 apart are excited in phase and radiate in the half space above the ground
plane [122].

169
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(a) (b) (c)

wtl

x

y

Radiating patch

Dielectric substrate
Ground plane

Wp

Lp

Figure B.1: A rectangular microstrip patch antenna (a) probe-fed, (b) edge-fed
and (c) inset-fed.

Fig. B.2(c) illustrates that the voltage vac is zero in the middle and maximum at the
edges of the patch with opposite polarity. The opposite accounts for the current iac

which is maximum in the middle and at minimum at the edges of the patch. From the
magnitude of both the vac and iac it can be concluded that impedance is zero in the
middle and at maximum at the edge of the patch (Approximately 200 W depending on
the Q-factor of the patch) [199].

The patch antenna is relative easy to design with a 2-dimensional geometry where the
length of the patch determines the center frequency f0. Due to the fringing fields the
patch is electrically larger than its physical dimensions based on λ/2. The physical size
of the patch mainly depends on the PCB thickness hPCB and relative permittivity ϵr

of the substrate. A good approximation of the patch length is the following equation
[199]:

Lp = 0.49 λ0√
ϵr
. (B.1)

The minimum dimensions of the ground plane are related to the decaying of the fringe
fields and can be calculated with [199]:

Lground = 6hPCB + Lp (B.2)
Wground = 6hPCB +Wp (B.3)
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(a) (c)
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Figure B.2: A patch antenna illustrated in (a) perspective view with fringe
fields (blue arcs),radiating slots (dashed lines) and coordinate system, in (b)
side view with the E-field (blue arc lines) and H-field (red ellipse), and (c) side
view with the current iac (red line), voltage vac (blue line) and impedance |Z|
(black line).

When the ‘measurable’ antenna is designed for frequencies larger than > 30 GHz then
the antenna and its ground plane, determined with equation B.2 and equation B.3, will
become very small (< 1cm). For these so-called millimeter wave antennas it is an option
to extended the ground plane to such a size that it easily fits into the measurement setup.
This way, the larger ground plane could prevent interaction between the antenna and
the close-by environment like an antenna carrier.

The width Wp of the rectangular inset-fed microstrip patch antenna is determined with
[200]:

Wp = c0

2f0

√
2

ϵr + 1 , (B.4)

f0 =
 c0(

Wp/
√

2
ϵr+1

)
 /2, (B.5)

where c0 is the speed of light in vacuum and ϵr is the relative permittivity of the
substrate. The effective permittivity can be calculated with [200]:

ϵeff = ϵr + 1
2 + ϵr − 1

2

[
1 + 12hPCB

Wp

]−1/2

, (B.6)
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where hPCB is the thickness of the substrate. Due to fringing fields a length extension
∆L is introduced that is determined as [200]:

∆L
hPCB

= 0.412
ϵeff + 0.3

(
Wp

hPCB
+ 0.264

)
ϵeff − 0.258

(
Wp

hPCB
+ 0.8

) . (B.7)

The length Lp of the rectangular inset-fed microstrip patch antenna and the center
frequency f0 are determined with [200]:

Lp = c0

2f0
√
ϵeff

− 2∆L, (B.8)

f0 =
(

c0

Lp + 2∆L

)
/(2√

ϵeff) . (B.9)

As shown in Fig. B.1(c) the antenna is fed with a microstripline inserted into the patch.
This inset-fed consist of two dimensions namely the width of the gap wgap between patch
and microstrip line and the length of the gap lgap. These parameters are used to achieve
an impedance match where the following equations are used [200]:

wgap = c0√
2ϵeff

4.65 ∗ 10−3

f0
, (B.10)

Z0 = Rincos2
(
π

Lp
d

)
, (B.11)

lgap = Lp

π
cos−1

(√
Z0

Rin

)
. (B.12)

Where Z0 is the characteristic impedance of the microstrip line and Rin [see Fig. B.1(c)]
the impedance on the radiating edge of the patch.

The microstripline is calculated with one of the following equations depending on the
ratio of the width wtl of the microstripline and the thickness hPCB of the substrate:

Z0 = 60
√
ϵeff

ln
[

8hPCB

wtl
+ wtl

4hPCB

]
for wtl

hPCB
≤ 1 (B.13)

Z0 = 120π√
ϵeff

[
wtl

hPCB
+ 1.393 + 0.667ln

(
wtl

hPCB
+ 1.444

)] for wtl

hPCB
> 1 (B.14)
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B.2 Circular polarization
Published in [5]

In order to fully characterize a circularly polarized (CP) millimeter wave antenna, it
is necessary to determine the polarization ellipse in the x-, y-plane and tilt angle (τr),
as shown in Fig. B.3, [201]-[203]. Fig. B.3(a) illustrates an elliptically polarized wave
propagating along the z-axis measured with help of a linearly polarized (LP) horn
antenna. Such measurement does not yield the polarization ellipse (blue curve), but
rather the polarization pattern (black peanut curve). From the polarization pattern,
besides the axial ratio (AR) also the, tilt angle, the sense of orientation left- or right-
hand circular polarization (LHCP or RHCP) and the gain pattern is derived.

Fig. B.3(b) illustrates the relation between the traveling electric-field E (z, t) (blue
arrow) in the z-direction decomposed in an Ex and Ey component [see Fig. B.3(b)] and
is which are expressed as [203]:

Ex = E1sin (ωt) (B.15)

Ey = E2sin (ωt+ δ) (B.16)

Here δ is the time-phased angle by which Ey leads Ex. The tip of the electric field E
describes the polarization ellipse, the variation measured with the LP antenna is given
by the polarization pattern. For a given orientation OP [red line in Fig. B.3(b) of
the LP antenna, the response is proportional to the largest ellipse dimension measured
normally to OP. Fig. B.3(b) shows that this corresponds to length OP’ [203]. The
minimum and maximum of the polarization ellipse are not aligned with the x- and y-
axis, as indicated by the angle τr resulting in the x′y′-plane. The AR is now defined as
the ratio between the major and minor axis of the polarization ellipse.
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Figure B.3: Polarization pattern and polarization ellipse of an elliptically left-
hand polarized antenna (a) perspective view and (b) top view (Drawings are
adapted from [201]-[203]).



B.2 Circular polarization 175



176 B Appendix B

B.3 Circularly polarized rod antenna uncertainties
Published in [5]

Table B.1: Uncertainties caused by simulation settings, material and manufac-
turing tolerances [88], [89].

# Software settings Definition Effect on Trueness1(%)
3.49 Excitation Waveguide port Impedance 84.3

versus Axial ratio 99.3
discrete port Realized gain 99.5

3.50 Solver type Time domain Impedance 84.3
Solver T = 7h Axial ratio 99.3

Realized gain 99.3
Frequency domain Impedance 98.4
Solver T = 240h Axial ratio 95.8

Realized gain 99.3
3.51 Model complexity No of mesh cells Accuracy vs time
# Material properties Tolerance (mm) Effect on Trueness (%)

3.52 Permittivity 3.16 ± 0.05 Impedance 82.9
(LCP) Axial ratio 95.3

Realized gain 97.7
3.53 Loss tangent 0.004 ± 0.0005 Impedance 84.3

(LCP) Axial ratio 98.4
Realized gain 98.6

3.54 Permittivity 2.06 ± 0.05 Impedance NA
(Teflon) Axial ratio NA

Realized gain NA
3.55 Loss tangent 0.00022 ± 0.0001 Impedance NA

(Teflon) Axial ratio NA
Realized gain NA

# Manufacturing tol. Tolerance (mm) Effect on Trueness (%)
3.56 Substrate 0.1 ± 0.010 Impedance 81.7

thickness Axial ratio 96.3
(LCP) Realized gain 95.1

3.57 Track width 0.25 ± 0.025 Impedance 84.3
Axial ratio 79.5

3.58 Antenna dim. 1.15 ± 0.115 Realized gain 78.3
3.59 Layer 33 ± 0.16 Impedance 20.1

registration Axial ratio 63.5
Realized gain 65.8
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B.4 Misalignment in the layer registration of the PCB
Published in [5]

As discussed in Chapter 3, Subsection 3.6.3, the misalignment of the PCB layers causes
the largest error affecting the AR and realized gain pattern of the AUT. To inspect the
realized PCB, an x-ray photograph has been taken, as shown in Fig. B.4.

1.130 mm 1.110 mm

0.425 mm

0.455 mm

(a) (b) (c)

Figure B.4: X-ray photograph of (a) the circularly polarized rod antenna
visualizing layer 1 and layer 2 and (b) the actual patch with measured size and
(c) showing the misalignment of the feeding network with respect to the patch
[137].

The dimensions of the realized patch antenna showed a deviation of ≈ 4.0% compared
to the simulated patch (1.15 mm). The layer registration showed an alignment error of
±0.25%. This resulted in a positional error of the transmission line of ≈ 3.5%. These
deviations are many times smaller than simulated [see Chapter , Fig. 3.17(a) and Fig.
3.17(b)], thus falling within specified tolerances.

1The reference for the various antenna characteristics defining the trueness is taken from the design
requirements i.e., the true values (see Table 3.7).



178 B Appendix B

B.5 Polarization pattern methods
Published in [5]

Table B.2 summarizes known polarization pattern methods used to measure the perfor-
mance of CP antennas [201]. The symbol ‘V’ marks which antenna characteristic is ob-
tained with the specific polarization pattern method and ‘X’ which not. The MAPCM,
which has been added as a new method, is preferred over PAM, since PAM requires a
very expensive dual-polarized reference antenna that can only be used for characterizing
CP antennas. Therefore, a measurement with only a LP antenna is preferred; hence
the introduction of the MAPCM.

Table B.2: Measurement methods to determine circularly polarized antenna
polarization characteristics.

# Measurement Acronym Axial Tilt Sense of Radiation
method ratio angle Orientation Pattern

7.1 Polarization Pattern PPM V V X X
7.2 Rotating Source RSM V X X X
7.3 Multiple Amplitude MACM V V V X

Component
7.4 Phase Amplitude PAM V V V V
7.5 Multiple Phase MAPCM V V V X

Amplitude Component V V V V

A Polarization pattern method (PPM). Fig. B.3a shows how a linearly polar-
ized horn antenna is used to measure E (z, t). When the horn antenna is rotated
around the z-axis (φpol), as illustrated in Fig. B.3(a), the polarization pattern
is obtained. As an illustrative example, the polarization pattern is plotted in
Fig. B.5. From this graph it is easy to determine the AR and tilt angle τr.
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Figure B.5: Illustration of the normalized amplitude of the polarization pattern
depicting the axial ratio and tilt angle τr.
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Figure B.6: Illustration of the pattern obtained with the rotating source
method with the axial ratio from the envelope boundaries for each θ-angle.

B Rotating source method (RSM). The RSM determines that the measurement
is executed with a fast and constant movement of the φpol rotation of the LP
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antenna and a slow and constant movement of the θ-angle [see Fig. B.3(a)]. As
shown in Fig. B.6, the advantage of the RSM is that the AR is directly obtained
by looking at the envelope, depicted with the red arrows in Fig. B.6, for each
θ-angle, without the need of any post processing.

C Multiple amplitude component method (MACM). This method describes
a sequence of measurements obtaining the electric field E. This is done with help
of a LP antenna which polarization pattern is illustrated with circles for the φpol

= 0◦ (E1) in Fig. B.7(a), φpol = 45◦ (E3) in Fig. B.7(b), φpol = 90◦ (E2) in Fig.
B.7(c) and φpol = 135◦ (E4) in Fig. B.7(d). At those four angles the measured
response with the LP antenna is proportional to the largest ellipse dimension OP’
[203].
It is normally not known whether the maximum of the ellipse is aligned with the
co-polarization of the LP. Therefore, it is necessary to determine the tilt angle τr.
For that we need to determine the δ between Ex and Ey (See Fig. B.3). With
help of the four measurements illustrated in Fig.B.7 τr is derived following [203]:

|E3|2 = 1
2
(
|E1|2 + |E2|2 + 2 |E1| |E2| cosδ

)
, (B.17)

|E4|2 = 1
2
(
|E1|2 + |E2|2 − 2 |E1| |E2| cosδ

)
. (B.18)

By combining (B.17) and (B.18) δ is determined from [203]:

δ = cos−1
(

|E3|2 − |E4|2

2 |E1| |E2|

)
. (B.19)

The corresponding τr (see Fig. B.3) is now given by [203]:

τr = 1
2tan−1

(
|E3|2 − |E4|2

|E1|2 − |E2|2

)
. (B.20)

The AR is now found by [203]:

AR =

√√√√√ |E1|2 cos2τr + 1
2

(
|E3|2 − |E4|2

)
sin2τr + |E2|2 sin2τr

|E1|2 sin2τr + 1
2

(
|E3|2 − |E4|2

)
sin2τr + |E2|2 cos2τr

(B.21)
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Figure B.7: Both the polarization ellipse of the CP (blue curve) and LP
antenna is shown in (a) at φpol = 0◦ (solid line), (b) φpol = 45◦ (dashed line),
(c) φpol = 90◦ (dotted line) and (d) φpol = 135◦ (gray dotted line). Variation
measured with the LP antenna results in the polarization pattern (Black peanut
curve). For multiple different orientations (red lines) measured with the LP
antenna, the response is proportional to the greatest ellipse dimension measured
normally to OP [15].

The main difference between this method compared to the PPM and RSM is that
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it requires post processing. The advantage of this method is that the data set
contains most of the information to retrieve the desired antenna characteristics
(see also Table B.2). A disadvantage is that this method is based on retrieving
absolute values from which it is not possible to determine the sense of orientation.

D Phase amplitude method (PAM). According to [12], a dual-polarized antenna
is used to obtain the phase and magnitude of the orthogonal electric-field E1 and
E2 (see Fig. B.2 and Fig. B.7) at the same time. With this method it is possible
to derive all antenna parameters including the sense of orientation. However, this
method is less desirable because the dual polarized reference antenna is expensive
and only usable for characterizing CP antennas.

E Multiple amplitude phase component method measured with linearly
polarized antenna (MAPCM). To avoid the use of a well-defined dual-
polarized reference antenna, we can also measure at the angles φpol = 0◦ (E1)
and φpol = 90◦ (E2) [see Fig. B.2(a)] sequentially. With a VNA it is possible to
obtain complex values with which it is possible to calculate the sense of orientation
with [203]:

ELHCP = (ℜe{E1} + ℑm{E2}) + j(ℑm{E1} − ℜe{E2})√
2

(B.22)

ERHCP = (ℜe{E1} − ℑm{E2}) + j(ℑm{E1} + ℜe{E2})√
2

(B.23)

From the sense of orientation B.22 and B.23 the AR can be derived as follows
[203]:

ARdB = 20log10

∣∣∣∣ERHCP + ELHCP

ERHCP − ELHCP

∣∣∣∣ (B.24)

This MAPCM is considered to be a merger of the MACM and PAM. It should
be noted that the MAPCM could be sensitive for phase errors caused by the
movement of the experimental setup.

B.6 Measurement results of the circularly polarized rod
antenna
Published in [5]

The measurement system, shown in Fig. B.8(a) (illustration) and Fig. B.8(b) (realized
model) is an in-house-developed, compact, movable mm-wave anechoic chamber. The
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enclosure is covered with electromagnetic absorbers [see Figure B.8(b)] to avoid reflec-
tions from the environment. An accelerometer is mounted on the scan arm and is used
as a mechanical reference to align the scan arm perpendicular to the rotation table [see
Figure B.8(a)]. For the measurements discussed in this article, a connector is used, and
therefore the probe station is not further described.

Scan arm 

Distance 
meter
Wave 
guide 
holder

Reference 
antenna

AUT Probe holder

Translation table

Metal 
cover

Alignment
camera

VNA

Motor control

Computer

Touch-
screen

x-y-
z-

(a) (b)

Figure B.8: (a) An illustration of the mm-wave anechoic chamber and (b) a
photograph of the realized second generation (2011) millimeter wave anechoic
chamber (half open for illustration purposes).

The gain and polarization loss are determined as described in [36]-[38]. A transmis-
sion measurement between two identical reference antennas is performed, obtaining the
S21 scattering coefficient. After the S21 measurement, one of the reference antennas is
replaced with the AUT. The S21 measurement is repeated and the obtained value is
compared to the gain of the reference antenna derived from the datasheet. The uncer-
tainty of the misalignment between reference antenna and AUT related to the phase
center is calculated to be 0.25 dB. The results for the precision of AR and realized gain
pattern are shown in Fig. B.9(a) and Fig. B.9(c). The corresponding trueness is shown
in Fig. B.9(b) and Fig. B.9(d).



184 B Appendix B

(a)
θ (deg)

(b)
θ (deg)

(c)
θ (deg)



B.7 Effect of the waveguide port on the realized gain pattern 185

(d)
θ (deg)

Figure B.9: Accuracy versus θ at 61 GHz. (a) Precision for 1s is indicated
with the transparent colored band around the mean and, (b) trueness with the
axis on the right side in percentage of the measured AR. (c) Precision and, (d)
trueness of the realized gain pattern.

In Fig. B.9(a) and Fig. B.9(c), the standard deviation is indicated by the transparent
colored area. It is observed that the repeatability of the measurements is less than
0.1 dB for both AR and realized gain. In Fig. B.9b and Fig. B.9(d) the trueness is
expressed in percentage of the reference, the reference being the simulation results for
the AR in Fig. B.9(b) and realized gain in Fig. B.9(d). The trueness is more than
90% for the AR and more than 85% for the realized gain within the HPBW (see right
side of the graph). With an increasing angle, larger than the HPBW, the trueness
decreases with more than 20%. The deviation observed in Fig. B.9(d), especially for
θ-angles larger than 30◦, is caused by the load attached to port 2. The AR obtained
by measuring the φpol = 0◦ (E1) and φpol = 90◦ (E2) is different compared to the AR
obtained by measuring φpol = 45◦ (E3) and φpol = 135◦ (E4). These differences, as can
be observed in Fig. ??, are caused by interference, related to the orientation of the
connectors [see Chapter 3, Fig. 3.16(d)].

B.7 Effect of the waveguide port on the realized gain
pattern

The effect of the waveguide port, with different sizes (see Fig. B.10), has on the gain
patterns is illustrated in Fig. B.11. As can be observed in Fig. B.11(a) the reflection
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coefficient is not that much affected. At f0 = 85 GHz in all cases the level is below −10
dB. However, the realized gain pattern all the more where the effect is depending on
the solver domain. Fig. B.11(b) shows that the FD causes both blockage and reflection
depending on the size of the port. This effect of the different port sizes is illustrated by
the ripple and dips at theta = 70◦.

(a)

(c)(a)

(b)

(b)

Figure B.10: A rectangular inset-fed microstrip patch antenna (a) waveguide
port size k, (b) waveguide port size PCB edge, and (c) waveguide port size
boundary box.

(a) (b)

Figure B.11: (a) Reflection coefficient (dB) for various port sizes and solver
domain types, and (b) the realized gain (dBi) E-plane with f0 = 85 GHz.
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C.1 Surface waves

Surface waves (#4.1) [102] propagate between two media from which one medium has
a permittivity larger than one. As illustrated in Fig. C.1 the surface wave is launched
into the substrate at an elevation angle θ between π/2 and sin−1(1/√ϵr). The waves
are propagating through the substrate and experiences reflection from the ground plane
and the dielectric-air interface. As a rule of thumb surface waves decay as 1/

√
lPCB

thus coupling also decreases away from the point of excitation [204]. In case of the
rectangular microstrip patch antenna designed for this research (see Chapter 3, Section
3.5) the length between antenna and interconnection is approximately 15 mm. Traveling
this distance the surface wave has attenuated with 13 dB. From the antenna to the edge
of the PCB is approximately 5 mm the surface wave will be attenuated with 7 dB.

θ1

Edge
diffraction

∈

lPCB

Ground

Patch

hPCBθ2

Figure C.1: Illustration of the propagation of a surface wave leading to coupling
between elements and diffraction at the edges [204]. Here θ2 = arcsin(1/√ϵr)
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D.1 Dielectric material properties and characteristics

The relative permittivity and loss of a dielectric material are frequency dependent.
This can be observed in the dielectric permittivity spectrum [205] as shown in Fig. D.1.
Zooming in on the millimeter wave frequency range (30 GHz to 300 GHz, dashed area
in Fig. D.1) both the ϵ′ red line and the ϵ′′ blue line are decreasing in this frequency
range. In this frequency range the electromagnetic wave causes dipolar polarization of
the molecules in the dielectric material [see Fig. D.1(b)]1.

The dielectric material composition can be defined as homogeneous and / or isotropic
(see Fig. D.2). Where [205]:

• Homogeneous means that the material properties are equal at each location,
and

• isotropic means that the material properties are equal in all directions.

• Linearity means that materials in which the dielectric
polarization is linearly related to the electric field2.

Because no material is perfectly homogeneous and/or isotropic, this can be seen as
an uncertainty. This means that the value of the relative permittivity and loss tangent
obtained via measurement from a dielectric material will vary depending on the location
of the area measured. Even more, with most of the material characterizing techniques
a certain area is measured at the same time meaning that the relative permittivity

1It should be noted that the polarization shifts from dipolar to atomic already at a 100 GHz. This
phenomena is not further investigated during this research.

2The dielectric constant is not dependent on the electric field.

189
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Figure D.1: Trend lines of a dielectric permittivity spectrum with ϵ′ indicated
by the red line and ϵ′′ indicated by the blue line. The dashed area indicates the
millimeter wave range. Various polarization mechanisms per frequency range
(a) ionic (Maxwell-Wagner), (b) dipolar, (c) atomic, and (d) electronic [206].
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Figure D.2: Illustration of the meaning of homogeneous, heterogeneous,
isotropic and an-isotropic. The red circle is an example of an observation area
or a measurement area where the material is characterized.

and loss tangent is an average over that area. So, the value of the derived relative
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permittivity and loss tangent also depends on the area size.

The dielectric materials can be tested if they are both homogeneous and/or isotropic.
The homogeneity is determined by measuring the material on different locations. The
isotropy of the material is determined by rotating the dielectric material (different di-
rection).

According to [205], PTFE meets the requirements as discussed earlier in this section
and is referred to in [207] - [208] for instance, as reference material. PTFE will be used
during this research.

D.2 Optimization of a coupling aperture or iris

According to [181] the diameter of the iris is experimentally determined. What is
important are the coupling of the electromagnetic-field from the waveguide to the cavity
through the iris, also known as the coupling factor, and the degradation of the Q-factor.
Optimization is paramount because these two parameters contradict each other.

In [181] it is concluded that changing the diameter of the iris within a certain range
has little influence on the different unwanted modes. According to [181] is the TEM10q,
where q is the axial mode, hardly visible with a diameter of the iris of ∼ 80% and ∼ 64%
compared to the height of the waveguide3. In the case of the setup as presented in this
chapter, the iris has a diameter of 100% with respect to the height of the waveguide
(see Table 5.2). The reason that the 100% diameter of the iris is chosen is to see the
effect if several modes were to propagate in the cavity. This is not the case at the
near-concentric distance (see Fig. D.5).

D.3 Relationship between the size of the mirror and the
size of the Gaussian beam

A Gaussian beam as shown in Fig. D.3 is formed between the two spherical mirrors as
shown in Fig. D.4. As for the Gaussian beam, there are two beam waists that are of
interest. This is the beam waist in the middle of the two mirrors 2w0 and the beam
waist on the mirror surface 2Bm, [see Fig. D.3 and Fig. 5.5(a)]. The size of the beam
waist on the mirror determines the size of the mirror. Using (5.7) and (5.8) the beam
waist for the different focus distances has been calculated and illustrated in Fig. 5.6.
When the mirrors are at the largest focus distance e.g., the concentric distance, the
beam waist on the mirror 2Bm is largest.

3The height of the waveguide (WR 90) used in the setup that for this research is h = 10.16 mm
and the width w = 22.86 mm [see Fig. 5.5(c)].
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A beam with a radius Bm centered on the aperture of a spherical mirror, the power P
passing through a circle with mirror radius rm in the transverse plane at position z (see
Fig. D.3) is [171]:

P (rm, z) = P0
[
1 − e−2r2

m/B2
m(z)

]
, (D.1)

where P0 is the total power of the beam. For a spherical mirror with radius rm = Bm,
the fraction of power transmitted through a circle is [171]:

P (z)
P0

=
(
1 − e−2

)
100% ≈ 86.5%. (D.2)

Similarly, about 90% of the beam’s power will flow through a circle with a mirror radius
rm = 1.07Bm, 95% through the mirror radius rm = 1.224Bm, and 99% through a circle
with mirror radius rm = 1.52Bm.

w0 z2w0
Bm

zR

z = 0

Figure D.3: Gaussian beam width Bm(z) as a function of the distance z along
the beam, which forms a hyperbola, w0 is the beam waist and zR: Rayleigh
range.

D.3.1 Simulation settings of the Fabry-Perot open-cavity resonator

In [209] a full-wave modeling of various types of Fabry-Perot resonators in the millimeter
range are described. This simulation model includes a dielectric material. It mentions
that the solver time is ∼ 1.5 hour. The Fabry-Perot open-cavity resonator designed
for this research is simulated with help of [210] where the settings of the software are
mentioned in Table D.1.
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Table D.1: Simulation settings of the Fabry-Perot open-cavity resonator [210].

# Parameter Value
5.93 Solver Time-domain
5.94 Mesh cells per wavelength 10
5.95 Total amount of mesh cells 20696067
5.96 Nx, Ny, Nz 208, 484, 208
5.97 Amount of pulses 100
5.98 Simulation time 34 : 29 : 51

D.3.2 Simulation results of the Fabry-Perot open-cavity resonator

The design and simulated results for the E-field in dB(V/m) of the Fabry-Perot open-
cavity resonator are shown in Fig. D.4(a) and in perspective in Fig. D.4(b) with a
contour plot. A 3D view consisting of arrows of the E-field is shown in Fig. D.4(c).
Clearly visible is the Gaussian shape where the beam waist w0, the beam waist on the
mirror Bm and, the mirror size rm are indicated. It shows that most of the energy is
falling on the mirror where a small part of the field is diffracted on the edges of the
mirror and a part is caused by spill-over escaping the cavity. According to (D.2) the
ratio between rm and Bm which is ∼ 1.44 then ∼ 98% of the power falls on the mirror
and stays within the cavity.

(a) (c)

(b)

D

2Bm 2rm

2w0

Figure D.4: Simulation result of a spherical mirror setup at concentric distance
D at 66.528 GHz. The E-field in dBV/m (a) contour plot, (b) perspective view
and, (c) perspective view in 3D illustrated with arrows.
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Fig. D.5 shows the simulated and measured resonance spectrum of the Fabry-Perot
open-cavity resonator.

Figure D.5: Simulation and measurement results of the Fabry-Perot open-
cavity resonator at concentric distance.

The small deviation in resonance frequency as shown in Fig. D.5 is possibly due to a
limited amount of mesh-cells and number of pulses4 (see Table D.1).

D.4 Amount of q’s with maximum Q-factor per fre-
quency

The distance between the mirrors D is optimized by choosing q such that the Q-factor
is at maximum. This only works when the mirrors are positioned at the concentric
distance [see Chapter 5, Fig. 5.3(a)].

4The simulation duration has to reach a steady state criterium and can be set by a number of pulses.
The simulation duration is calculated by multiplying a given number with the Gaussian pulse width
that is used as stimulation signal. The pulse width depends on the frequency range of the reference
excitation signal.
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Table D.2: q versus Q per frequency for the E-band (60 GHz to 90 GHz).

# Frequency-band f0 λ q @ f Q-factor
(GHz) (GHz) (mm) (GHz)

5.99 58 − 61 60.654 4.9412 33 @ 60 GHz 92817
5.100 61 − 64 63.654 4.7083 36 @ 63 GHz 103318
5.101 64 − 67 66.510 4.5061 38 @ 65 GHz 110486
5.102 67 − 70 68.653 4.3654 40 @ 68 GHz 106532
5.103 70 − 73 72.501 4.1338 42 @ 71 GHz 93535
5.104 74 − 77 76.490 3.9182 45 @ 75 GHz 82122
5.105 77 − 80 79.487 3.7705 47 @ 78 GHz 73199
5.106 80 − 83 82.485 3.6334 49 @ 81 GHz 65625
5.107 84 − 87 84.844 3.5324 52 @ 85 GHz 60996
5.108 87 − 90 89.476 3.3495 54 @ 88 GHz 51713

D.5 Measurement results of the temperature, humidity
and resonance frequency

During two weekends and a midweek in the month May of 2021 the environmental
conditions were recorded while the Fabry-Perot was measuring a resonance frequency,
which is also recorded. The results of the frequency (GHz) blue solid line, temperature
(◦)C red solid line and humidity (%) orange solid line are shown in Fig. D.6. The
data is sampled over 9 consecutive days, consisting of two weekends [see Fig. D.6(a)
and Fig. D.6(c)] and one midweek [see Fig. D.6(b)]. The transparent black rectangles
represent nighttime.

The first thing to notice is a significant difference in temperature, humidity and fre-
quency drift between the weekends [see Fig D.6(a) and ] Fig D.6(c)] and the mid-week
[see Fig. D.6(b)]. This is caused by the fact that there is only human activity during
the mid-week. Another cause is that during the weekends and the nights the climate
control is turned off.

The second effect that can be observed from Fig. D.6 is that if the average (dotted
lines) of the temperature and humidity increase the average frequency decreases and
vice versa.

The third thing to notice is that when the temperature decreases the frequency increases
where the peak in the data of the frequency corresponds with the dip in the data of the
temperature and vice versa.
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(a)

(b)
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Figure D.6: Measurement results, obtained in May 2021, of the temperature
(◦C), humidity (%) and frequency drift (GHz), (a) from the first weekend, (b)
midweeks, and (c) from the second weekend.
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