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High frame rate multi-perspective cardiac ultrasound imaging using phased 
array probes 
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A B S T R A C T   

Ultrasound (US) imaging is used to assess cardiac disease by assessing the geometry and function of the heart 
utilizing its high spatial and temporal resolution. However, because of physical constraints, drawbacks of US 
include limited field-of-view, refraction, resolution and contrast anisotropy. These issues cannot be resolved 
when using a single probe. Here, an interleaved multi-perspective 2-D US imaging system was introduced, aiming 
at improved imaging of the left ventricle (LV) of the heart by acquiring US data from two separate phased array 
probes simultaneously at a high frame rate. 

In an ex-vivo experiment of a beating porcine heart, parasternal long-axis and apical views of the left ventricle 
were acquired using two phased array probes. Interleaved multi-probe US data were acquired at a frame rate of 
170 frames per second (FPS) using diverging wave imaging under 11 angles. Image registration and fusion al-
gorithms were developed to align and fuse the US images from two different probes. First- and second-order 
speckle statistics were computed to characterize the resulting probability distribution function and point 
spread function of the multi-probe image data. 

First-order speckle analysis showed less overlap of the histograms (reduction of 34.4%) and higher contrast-to- 
noise ratio (CNR, increase of 27.3%) between endocardium and myocardium in the fused images. Autocorre-
lation results showed an improved and more isotropic resolution for the multi-perspective images (single- 
perspective: 0.59 mm × 0.21 mm, multi-perspective: 0.35 mm × 0.18 mm). Moreover, mean gradient (MG) 
(increase of 74.4%) and entropy (increase of 23.1%) results indicated that image details of the myocardial tissue 
can be better observed after fusion. 

To conclude, interleaved multi-perspective high frame rate US imaging was developed and demonstrated in an 
ex-vivo experimental setup, revealing enlarged field-of-view, and improved image contrast and resolution of 
cardiac images.   

1. Introduction 

Echocardiography is a widely used imaging tool that is commonly 
used for diagnosis and monitoring of cardiac disease providing 
comprehensive cardiac images to assess cardiac geometry and detect 
geometric abnormalities non-invasively [1]. Major advantages 
compared to other image modalities are its ease of use, low cost, 
portability, and the ability to perform functional imaging, such as 
Doppler or vector flow measurements, strain imaging, and elastography. 
Combined with the high spatial and temporal resolution, US is the mo-
dality of choice for imaging and functional measurements of the car-
diovascular system to detect cardiac diseases. 

US, however, does have several shortcomings because of physical 

constraints. Compared to computed tomography (CT) and magnetic 
resonance imaging (MRI), the field-of-view is limited. In cardiac imag-
ing, a large field-of-view is needed to visualize e.g. left ventricular 
function, let alone all four chambers. In addition, US images have a 
granular appearance, so-called speckle, caused by interference of the 
waves. Because of speckle, refraction, diffraction, and absorption of 
acoustic energy, the tissue contrast in echocardiographic images can be 
low [2]. Moreover, appearance of edges depends on the direction of the 
sound propagation and the signal-to-noise (SNR) and resolution 
decrease with increasing imaging depth [3], which will eventually 
reduce the accuracy of derived measurements, such as wall and cavity 
volume, or wall motion and deformation. 

Conventional line-by-line and focused US can achieve relatively high 
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resolution and SNR as a cost of low frame rate [4,5]. The heart, however, 
is a dynamic and complex organ. Moving structures (e.g. heart valves) 
are not easily imaged and diagnosis may be impaired by a relatively low 
frame rate or spatial resolution. In recent years, ultrafast US imaging is 
replacing conventional focused US, thereby overcoming the original 
frame rate limitations, leading to improved motion tracking and accu-
rate quantification and visualization of contraction patterns in the heart 
[6,7]. But image quality, e.g., resolution and contrast, is inherently 
worse than in conventional US imaging. To solve this issue, spatial 
coherent compounding was introduced, which can improve lateral res-
olution and overall SNR to levels comparable to focused US imaging 
techniques [8,9]. Unfortunately, spatial coherent compounding is only 
effective in a small overlapping region-of-interest for deeper lying 
structures [10]. Moreover, due to the presence and anatomy of the ribs, a 
relatively small aperture size can be used (i.e., phased array transducer) 
as well as a limited number of steering angles, reducing the effective 
region-of-interest even further. 

CT and MRI are commonly treated as the gold standard for geometry 
assessment of the heart, due to excellent contrast and wide field-of-view 
[11,12]. However, these alternatives are costly and often require 
contrast agents. Additionally, CT imposes a higher burden on patients 
because of the exposure to ionizing radiation [13]. MRI suffers from a 
low temporal resolution in 3-D, hence it is difficult to perform strain 
imaging and estimate material parameters of the cardiac wall. Other 
disadvantages of MRI consist of long scanning time and poor suitable-
ness due to implants [14]. 

Multi-view US imaging has been introduced to improve image 
quality for cardiac application [15,16]. LV image quality was improved 
by fusing multiple 3-D volumes acquired at different positions and 
points in time [17,18]. In a comparable study, wide view trans-
esophageal echocardiography was used to enhance the accuracy of 
segmentation of heart cavities [19]. A registration method was devel-
oped to align and fuse images acquired from different imaging windows 
[20]. All these methods have shown positive results, leading to a larger 
field-of-view and improved image contrast. The major shortcoming, 
however, is the fact that images were acquired manually, at relatively 
low volume rates and at different time points, which will result in 
decorrelation of the images, and therefore lower the accuracy of the 
image enhancement (e.g., post registration and fusion). Considering the 
large motion and contraction of the heart, and variability in heart rate 
from cycle to cycle, a different approach based on multi-perspective US 
imaging that can perform high frame rate, interleaved imaging would 
greatly enhance performance. 

Interleaved multi-perspective imaging has been proposed in [21,22], 
showing promising improvements in image quality in phantoms. In 
parallel, an interleaved multi-perspective US imaging method was 
developed for aortic imaging. Improvements in image quality and 
vascular strain imaging were demonstrated in a mock circulation setup 
using a porcine aorta [23]. Advantages of interleaved multi-perspective 
imaging have been shown in the aforementioned studies, but was based 
on curved and linear arrays under conditions where no to little motion 
was present. However, for cardiac imaging, a dedicated system based on 
phased array transducers with a high frame rate is required, tested under 
realistic (ex-vivo beating hearts) conditions, to demonstrate and validate 
this approach before translation into the clinic. 

In this study, a high frame rate interleaved multi-perspective US 
imaging system was introduced based on two phased array probes for 
cardiac imaging. The performance was tested experimentally using a 
sophisticated beating porcine heart setup [24]. A semi-automatic image 
registration and two image fusion algorithms were developed to register 
and fuse the US images obtained from the two different probes. Image 
gradient and entropy were calculated to evaluate the performances of 
the two fusion algorithms. First- and second-order speckle statistics were 
computed to analyze the improvements in image resolution and contrast 
between endocardium and myocardium. 

2. Methods 

2.1. Experimental setup and data acquisition 

A total of three hearts were explanted from landrace hybrid pigs, 
slaughtered for human consumption at the slaughterhouse. All three 
hearts were isolated and perfused with cold cardioplegic solution after 
exsanguination. After 2 mins warm ischemic time, all the hearts were 
transported to the laboratory (LifeTec Group, Eindhoven, NL) instantly 
after exsanguination for the upcoming experiments. The protocols of the 
slaughterhouse and laboratory were in accordance with EC regulations 
1069/2009 regarding the use of slaughterhouse animal material for 
diagnosis and research, supervised by the Dutch Government (Dutch 
Ministry of Agriculture, Nature and Food Quality) and approved by the 
associated legal authorities of animal welfare (Food and Consumer 
Product Safety Authority). 

In the ex-vivo experimental setup, the hearts were paced at a rate 
between 90 and 120 beats per min (bmp) to assure a steady heart rhythm 
through the whole experiment. The hearts were entirely submerged in a 
saline solution at 38 ◦C in order to perform US imaging. More details 
about the setup of the beating porcine hearts can be found in [24]. 

US Data were acquired using a 256-channel Vantage open research 
system (Verasonics, Redmond, USA) equipped with two phased array 
probes (type: P4-2v, center frequency: 2.95 MHz, bandwidth: 1.64–4.26 
MHz). 

Parasternal long-axis (PS) and apical (AP) views of the LV were ac-
quired with two phased array probes, as shown in Fig. 1. The two probes 
were attached to a mini-arch to ensure that they were exactly imaging 
the same axial – lateral plane with a relative angle of 90◦. To avoid 
interference, the two separate probes were acquiring US data with an 
interleaved scanning sequence, where each probe took turns to transmit 
and receive US signals. Each probe transmitted and received 11 steered 
diverging waves between − 12◦ and 12◦ (with respect to the origin of 
each probe) to perform coherent diverging wave compounding, where 
image contrast would benefit the most by increasing the number of 
steering angles [6]. Continually increasing the number of steering angles 
(more than 11) for each probe would lead to more decorrelation be-
tween the images of the two probes, given the large motion and 
contraction of the heart, and variability in heart rate from cycle to cycle. 
The US data were compounded in receive mode to improve image 
quality and the frame rate Fr of the interleaved, multi-perspective, high 
frame rate imaging system is calculated in the following equation: 

Fr =
1

(2Na − 1)tBA + tBF
(1) 

Fig. 1. Experimental PhysioHeartTM setup including the arch and two phased 
array probes located at the parasternal (PS) and apical (AP) positions. 
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where Na = 11 is the number of steering angles, tBA = 260 µs is the 
waiting time between different steering angles, tBF = 400 µs is the 
waiting time to next acquisition and transfer acquired data to the host 
computer. The resulting frame rate Fr = 170 FPS which is more than 3 
times higher than conventional cardiac US imaging. 

During acquisition, all the channel data (raw US data) were sampled 
four times the effective center frequency of each probe. Every frame of 
the acquired raw US data (320 frames in total) was reconstructed and 
stored as in-phase quadrature (IQ) data before envelope detection for 
further processing in MATLAB R2019a (The MathWorks, Natick, MA, 
USA). 

2.2. Image registration 

Images obtained with the multi-perspective imaging system were 
registered based on a coarse-to-fine semi-automatic registration method, 
see Fig. 2. Because the US images from the two separate probes were 
acquired in an interleaved scanning sequence, temporal registration was 
not needed. 

The coarse registration was based on matching image features 
(strong reflections) in the two images. The lateral wall of the epicardium 
at the end of diastole (ED) was used, since strong reflections around the 
apex and base appeared in both images. First, manual segmentation was 
performed by selecting a few points on the lateral wall of the epicar-
dium. Next, the points selected on the lateral wall were interpolated and 
a straight line was fitted. From here, a coarse translation and rotation 
were obtained by matching the central points of the linear fits and 
calculating their slopes, respectively. Finally, the coarse registration was 
finished by translating and rotating the AP image sequence to the PS 
one. 

A preliminary step before the fine registration was performed by 
automatically selecting the overlapping field-of-view of the two images. 
This removed the irrelevant image information and speeded up the 
computation. The fine registration was an image intensity-based 

iterative process [25]. The process started with specifying the transform 
type (rotation and translation) to generate the initial transformation 
matrix. Next, the metric compared the transformed moving image (AP) 
to the fixed image (PS) and create a metric value. Finally, the optimizer 
checked the stop condition based on the metric value and adjusted the 
transformation matrix for the next iteration. The process stopped when 
it approached a point of diminishing returns or the number of maximum 
iterations. The optimizer was based on a one-plus-one evolutionary al-
gorithm (growth factor: 1.05, epsilon: 1.5, initial radius: 0.0063, 
maximum iterations: 200) and the metric was defined by measuring the 
mutual information of the two images, i.e., maximization of the mutual 
entropy in the two images [26,27]. From here, the best registration of 
the ED frame can be found. 

The previous steps were repeated to find the best alignment for three 
more frames in the cardiac cycle (MS: mid of systole, ES: end of systole, 
MD: mid of diastole). Next, these four best alignments were registered on 
a whole cardiac cycle, the score of the final best alignment was decided 
by root mean square error (RMSE), where the lowest mean of RMSE 
determined the best alignment of the whole acquisition. Finally, to 
obtain a large field-of-view, the best registration was performed on the 
original envelop detected image datasets. 

2.3. Image fusion 

In this study, two fusion algorithms based on steerable pyramid (SP) 
and discrete wavelet transform (DWT) were adapted to fuse the US 
images (envelope data) obtained from the two probes and their perfor-
mance was compared. 

SP has proven to be more shift and rotation invariant in image fusion 
compared to other pyramidal algorithms such as Laplacian, contrast, 
ratio, and morphology pyramid methods [28–30]. Due to the directional 
selective nature of the steerable pyramid filters, it can effectively pre-
serve contours and textures in image fusion. The decompositions of the 
registered images are performed resulting in a high-pass residual band 
and a low-pass subband L0. Next, this low-pass band is split into a 

Fig. 2. Overview of the coarse-to-fine semi-automatic image registration.  

P. Liu et al.                                                                                                                                                                                                                                       



Ultrasonics 123 (2022) 106701

4

another low-pass band L1 and K + 1 oriented subbands{B0, B1, … , Bk}. 
By recursively decomposing the low-pass band L1, the pyramid is built. 

In this study, images from the two probes were decomposed into 5 
levels and 4 orientation subbands individually, as Fig. 3 shows. The final 
low-pass subband contains the large structures of the images. The 
maximum values of the dual-probe images were taken, in order to pre-
serve these larger structures of the left ventricular wall. High frequency 
subbands (Level 1–5) show small structures, e.g., the noise and speckles, 
in the US images. Hence, for these subbands, averaging was performed. 

DWT preserves different frequency information in stable form and 
allows good localization both in time and spatial frequency domain 
[31,32]. The equation of DWT decomposition for 1-D is formulated as 
[33,34]: 

DWT(m, k) =
1

2m
∑N− 1

n=0
s(n)g(

k − n2m

2m
) (2)  

where s(n) is the original signal, N is the number of samples in the 
windowed signal, function g(⋅) is the mother wavelet, and m is the index 
of decomposition levels. DWT can be interpreted as a multi-stage filter 
bank with high-pass and low-pass filters performing a series of dilations. 
Subbands (coefficients) obtained after the high-pass filters are called 
high frequency subbands, while those resulting from the low-pass filters 
are called low frequency subbands. For a 2-D DWT, a 1-D DWT is first 
performed on the rows and then on the columns of the data. This results 
in three sets of high frequency subbands (horizontal, vertical, diagonal 
subband) and one low frequency subband. In this way, each image can 
be decomposed into 4 sub images: LL (low frequency subband), LH 
(vertical subband), HL (horizontal subband) and HH (diagonal subband) 
[35–37]. Subsequently, LL can be split into 4 sub images and so on. LL 
contains the structure of the image and the area where grey values 
change smoothly. LH, HL and HH show the small details of the images, 
such as edges of structures, speckles, and noise. 

In this study, Haar wavelet was chosen as the mother wavelet to 
perform the decomposition of DWT [38], and the images were decom-
posed into 2 levels with 7 subbands (see Fig. 3). The fusion rules applied 
on DWT were defined as follows: for low frequency subband LL2 which 
encompasses the structures of the left ventricular wall, the maximum 
values of the two images were taken. For high frequency subbands (LH, 
HL and HH), a fusion rule based on regional energy was applied to 
optimize the fusion of the small details in the two images [39,40], with 
the aim to maximally preserve the edges and speckles. The equations of 

the regional energy are: 

E(x, y) =
∑1

i=− 1

∑1

j=− 1
w(2 + i, 2 + j)*Q(x+ i, y+ j)

Q(x, y) = I(x, y)2  

w =
1
16

⎡

⎣
1 2 1
2 4 2
1 2 1

⎤

⎦ (3)  

where w is a 3 × 3 kernel, and I(x, y) is the high frequency subband of the 
decomposed image. 

Next, the similarity of the regional energies of the two images was 
calculated and the threshold of the similarity was defined, using the 
similarity of the regional energy of the two images S(x,y): 

S(x, y) =
2
∑1
i=− 1

∑1
j=− 1 w(2 + i, 2 + j)*P(x+ i, y+ j)
E1(x, y) + E2(x, y)

P(x, y) = I1(x, y)*I2(x, y) (4)  

where E1(x, y) and E2(x, y) are the regional energies of the two images 
respectively. The threshold of the similarity is calculated using: 

IFH(x, y) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

I1H(x, y), S(x, y) ≤ T&E1(x, y) > E2(x, y)

I2H(x, y), S(x, y) ≤ T&E1(x, y) ≤ E2(x, y)

WmaxI1(x, y) +WminI2(x, y), S(x, y) > T&E1(x, y) > E2(x, y)

WminI1(x, y) +WmaxI2(x, y), S(x, y) > T&E1(x, y) ≤ E2(x, y)

Wmin =
S(x, y) − T
2(1 − T)

Wmax = 1 − Wmin

T = 0.65
(5) 

As Eq. (5) shows, T is the threshold of the similarity, Wmax and Wmin 

are the weights of averaging. If S(x,y) ≤ T, it implies that the difference 
of the regional energies of the two images is large. In this case, the 
wavelet coefficient of the image with a larger regional energy is chosen. 
If S(x,y) > T, the regional energies of the two images are close to each 
other, so weighted averaging is used to fuse the images. 

Fig. 3. Decompositions of SP and DWT. Images were decomposed into different structures, small structures on the left and large structures on the right. (a) An 
example of SP using 5 levels with vertical orientation subband, the top right image is the final low-pass subband. (b) DWT decomposition with 2 levels. (c) An 
example of the LH (vertical subband) and LL2 (low frequency subband) using DWT decomposition with 2 levels. 
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2.4. Speckle statistics 

First- and second-order speckle statistics were calculated to assess 
improvements in image quality (contrast) and spatial resolution of the 
interleaved multi-probe imaging system, respectively. First-order 
speckle statistics encompasses grey level histogram analysis, quanti-
fied by the histogram overlap percentage (OL). In addition, the contrast- 
to-noise ratio (CNR) between the myocardium and endocardium, as well 
as the mean gradient (MG) and entropy of the myocardium were 
calculated, all to assess contrast. Second-order speckle statistics quantify 
the resolution of the ultrasound image system by estimating the speckle 
size. The aforementioned speckle statistics analyzes were performed on 
all four images: AP, PS, F1 (fusion based on SP) and F2 (fusion based on 
DWT). 

First-order speckle statistics describe the probability distribution of 
gray values for a given tissue and specific probe and acquisitions 
scheme. In this study, histogram analysis was performed to compare the 
probability distribution of the speckles on the left ventricular wall in 
single probe and fused images. As Fig. 4(a) shows, myocardium and 
endocardium were both manually segmented into 12 regions. To 
compare the distinction between myocardium and endocardium in AP, 
PS, F1 and F2, the OL of the gray value histograms of the myocardium 
and endocardium was calculated for the four images. 

Next, to quantify the visibility of the left ventricular wall in all four 
images, the CNR was estimated according to the following equation: 

CNR =
μm − μe̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2
m + σ2

e

√ (6)  

where μm and μe are the mean pixel intensities of the myocardium and 
endocardium respectively, σm and σe denote their standard deviation. 

In order to compare the performances of the two fusion algorithms, 
the mean gradient and entropy of all the segmented regions in 
myocardium of all four images were quantified, using the following 
equations: 

Gxy(j) = |Gx(j)| + |Gy(j)|

MG =

∑N

j=1
Gxy(j)

N

(7)  

E = −
∑L− 1

i=0
Pilog2Pi (8)  

where Gx and Gy are the gradients of each pixel in X and y direction, and 
N is all the pixels in one region. MG is the mean gradient of each region. 
P is the probability of gray scale i appearing in the histogram of each 
region. L is the number of gray scale values in the histogram analysis. E is 
the entropy of every region. MG shows the change rate of the gray scale, 
and is commonly used as an indicator for image fusion to quantify the 

ability of differentiating small details in the image [41,42]. The entropy 
of an image is a statistical measure of the degree of randomness in the 
image. Hence, entropy represents the information present in the image 
and can be used to characterize the texture of the input image [43,44]. 

Second-order speckle statistics indicate spatial characteristics of the 
speckle pattern, which can be used to calculate the point-spread function 
of the system [45,46]. As Fig. 4(b) shows, a box (yellow square) was 
defined within each region of the segmentation, and the autocorrelation 
function was calculated using all data points (and thus speckles) in the 
box of each region. The full-width half maximum (FWHM) of the 
resulting normalized autocorrelation function was computed, see Fig. 4 
(d). To compare the resolution of single and multi-probe images, the 
major and minor axis length of the resulting shape and corresponding 
eccentricity were calculated. 

3. Results 

The coarse-to-fine registration of the images was performed suc-
cessfully in all three hearts. The best alignment was determined by the 
lowest RMSE found during a whole cardiac cycle. The rotation error of 
the best alignment was less than 0.7◦ in all hearts. Quantitative results of 
image registration are shown in Table 1. The whole registration process 
took around 5 min for one heart. Five volunteers were asked to perform 
the manual step (select a few points on the lateral wall of the epicar-
dium). The difference of the final registration results after using the 
semi-automatic registration method is less than 0.5◦ for all three hearts. 

A more precise alignment of the two images can be achieved after 
fine registration compared to coarse registration. Fused images from 
single perspectives show increased image clarity, more distinguishable 
shapes of the LV and a larger field-of-view (+28.3%), as Fig. 5 shows. 

CNR values in the fused images have increased considerably in all 
three hearts, as Fig. 6 shows. The total CNR increased from 1.1 to 1.4, 
CNR in the ‘axial regions’ (see Fig. 4 for definition) increased from 1.1 to 
1.5, and CNR in the ‘lateral regions’ increased from 1.0 to 1.2. During 
the entire cardiac cycle, the increase in CNR was maintained despite 
tissue motion as can be seen in Fig. 7. In addition, a reduced overlap in 
gray value histogram between myocardium and endocardium was found 
in the fused images, see Fig. 6. The total OL decreased from 0.32 to 0.21, 
axial OL decreased from 0.35 to 0.19, and lateral OL decreased from 
0.41 to 0.26. 

The performances of the two fusion algorithms for first-order speckle 
statistics can be depicted from Fig. 6 and Table 2. Overall, larger im-
provements of CNR, OL, MG and entropy were found for fusion method 
F2. Compared to F1, MG increased from 2.4.106 to 3.1.106 and entropy 
increased from 5.9 to 6.1. 

Autocorrelation results are shown in Fig. 8 and Fig. 9. In the single 
probe images, speckles were more stretched in the lateral direction and 
lateral speckle size increased for larger imaging depth, e.g., from box 7 
to box 12 in the AP view, as expected. Overall, major and minor axis 

Fig. 4. Speckle statistics. (a) Endocardium and myocardium were segmented into 12 regions to analyze first-order speckle statistics. The yellow lines indicate the 
border between endocardium and myocardium. Axial regions: box 1–4 and 9–12, lateral regions: box 5–8. (b) An example of the first-order speckle statistics, i.e., 
histograms of gray values where the blue, black, and red curves represent myocardium, endocardium and overlapping regions (OL), respectively. (c) Second-order 
speckle statistics: a box in each region was defined to compute the autocorrelation function. (d) Half maximum of the normalized autocorrelation function indicated 
by the black ellipse, later used to quantify eccentricity and speckle size. The black circle is the centroid of the ellipse. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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length as well as the eccentricity of the determined point-spread func-
tions have decreased significantly in the fused images. The average ec-
centricity decreased from 0.91 to 0.73, the major axis length decreased 
from 0.59 mm to 0.35 mm, and the minor axis length decreased slightly 
from 0.21 mm to 0.18 mm. Compared to F1, a larger decrease of speckle 
sizes can be observed despite the eccentricity is slightly higher for F2. 

4. Discussion 

The purpose of this study is to explore the feasibility and advantages 

of using two phased array probes to perform high frame rate, interleaved 
multi-perspective echocardiography. More specifically, we investigated 
the image enhancement in terms of field-of-view, image contrast, and 
resolution in an ex-vivo beating porcine heart setup. An iterative multi- 
scale semi-automatic registration algorithm was developed to precisely 
find the best alignment of the images acquired from the two probes. Two 
fusion algorithms were adapted to compound the image data obtained 
from the two probes, and their performance was compared. First- and 
second-order speckle statistics were computed to quantify the image 
quality of single probe and fused images using two fusion algorithms. 

Table 1 
Quantitative results of image registration.  

Heart 1 2 3 

Frame C ED MS ES MD C ED MS ES MD C ED MS ES MD 

R(degree) 93.0 89.4 89.3 88.3 89.8 86.1 89.7 92.0 91.3 90.5 85.2 89.9 90.6 90.3 90.0 
Tx (mm) –33 − 24 − 27 − 25 − 24 − 49 − 48 − 51 − 50 − 49 − 25 –23 − 25 − 24 –23 
Ty (mm) 19 17 15 14 17 42 48 49 49 47 17 24 25 25 24 
RMSE(106) 2.48 2.44 2.39 2.40 2.44 5.03 5.02 5.00 5.00 4.99 3.51 3.47 3.46 3.45 3.47 

* ED = End of diastole, MS = Mid of systole, ES = End of systole, MD = Mid of diastole, C = Coarse registration at ED, R = Rotation angle, Tx = Translation in x 
direction, Ty = Translation in y direction, RMSE = Mean of root mean square error in a whole cardiac cycle. 

Fig. 5. Single probe and fused B-mode images. Apical view (left), parasternal long-axis view (middle), and multi-perspective view for F2 (right).  

Fig. 6. Contrast-to-noise ratio (CNR) and histogram overlap (OL) for single probes images obtained in the apical (AP) and parasternal long-axis view (PS), and the 
fused images using fusion methods F1 and F2. Both CNR and OL are calculated for the total endocardium-myocardium interface as well as the axial and lateral 
sections separately. 
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For the image acquisition, one of the biggest challenges was to ensure 
that both probes were imaging the same plane. A mini-arch was used to 
ensure that the two US probes were exactly imaging the same plane, 
necessary to avoid misalignment in the elevational plane which would 
render fusion of the 2-D imaging data impossible. Moreover, the arch 
served a double purpose since it provided the ground truth of the rota-
tion angle (90◦) of the two probes to verify the registration. 

The coarse-to-fine semi-automatic registration algorithm was 

performed successfully with a rotation error less than 0.7◦ in all hearts. 
The only manual step in this algorithm was to select a few points on the 
lateral wall of epicardium, which could be optimized in future studies. 
More importantly, this method automatically determined the best 
registration result by calculating the RMSE of the two images in a whole 
cardiac cycle without using the ground truth. However, due to the lack 
of ground truth data in translation, the error in estimates of the trans-
lation error cannot be evaluated quantitatively. The intensity based 
iterative fine registration is suitable for finding the precise alignment, 
when provided with a good initial guess. However, because of the large 
rotation, anisotropic resolution and contrast of the two images in this 
application, it remains challenging to perform it fully automatically with 
a high accuracy. 

Two image fusion algorithms were adapted to combine the registered 
two images. The main advantage of the SP method is that the repre-
sentation is shift invariant, which means no aliasing in subbands. This 
strength makes it suitable to decompose image features into different 
structures. The primary disadvantage is the low computational effi-
ciency, since the representation of SP is substantially overcomplete [47]. 
DWT produces a non-redundant image representation and is relatively 
computationally efficient. The main drawback of DWT is the fact that 
the representation is shift variant, which may result in aliasing or spatial 
ringing in the images [48,49]. However, the aliasing mainly occurs 
when the levels chosen for DWT decomposition were high, and also 
depends on the types of images, and mother wavelets chosen. With the 
image sets acquired in this study, we have discovered that using the 
Haar wavelet to decompose images into less than 3 levels can avoid the 

Fig. 7. Increase in contrast-to-noise ratio (CNR) from single perspective to 
multi-perspective ultrasound images during an entire cardiac cycle. 

Table 2 
Quantitative results: mean gradient (MG) and entropy.  

Heart 1 2 3 

Probe AP PS F1 F2 AP PS F1 F2 AP PS F1 F2 

MG (106)  1.53  1.65  1.89  2.50  2.23  2.68  2.91  3.85  1.65  2.22  2.32  3.07 
Entropy  4.26  4.06  5.11  5.42  5.09  5.68  6.56  6.73  5.59  5.98  6.14  6.25  

Fig. 8. Second-order speckle results for single probe images obtained in the parasternal (PS) and apical view (AP), as well for fused images using the two fusion 
methods (F1 and F2). 
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aliasing issues in reconstructed images. Therefore, we chose 2 decom-
position levels for DWT fusion. On one hand, it can speed up the 
computation time for image decomposition and reconstruction. One the 
other hand, the 7 subbands (1 low frequency, 6 high frequency) were 
able to differentiate the different structures in the US images for fusion. 

First-speckle statistics results have shown that the image quality, 
specifically the CNR and distinction between endocardium and 
myocardium, has improved significantly after fusion, as Fig. 6 shows. It 
can be seen that PS had a higher axial CNR and less histogram OL than 
AP while AP had a higher lateral CNR and less histogram OL than PS. 
This is because, for the axial regions, more backscatter is generated in 
the PS view, while for the lateral regions more ultrasound reflections are 
detected in the AP view. One can appreciate that a higher image contrast 
and clearer interface between endocardium and myocardium were 
achieved in both axial and lateral regions after fusion, during the whole 
cardiac cycle. 

The mean gradient in F2 always showed the highest values, indi-
cating a substantial improvement in presence of differentiating speckle 
patterns, while F1 did not always have a higher MG over single probes 
(Table 2). This can be explained by the different fusion rules applied to 
the high frequency subbands for F1 and F2. In the high frequency sub-
bands, more speckles and important image features, e.g. edges, are 
found. Hence, averaging does not seem to be the optimal approach to 
compound the two images. The regional energy based fusion rule suc-
cessfully extracted the edges and small features in the two images. In 
addition, the results of entropy on the left ventricular wall also 
demonstrated that more information (e.g., speckles) in the myocardium 
can be derived from the images when using F2. One can argue that the 
increase in entropy after fusion may come from noise. However, since 
the CNR was also higher after fusion, the increased entropy is most likely 
the result of an increased level of structure and speckle. 

Second-order speckle statistics results clearly indicate that the reso-
lution after fusion has been vastly enhanced. However, in some regions, 
e.g. box 4 and 6 in PS, there were not enough speckles present. The 
fusion in these regions mostly used image data from the AP view. Hence, 
resulting speckles after fusion had similar eccentricities and sizes as 
found in the AP view. Moreover, in some regions mainly strong re-
flections were present with little speckles, e.g., box 5, 8 and 9. As a 
result, oversized speckles were determined in the PS view. However, by 
taking the speckles from AP into account, the speckle sizes in these re-
gions decreased vastly after fusion, leading to an improved resolution. 

For the results of speckle size, one can appreciate that speckle sizes 
were greatly reduced in F2 compared to single probes and F1, resulting 
in a significant improvement of the lateral resolution. Compared to F1, a 
stronger reduction of speckle sizes can be observed despite the slightly 
higher eccentricity in F2. In some cases, speckle sizes were even 
enlarged in F1, e.g. box 5–10. There are two possible explanations. First 
of all, speckles were averaged from the two probes in F1, while speckles 
were fused based on a regional energy based fusion rule in F2. This 
means that speckles were only weight averaged when the difference of 

the regional energy of the two images was close to the threshold we 
chose. When the difference was bigger than the threshold, only the 
speckles in the image that contain higher regional energy will be 
selected for fusion. Secondly, the mother wavelet and decomposition 
levels chosen to decompose the images also played an essential role. 

For each probe, the limitations in aperture and steering angle, due to 
the presence of ribs, are similar to those for conventional single probe 
imaging [10]. The use of two probes is introduced to overcome these 
limitations. Of course clutter will remain present in the individual im-
ages when ribs are present, but the benefits of simulating ‘large steering 
angles’ by adding a second probe are clear. 

The two probes were positioned at apical and parasternal views in 
90◦ to show the ultimate benefits in terms of image quality. In vivo, when 
ribs and surrounding structures are present, it will take some time for the 
sonographer to find the ideal imaging position and corresponding view 
for each of the two probes. In some cases, when only a smaller relative 
angle between the two probes is achievable, multi-perspective US will 
still improve image quality. 

There are some limitations of this study. First of all, the system 
operates in 2-D mode which does not capture the full geometry and 
motion of the heart. Here, 3-D US imaging is the obvious next step but at 
the cost of a lower frame rate, decreased image quality, and increased 
system complexity. Secondly, the ex-vivo setup allows the use of a mini- 
arch to avoid misalignment of the two probes. The mini-arch was not 
designed for in vivo or clinical usage. This will require more flexible 
probe fixation or probe tracking devices [50,51]. In fact, a probe fixation 
device (hand-free) for in vivo measurements has already been developed 
and demonstrated for one probe [51]. It can be easily altered into a dual- 
probe fixation device with all the necessary degrees of freedom to ensure 
a common imaging plane. Ultimately, the use of 3-D ultrasound, as well 
as the introduction and emergence of patch-based devices will change 
clinical ultrasound, enabling and catalyzing multi-perspective US im-
aging even further. Accordingly, we are positive that the multi- 
perspective US imaging method proposed can be adapted and modi-
fied for in vivo application. Nevertheless, this is beyond the scope of this 
study so far. Thirdly, although the ex-vivo beating porcine hearts have a 
high level of realism compared to simulations and phantoms, there is no 
surrounding tissue present, such as ribs and lungs, which will probably 
lead to attenuation of the US and introduce clutter artifacts. This may 
bring new challenges for the registration. To cope with this, clutter 
reduction algorithms such as, wavelet and singular value decomposition 
(SVD) filter can be adapted to filter out the clutter artifacts and preserve 
the anatomical structures [52,53]. 

5. Conclusion 

In this study, multi-perspective high frame rate ultrasound imaging 
of the heart using two phased array probes was demonstrated in an ex- 
vivo beating porcine heart setup. Advantages in image quality of this 
method have been demonstrated, showing enlarged field-of-view, and 

Fig. 9. Eccentricity (left), major axis length (middle) and minor axis length (right) resulting from the second-order speckle analysis on images obtained with single 
probe apical (AP) and parasternal images (PS) and the fused images (F1 and F2). 
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enhanced image contrast and resolution. Future work will focus on 
validating this technique to improve functional measurements, e.g., 
cardiac strain imaging, in 2-D and 3-D, and extending this method for 
right ventricular imaging. 
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