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obstructive sleep apnea patients on CPAP
therapy
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Abstract

Background: Sleep apnea patients on CPAP therapy exhibit differences in how they adhere to the therapy. Previous
studies have demonstrated the benefit of describing adherence in terms of discernible longitudinal patterns.
However, these analyses have been done on a limited number of patients, and did not properly represent the
temporal characteristics and heterogeneity of adherence.

Methods: We illustrate the potential of identifying patterns of adherence with a latent-class heteroskedastic hurdle
trajectory approach using generalized additive modeling. The model represents the adherence trajectories on three
aspects over time: the daily hurdle of using the therapy, the daily time spent on therapy, and the day-to-day variability.
The combination of these three characteristics has not been studied before.

Results: Applying the proposed model to a dataset of 10,000 patients in their first three months of therapy resulted
in nine adherence groups, among which 49% of patients exhibited a change in adherence over time. The identified
group trajectories revealed a non-linear association between the change in the daily hurdle of using the therapy, and
the average time on therapy. The largest difference between groups was observed in the patient motivation score. The
adherence patterns were also associated with different levels of high residual AHI, and day-to-day variability in leakage.

Conclusion: The inclusion of the hurdle model and the heteroskedastic model into the mixture model enabled the
discovery of additional adherence patterns, and a more descriptive representation of patient behavior over time.
Therapy adherence was mostly affected by a lack of attempts over time, suggesting that encouraging these patients
to attempt therapy on a daily basis, irrespective of the number of hours used, could drive adherence. We believe the
methodology is applicable to other domains of therapy or medication adherence.

Keywords: Obstructive sleep apnea, CPAP therapy, Treatment adherence, Latent-class trajectory modeling,
Multilevel mixture modeling, Hurdle modeling, Heteroskedastic modeling, Intensive longitudinal data
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Background
For clinical efficacy, patients need to adhere to the pre-
scribed medical treatment. The degree to which patients
are successful in adhering to their treatment depends on
the condition, dosing frequency, treatment duration, and
many other factors [1]. Another aspect of interest is the
change in adherence over time, of which an improved
understanding can contribute to the early prediction of
non-adherence and help in selecting the appropriate inter-
vention. Patient adherence can either be modeled in terms
of a common time trend from which patients exhibit ran-
dom structural deviations, or as a stratified analysis com-
prising subgroups of patients with specific longitudinal
patterns.
In this work we explore the longitudinal therapy adher-

ence patterns that obstructive sleep apnea (OSA) patients
exhibit during their first three months of continuous posi-
tive airway pressure (CPAP) therapy. Identifying common
patterns of adherence provides population-level insights
on how patients typically use the therapy. Moreover, it
may guide new interventions for targeting the specific
adherence behaviors, or help durable medical equipment
providers with substantiating their reimbursement claims.
OSA is a chronic disorder involving frequent pauses

in breathing during sleep. The disorder is common in
the adult population, with the prevalence ranging from
9% to 38% [2], and increasing with age. The apneas in
OSA arise from a collapse of tissue in the airway during
sleep. The severity of the condition is typically mea-
sured in terms of the number of breathing disturbances
per hour of sleep, referred to as the apnea-hypopnea
index (AHI), where in severe cases of OSA these dis-
turbances occur over 30 times per hour of sleep. Con-
sequently, excessive daytime sleepiness, reduced qual-
ity of life, and increased risk of cardiovascular disease
are among the side effects associated with OSA if left
untreated [3].
CPAP is considered to be the first-line therapy for treat-

ing OSA. However, in order for the treatment to be effec-
tive, patients need to use it daily. The benefits of CPAP
(e.g., reduced daytime sleepiness) can diminish after as
early as one omitted day [4]. Furthermore, the dose-
response relation between hours of usage and daytime
sleepiness has been found to be linear, showing improved
outcomes with up to 7 hours of usage per day [5]. The level
of adherence to the therapy is quantified in terms of the
daily number of hours the treatment was used.
While the majority of patients (66%) succeed in adjust-

ing to CPAP therapy, others fail to start, give up early, or
abandon the therapy within a couple of weeks or months
[6]. Moreover, the consistency in the number of hours
used varies between patients. On some days, patients do
not initiate therapy, these days are referred to as intermit-
tent days or non-attempts. The complexity of adherence

is evident from the numerous factors that have been iden-
tified to be indicative of future CPAP adherence to some
degree. This includes demographic factors such as age,
sex, BMI, and socioeconomic class [7], and equipment-
related factors such as the device type (e.g., continuous or
automatic PAP), device features (e.g., heated humidifica-
tion), and therapy-related side effects, e.g., mask discom-
fort, leakage, or skin abrasion [8]. Moreover, psychological
factors have been identified [7], for example the knowl-
edge of patients about the therapy, the belief in ability to
control one’s health, the perceived risk and health ben-
efit of the therapy, and motivation. In addition to the
individual factors, external factors such as family, physi-
cian, health care professionals and facility all play a role in
adherence [7].
Earlier studies have handled the heterogeneity of adher-

ence by stratifying the patients on well-defined criteria.
An example of this is found in the study by Weaver et
al. [9], in which they observed a bimodal distribution
for CPAP attempt consistency, with approximately half of
the patients being highly consistent (over 90% attempted
days). Wohlgemuth et al. [10] stratified patients based
on the percentage of nights of usage, nights of usage
above 4 hours, average nightly usage, and other factors.
For each of these factors, the average was computed over
the therapy duration, resulting in a cross-sectional cluster
analysis. Using latent class analysis, they identified groups
of non-adherers, attempters and adherers.
Other studies have explored how adherence changes

over time across patients, with a focus on the daily time
spent on therapy. Aloia et al. [11] investigated first-year
CPAP therapy adherence among 71 patients in detail by
visualizing individual daily time on therapy and manually
grouping similar trajectories on time series characteristics
(intercept, variance, slope, autocorrelation, and length).
They found seven patterns of adherence. However, a lim-
itation of their approach is that a manual evaluation is
infeasible for a large number of patients. Babbin et al. [12]
performed a similar time series analysis on 161 patients
over 180 days, but they used an automated approach
for clustering the adherence trajectories. The trajecto-
ries were classified into four clusters using agglomera-
tive hierarchical clustering of the daily time on therapy
as independent variables. They identified significant dif-
ferences between groups on patient characteristics in a
post-hoc analysis.Wang et al. [13] applied k-means among
76 patients, identifying three adherence patterns over the
first 12 weeks of CPAP therapy. Moreover they showed
that patients belonging to the cluster with poor adherence
could be distinguished reliably from the other clusters at
baseline.
Overall, the above mentioned studies have yielded vary-

ing adherence patterns of interest over different ranges
of time. However, these analyses involved fewer than 250
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patients, which puts an upper bound on the number
of groups that can reliably be detected, and limits the
power of the post-hoc group comparison. With respect
to modeling the temporal aspect of adherence, the stud-
ies demonstrate the added value of describing adherence
in terms of the attempts made and the mean level of
usage, as well as the day-to-day variability in time on
therapy.
We represent the adherence over time by combining

the different approaches taken in previous studies. We
model the daily time on therapy using latent-class distri-
butional regression with time as a continuous covariate.
Here, the daily patient usage is modeled as a two-stage
process, where the daily action of initiating therapy is
modeled over time as a hurdle that patients must pass
before the time on therapy is modeled. Moreover, we
model how the expected mean and variability of time on
therapy changes over time. To the best of our knowledge,
such an approach has not yet been used for modeling ther-
apy adherence in patients (with sleep-disordered breath-
ing). Hurdle modeling is typically used in areas involving
count data, such as economics, epidemiology, health-
care utilization, and ecology. We will identify patterns of
adherence in the therapy data on these three aspects by
estimating a latent-class hurdle trajectory model, using a
generalized additive modeling (GAMLSS) approach [14].
Furthermore, we compare several CPAP therapy-related
external variables between groups, following a three-step
approach [15, 16].

Data
In the present study we analyze retrospective data col-
lected from patients in the United States who are on
CPAP therapy, and registered for and made use of
the DreamMapper application made available by Philips
Respironics. The DreamMapper application is available
on mobile and the web, with the purpose of support-
ing patients in their first months of PAP therapy [17],
and is free to use. Patients can connect their CPAP
device or manually upload their CPAP device data to the
DreamMapper application in order to gain insights into
their therapy. We obtained CPAP device data from 37,235
patients who have manually uploaded data via Bluetooth
or SD card to the DreamMapper application during their
first 90 days of therapy, and have consented to the use
of their uploaded data for research. From the available
dataset, we selected a random sample of 10,000 patients to
conduct the regression analyses1.
Patients included in the obtained dataset all meet

the following criteria: Firstly, the patients started ther-
apy and manually uploaded data between May 2017

1This random subset was selected due to computational considerations in the
cluster analysis for models with a large number of clusters (up to 10).

and April 2018. Secondly, the patients started within
a week of their DreamMapper registration date with
CPAP therapy, and were first-time users of the ther-
apy. This was determined by the absence of other user
accounts created by them in potentially previous times.
Lastly, only patients who have uploaded therapy data
beyond their first 90 days of therapy were included.
This ensures that they have been on therapy for at least
90 days, regardless of the number of days the therapy
was used.
It is important to note that due to the 90-day therapy

requirement, the typical level of adherence in our data is
higher than what would be expected from a more gen-
eral patient population. We focus on patients having been
on therapy for at least 90 days for two reasons. Firstly,
the lack of information on the reason for the data flow
stopping means that we could not distinguish between
patients who abandoned therapy and those who stopped
uploading data but continued their therapy. Secondly,
clustering trajectories while including patients of shorter
therapy durations confounds the patterns of adherent
patients with those who abandoned therapy. Consider-
ing that the interpretation and possible applications are
different for these two cases, it is preferable to analyze
and model the cases separately. Furthermore, this sim-
plifies the required model for our analysis, as we do
not need to account for censoring or different drop-out
durations.
The available data per patient consists of daily aggre-

gated CPAP device data, and a motivation assessment
filled in on a voluntary basis. Patient demographics and
other relevant baseline information such as the pretreat-
ment AHI are not available for analysis. In addition to
the daily amount of time patients were on therapy (the
mask-on time, in seconds), as recorded by the CPAP
device, we will compare the average residual AHI, aver-
age leakage, and pressure settings to identify differences
between the identified groups. The motivation assess-
ment is solicited at the very beginning of therapy, during
onboarding. Patients are asked to rate their motivation
to treat their sleep apnea condition on a scale from 1
to 10, where a 10 represents the highest possible level
of motivation. A total of 2,973,759 observation days are
available. Missing device data on intermittent days of ther-
apy is assumed to be due to no attempt being made
to use the therapy, as technical errors are deemed to
be rare.
We computed the summary statistics on the complete

dataset. On days during which patients used the therapy,
the time on therapy is approximately normally distributed
with a mean of 6.7 hours (SE 0.003) and a standard devi-
ation of 2.1 hours (SE 0.001). The distribution is slightly
left-skewed, with a skewness of -0.40 (SE 0.001). Remark-
ably, the average usage is considerably higher than the
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estimate of 5.8 hours by Hardy et al. [17] for patients who
use the DreamMapper application in their first 90 days of
therapy, which we suspect can be attributed to our exclu-
sion of patients that stopped engaging with the app or
their therapy before day 90.
On average, patients did not use the therapy on 11.3%

of days. In order to correctly model adherence over time,
we therefore include these intermittent days as observa-
tions with zero hours on therapy. However, this leads to
a response variable with an excess of zeroes. The overall
distribution of time on therapy is shown in Fig. 1, where
intermittent days are represented by the vertical black line
at zero.
The time on therapy ranges from 0 to 23 hours, but

measurements exceeding 15 hours (0.05%) were removed
because these relatively extreme values were considered
to be unreliable measurements of the actual usage, and
could affect the model estimation. In order to improve the
robustness of the post-hoc analysis, extreme values from
other covariates were removed for the same reason, using
conservative thresholds based on the lower and upper
0.01% of values. In total, fewer than 1% of observations are
affected by these processing steps.

Methods
Hurdle model
The excess zeroes that are present in the data cannot be
ignored. In count data, this is typically addressed using
a zero-inflated model [18], which models the increased
probability of observing zeroes, in addition to the zeroes
expected from the response distribution, e.g., a Poisson
distribution. However, in the present study, the counts of
the number of seconds on therapy are more closely rep-
resented by a normal distribution with a strictly positive
domain (e.g., the log-normal or truncated normal distri-
bution). Moreover, in this context, zeroes have only one
interpretation, namely that of the therapy not being ini-

Fig. 1 Distribution of time on therapy, with intermittent days
represented by zero hours

tiated on a given day. If we regard initiating treatment
as a hurdle that patients need to overcome daily, we can
model the initiation of therapy as a two-step process. This
approach is referred to as hurdle modeling, and is gener-
ally applicable when a response variable is conditional on
the occurrence of an event, with distinct values.
A hurdle model comprises a finite mixture of a point

mass at zero, and a distribution with positive domain.
Excess zeroes in a count variable can arise from a signif-
icant hurdle or a factor preventing the event from hap-
pening, but can also happen when the time available for
counting the events is too short relative to the frequency
of the event occurring. Lee et al. [19] investigated the risk
of miscarriage in women with sleep-disordered breathing
using truncated Poisson hurdle regression. Hurdle mod-
eling is not restricted to count data, as it can be applied
with any distribution that does not contain the hurdle
response value (e.g., a truncated distribution). Saberi et
al. [20] investigated the percentage of HIV medication
non-adherence using a Gamma hurdle model.
Let yi = {

yi,1, yi,2, ..., yi,Ji
}
denote the adherence trajec-

tory of patient i ∈ I consisting of Ji = 90 observations, for
any patient from the set of available patients I. Here, yi,j
denotes the time on therapy of patient i on the jth mea-
surement at time tj. The daily hurdle of initiating therapy
can be modeled with a Bernoulli process with probability

Pr
(
Hi,j = hi,j

) =
{

νj hi,j = 0
1 − νj hi,j = 1 , (1)

where hi,j ∈ {0, 1} denotes whether the hurdle is over-
come for patient i at time tj, and νj ∈ (0, 1) represents the
probability of failing to pass the hurdle at time tj.

Truncated normal hurdle model With the exception of
models involving two-sided truncation, as seen in double
hurdle modeling, examples of left-sided truncated normal
distributions are few in number. Cragg [21] first proposed
a truncated normal hurdle model for modeling the con-
sumer demand of durable goods, to account for periods
of time during which no purchases of goods were made.
For observations where the hurdle is passed (i.e., hi,j =
1), we assume the time on therapy yi,j to be normally
distributed with strictly positive values. The probability
density function (PDF) is given by

fN(y;μ, σ) =
φ

(
(y−μ)

σ

)

1 − �
(−μ

σ

) y > 0 (2)

and zero otherwise, where φ(·) is the standard normal
PDF,�(·) is the standard normal CDF, andμ and σ are the
mean and standard deviation of the non-truncated normal
distribution. If X has a normal distribution, the moments
of the truncated normal distribution are then given by [22]
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E(X|X > 0) = μ + σ
φ

(−μ
σ

)

1 − �
(−μ

σ

) , (3)

E
(
X2|X > 0

) = μ2 + 2σμ
φ

(−μ
σ

)

1 − �
(−μ

σ

)

+ σ 2
[ −μ

σ
φ

(−μ
σ

)

1 − �
(−μ

σ

) + 1
]

,

E
(
X3|X > 0

) = μ3 + [
3σμ2 − μσ 2 + σ 3] φ

(−μ
σ

)

1 − �
(−μ

σ

)

+ 3σ 2μ

[ −μ
σ

φ
(−μ

σ

)

1 − �
(−μ

σ

) + 1
]

. (4)

The time on therapy for patient i at time tj is distributed as

Pr
(
yi,j ≤ y

) = νj + (1 − νj)FN (yi,j,μj, σj) (5)

with y ∈ R and FN the truncated normal distribution
function.
The truncated normal hurdle distribution described

here, denoted by TNH, is represented by three param-
eters. We allow each of the parameters to change over
time. As such, each patient i at the jth observation at time
tj is represented by the probability νj of failing to pass
the hurdle, the expected conditional mean μj and stan-
dard deviation σj. In a single-group analysis the hurdle
and conditional time on therapy essentially operate on dis-
joint data, and therefore can be estimated separately, using
logistic regression to model the hurdle, and truncated
normal regression for the conditional time on therapy.
However, this does not hold when the terms across the
models are assumed to be correlated, or when a mixture
of hurdle models is being estimated.

Generalized additive modeling for location, scale and
shape
GAMLSS is a method for modeling a numerical univariate
response variable in terms of a general parametric dis-
tribution. Whereas generalized additive modeling (GAM)
and generalized linear modeling (GLM) can only handle
exponential family distributions and assume a variance
as a function of the mean with a constant scaling factor
[23, 24], GAMLSS can describe parametric response dis-
tributions by their mean (i.e., location μ), variance (i.e.,
scale σ ) and shape (e.g., skewness and kurtosis) in terms
of linear predictors and additive functions. Furthermore,
through the inclusion of a distributional parameter for the
excess zeros, hurdle and zero-inflated distributions can be
handled.
GAMLSS was proposed by Rigby & Stasinopoulos [14,

25], and developed into a framework implemented in vari-
ous packages in R [26, 27]. To describe our model in terms
of GAM, let y�

i = (
yi,1, . . . , yi,Ji

)
denote the longitudinal

measurements of a patient i ∈ I among the sets of patients

I, with yi,j ∼ TNH(μi,j, σi,j, νi,j). Each of the distributional
parameters can be described by a linear model, describing
the J = ∑

i∈I Ji observations across all patients. The PDF
of the complete model is given by fY (yi,j;μi,j, σi,j, νi,j). For
brevity, the predictor vector of length J for the kth distri-
bution parameter is denoted by dk , with d1 = μ, d2 = σ ,
and d3 = ν. The general random effects GAMLSS model
[28] for the kth distributional parameter is given by

gk (dk) = Xkβk +
Mk∑

m=1
Zk,mγ k,m, (6)

where gk(·) denotes the monotonic link function for
the respective distribution parameter. The linear additive
terms of the model are represented by a J × Lk design
matrix denoted by Xk for Lk fixed effects, with coeffi-
cients β�

k = (
βk,1, . . . ,βk,Lk

)
. The J × Qk,m design matrix

Zk,m models the random effects with γ k,m as a vector of
Qk,m random variables. These random effects also allow
for (penalized) smoothing as a function of an explana-
tory variable, e.g., cubic splines, P-splines, and fractional
polynomials. An advantage of GAMLSS is that the ran-
dom effects can be included in any of the distributional
parameters, although this comes at the cost of increased
computational complexity.
We limit the model complexity by only representing

each distributional parameter using a linear paramet-
ric representation. In addition, the hierarchical nature
of the longitudinal data needs to be taken into account.
Patients have different levels of expected usage, variance,
and attempts, arising from factors such as sleep sched-
ule, quality of sleep, and tolerance to the therapy. We can
account for these patient-specific differences by partition-
ing the random effects design matrix into patient-specific
matrices. We only consider the case ofMk = 1 (i.e., a ran-
dom intercept model for each distributional parameter),
so we therefore omit the m subscript from the nota-
tion hereafter. The patient-specific random effects design
matrix Zk,i of order Ji×Qk are concatenated to yield Z�

k =[
Z�
k,1

∣∣∣Z�
k,2

∣∣∣ · · ·
∣∣∣Z�

k,|I|
]
[28]. The random effects vector is

denoted by γ k,i = (γk,1,i, . . . , γk,Qk ,i), with γ k,i ∼ N(0,�k)
for each of the distribution parameters, where �k is the
variance-covariance matrix for the random effects of the
respective distribution parameter.
Although we observe a marginally better fit using

smoothing functions of time, modeling change using lin-
ear additive terms is preferred in this analysis for its
lower complexity, and greatly reducing computation time.
We therefore model each of the distributional parame-
ters using a second-order polynomial dependent on time.
The identity link function suffices for the mean μi,j,
whereas a log link is used for the variance σi,j in order
to ensure positive values. The hurdle probability νi,j is
modeled using logistic regression by assuming a logit link
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g3(νi,j) = log
(

νi,j
1−νi,j

)
. Accordingly, the random effects

model is given by

μi,j = β1,0 + β1,1ti,j + β1,2t2i,j + Z1,i,jγ 1,i,

log σi,j = β2,0 + β2,1ti,j + β2,2t2i,j + Z2,i,jγ 2,i,

log
νi,j

1 − νi,j
= β3,0 + β3,1ti,j + β3,2t2i,j + Z3,i,jγ 3,i. (7)

We will use this model to compare against the mixture
model described in the next section.
Latent-classmodeling
The findings from previous studies on CPAP adherence
suggest a complex, non-normal distribution of adherence
patterns [11, 12]. We therefore opt for a non-parametric
approach to modeling the heterogeneity, by describing the
patient-specific deviations from the population mean in
terms of a finite number of structural deviations. In a
cross-sectional data context, this approach is commonly
referred to as finite mixture modeling [29]. This has
the added benefit of accounting for the (possibly non-
linear) relationship between the distributional parameters
through the different clusters. In particular, an association
can be expected between the attempt probability and the
mean level of usage.
Growth mixture modeling (GMM) is an approach

to modeling longitudinal change (i.e., a growth curve),
accounting for patient heterogeneity by assuming each
patient belongs to one of several unobserved (i.e.,
latent) classes [30–32]. The class models include patient-
specific random effects, therefore the approach essentially
assumes the heterogeneous data to consists of a set of
heterogeneous subgroups.
The appeal of allowing for patient-specific deviations

within the latent classes is that it enables an empha-
sis on the change of adherence over time as opposed to
the expected average time on therapy. Without a random
intercept, most of the group trajectories would be repre-
senting the differences in mean time of therapy, resulting
in many constant group trajectories. To a lesser degree,
patients may also exhibit different levels in their attempt
probability and conditional standard deviation. However,
in consideration of the increased model complexity with
an increasing number of latent classes, we opt for simpli-
fying the class model. We therefore only include a random
intercept γ

(g)
i ∼ N(0, σγ ) for the mean level. Each latent

class is described by a model, where the model for class g
is described by

μ
(g)
i,j = η

(g)
1,i,j = β

(g)
1,0 + β

(g)
1,1 ti,j + β

(g)
1,2 t

2
i,j + γ

(g)
i ,

log σ
(g)
i,j = η

(g)
2,i,j = β

(g)
2,0 + β

(g)
2,1 ti,j + β

(g)
2,2 t

2
i,j,

log
ν

(g)
i,j

1 − ν
(g)
i,j

= η
(g)
3,i,j = β

(g)
3,0 + β

(g)
3,1 ti,j + β

(g)
3,2 t

2
i,j. (8)

Each of these class models represents a proportion of
the overall heterogeneity in the data. The overall model is
given by

f (yi,j;�,π) =
G∑

g=1
πg fg

(
yi,j;β

(g)
1 ,β(g)

2 ,β(g)
3 , σγ

)
(9)

where � = {θ (1), . . . , θ (G)} comprises the group model
parameters, fg denotes the model for group g, and π is the
vector of group proportions πg for group g with πg ≥ 0
and

∑
g πg = 1. The class assignment of patients is prob-

abilistic, which is in contrast to other approaches such as
longitudinal k-means (KML) where the cluster edges are
well-defined but arbitrarily selected due to the distance
measure used [33].
A few studies have used a similar approach in the

context of hurdle modeling. Maruotti [34] proposed a
longitudinal latent-class hurdle mixed effects model that
accounts for missing data patterns arising from drop-outs.
They applied the model for the analysis of skin cancer
counts, of which the data had a considerable number
of missing measurements, in addition to zero inflation.
Moreover, Ma et. al [35] used a log-normal hurdle mixture
to identify patterns of factors contributing to vehicle crash
rates. To the best of our knowledge no studies have used
a hurdle approach with within-class heterogeneity using
GAMLSS up to now, in particular when combined with
class-specific temporal heteroskedasticity.

Model estimation
The analysis is performed in R 3.5.0 [36] using version
5.1-2 of the gamlss package [14] for the implementation
of GAMLSS. The GAMLSS model is fitted using the RS
algorithm proposed by Rigby & Stasinopoulos [37]. The
algorithmmaximizes the (penalized)maximum likelihood
of the full model using expectation maximization (EM).
The estimation of the random patient factor is based
on penalized quasi-likelihood. The zero-truncated normal
distribution is available in the gamlss.tr package (version
5.1-0) [38], and was adapted to account for excess zeros by
the parameter ν.
We estimate the mixture model specified in Equation 9

using a nonparametric maximum likelihood (NPML)
approach [39, 40], as implemented in the gamlssNP
function in the package gamlss.mx (version 4.3-5) [41].
This approach describes the data heterogeneity through a
non-parametric density function comprising a finite mix-
ture [40–42]. The marginal likelihood for the data is given
by

f (y;�,π) =
∏

i∈I

G∑

g=1

⎡

⎣πg

Ji∏

j=1
fg

(
yi,j; θ (g)

)
⎤

⎦ . (10)
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Here, the group parameters θ (g) represent the mass points
of the non-parametric density, occurring with probability
(i.e., the masses) π1, . . . ,πG, respectively.
Each trajectory is assumed to have been generated by

one of the group models, however, the true group mem-
bership is unknown. The membership of the trajectory yi
to group g is indicated by δi,g , with δi,g = 1 if the tra-
jectory belongs to group g, and δi,g = 0 otherwise. The
vector of group indicators for the trajectory i is denoted by
δi = (

δi,1, . . . , δi,G
)
. We denote the set of all indicator vec-

tors across patients by δ. With this, the likelihood of the
model with specified group memberships δ, referred to as
the complete model, is given by

Lc = L(y,�,π , δ) = f (y, δ) (11)
= f (y|δ)f (δ)
=

∏

i∈I
f (yi|δi)f (δi)

=
∏

i∈I

G∏

g=1

⎡

⎣π
δi,g
g

Ji∏

j=1
fg

(
yi,j

)δi,g

⎤

⎦ .

Here, the parameters � and π were left out for con-
ciseness. A more detailed derivation is provided by
Stasinopoulos et al. [41]. The log-likelihood of the com-
plete model is given by

�c =
∑

i∈I

G∑

g=1
δi,g logπg +

∑

i∈I

G∑

g=1

Ji∑

j=1
δi,g fg(yi,j). (12)

The complete model with G classes is equivalent to a
weighted regression model over repeated data observa-
tions for g = 1, ...,G with an additional covariate indicat-
ing the class membership. The observations are weighted
by the posterior probability

wi,g = π̂i,g =
πg

∏Ji
j=1 fg

(
yi,j; θ (g)

)

∑G
g′=1 πg′

∏Ji
j=1 fg′

(
yi,j; θ (g′)

) . (13)

The latent class proportions of the mixture model are
computed from the respective average posterior probabil-
ity, given by

π̂g = 1
|I|

∑

i∈I
wi,g . (14)

The EM algorithm is initialized by fitting a fixed-effects
GAMLSS model. In the E-step, the patient weights are
updated, followed by the maximization of the weighted
GAMLSS model likelihood in the M-step. The optimiza-
tion process is halted when the reduction in the deviance,
computed as D = −2 log L, falls below a certain thresh-
old. In the analysis, we use a lenient threshold of 0.3,
which we determined to provide sufficiently stable results

due to the large amount of data, while halting relatively
quickly. Details on the algorithm and the initialization are
given by Einbeck & Hinde [40]. Moreover, we observed
stable solutions across repeated random starts, which is
in agreement with findings by other researchers [39, 40].
Nevertheless, the model does fail to converge sometimes
so repeated random starts are recommended.

Evaluation
Prior to the mixture modeling analysis, we explore several
mixed models based on Equation 7, with polynomial ran-
dom effects

∑P
p=0 γk,p,it

p
i,j of order P in the predictor ηk

of the respective distributional parameter. In addition we
estimate a fixed effects model as a baseline.
We assess the model fit of the models by investi-

gating the standardized residuals for normality, using
a detrended quantile-quantile (Q-Q) plot. The different
models are compared using the Akaike information crite-
rion (AIC). The AIC measures the amount of information
lost about the data by the model representation while
penalizing overfitting. It is defined as AIC = 2m− 2 logL,
where m is the number of model parameters, and L is the
likelihood of the model. This is a specific case of the gen-
eralized Akaike information criterion (GAIC) [43], which
is recommended for comparing non-nested models [14].
Only models that converged successfully are evaluated.
Likelihood ratio tests were considered but yielded consis-
tent p-values of zero for any improvement in AIC due to
the large sample size, and therefore we do not report them
in the results section. Lastly, we measure the separation
between classes in terms of the relative entropy [44], given
by

relative entropy = 1 −
∑∑G

g=1 −π̂
(g)
i log π̂

(g)
i

|I| logG . (15)

For the selected mixture model we compare the sub-
groups in order to create distinct descriptors of the
groups, and to highlight meaningful differences between
the groups in terms of adherence. We assess the group
trajectories on each of the distributional parameters visu-
ally. Furthermore, we explore whether the groups differ on
any of the other available covariates of interest, which are
the residual AHI, leakage, pressure settings, and motiva-
tion score. Here, each patient is assigned to the most likely
group (i.e., modal assignment).
Although the additional covariates could have been

included in the GAMLSS mixture model, this was omit-
ted for practical reasons because the computation time
would increase considerably. Moreover, preliminary tests
on a random subset of 1,000 patients yielded mostly the
same groups as the mixture model without the inclusion
of an additional covariate.
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We therefore apply a three-step approach, where in
the first step the mixture model is estimated (i.e., the
measurement model). In the second step, each patient
is assigned to their most likely group. Lastly, the patient
groups are compared on the covariates of interest. The
means are compared using ANOVA F-tests, whereas the
medians of skewed distributions are compared using the
Kruskal-Wallis test. Due to the large sample size of this
study, even small differences between groups are statisti-
cally significant. Instead we will only highlight practically
significant differences that are deemed clinically relevant.
The three-step approach has been shown to lead to

biased estimates on the effects of external variables
[16]. We therefore considered the modified Bolck-Croon-
Hagenaars (BCH) approach, which applies a correction
for the misclassification errors [16, 45]. However, when
applied to the case study at hand, we observed that the
correction did not result in a meaningful difference in the
mean estimates between groups, nor different conclusions
on statistical significance. This is likely attributable to the
large sample size, and low misclassification error due to
the large number of observations per trajectory.

Results
The model fits for different degrees of polynomials (P =
0, 1, 2), and the fixed effects model are reported in Table 1
in terms of the AIC. An increasing order of the random
effects is associated with an improved model fit. How-
ever, the model involving the quadratic random effects
failed to converge despite repeated random starts. The
detrended Q-Q plot of the linear random effects model
shown in Fig. 2 indicates that the residual deviations from
the normal distribution are closely concentrated around
zero, suggesting that the normalized quantile residuals are
approximately normally distributed. However, the pattern
of negative deviation at the tails indicates the presence of
many outliers, i.e., heavy tails.

Number of groups
We determine the best fitting mixture model for 1 to 10
classes. For each number of groups, ten models were fit-
ted using random starts, out of which the model with the
lowest AIC was selected. Overall, the solutions among
the repeated random starts, in the cases where conver-
gence was reached, are stable. This is consistent with
observations by Aitkin [46] for this type of estimation.

Table 1 The single-group model estimates

Random effects in ηk AIC

None 4,070,897

Constant 3,267,326

Linear 3,209,083

Quadratic Did not converge

Fig. 2 Detrended Q-Q plot of the single-group model with linear
random effects

The AIC of the best model for each number of groups is
shown in Fig. 3. The monotonically decreasing curve sug-
gests a consistent but diminishing improvement in model
fit with an increased number of groups. With the aim of
exploring the various ways in which patients adhere to
the therapy, and in consideration of the sufficient amount
of data for a post-hoc analysis, a solution involving many
groups is justified, and supported by the AIC and like-
lihood ratio test (p � 0.01). An alternative solution of
interest would be the solution involving three groups,
which is the solution at which the improvements in the
consecutive models start to diminish.
We choose the nine-groups solution because it provides

a better fit than solutions involving fewer groups, as indi-
cated by the AIC. Moreover, the eight-groups solution
lacks the group trajectory exhibiting considerably increase
in usage over time which is present in the solution with

Fig. 3 AIC for the model solutions for 1 to 10 groups
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nine groups. On the other hand, the ten-group solution is
almost identical to the preferred solution, with the excep-
tion of an additional constant group trajectory which we
deem to be not of interest.
The computation time increased considerably with an

increasing number of groups, up to the point where model
estimation is no longer practical. Whereas the single-
group model takes 34 minutes to compute on an Intel
Xeon E5-2660 (2.6 GHz) processor, the five-groups model
needed 34 hours on average, and the ten-group models
completed only after 228 hours on average. The average
computation time for each number of groups is shown
in Fig. 4. The models involving nine groups or less either
converged within 50 outer iterations, or failed to con-
vergence. The ten-groups models converged within 78
iterations.

Adherence groups
The nine group trajectories are shown in Fig. 5 for each of
the distributional parameters, with the model coefficients
shown in Table 2. The means of the group trajectories are
reported for day 1, 45 and 90 in Table 3.
The value range of the group trajectories for the mean

time on therapy is surprisingly narrow, with only a 3.5
hour difference between the lowest and highest group.
The small proportion of patients that fall outside of this
range are accounted for by the random intercept in the
group models. The difference between the mean group
trajectories is especially small in relation to the day-to-
day standard deviation of usage, with standard deviations
ranging between 0.84 and 2.4 h. In addition, there is a
considerable spread within groups on the mean intercept,
with σγ = 1.5 hours. Despite of the high day-to-day
variability, the large number of observations available per

Fig. 4 The average computation time (in days) of the mixture models
for each of the different number of groups

patient allows for a reliable classification, as indicated by
the high relative entropy of 0.93.
The group trajectories show a gradual change in mean

usage over time, which is possibly due to patients chang-
ing their usage at different moments throughout the
therapy. In contrast, the changes in attempt proba-
bility are more profound, with a significant group of
patients that tend to nearly cease the therapy within
the first month. Overall, the attempt probability and its
change over time differ considerably between groups, with
some groups achieving near-perfect consistency in daily
attempts (99%), and other groups using the therapy spo-
radically (attempts on 15% of days) towards day 90. Several
of the groups exhibit a small increase in usage variabil-
ity over time. In some groups, this change in variability
appears to coincide with a change in mean usage, possibly
indicating a mean-variance relationship. In general, the
group trajectories with higher usage have lower variability.
Group A, B, and C represent highly consistent users,

making up the majority of patients (51%). Group B (12%)
and C (23%) represent patients that have no trouble adher-
ing to therapy, with a consistent average attempt proba-
bility of 99%, usage averaging around 7 h, and having the
lowest day-to-day variability of all groups. The discerning
factor between the groups is the day-to-day variability of
group C of 1.3 h, compared to the even lower standard
deviation of 0.90 hours for group B.
The patients of group A (16%) achieve nearly the same

consistency in attempts as group B and C, but show a
decrease in usage of half an hour throughout the therapy.
Moreover, the standard deviation is considerably higher at
1.8 h.
In terms of usage, group D (13%) and G (9%) follow a

trajectory similar to group A, but have a reduced num-
ber of attempts by day 90 from 94% to 80%. The difference
between these two groups lies in their day-to-day vari-
ability. With a standard deviation of around 2.5 hours,
patients in group G have the highest variability of all
groups by far.
Group E, F, H, and I represent struggling patients (for

a total of 27% of patients, with 8%, 8%, 6% and 5%
respectively). These patients tend to have a lower aver-
age usage already at the start of therapy. Whereas the
patients from group F improve with time, the usage of
the other groups either remains constant or decreases
over time. The strugglers in group E exhibit a stable
usage over time, but a diminished number of attempts
around the second month of therapy. Group H and I
comprise patients who decrease in number of attempts,
the separating factor between the groups is the time
at which attempts are no longer made or only occur
sporadically.
We assess the fit of the mixture model to the data using

the detrended Q-Q plot shown in Fig. 6. The norma-
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Fig. 5 The identified group trajectories for each distributional parameter

Table 2 Group trajectory coefficients

Group π̂g
logit ν μ log σ

β2,0 β2,1 β2,2 · 103 β1,0 β1,1 β1,2 · 103 β2,0 β2,1 · 102 β2,2 · 104
A Variable users 16% -4.2 .0032 .093 7.1 -.015 .093 .52 .10 .0057

B Consistent users 12% -4.1 -.015 .18 7.4 -.0021 .012 -.11 -.31 .36

C Good users 23% -4.1 -.025 .26 7.1 -.0034 .023 .29 -.36 .39

D Stable decliners 13% -2.6 .018 -.031 6.3 -.014 .090 .29 -.064 .20

E Strugglers 8% -1.3 .042 -.46 5.3 -.012 .17 .65 -.15 .12

F Improvers 8% -2.0 -.015 -.014 5.2 .035 -.19 .79 -.88 .57

G Variable decliners 9% -2.8 .014 .029 6.6 -.018 .096 .84 -.011 .13

H Dropouts 6% -2.3 .032 .15 5.6 -.020 .053 .68 -.49 .69

I Early dropouts 5% -1.1 .11 -.94 5.0 -.044 .47 .60 -.13 .29

Table 3 The group trajectories at day 1, 45 and 90

Group
Attempt probability 1 − ν Mean timeμ (h) SD time σ (h)

Day 1 Day 45 Day 90 Day 1 Day 45 Day 90 Day 1 Day 45 Day 90

A Variable users 99% 98% 96% 7.1 6.7 6.5 1.7 1.8 1.9

B Consistent users 98% 99% 98% 7.4 7.3 7.3 .90 .84 .90

C Good users 98% 99% 99% 7.1 7.0 7.0 1.3 1.2 1.3

D Stable decliners 93% 87% 78% 6.3 5.9 5.8 1.3 1.4 1.5

E Strugglers 79% 59% 77% 5.3 5.1 5.6 1.9 1.8 1.9

F Improvers 88% 93% 97% 5.2 6.4 6.8 2.2 1.7 1.6

G Variable decliners 95% 90% 80% 6.6 6.0 5.8 2.3 2.4 2.6

H Dropouts 91% 65% 15% 5.6 4.9 4.3 2.0 1.8 2.2

I Early dropouts 75% 11% 17% 5.0 3.9 4.8 1.8 1.8 2.0
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Fig. 6 Detrended Q-Q plot of the preferred mixture solution

lized quantile residuals closely follow a normal distribu-
tion, with the exception of the heavy tails, indicating that
the data contains considerable outliers with respect to
expected group trajectory. The deviation around 1.3 can
primarily be attributed to observations from patients of
the early dropouts group I, suggesting that more group
trajectories are needed to adequately describe the trajec-
tories of these patients, or that a different model is needed
for this specific group.

Group comparison
We compare the identified groups on the covariates
described in the “Data” section based on the measure-
ments in the first week, and across all 90 days of ther-
apy. The group mean and median values for each covar-
iate, along with the standard deviation and interquartile
range respectively, are reported in Table 4. The median
attempted days, time on therapy and day-to-day variability
are reported for reference. The proportion of compliant
days was determined by the number of days with time on
therapy exceeding 4 hours out of 90 days. The pressure-
related covariates were only available in 675 patients.
Moreover, the minimum and maximum CPAP pressure
settings remained unchanged in 81% of patients, therefore
the median values in week 1 are not reported.
Already in the first week of therapy, group A, B and

C comprise relatively more compliant patients than the
other groups, with the majority of patients achieving daily
compliance. This is in contrast to group E and I with a
respective proportion of only 57% and 43%. All groups
except F (the improvers) show a decline in compliant days
over time. The decline is considerable for the drop-out
groups H and I, which can be attributed to the reduced
number of attempts over time.
With respect to the residual AHI, the median and lower

percentiles between groups is minute. In contrast, the

differences at the 75th percentile and higher are more pro-
nounced, where the AHI of groups E, H and I is higher
by 1 event/hour. It is worth noting that only the early
drop-outs group (I) do not show a decrease in AHI rela-
tive to the first week. As patients with consistently high
AHI may have abandoned the therapy prematurely, we
also investigate the average proportion of patient resid-
ual AHI measurements exceeding 15 events/hour across
the groups (referred to as high residual AHI in Table 4).
Differences between the groups are present from week 1
onward, notably between the more adherent groups (A-
D) and the other groups. Even more so, the differences
are greater in the period following the first week, with the
groups exhibiting struggling or drop-out behavior (groups
E, H, I) having over twice the rate of high residual AHI
compared to the adherent groups A, B and C.
Leakage was found to be practically identical between

groups. We therefore also investigated cases of high leak-
age. For the high leak analysis, the available research data
did not allow for an adjustment of the relevant factors
for leakage (most importantly, the type of mask used).
Instead, we therefore evaluated the within-patient leak-
age variability.We computed the standard deviation of the
day-to-day differences in leakage for each patient (referred
to as SD leakage in Table 4). Leakage variability was found
to be highest in the drop-out groups (H and I), and lowest
in the consistent users group (B).
The drop-out groups (H and I) tend to have a higher

proportion of patients with the lowest possible mini-
mum CPAP pressure of 5 cmH2O compared to the other
groups. This could be due to these groups comprising
patients with a less severe form of sleep apnea, or a
suboptimal device configuration.
The motivation score provided by patients during the

first week of therapy ranges from 1 to 10. There are con-
siderable proportional differences between groups. The
drop-out and struggling groups have a higher proportion
of patients who rated their motivation below 4. Con-
versely, patients in groups with the highest level of adher-
ence, B and C, patients were more likely to be motivated
from the start.

Discussion
Previous studies have explored CPAP adherence pat-
terns using relatively small datasets involving fewer than
250 patients. Moreover, the behavioral characteristics on
which the clusters in these studies are based are more lim-
ited in scope, with most studies using the time on therapy
as the response to cluster on [12, 13]. Although the num-
ber of clusters that could be found in these studies was
largely limited by sample size (as pointed out by Wohlge-
muth et al. [10]), the fewer model characteristics and
lower granularity of measurements have likely also played
a role. Despite the different selection of patients, charac-
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teristics, and therapy duration, some agreements can be
found with other studies on the mean usage over time.
In particular, constant and declining patterns of usage are
commonly found.
The proposed latent-class hurdle model based on

GAMLSS allows for a more detailed description of adher-
ence over time in OSA patients undergoing CPAP therapy,
modeling changes in attempts, time on therapy, and day-
to-day variability in a single model. The nine identified
group trajectories emphasize the complexity surrounding
CPAP therapy adherence. A narrow majority of patients
who used the DreamMapper application (51%) exhib-
ited a stable adherence pattern across the first 90 days
of therapy, with the most distinguishing characteristic
being the day-to-day variability. Other patients exhibit a
change over time; typically a decline. The group trajec-
tories involving a change over time have similar charac-
teristics in the first week of therapy, suggesting that there
are other factors involved that determine how the patient
adherence shifts over time. Identifying these contributing
factors presents opportunities for early interventions [47].
We have identified several possible contributing fac-

tors. The largest differences were observed in the moti-
vation score. This score, assessed in the first week of
therapy, showed large proportional differences, where
patients with low motivation are more likely to belong
to the drop-out groups. Including additional psychoso-
cial factors studied in literature would likely help to
explain the observed group trajectories further [48, 49].
The comparison of residual AHI yielded only minor dif-
ferences in median AHI between groups. However, the
differences were more pronounced in the upper quartile,
indicating that struggling and drop-out groups may com-
prise a subgroup of patients with a higher residual AHI.
This is further demonstrated by the different occurrence
rates of high residual AHI, with the strugglers and drop-
out groups having over twice the rate compared to the
most adherent groups. Similarly, variability in leakage was
found to differ after the first week of therapy, with the
drop-out groups having the highest variability in leakage.
It was essential to model the conditional mean usage

by a random intercept because of the variability in inter-
cept between patients with the same change over time.
This variance component was not needed for the attempt
probability as the patterns of the drop-out and declining
groups are much more distinct from the other groups.
Although the inclusion of day-to-day variability in the
model resulted in the identification of additional groups,
the day-to-day variability showed little change over time
in the majority of patients, with the improvers from group
F being the notable exception.
All group trajectories remained above the minimum

compliance threshold of 4 hours, suggesting that even
in the group with the lowest average time on therapy

(group I, the early drop-outs), patients met the thresh-
old on average. Our findings suggest that across groups,
therapy adherence is mostly affected by a decrease in
attempts over time, suggesting that the focus on encour-
aging patients to attempt the therapy on a daily basis is
more important than increasing the hours of usage above
the compliance threshold.
It is important to note that because most patients that

abandon the therapy do so within 90 days, our results
are biased towards the more adherent patients. We sus-
pect this is why the groups with average usage below 4
hours identified by Babbin et al. [12], Wang et al. [13] and
Wohlgemuth et al. [10] were not found in our analysis.
On a similar note, our estimates of therapy factors such
as AHI or leakage are also likely to be lower, as signifi-
cant issues on these aspects could contribute to patients
abandoning therapy. Furthermore, due to the selection
of patients who used the DreamMapper application, the
findings may not be representative of the general sleep
apnea population [17].
The residual analysis showed that the model fits the

data adequately, with only the tails of the distribution
departing from a normal distribution. The heavy tails
could likely be accounted for by including more ran-
dom effects into the class models, allowing a greater
range of patient-specific deviations from the group trajec-
tory. Alternatively, a truncated distribution with a heavier
tail than the truncated normal distribution (e.g., the t-
distribution) could be used. The choice for the normal
distribution was a trade-off between model complex-
ity and model fit, as both of the proposed alternatives
would increase the model complexity and estimation time
considerably.
Due to the excessive computation time for the nine- and

ten-class models, we restricted the regression analyses to
a random subset of 10,000 patients out of the available
37,235 patients. In order to ensure that this would not
affect our results, we conducted a preliminary analysis
where we visually determined that the group trajectories
were sufficiently stable from random samples compris-
ing 5,000 patients each. Considering the large number of
data points per patient, a feature-based approach could
have possibly provided a similar solution in a signifi-
cantly shorter amount of time. In such an approach,
the patient trajectories are estimated independently, after
which latent class analysis is performed on the trajectory
coefficients.
Bearing in mind the high day-to-day variability

observed within patients, the model fit could be improved
further if factors can be determined that explain some
of the observed variability. Moreover, the hurdle model
assumes that the occurrence of intermittent days are inde-
pendent events while the factors that affect attempts may
last several days (e.g., illness). Modeling intermittent days
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as a state change lasting one or more days could provide
an improved description, especially for patients who are
struggling with the therapy.
Overall, the proposed methodology provides a detailed

description of patient adherence behavior over time, espe-
cially in comparison to earlier studies. Our approach
is useful to researchers, clinicians, and durable medical
equipment (DME) providers for discovering common pat-
terns of adherence in their (sub)population of interest,
and gaining insights into how adherence behavior dif-
fers between patients. Moreover, such insights could help
DME providers better identify the risk of overpay in reim-
bursement claims based on adherence levels. Lastly, the
proposed model can be used to assign new patients to the
most likely adherence pattern, enabling the detection of
behaviors of interest. In particular, identifying problem-
atic patterns of adherence may help in better recognizing
and targeting patients who are struggling with the therapy.

Conclusion
We have demonstrated the feasibility and benefits of
applying a latent-class heteroskedastic hurdle trajectory
model to adherence data with a large number of patients.
The inclusion of the hurdle model and the heteroskedas-
tic model into the mixture model enabled the discovery
of additional adherence patterns, and a more descriptive
representation of patient behavior over time. Most impor-
tantly, the analysis revealed a strong non-linear associa-
tion between the progression of attempts over time, and
the average time on therapy. The methodology presented
here can be applied to behavioral data in other domains
involving the tracking of compliance over time.
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