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## Summary

## Parameterized model order reduction with applications to thermal systems

Daming Lou

Many applications in engineering and applied sciences are dedicated to the challenge of how to adjust a system, or parts of a system, so as to improve its functionality. Notably, for a thermal or a thermal relevant system, it often requires a high fidelity dynamical model which, in turn, tends to be a complex mathematical model that requires substantial computational resources for simulation, prediction or model-based control. This complexity raises the question how we can approximate or reduce a large-scale model of a thermal system, deconstruct it in several submodels while preserving its inherent interconnection structure and physical relevance. In this thesis, we look at how model reduction techniques can preserve critical physical parameters for different engineering scenarios while approximating the input-output properties of thermal systems.

Part I of this research considers a moment-matching based method for LPV systems with time-independent parameters. Laplace variables and physical parameters are distinguished such that the real physical interpretation of parameters is preserved in the reduced-order model. Furthermore, we introduce a local error bound to characterize the mismatch induced by the expansion points. When an affine LPV system with a large number of parameters is considered, two parameter reduction techniques are proposed that aim to reduce the dimension of the parameter space. The first one considers the Hankel-norm approximation based on the upper bound of the system Gramians for the parameter space. In the second method, the sensitivity function of the transfer function is employed to truncate the least essential parameters. The problem of parameter calibration using real measurement data is explored. We give a well-defined equivalence between error objective functions using the reduced-order model and the full-order parametric system. Besides, an adaptive strategy is developed which selects optimal parameter expansion points on the basis of measured data. The moment-matching method is extended to uncertain systems, where the nominal part of the system is preserved in the reduced-order model for both LTI and affine LPV systems.
Part II focuses on thermal systems. The concept of equilibria for control systems is compared to equilibria of thermodynamic systems. The stability of a heat conduction system is proved using irreversible entropy as a suitable Lyapunov function. The research topic is concluded by investigating the dissipation properties of thermal systems using the entropy as the thermal energy notion.
Part III of the research presents dedicated tooling and software for applying parameterized model reduction of large-scale systems. The tools are applied to and demonstrated for several large-scale systems that have been provided by industrial partners in this project.

## Abbreviations

| MOR | model order reduction |
| :--- | :--- |
| pMOR | parameterized model order reduction |
| ROM | reduced order model |
| FOM | full order model |
| POD | proper orthogonal decomposition |
| PDE | partial differential equation |
| ODE | ordinary differential equation <br> finite element method |
| LTI | linear time-invariant <br> LPV |
| linear parameter-varying |  |
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## 1

## Introduction

Numerical simulation of dynamical systems has become an indispensable tool for studying and reproducing complex physical phenomena. This tool has thoroughly transformed and driven the development and research in science and engineering. Still considerable computational resources are often required either due to the inherent complexity and largescale nature or due to the ultra-precision required. One approach to overcome this challenge is through model reduction; the principle is to construct a lower dimensional model that accurately represents the dynamic response of the original system while demanding less computation time. For linear and non-parametric dynamical systems, the development of model reduction techniques has reached a level of maturity. However, a further challenge arises in the question of how to achieve model reduction of a system whose dynamical behaviour depends on a set of parameters. This is what motivates extension of model order reduction techniques to parametric model order reduction where the purpose is to retain physical parameters in the reduced model. In particular, for systems that involve thermal phenomena and thermodynamics this is vital to the system performance. Thus, the main thread of this research follows the question: how can we efficiently and effectively approximate a large-scale model of thermal systems while the physical parameters are kept in the reduced model? Furthermore, for thermal systems which are composed of coupled subsystems, we investigate the equilibrium, stability and dissipation behaviours of these thermal systems.

### 1.1 Background and motivation

Especially in the high-tech sector where the development of multi-physical systems plays a key role, thermal effects have been identified as one of the dominant
factors affecting the performance [41, 151]. Systems that involve such thermal effects are ranging from transmission electron microscopes, 3D metrology machines, to lithography systems as depicted in Figure 1.1. Among these applications, there is a persistent trend that future developments and technological innovations lead to systems that are more sophisticated, more interconnected, more complex. In particular, their functioning and the understanding of their technical properties require a deeper understanding of how multiple physical domains are (or need to) integrate into technical or engineered designs. For the high-tech industry and depending on the specific application, this often requires a combined and integrated understanding of electrical, mechanical, thermodynamic, chemical, optical behaviour. This has already led to more optimized accuracy, productivity, and performance, and is a persistent challenge for more technological and scientific innovation.


Figure 1.1: High-precision systems: Transmission electron microscope with ultra resolution up to 60 pm (a) and the latest lithography machine which the resolution can be achieved to 13 nm (c). The 3D metrology system for measuring complex surfaces and free form optics with resolution of $1.6 \mathrm{~nm}(b)$.

One typical example of thermal effects in high precision systems is their thermomechanical behaviour. For systems that involve such phenomena, relatively small temperature fluctuations will result in small deflections and deformations of materials, leading to mechanical deviations and therefore thermally induced position errors. Conversely, mechanical deformations may lead to increased mechanical stress in materials and corresponding variations in temperature. Although
these errors are often negligible, for a high precision system that requires nanometer or even subnanometer scale accuracy, they may have a significant impact on the performance. The system design, control synthesis and observer design to compensate such errors are challenging due to its inherent complexity and its multi-physical aspect. This is even more so when the goal is to attenuate not only the thermally induced errors in its steady-state but also its transient error dynamics. On top of the difficulties mentioned above, other challenges arise in experiment design, measurement data acquisition and system simulation for such high precision systems. For instance, the thermally induced error is seldom directly accessible or measurable through sensors, usually have slower time scales than the time scale at which the system operates, the influence of thermal effects in systems is hard to isolate in experiments where actuation through heating and cooling requires accessibility to systems, and if it is possible it commonly requires ultra-precision sensors to observe [109]. Besides, in real applications, there are a limited number of sensors that can be installed in the system. The challenge is how to smartly choose the locations such that the deformations can be measured with a limited amount of sensors.

## 1.1.a Advanced Thermal Control Consortium

Apart from the academic interest in this topic, the need for improved thermal control has been echoed in industry. To achieve new levels of precision in production processes, the active control of thermal effects is required [178]. In 2013, a group of leading industrial partners and academia (TU Eindhoven \& TU Delft) from the Dutch high tech sector initiated a cooperation project: Advanced Thermal Control Consortium (ATC) [44]. This consortium focuses on technical strategies and solutions to enable the next generation of industry capability. The ATC consortium officially started in late 2015, and three PhD projects were funded each covering a part of the research into high precision thermo-mechanical systems (c.f. Figure 1.2). This included

1. Thermal Design and Topology Optimization,
2. Advanced Identification \& Control for Thermal Systems,
3. Next Generation Model Reduction Techniques for Complex Systems.

The first project is about the topology optimization at the design stage. Different from the first-principle based modelling, the second research topic is using the data-driven method to construct the model for control synthesis of thermal systems. The last one, elucidated in this thesis, focuses on the reduction of high precision thermal system models while preserving physical relevance.

## 1.1.b Motivation and Focus

The next generation tools are needed to develop high precision machines for which experimentation of physical systems can be inaccessible or is too expensive to perform. To enable studying the underlying physical behaviour of these machines,


Figure 1.2: Block diagram overview of a high precision thermo-mechanical systems, showing the three research topics of the ATC.
a new generation of tools for coupling the corresponding multi-physical models and for the efficient numerical analysis and simulation of the resulting models are needed.

In real life, a high precision machine consists of thousands of interconnected or coupled subsystems. Generally only few subsystems of the machine, i.e., those that are most critical to the system performance, need a design upgrade or a deeper understanding of their physical properties to enhance or improve their engineered behaviour. For these subsystems, spatial discretization methods (e.g., finite element method) often yield a large-scale mathematical model due to the high precision requirement and the complex physical nature. In addition, for performance enhancement, these models frequently need to be extended to incorporate physical behaviour (such as thermal properties) to broaden their scope. Invariably, this leads to more complexity in the model. Complexity as indicated by the number of finite elements, by the number of first order differential equations and complexity in terms of additional physical laws that are incorporated in the model. Consequences of increased complexity consist of slower simulations, more complicated (or impossible) model-based designs, slower monitoring, the infeasibility of real-time and online computations, etc. One way to remedy the increase of complexity amounts to simplify these models and substitute complex models by simpler ones that exclusively focus on the intended use of the model. This is particularly relevant in circumstances where the reduction of a full, complete model is not desired or not possible in terms of computation time or memory requirement. Furthermore, the correct coupling will enable a modular structure in which individual reduced order models for elementary parts are useful in a repetitive structure in which the coupling of multiple reduced order model elements constitutes the complete system. But how to correctly couple a large number of models such as to result in a reliable and thermal relevant model is a challenge.
With the increasing need for higher fidelity, system simulations require to include more details leading to a large-scale and complex mathematical model. Moreover, during the design phase, this mathematical model regularly needs to be iterated, leading to multiple realizations for all possible scenarios to find the best perform-
ance. The large-scale model together with its parameter values, inputs, initial conditions and boundary conditions, define the simulation and are the basis for optimization, calibration, design decisions, controller synthesis, etc. Furthermore, storing such large-scale model and data poses another challenge for the memory space. Indeed, additional challenges that may be solved by deploying more computational resources: by using more powerful processors, adding more memory storages and exploiting parallelism. However, this is not always realistic or feasible, since the unlimited matching of computational resources is not possible, and discards possibilities and challenges for more intelligent solutions to meet computational demands. Moreover, it can be problematic for a system that needs to operate real-time whilst the computational resource is limited.

Model order reduction techniques have been considered as one of the few efficient and effective means to alleviate the computational burden. The primary principle is to construct a low dimensional and efficient model that still approximates the original full-order model with high fidelity. In such a way, the original full-order model is substituted by the reduced model, so as to enable fast computation for system simulation, design optimization, calibration, prediction, etc. Many successful applications ranging from very-large-scale integration (VLSI) [136], aircraft design [166] to computational fluid dynamics [48] have been based on the implementation of model reduction order techniques. However, despite the advancement of model reduction order techniques for linear time-invariant (LTI) systems, there is still a lack of efficient model reduction order (MOR) for approximating parameter dependent systems where the system structure and physical interpretations of parameters can be preserved in the reduced order model. The latter is critical to enable efficient design iterations.

A class of models explicitly incorporating parameter variation can be represented by parameter-dependent systems. More precisely, a parameter-dependent system denotes a collection of LTI descriptions where each LTI description characterizes a specific instance of the parameter values for the parameter-dependent system. A non-parametric reduced model can approximate the original system well around the frozen parameters with small variations. Instead, if parameter changes are more substantial or cover larger ranges, then the reduced model no longer suffices and dynamics may change substantially with parametric changes of the original model. Then, subsequently, it necessitates the re-generation of a new reduced model. Although the reduced order model has the computational advantage over the full order model, the repeated generation of the reduced model is still computationally costly, in particular for applications where parameters are changed for every iteration.

A typical example is parameter calibration for a complex system $\Sigma(\theta)$, in the parameter vector $\theta$ which can be any realization of the system. In practice, the model built by engineers has some mismatch with the actual system, e.g., the numerical value of parameters are inconsistent with the true ones, say $\theta_{\text {true }}$ in the real physical system. This can be due to production variation or different operating conditions. A classical scheme of parameter calibration starts with performing a high-quality measurement for which the data is assumed to reflect the true behaviour of the dynamical system. Then a parameter $\theta_{i}$ of this dynamical system is


Figure 1.3: The classical scheme for parameter calibration (a), the improved scheme using (non-parameterized) simplified model (b) and the proposed scheme with parameterized simplified model (c). With a parameter-dependent simplified model, the computational burden of the scheme at the right is reduced in comparison to the classical scheme at the left and the existing one in the middle.
selected for calibration, in the $i$-th iteration $(i=1,2, \cdots)$ and the parameter is adjusted $\theta_{i} \rightarrow \theta_{i+1}$ when the criterion assessment with the model is close enough to the measurement data. This iteration stops when $\theta_{i}$ is close enough to $\theta_{\text {true }}$. As the number of parameters increases and higher accuracy requirements are imposed, the process can be tedious and time-consuming. This scheme is improved if a simplified model $\Sigma_{r}\left(\theta_{i}\right)$ approximates the dynamics of the original system at the sampling point $\theta_{i}$. In such a way, the calibration can be carried out with the simplified model instead of the full-order model. This improved scheme has been implemented in many physical systems and applications [91, 88, 149]. However, this scheme is time-consuming if there are many parameters for calibration and each parameter requires several iterations. The proposed scheme is that if a simplified model $\Sigma_{r}(\theta)$ which not only captures the dynamics of the original system $\Sigma(\theta)$ but also preserves the parameter variation in the simplified model, such that the calibration can be performed without repeating the criterion assessment on the full order model for every parameter. The classical scheme, the improved one and the proposed one for parameter calibration are illustrated in Figure 1.3. The challenge described in this example is also observed in many other applications where the model is of high complexity, and the assessment requires to iterate for specific parameters with the model, for example in process engineering, the identifiability of a large-scale chemical model is crucial for system analysis and the preservation of the identifiability remains an open question.

Another example is in uncertain systems where the computational challenge raised
by parameter variations is observed. Besides the parametric uncertainties described above, the mismatch between the model and the real physical system can contain unmodelled dynamics or nonlinearities. This type of mismatch can be represented as uncertain variables. For such a large-scale uncertain system, the system analysis, controller synthesis and model based risk assessment which have to iterate all possible scenarios are computationally costly. Therefore, parametrized model order reduction ( pMOR ) is needed to speed up the computation while it has remained an open question for large-scale uncertain systems.

### 1.2 Research questions

To sum up, motivated by the industrial need for the further development of high precision systems, fast and reliable computation for numerical simulation, design optimization, parameter calibration and system analysis is needed. In this thesis, we investigate the physically relevant model reduction techniques for large-scale and complex systems. Specifically, we focus on the system that is composed of several subsystems, and these subsystems are coupled with thermal phenomena.

On these premises we raise the research question:

> How can we efficiently approximate large-scale models of thermal systems composed out of several submodels while preserving its inherent interconnection structure and physical relevance?

With this research question, we can split it into three subquestions and attempt to answer each of them:
a). Can we develop efficient model approximation techniques for large-scale systems in which distinguished physical parameters retain their physical meanings? More precisely, for a given parameter-dependent system, we aim to develop a pMOR method such that the parameters in the parametrized reduced model remain the same interpretations as in the original parameterdependent model.
b). Can we establish both thermally relevant and correct coupling and decoupling of modules of systems for composition and decomposition of models? To do so, modules need to be relevant from a thermodynamic point of view. The objective is to find a thermal coupling/decoupling strategy for two thermal models such that the coupled/decoupled system is also a thermal relevant system in the sense that the first and the second laws of thermodynamics are satisfied.
c). Can we develop an efficient numerical tool which allows performing parameterized model order reduction for an industry-approved application? We focus on the implementation of parameterized model order reduction method
in two aspects: the complexity of the algorithm and the memory requirement for the data. Particularly, the pMOR tool needs to be operated independently and efficiently with a regular PC. The goal of this tool is to enable the parameterized reduction for an industrial relevant application as described in Figure 1.3, and the computational time of the whole procedure is expected to be shortened by a factor of 5 or more. The configuration of the system: state number $\approx 5 \times 10^{5}$, multiple-input multiple-output (MIMO) and parameter dimension $\geq 20$.

## 1.2.a The state of art and subquestion on pMOR

In the literature, pMOR techniques can be roughly classified into two main categories: local basis approaches and global basis approaches [29]. The scheme in the first category uses interpolation methods, including manifold interpolation [ $7,47,38,6,9,43,154,179,40$ ], transfer function interpolation [23, 22] and matrix interpolation $[56,112,121,138,130,8]$. The local basis approaches rely on a set of non-parametric models $\left\{\mathbf{G}_{1}, \cdots, \mathbf{G}_{\ell}\right\}$ which is the parameter-dependent system $\mathbf{G}(\theta)$ for every parameter vector $\left\{\theta_{1}, \cdots, \theta_{\ell}\right\}$ of the parameter space $\theta_{i} \in \Theta$. For each $i=1, \cdots, \ell$ a pair of projection matrices $\left\{V_{i}, W_{i}\right\}$ of dimension $n \times r$ is generated via any projection-based method [21]. Then, with this local information $\left\{V_{i}, W_{i}\right\}_{i=1}^{\ell}$, a parameterized reduced order model can be constructed and the dimension is $r$ for the reduced model and $n, n \gg r$ for the original model, respectively. A collection of reduced order models $\left\{\hat{G}_{1}, \cdots, \hat{G}_{\ell}\right\}$ is determined which are subsequently interpolated over the parameter space $\Theta$ through the points $\theta_{1}, \ldots, \theta_{\ell}$, leading to an interpolated reduced order model $\hat{G}(\theta)$.

The advantage of this approach is that it imposes less requirements for the parameter dependency in a sense that it can be non-affine, nonlinear or even nonanalytical in the parameter space as long as the local system realization is available. However, as multiple realizations are necessary for capturing the local information, this is memory demanding for large-scale models. This is even more so when the number of parameters increases. Additionally, the computational complexity of the manifold interpolation methods commonly requires $\mathcal{O}(n r)$ for the online operation of the reduced model, one solution which overcomes this problem requests a conservative condition of the system matrices [40]. In applications using transfer function interpolation method, manipulated poles will be introduced for the parametric transfer.

For the second category, the global basis approaches consider a common basis that is constructed by a pair of projection matrices $\{V, W\}$, where $\{V, W\}$ of dimension $n \times r$ are directly computed from the parameter-dependent system $\mathbf{G}(\theta)$ and the matrices contain parameter information regarding the parameter space. The scheme of global basis approaches avoids most of the problems encountered in local basis approaches, but it requires parameter affine structure for the state space realization. In the case where the parametric dependency is non-affine, the system matrices can be approximated into parameter affine structure using proper methods, e.g., discrete empirical interpolation method (DEIM) [52, 123, 134, 35]. The global approaches include parametric balanced model order reduction method
[173, 155, 156], parametric proper orthogonal decomposition (POD) [42, 132], and reduced basis method [20, 80, 94, 99, 97, 98]. However, these methods have some limitations regarding various aspects. For a model with high state dimension $\geq 10^{4}$, the parametric balanced model order reduction method does not scale well with the dimension of the original model and the number of parameters since it needs to solve the Lyapunov equation for every parameter. In the case that the system will be exited with various inputs, the parametric POD method commonly cannot provide a robust high fidelity reduced model or needs to generate a large number of snapshots and leads to a high dimensional projection matrices, since the projection matrices are dependent on inputs. The reduced basis methods are successful in solving parametrized partial differential equations (PDEs) problems which provide more information than the parameterized ordinary differential equations (ODEs), especially boundary conditions. In this thesis, we assume that the PDEs are not provided in the default setting where simulation software is used for modelling and the spatial discretization is performed.

Another well known global basis approach is multivariable Padé approximations, or also called moment-matching based methods [37,53, 64, 69, 28, 177, 71, 87, 86, 170]. The idea is to construct a projection space where the (mixed) moments of the original system are collected. In such a way, the reduced model generated through this projection space can incorporate the parameter information. Here the moment can be interpreted as the coefficient of the Taylor series of a parametric transfer function. Based on this idea, a number of methods and algorithms are developed which differ in the way the moments are computed, the projection space is constructed and the number of moments are matched. Approaches based on implicit moment-matching provides more numerical stability in comparison to explicit approach. The two-sided method can provide twice coincided matched moments in the reduced model. Even though these moment-matching based methods can provide numerically efficient procedures to generate parametric reduced order models that well approximate the dynamical behaviours, parameter interpretations in the reduced model are not consistent with the ones in the original model. Since parts of parameters are not taken into account in the expansion points directly, the resultant moments will mix the frequency expansion points and physical parameter expansion points and the parametric reduced model cannot be interpreted as the same physical parameter dependent system as the original one. Such models are not preferable for subsequent operations, e.g., optimization or parameter calibration cannot be performed on the original parameter vector. Thus, for a large-scale affine LPV system, it is necessary to develop a physical relevant pMOR method such that parameters are preserved in the reduced model and the physical interpretation is consistent with the ones in original model.

Apart from the parameter-dependent systems $\mathbf{G}(\theta)$ mentioned above, another class of systems that demands repeated evaluation of the model over a space are uncertain systems, where the stability analysis or control synthesis needs to evaluate every point in the uncertainty set. In the literature, we observe that all existing work on model order reduction of uncertain systems is based on balanced truncations [26, 168, 11, 25] which is not suitable for large-scale uncertain systems.

## 1.2.b The state of art and subquestion on thermal coupling

As we discussed in the above, the thermal effects are critical for high-precision system performance. Regularly, these systems consist of a large number of components and multi-physics interactions. Although many energy-based methods and tools, e.g., [163, 5], have been developed for modelling and control synthesis of such multi-physics systems, a rigorous integration of the second law of thermodynamics is often lacking. The entropy-based methods [54, 63] are developed using entropy-balance equation, as it permits to include the irreversible process. However, the proposed entropy function focuses on the dynamics of a closed system, and the stability or dissipation criterion for composite systems is not considered. In the field of control systems, conservation laws and energy functions are often used to prove stability of equilibria of systems, to analyze their behavior, and for purposes of control and optimization. The role of Lyapunov functions in autonomous systems, together with their generalizations in the direction of open dynamical systems, passive and dissipative dynamical systems, bond-graph theory and port-Hamiltonian systems are fundamental in modern systems theory [101, 171, 172]. The essence of these methodologies lies in the observation that the efficiency of many physical processes is limited by their energy storage and the amount of energy that has been supplied by its environment. Indeed, Carnot's principle claims the limited efficiency of heat engines; in Hamiltonian and Lagrangian mechanics, the recoverable energy is always bounded by the Hamiltonian or Lagrangian function; in an ideal reversible thermodynamical process, all heat can be converted into work. In the last decades, non-equilibrium thermodynamics has been developed as a research field, aimed at describing physics of thermal processes beyond and away from thermodynamic equilibrium. In particular, it aims at incorporating the time-course of intensive variables such as temperature and pressure and to generalize the concept of entropy to thermal states that are not in equilibrium. Starting with Onsager's reciprocal relations [126, 127] in 1931, important contributions on non-equilibrium thermodynamics have been made by Denbigh [61] on steady state principles, De Groot's work on linear irreversible processes [55,54] and Prigogine's minimum entropy production principle [139] that has been extended to the theory of entropy generation minimization by Bejan [27]. This theory claims that the maximum efficiency of a thermodynamic system is achieved while the dissipated energy is minimal.

In the literature, we also observe that quadratic Lyapunov functions have been widely used to provide insight in the qualitative behavior of systems. Although in [59], a quadratic function of temperature is proposed to satisfy Lyapunov stability criteria, these functions do not naturally inherit the energy attributes of thermodynamic systems. Another well known Lyapunov candidate representing entropy generation such as in [165], is the product of the thermodynamic force and flux, which leads to a temperature dependent coefficient for Fourier's law. This formulation does not fit in with the conventional modelling framework in engineering where the heat conduction coefficient is chosen as temperature independent constant. Thus, for thermal and thermo-relevant systems, it is essential to seek for a physical meaningful Lyapunov functions that prove useful for both composition and decomposition properties of thermal systems that consist of interconnected
components. This part of work is given in Chapter 6 and Chapter 7.

## 1.2.c The state of art and subquestion on pMOR tools

For an easy use of pMOR techniques in applications, software tools are necessary. The challenges of model reduction implementation for large-scale systems mainly are from two aspects: storage and computation complexity. For a model with state number larger than $\geq 10^{4}$, a simple operation such as importing a system matrix to MATLAB already leads to high storage requirements. To overcome this difficulty, we may exploit the sparsity of the system representation which is commonly seen in very-large-scale integration (VLSI) models and thermal models. For the second challenge, some operators for a large-scale matrix such as inverse operator and eigenvalue operator often are computational expensive or even prohibitive. Instead of directly performing such operators one can rely on some matrix factorization techniques.
For the purpose of model reduction, there are several toolboxes including MESS (Matrix Equations and Sparse Solvers) [144], DPA (Dominant Pole Algorithm)[141], Emgr (Empirical Gramian Framework) [93], MORLAB (Model Order Reduction LABoratory) [31], MORPACK (Model Order Reduction PACKage) [105] and sssMOR(sparse state space and Model Order Reduction toolbox)[51]. These toolboxes differ in methods, languages, operating environment and applications. Inspired by the implementation of MESS which incorporates with sparsity, a dedicated toolbox based on Chapter 2 is developed for largescale models with a regular PC. An overview of the toolbox is given in Chapter 8.

### 1.3 Thesis outline

The remainder of this thesis is structured into three parts: In Part I, we focus on the parameterized model order reduction for different parameter-dependent dynamical systems that preserve their physical interpretation. Additionally, we also investigate the scheme of integrating the proposed approximation methods with parameter calibration applications. In Part II, we study the stability and dissipation properties of thermal systems. Specifically, the Lyapunov stability and the dissipative inequality are discussed for different dynamical systems. Numerical tooling is developed and summarized in Part III, based on the proposed parameterized model order reduction methods in Part I.

## Part I: Parameterized model order reduction and application

Chapter 2 proposes a general framework for physical parameter preservation reduction of large-scale linear parameterized systems. An implicit algorithm is proposed that establishes a perfect match of moments in the desired set of frequency points and the desired set of parameter samples. The simplified systems preserve the parameter-dependence as good as the original systems. Additionally,
an a-prior error bound has been derived that represents the local accuracy of the transfer function of the reduced-order model nearby interpolation points. The materials in this chapter are based on the conference paper [113].
Chapter 3 studies a novel reduction methodology for linear parameter-varying (LPV) systems, in which the dimension of the parameter space is truncated. A notion of Hankel norm for LPV systems is introduced to characterize the system Gramian with parametric variations. By analyzing the influence of parameter space on the system Gramian, we evaluate the system behaviour and construct the upper bound of the Hankel-norm for the given parametric variation. The reduction method is developed based on finding a reduced parameter space where the approximation error, defined as the Hankel-norm difference between the fullorder LPV system and the reduced-order LPV system, is minimal. The materials in this chapter are based on [150].
Chapter 4 applies parameterized model order reduction to a class of calibration problems that involve large-scale models. The proposed scheme simultaneously reduces the computation time for calibration problems and guarantees the equivalent Hermite interpolation condition between the calibration problem using the full-order and approximated models. Based on the equivalent condition, an adaptive parameterized model reduction algorithm is proposed to minimize the calibration error, in which measurement data is considered in choosing the expansion points for the approximated model.
Chapter 5 explores a model reduction problem of uncertain systems represented in linear fractional transformation (LFT), which is a broader class of parameterdependent systems. Specifically, two types of uncertain systems are studied: uncertain LTI systems and uncertain LPV systems. The concept of the moment for uncertain LTI systems and uncertain LPV systems is used to identify the critical dynamics of the uncertain system with respect to the uncertainties. We extend the moment-matching method to uncertain LTI systems and uncertain LPV systems. The proposed methods reduce the complexity of uncertain systems and preserve the LFT structure and the uncertainty properties of the systems.

## Part II: Stability and dissipation analysis for thermal systems

Chapter 6 investigates the stability properties of a class of thermal systems, which is governed by ordinary differential equations. A conceptual distinction is made between thermodynamic equilibrium and equilibria of autonomous systems. An entropy generation based Lyapunov function is proposed and proves the stability of thermodynamic equilibria. The materials in this chapter are based on [114].
Chapter 7 further studies the dissipation properties of thermal systems, in which the boundary condition is relaxed from time-independence to time-dependence. We introduce the concept of entropy for irreversible systems. We show that this concept satisfies the dissipative inequality. In addition, we extend to a thermal complex system and an energy-based upper bound and lower bound are derived. Moreover, this chapter provides a result of time evolution profiles for the proposed storage function with different boundary conditions.

## Part III: Tooling of parameterized model order reduction

Chapter 8 presents a software solution with a toolbox called paraMOR, which stands for parameter Model Order Reduction, for model order reduction of largescale LTI and LPV systems. Here large-scale refers to systems with a state dimension of $10^{5}$ that are assumed linear may be either parametric or non-parametric. The underlying programming principle is to maximize the memory storage usage efficiency and deliver the high-fidelity reduced-order model. An overview of functionalities and the structure of this toolbox is given. We briefly introduce the supported matrix decomposition methods and orthogonal methods. The chapter includes two case studies.

Finally, this dissertation is concluded in Chapter 9. Conclusions, limitations and some suggestions for future work are stated.
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## Part I

## Parameterized model order reduction and applications

## Parameterized model reduction of thermal systems

In this chapter, we consider the parameterized model order reduction (pMOR) problem for a large-scale and complex thermal system. The main principle behind this method is that any change of the physical parameters in the high-fidelity model can be updated directly in the simplified model. For deriving the parametric reduced order model, a Krylov subspace method is employed, which yields the relevant subspaces of the projected state. The Krylov subspace is constructed via the momentmatching method, which captures the dynamics of the system in the frequency domain. Therefore, we first define the moments for parametric systems such that the frequency variable and parameter variables are distinguishable. Within this formulation and the projection operator, the first moments of the low order model are set to match the corresponding moments of the original model. Additionally, a prior upper bound of the error induced by the approximation is derived.

### 2.1 Introduction

Numerical simulations of complex dynamical systems are an indispensable tool in studying thermodynamic phenomena. However, for complex thermal systems where ultra-high precision simulations are required, the finite element method (FEM) commonly yields large-scale models. These models demand considerable computational resources. Therefore, model order reduction techniques are employed to reduce the computational complexity by replacing the high-order dynamic model with a low-order one. For the class of LTI systems, many reduction techniques have reached a relatively high level of maturity [13]. For systems with
uncertain or time-varying parameters there is a persistent need of novel reduction techniques. Since creating a new reduced model for every parameter value is inefficient and computationally costly, there is a strong need for pMOR techniques as introduced by [29]. We distinguish among reduction techniques in which both the state dimension and parameter vector dimension are reduced, and techniques in which state dimension is reduced while the parameter vector keeps its physical relevance. In addition, we distinguish among time-varying and time-invariant parametric dependence of high-fidelity models. In either of these cases, the objective is to find a low-cost, but accurate, parameterized model.

In the last decades, MOR techniques based on Padé approximation [12] have been used as powerful tools for large-scale system simulation, in particular for very-large-scale system integration simulation [84] and microelectromechanical simulation tasks [130]. The first algorithm based on Pade techniques approximation technique was an asymptotic waveform evaluation in [136], which uses explicit moment-matching. For a SISO system, the Arnoldi algorithm, also called the onesided moment-matching technique [152] was proposed to match $r$ moments of a transfer function by a $r$ th-order approximation. Meanwhile, two-sided moment matching, known as Lanczos method [67], was introduced to perform matching of $2 r$ moments by a $r$ th-order approximation. Then the block Arnoldi [68] and block Lanczos method [36] were proposed to solve the same problem for MIMO systems.

However, for large-scale systems which are parameter dependent, the aforementioned methods are not suitable anymore for obtaining a low order model while maintaining the physical interpretation of the parameters after the MOR procedure. Therefore, there is a need to develop such MOR techniques that allows the reduction of parameter-varying systems. Hence, a new branch of MOR is known as parametric model order reduction ( pMOR ).

The work of pMOR using Krylov subspace methods was introduced in [170], where the state evaluation matrix linearly depends on a single parameter. In consideration of the physical systems that can be described with multiple parameters, an extensive pMOR method which matches the coefficients of multivariate Taylor series is generalized in [53]. This method replaces the product of complex independent variables $s$ and the parameter $\theta$ in the transfer function $H(s, \theta)$ by a set of redefined parameters, where the moments of the reduced model are equivalent to the corresponding moments of the original model with respect to the new expansion points. As a consequence, the reduced order model $\hat{H}$ matches moments, but changes the meaning of the parameter vector $\theta$ to a newly defined parameter $\hat{\theta}$ unequal to $\theta$. That is, with these techniques $\hat{H}(s, \hat{\theta})$ is the resulting approximate system with $\hat{\theta} \neq \theta$. In our opinion, this has the serious disadvantage that subsequent operation, optimization or calibration of parameters $\theta$ cannot be performed on the original parameter vector $\theta$.

A second issue amounts to establishing error bounds. Contrary to singular value decomposition based truncation, the pMOR techniques based on Krylov subspaces have no prior error bound or global error bound.

In this chapter, we explore MOR techniques for parametric models with the purpose to match multiple moments of the transfer function. We introduce a separation between the physical parameters $\theta$ and the frequency points $s$ such that, unlike previous work, the physical interpretation of the parameters in the reduced model is maintained. Also, simulation results demonstrate the benefits of this separation. Moreover, an upper bound of the approximation error between the ROM and the FOM is derived, which allows making an priori estimate of the misfit between FOM and ROM, without calculating the exact reduced model.

The remainder of the chapter is structured as follows: In Section 2.2, a condensed problem description for parametric model order reduction is presented. The proposed method for parametric model order reduction with moment matching of multiple frequencies and multiple parameters is introduced in Section 2.3. The analytic expression of the upper bound of this method is given in Section 2.4. Simulation results are shown in Section 2.5. Finally, Section 2.6 concludes this work.

### 2.2 Problem description

The main goal of the reduction techniques proposed in this chapter is to preserve parameters in the system as symbolic quantities in the reduced order model. In fact, there are many key applications where this parametric model reduction technique is of crucial interest. These include design optimizations (where the parameter vector represents design parameters) in which the design-loop can substantially benefit from simplified parametric models, calibration of parameters through simplified models or control design for parameter dependent models. In either of these cases, a change in parameters or optimization of parameters does not require to repeat the reduction procedure, but simply the evaluation of the parametric model. The aim is to infer a reduced order model with smaller state dimension, but which remains explicit in the parameter vector $\theta$.

Consider a linear parameter-varying model with parameter $\theta \in \Theta$ described as

$$
\Sigma(\theta):=\left\{\begin{align*}
E(\theta) \dot{x}(t) & =A(\theta) x(t)+B(\theta) u(t)  \tag{2.1}\\
y(t) & =C(\theta) x(t)
\end{align*}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote, respectively, the state vector, the input and the output. Here, $n$ is the dimension of the state space, $\ell$ is the dimension of the parameter space. The state-space matrices are functions $A$ : $\mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times n}, E: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times n}, B: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times m}$ and $C: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{q \times n}$. Before explaining the model reduction, we first state several assumptions.

## Assumption 2.1 i) The state space matrices

$$
\begin{aligned}
E(\theta) & =E_{0}+\Sigma_{i=1}^{\ell} \theta_{i} E_{i} \\
A(\theta) & =A_{0}+\Sigma_{i=1}^{\ell} \theta_{i} A_{i} \\
B(\theta) & =B_{0}+\Sigma_{i=1}^{\ell} \theta_{i} B_{i} \\
C(\theta) & =C_{0}+\Sigma_{i=1}^{\ell} \theta_{i} C_{i}
\end{aligned}
$$

are affine functions of $\theta \in \mathbb{R}^{\ell}$. ii) For all $\theta \in \Theta$, all generalized eigenvalues of $\sigma I-A(\theta)$ have negative real parts.iii) $\theta \in \Theta \subset \mathbb{R}^{\ell}$ is not varying with time.

With the time-invariant $\theta$, the transfer function of (2.1) is meaningful and is given as follows:

$$
\begin{equation*}
H(s, \theta)=C(\theta)[s E(\theta)-A(\theta)]^{-1} B(\theta) . \tag{2.2}
\end{equation*}
$$

The system has McMillan degree $n$ if, for at least one $\theta \in \Theta, E(\theta), A(\theta), B(\theta), C(\theta)$ is controllable and observable. We consider a projection-based method for generating the reduced order parametric model. That is, let $V \in \mathbb{R}^{n \times r}$ and $W \in \mathbb{R}^{n \times r}$ be full rank matrices with $r \ll n$. Define the projection spaces

$$
\begin{equation*}
\mathcal{V}:=\operatorname{im}(V) ; \quad \mathcal{W}:=\operatorname{im}(W) ; \tag{2.3}
\end{equation*}
$$

i.e. two $r$-dimensional subspaces of $\mathbb{R}^{n}$. Let $\Pi_{\mathcal{V}}$ and $\Pi_{\mathcal{W}}$ denote the (canonical) projections of $\mathbb{R}^{n}$ onto $\mathcal{V}$ and $\mathcal{W}$, respectively. That is $\Pi_{\mathcal{V}}=V\left(V^{T} V\right)^{-1} V^{T}$ and $\Pi_{\mathcal{W}}=W\left(W^{T} W\right)^{-1} W^{T}$. Define the reduced state

$$
\begin{equation*}
x_{r}:=\left(V^{T} V\right)^{-1} V^{T} x \tag{2.4}
\end{equation*}
$$

It clearly satisfies

$$
\begin{equation*}
V x_{r}=\Pi_{\mathcal{V}} x \tag{2.5}
\end{equation*}
$$

for any $x \in \mathbb{R}^{n}$, so that $V x_{r}$ is an approximation of the state variable $x$ in (2.1) incurring the error

$$
\begin{equation*}
\left\|x-V x_{r}\right\|=\left\|\left(I-\Pi_{\mathcal{V}}\right) x\right\|=\left\|\Pi_{\mathcal{V}^{\perp}} x\right\| \tag{2.6}
\end{equation*}
$$

which is the Euclidean length of the projection of $x$ onto $\mathcal{V}^{\perp}$. We call $\Pi_{\mathcal{V}} x$ the state projection. Moreover, $x_{r}$ defined in (2.4) minimizes the error (2.6) in the sense that

$$
\left\|x-V x_{r}\right\| \leq\left\|x-V x_{r}^{\prime}\right\|
$$

for any vector $x_{r}^{\prime} \in \mathbb{R}^{r}$. Thus, $x_{r}$ in (2.4) defines the optimal coordinates in the basis defined by the columns of $V$ of the projection of $x$ onto $\mathcal{V}$. Clearly, substituting $V x_{r}$ for $x$ in (2.1) incurs a residual error

$$
\begin{equation*}
\rho:=E(\theta) V \dot{x}_{r}-A(\theta) V x_{r}-B(\theta) u \tag{2.7}
\end{equation*}
$$

The projection $\Pi_{\mathcal{W}}$ is meant to require that

$$
\begin{equation*}
\Pi_{\mathcal{W}} \rho(t)=0 \quad \text { for all } \quad t \geq 0 \tag{2.8}
\end{equation*}
$$

We call this the residual projection. When combining state and residual projection the state space representation of the reduced model is then given by

$$
\Sigma_{r}(\theta):=\left\{\begin{align*}
E_{r}(\theta) \dot{x}_{r}(t) & =A_{r}(\theta) x_{r}(t)+B_{r}(\theta) u(t)  \tag{2.9}\\
y(t) & =C_{r}(\theta) x_{r}(t)
\end{align*}\right.
$$

where the reduced state space matrices are

$$
\begin{align*}
E_{r}(\theta)=W^{T} E(\theta) V, & A_{r}(\theta)=W^{T} A(\theta) V \\
B_{r}(\theta)=W^{T} B(\theta), & C_{r}(\theta)=C(\theta) V \tag{2.10}
\end{align*}
$$

It is important to observe that, under Assumption 2.1, i) all matrices in (2.10) are again affine functions of $\theta$ that can be computed directly in terms of the expansion matrices in Assumption 2.1. That is,

$$
\begin{aligned}
E_{r}(\theta) & =W^{T} E(\theta) V \\
& =W^{T} E_{0} V+\sum_{i=1}^{\ell} W^{T} E_{i} V \theta_{i}=E_{r, 0}+\sum_{i=1}^{\ell} E_{r, i} \theta_{i}
\end{aligned}
$$

with similar expansions for the other matrices. Thus, $E_{r}, A_{r}, B_{r}, C_{r}$ are affine in $\theta$ where the expansion coefficients can be derived directly in terms of the expansions of $E, A, B, C$ and are independent of $\theta$.
The transfer function of the parametric ROM is

$$
\begin{equation*}
H_{r}(s, \theta)=C_{r}(\theta)\left[s E_{r}(\theta)-A_{r}(\theta)\right]^{-1} B_{r}(\theta) \tag{2.11}
\end{equation*}
$$

If $W=V$, this is called an (ordinary) Galerkin projection. If $W \neq V$, this is a Petrov-Galerkin projection.

### 2.3 Parameterized model order reduction

In this section, the moment-matching method is elaborated first for an LTI system. In the second part, we present a parametric moment-matching method which separates the frequency variable $s$ and the parameter $\theta$.

## 2.3.a Moment-matching

Suppose that an LTI system is given according to

$$
\left\{\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{2.12}\\
y(t) & =C x(t)
\end{align*}\right.
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$. The matrix pencil $A-s E$ is assumed to be regular. In this way, (2.12) has the transfer function

$$
\begin{equation*}
H(s)=C(s E-A)^{-1} B \in \mathbb{C}^{q \times m} \tag{2.13}
\end{equation*}
$$

Given a region $\mathcal{R}\left(s_{0}\right):=\left\{s| | s-s_{0} \mid<R\right\}$ around the point $s_{0} \in \mathbb{C}$, on which the complex function $H(s)$ is analytic it admits, on the region, a Taylor series about the point $s_{0}$ given by the infinite power series

$$
\begin{align*}
H(s) & =H\left(s_{0}\right)+\left.\frac{d}{d s} H(s)\right|_{s=s_{0}}\left(s-s_{0}\right)+\left.\frac{1}{2} \frac{d^{2}}{d s^{2}} H(s)\right|_{s=s_{0}}\left(s-s_{0}\right)^{2} \cdots \\
& =\sum_{i=0}^{\infty} \underbrace{\left.\frac{1}{i!} \frac{d^{i}}{d s^{i}} H(s)\right|_{s=s_{0}}\left(s-s_{0}\right)^{i}}_{:=m_{i}\left(s_{0}\right)} \tag{2.14}
\end{align*}
$$

where this infinite series converges point-wise in $s$ for all $s \in \mathcal{R}\left(s_{0}\right)$. The coefficients $m_{i}\left(s_{0}\right)$ defined in (2.14)

$$
\begin{equation*}
m_{i}\left(s_{0}\right):=\left.\frac{1}{i!} \frac{d^{i}}{d s^{i}} H(s)\right|_{s=s_{0}} \tag{2.15}
\end{equation*}
$$

are referred to as the (analytic) moments of (2.13) at $s_{0}$. The moments $m_{i}\left(s_{0}\right)$ can be computed by Cauchy's integral formula

$$
\begin{equation*}
m_{i}\left(s_{0}\right)=\frac{1}{2 \pi j} \oint \frac{H(s)}{\left(s-s_{0}\right)^{i+1}} d s \tag{2.16}
\end{equation*}
$$

where the integration is counterclockwise along a path enclosing $s_{0}$ and lying in the region $\mathcal{R}\left(s_{0}\right)$ where the power series converges. With such an expansion, the moment $m_{i}\left(s_{0}\right)$ can be determined from the state space representation (2.12) as follows

Theorem 2.1 If the matrix pencil $s E-A$ of (2.12) is regular and the transfer function $H(s)$ is analytic in the region of $\mathcal{R}\left(s_{0}\right)$, then the ith (analytic) moment about point $s_{0}$ is

$$
m_{i}\left(s_{0}\right)=C\left[-\left(s_{0} E-A\right)^{-1} E\right]^{i}\left(s_{0} E-A\right)^{-1} B
$$

For the proof we refer to [18].
A similar procedure can be applied to negative power expansions of the form

$$
H(s)=\sum_{i=-\infty}^{0} m_{i}(s)\left(s-s_{0}\right)^{i}
$$

where the domain of convergence lies outside a region of the form $\mathcal{R}\left(s_{0}\right)$ for $R$ sufficiently large, i.e., $\left\{s \in \mathbb{C}\left|\left|s-s_{0}\right|>R\right\}\right.$. We will not further elaborate on these Laurent expansions.
The problem that we solve in this chapter amounts to finding the reduced order model (2.9) with transfer function (2.11) in such a way that the moments $m_{i}\left(s_{0}\right)$ of the full order model match the moments $m_{i, r}\left(s_{0}\right)$ of the reduced order model at a user-defined frequency point $s_{0}$ and for a user defined number of moments $i=1, \ldots, r$. We construct the approximated model as in (2.9) and (2.11), where
the projection matrices $V, W$ are generated via Krylov subspace methods. For any positive integer $\omega$, the Krylov subspace is defined as

$$
\begin{equation*}
\mathcal{K}_{\omega}(M, f)=\operatorname{colspan}\left\{f, M f, \cdots, M^{\omega-1} f\right\} \tag{2.17}
\end{equation*}
$$

where

$$
\begin{aligned}
f & =\left(s_{0} E-A\right)^{-1} B \in \mathbb{R}^{n \times m} \\
M & =\left(s_{0} E-A\right)^{-1} E \in \mathbb{R}^{n \times n}
\end{aligned}
$$

and where colspan is the operator that produces the linear span of the columns of all matrices in its arguments. Then $\mathcal{K}_{\omega}(M, f)$ is a subspace of $\mathbb{C}^{n}$ which has dimension $\leq \omega \times m$ whenever $s_{0}$ is non-real. If $s_{0}$ is real, $\mathcal{K}_{\omega}(M, f)$ is a subspace of $\mathbb{R}^{n}$. This is sometimes called the right Krylov subspace associated with the system (2.12).

Theorem 2.2 If the matrix $V$ in (2.3), is a basis of Krylov subspace $\mathcal{K}_{\omega}(M, f)$ and $W$ in (2.3) is chosen $W=V$, then the first $\omega$ moments around $s_{0}$ of the original and the reduced model match

$$
m_{i}\left(s_{0}\right)=m_{r, i}\left(s_{0}\right), \quad i=0,1, \cdots, \omega-1
$$

here $m_{i}\left(s_{0}\right), m_{r, i}\left(s_{0}\right)$ denote the $i$ ith moment of the full order model and the corresponding reduced model generated as in (2.9), respectively.

Proof: Based on Theorem 2.2, the 0th moment of the reduced model is

$$
m_{r, 0}=C_{r}\left(s_{0} E_{r}-A_{r}\right)^{-1} B_{r}=C V\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1} W^{T} B
$$

The vector $\left(s_{0} E-A\right)^{-1} B$ can be written as a linear combination of the columns of the projection matrix $V$

$$
\exists \mathbf{r}_{0} \in \mathbb{C}^{\omega \times m},\left(s_{0} E-A\right)^{-1} B=V \mathbf{r}_{0}
$$

Therefore,

$$
\begin{aligned}
W^{T} B=W^{T}\left[\left(s_{0} E-A\right)\left(s_{0} E-A\right)^{-1}\right] B & =W^{T}\left(s_{0} E-A\right) V \mathbf{r}_{0} \\
& =\left(s_{0} W^{T} E V-W^{T} A V\right) \mathbf{r}_{0}
\end{aligned}
$$

With this, the $m_{r, 0}$ is

$$
\begin{aligned}
m_{r, 0}\left(s_{0}\right) & =C V\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1} W^{T} B \\
& =C V\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1}\left(s_{0} W^{T} E V-W^{T} A V\right) \mathbf{r}_{0} \\
& =C V \mathbf{r}_{0}=C\left(s_{0} E-A\right)^{-1} B \\
& =m_{0}\left(s_{0}\right)
\end{aligned}
$$

By repeating these steps in the same manner, the proof can be continued until
$m_{r, \omega-1}\left(s_{0}\right)=m_{\omega-1}\left(s_{0}\right)$.

Loosely speaking, the Krylov subspace derived above contains the information of the input-sided moments, defined by $(E, A, B)$ only. In a similar way, the outsided moments involve the triple $(E, A, C)$ as follows.

$$
\begin{equation*}
\mathcal{K}_{\omega}\left(M^{T}, l\right)=\operatorname{colspan}\left\{l, M^{T} l, \cdots,\left(M^{T}\right)^{\omega-1} l\right\} \tag{2.18}
\end{equation*}
$$

where

$$
\begin{aligned}
l & =\left(s_{0} E-A\right)^{-T} C^{T} \in \mathbb{R}^{n \times q} \\
M^{T} & =\left(s_{0} E-A\right)^{-T} E^{T} \in \mathbb{R}^{n \times n},
\end{aligned}
$$

and $\mathcal{K}_{\omega}\left(M^{T}, l\right)$ has column dimension $\leq q \times \omega$. If the reduced model is constructed via Petrov-Galerkin projection $W \neq V$, we have the following theorem

Theorem 2.3 If the matrices $W$ and $V$ with $q=m$ in (2.3) are the basis of the Krylov subspace $\mathcal{K}_{\omega}(M, f)$ and $\mathcal{K}_{\omega}\left(M^{T}, l\right)$, then the first $2 \omega-1$ moments around $s_{0}$ of the original and the reduced model match

$$
m_{i}\left(s_{0}\right)=m_{r, i}\left(s_{0}\right), \quad i=0, \ldots 2 \omega-1
$$

Proof: According to the Proof of Theorem 2.2, the first $\omega$ moments with respect to the $\mathcal{K}_{\omega}(M, f)$ coincide. The matrix $\left(s_{0} E-A\right)^{-T} C^{T}$ can be written as a linear combination of the columns of $W$

$$
\exists \mathbf{l}_{0} \in \mathbb{C}^{\omega \times q},\left(s_{0} E-A\right)^{-T} C^{T}=W \mathbf{l}_{0}
$$

Following the previous proof, we have

$$
\begin{aligned}
C V\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1} W^{T} E V & =C\left[\left(s_{0} E-A\right)^{-1}\left(s_{0} E-A\right)\right] W^{T} E V \\
& =\mathbf{1}_{0}^{T} W^{T} E V=C\left(s_{0} E-A\right)^{-1} E V
\end{aligned}
$$

Then, from the Theorem 2.2, the $m_{r, \omega-1}\left(s_{0}\right)$ is

$$
\begin{aligned}
& V\left[\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1} W^{T} E V\right]^{\omega-1}\left(s_{0} W^{T} E V-W^{T} A V\right)^{-1} W^{T} B \\
= & V \mathbf{r}_{\omega}=\left[\left(s_{0} E-A\right)^{-1} E\right]^{\omega-1}\left(s_{0} E-A\right)^{-1} B
\end{aligned}
$$

Thus, for the moment $m_{\omega}\left(s_{0}\right)$ is

$$
\begin{align*}
m_{\omega}\left(s_{0}\right) & =C\left[\left(s_{0} E-A\right)^{-1} E\right]\left[\left(s_{0} E-A\right)^{-1} E\right]^{\omega-1}\left(s_{0} E-A\right)^{-1} B \\
& =C_{r}\left[\left(s_{0} E_{r}-A_{r}\right)^{-1} E_{r}\right] V\left[\left(s_{0} E_{r}-A_{r}\right)^{-1} E_{r}\right]^{\omega-1}\left(s_{0} E_{r}-A_{r}\right)^{-1} B_{r} \\
& =m_{r, \omega-1}\left(s_{0}\right) \tag{2.19}
\end{align*}
$$

As in the previous proof, the step can be repeated until $m_{r, 2 \omega-1}\left(s_{0}\right)=m_{2 \omega-1}\left(s_{0}\right)$.

Notice that for the case the input number is not equal to the output $q \neq m$ is not considered here.

Remark 2.1 The construction of projection matrices $V, W$ is for a single expansion point. For the case of multiple expansion points $\left\{s_{1}, s_{2}, \cdots s_{N}\right\}$ and multiple orders $r_{1}, \ldots, r_{N}$, we define

$$
\begin{aligned}
V & =\operatorname{im}\left[V_{1}, V_{2}, \cdots, V_{N}\right] \\
W & =\operatorname{im}\left[W_{1}, W_{2}, \cdots, W_{N}\right] .
\end{aligned}
$$

Each $V_{i}, W_{j}$ can be constructed via (2.17) and (2.18) with expansion points and Krylov orders $\left(s_{i}, \omega_{i}\right) \operatorname{and}\left(s_{j}, \omega_{j}\right)$, respectively.

Remark 2.2 If the complex expansion points $s_{0}$ is chosen, the method above leads to complex-valued matrices $V, W$. As a result, the system matrices of the ROM contain complex numbers which are physically undesirable. One solution is to add $s_{0}$ 's complex conjugate as the complex pair $\left[s_{0}, s_{0}^{*}\right]$. This will result in complex-valued matrices $V_{c}, W_{c}$. The real-valued projection matrices are defined as the

$$
\begin{aligned}
V & =\left[\operatorname{real}\left(V_{c}\right), \operatorname{imag}\left(V_{c}\right)\right], \\
W & =\left[\operatorname{real}\left(W_{c}\right), \operatorname{imag}\left(W_{c}\right)\right] .
\end{aligned}
$$

## 2.3.b Multi-parameter and multi-frequency moment matching

The main ingredient of the multi-parameter and multi-frequency moment matching method is to expand the transfer function into a Taylor series at both a desired frequency and a desired parameter $\left(s_{0}, \theta_{0}\right)$. This work has been generalized in [53]. Using the Assumption 2.1, we obtain

$$
\begin{equation*}
H(s, \theta)=C(\theta)[s E(\theta)-A(\theta)]^{-1} B(\theta) \tag{2.20}
\end{equation*}
$$

where the expansion of $s E(\theta)$ involves products of $s$ with $\theta$. One remedy for this problem is to define virtual frequency points $\hat{s}_{i}:=s \cdot \theta$. This has been proposed in [53]. Potentially, combining the $s$ with $\theta_{i}$ as a auxiliary variable $\hat{s}_{i}$ can decrease the complexity of the power series. In such a way, the computational burden of the projection matrices $V$ and $W$ is reduced. However, with such conversion the reduced model matches the first moments of the original model with respect to $\hat{s}_{i}$ and the physical interpretation of the parameters $\theta$ in the reduced model is no longer preserved. Moreover, the Taylor expansion of the new parametric transfer function includes terms such as $\left(\frac{\partial^{2} H}{\partial \hat{s}_{i} \partial_{\hat{s}_{i+1}}}\right)$ which are partial derivatives of composite functions rather than the original one. As a consequence, also the interpretation of the moments as Markov parameters defined in Theorem 2.1 changes under this redefinition of the frequencies and parameters.

We first give the Taylor series derivation of a single frequency point and a single parameter expansion point. Assume that the transfer function (2.2) about $\left(s_{0}, \theta_{0}\right)$ is analytic in a region $\mathcal{R}\left(s_{0}\right) \times \Theta\left(\theta_{0}\right)$ where $\mathcal{R}\left(s_{0}\right):=\left\{s| | s-s_{0} \mid<R_{s}\right\}$ and $\Theta\left(\theta_{0}\right):=\left\{\theta| | \theta-\theta_{0} \mid<R_{\theta}\right\}$, respectively. Then the Taylor series of $H\left(s_{0}, \theta_{0}\right), \ell=$ $\operatorname{dim}(\theta)=1$ given by infinite power series is

$$
\begin{aligned}
H(s, \theta) & =\left.H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)} \\
& +\left.\frac{\partial}{\partial s} H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)}\left(s-s_{0}\right)+\left.\frac{\partial}{\partial \theta} H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)}\left(\theta-\theta_{0}\right) \\
& +\left.\frac{1}{2} \frac{\partial^{2}}{\partial^{2} s} H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)}\left(s-s_{0}\right)^{2}+\left.\frac{1}{2} \frac{\partial^{2}}{\partial^{2} \theta} H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)}\left(\theta-\theta_{0}\right)^{2} \\
& +\left.\frac{1}{2}\left[\frac{\partial^{2}}{\partial s \partial \theta}+\frac{\partial^{2}}{\partial \theta \partial s}\right] H(s, \theta)\right|_{\left(s=s_{0}, \theta=\theta_{0}\right)}\left(s-s_{0}\right)\left(\theta-\theta_{0}\right)+\cdots \\
& =\sum_{I=0, J=0}^{\infty} m_{\{I, J\}}\left(s_{0}, \theta_{0}\right)\left(s-s_{0}\right)^{I}\left(\theta-\theta_{0}\right)^{J},
\end{aligned}
$$

and where

$$
m_{\{I, J\}}\left(s_{0}, \theta_{0}\right)=\frac{1}{(I+J)!} \frac{\partial^{I+J}}{\partial s^{I} \partial \theta^{J}} H\left(s_{0}, \theta_{0}\right)
$$

for all $I \geq 0$ and $J \geq 0$.
The above derivation presents the Taylor series for a single frequency point and a single parameter point. By defining two sets $\mathcal{S}:=\left\{s_{1}, \ldots, s_{k}\right\} \subset \mathbb{C}$ and $\Theta:=$ $\left\{\theta_{1}, \ldots, \theta_{\ell}\right\} \subset \mathbb{R}^{\ell}$, we can extend this to multiple-frequency and multiple-parameter expansion points, as depicted in Figure 2.1.


Figure 2.1: Multi-frequency and multi-parameter expansion
The (full rank) parametric projection matrices $\{V, W\}$ that satisfy (2.3) follows

$$
\begin{align*}
\mathcal{V} & =\operatorname{im}\left[v\left(s_{1}, \theta_{1}\right), \ldots, v\left(s_{k}, \theta_{1}\right), \ldots, v\left(s_{1}, \theta_{\ell}\right), \ldots v\left(s_{k}, \theta_{\ell}\right)\right]  \tag{2.21}\\
\mathcal{W} & =\operatorname{im}\left[w\left(s_{1}, \theta_{1}\right), \ldots, w\left(s_{k}, \theta_{1}\right), \ldots, w\left(s_{1}, \theta_{\ell}\right), \ldots w\left(s_{k}, \theta_{\ell}\right)\right] \tag{2.22}
\end{align*}
$$

where

$$
\begin{aligned}
v\left(s_{i}, \theta_{j}\right) & =\mathcal{K}_{\sigma_{i, j}^{v}}\left(M_{i, j}^{v}, F_{i, j}\right) \\
w\left(s_{i}, \theta_{j}\right) & =\mathcal{K}_{\sigma_{i, j}^{w}}\left(M_{i, j}^{w}, L_{i, j}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
F_{i, j} & =\left(s_{i} E\left(\theta_{j}\right)-A\left(\theta_{j}\right)\right)^{-1} B_{\theta_{j}} \\
M_{i, j}^{v} & =-\left(s_{i} E\left(\theta_{j}\right)-A\left(\theta_{j}\right)\right)^{-1} E_{\theta_{j}} \\
L_{i, j} & =\left(s_{i} E\left(\theta_{j}\right)-A\left(\theta_{j}\right)\right)^{-T} C_{\theta_{j}}^{T} \\
M_{i, j}^{w} & =-\left(s_{i} E\left(\theta_{j}\right)-A\left(\theta_{j}\right)\right)^{-T} E_{\theta_{j}}^{T} .
\end{aligned}
$$

Here $B_{\theta_{j}}=\frac{d}{d \theta}\left(B\left(\theta_{j}\right)\right), E_{\theta_{j}}=\frac{d}{d \theta}\left(E\left(\theta_{j}\right)\right), C_{\theta_{j}}=\frac{d}{d \theta}\left(C\left(\theta_{j}\right)\right) . \sigma_{i, j}^{v}, \sigma_{i, j}^{w}$ represent the number of preserved moments for each pair $\left(s_{i}, \theta_{j}\right)$ in $v\left(s_{i}, \theta_{j}\right)$ and $w\left(s_{i}, \theta_{j}\right)$, respectively. As in (2.11), the transfer function of the reduced model is

$$
\begin{equation*}
H_{r}(s, \theta)=C_{r}(\theta)\left[s E_{r}(\theta)-A_{r}(\theta)\right]^{-1} B_{r}(\theta) \tag{2.23}
\end{equation*}
$$

which coincides in as many coefficients of its moments about $\left(s_{i}, \theta_{j}\right)$ as possible for a given order. That is, we have

Theorem 2.4 Consider the transfer function $H(s, \theta)$ in (2.20). If the matrices $W, V$ are the basis of Krylov subspace $\mathcal{W}, \mathcal{V}$ as defined in (2.21) and (2.22), this leads to the transfer function $H_{r}(s, \theta)$ of the reduced model in (2.9). Then the Hermite interpolation condition is satisfied as

$$
m_{\left\{I_{i}, J_{j}\right\}}\left(s_{i}, \theta_{j}\right)=m_{r,\left\{I_{i}, J_{j}\right\}}\left(s_{i}, \theta_{j}\right)
$$

for all frequency points $s_{i} \in\left\{s_{1}, \ldots, s_{k}\right\}$ and parameter points $\theta_{j} \in\left\{\right.$ theta $\left._{1}, \ldots, \theta_{\ell}\right\}$

$$
\begin{aligned}
& I_{i}=0, \ldots, \sigma_{i, j}^{v}+\sigma_{i, j}^{w}-1 \\
& J_{j}=0, \ldots, \sigma_{i, j}^{v}+\sigma_{i, j}^{w}-1 .
\end{aligned}
$$

Here $m_{\left\{I_{i}, J_{j}\right\}}\left(s_{i}, \theta_{j}\right), m_{r,\left\{I_{i}, J_{j}\right\}}\left(s_{i}, \theta_{j}\right)$ denotes the $\left\{I_{i}, J_{j}\right\}$ th moment of the original model $\Sigma(\theta)$ in (2.1), the reduced model $\Sigma_{r}(\theta)$ in (2.9), respectively.

It can be proved using the similar proof approach of Theorem 2.3.

### 2.4 Error estimation

Guarantees on the fidelity of the reduced model remain an important question for the previously described moment matching procedure. One major issue is establishing a prior estimate of the approximation error. In the following we will derive an error estimate between $H(s, \theta)$ and $H_{r}(s, \theta)$ which provide a local accuracy at points $\left(s_{0}, \theta_{0}\right) \in \mathcal{S} \times \Theta$ and their neighborhoods. That is, the error estimate of $H(s, \theta)-H_{r}(s, \theta)$ will have local validity in $\left(s_{0}, \theta_{0}\right)$ and is based on the truncation order of the Taylor series.

## 2.4.a The remainder in Taylor series

Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous on the interval $[a, b]$ and differentiable on the open interval $(a, b)$. Then there exists $c$ with $a<c<b$ such that

$$
\begin{equation*}
f^{\prime}(c)=\frac{f(b)-f(a)}{b-a} \tag{2.24}
\end{equation*}
$$

The above result is the Mean Value Theorem (MVT) which is a fundamental theorem of calculus. Taylor's formula can be viewed as a generalization of the MVT. In particular, let $f$ be a function that is continuous at $a$, then Taylor's theorem:

Theorem 2.5 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a function that is infinitely differentiable at the point $a$. Then $f(x)$ can be written as the power series

$$
\begin{align*}
f(x) & =f(a)+\frac{f^{\prime}(a)}{1!}(x-a)+\cdots+\frac{f^{(N)}(a)}{N!}(x-a)^{N}+\cdots  \tag{2.25}\\
& =\sum_{i=0}^{\infty} \frac{f^{(i)}(a)}{i!}(x-a)^{i} \tag{2.26}
\end{align*}
$$

and the $N$ th-degree Taylor polynomial is obtained

$$
\begin{equation*}
f_{N}(x)=f(a)+\sum_{i=1}^{N} \frac{f^{(i)}(a)}{i!}(x-a)^{i} \tag{2.27}
\end{equation*}
$$

Thus we can write Taylor's theorem

$$
\begin{equation*}
f(x)=f_{N}(x)+R_{N}(x) \tag{2.28}
\end{equation*}
$$

where $R_{N}(x):=f(x)-f_{N}(x)=\sum_{i>N} \frac{f^{(i)}(a)}{i!}(x-a)^{i}$ is the remainder term which quantifies the difference between the function $f$ and the $N$ th-degree Taylor polynomial in terms of the magnitude of the $(N+1)$ st higher order derivative of $f$.

Theorem 2.6 Suppose that $f: \mathbb{R} \rightarrow \mathbb{R}$ is defined on a closed interval $I$ that has $a$ in its interior and $f^{(N+1)}$ exists on the same interval for $N \in \mathbb{Z}_{+}$. Then for each $x \neq a, x \in I$, there is a $\xi \in(a, x)$ such that

$$
\begin{equation*}
R_{N}(x)=\frac{f^{(N+1)}(\xi)}{(N+1)!}(x-a)^{N+1} \tag{2.29}
\end{equation*}
$$

Thus, there exists a $\xi \in I$, with depending on whether $x<a$ or $x>a$ such that the remainder $R_{N}(x)$ in (2.28) satisfies (2.29). A key observation is that when $N=1$, this reduces to the ordinary MVT. The above derivation (2.28) (2.29) can be referred to [2]. Following this strategy, the key is to observe the generalization of Rolle's theorem.

Proof: Indeed, under the condition that the power series of $f$ exists (and thus $f$ is infinitely differentiable), and both $x, a \in I$, then, by definition,

$$
R_{N}(x):=\sum_{i>N} \frac{f^{(i)}(x)}{i!}(x-a)^{i}
$$

for every $x \in I$. Then apply MVT to this function by first noting that $R_{N}$ is continuous on $I$ (since $f$ is) and, secondly, by noting that $R_{N}$ is differentiable on $I$ (since $f$ is) and thirdly, by noting that $R_{N}^{\prime}(x)=\frac{f^{(N+1)}(x)}{(N+1)!}$. The result then follows by applying MVT to $R_{N}(x)$ and gives (2.29).

Furthermore, we can find the upper bound of the remainder term in Theorem (2.6) using Taylor's inequality.

Theorem 2.7 Under the conditions of Theorem (2.6), let $I_{a} \subseteq I$ be any interval that has a in its interior. We define

$$
\begin{equation*}
\mathcal{M}:=\sup _{\xi \in I_{a}}\left|\frac{f^{(N+1)}(\xi)}{(N+1)!}\right| \tag{2.30}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|f(x)-f_{N}(x)\right|=\left|R_{N}(x)\right| \leq \mathcal{M}|x-a|^{N+1} \tag{2.31}
\end{equation*}
$$

holds for all $x \in I_{a}$.
Proof: Use Theorem (2.6) and (2.29) to infer that, there exists $\xi \in \mathcal{L}(x, a)$

$$
\begin{aligned}
\left|f(x)-f_{N}(x)\right| & =\left|R_{N}(x)\right|=\left|\frac{f^{(N+1)}(\xi)}{(N+1)!}(x-a)^{N+1}\right| \\
& \leq \sup _{\xi \in I_{a}}|x-a|^{N+1}=M|x-1|^{N+1}
\end{aligned}
$$

Hence an upper bound of the error between the $N$ th degree Taylor approximation $f_{N}$ and $f$ is obtained and is a prior bound, only depending on $f$ itself and the considered interval $I$. In the following, we generalize Theorem 2.7 to a multivariable function $f: \mathbb{C}^{\ell} \rightarrow \mathbb{C}^{m \times p}$ for MIMO systems with $\ell$ expansion points, $m$ inputs and $q$ outputs.

Theorem 2.8 Suppose $f: \mathbb{C}^{\ell} \rightarrow \mathbb{C}^{m \times p}$ is $N+1$ times differentiable on a set $I \subset \mathbb{C}^{\ell}$ that contains a vector $a \in \mathbb{C}^{\ell}$ in its interior. Let $I_{a} \subset I$ be a closed and bounded subset of $I$. Then the truncated $N$ th order Taylor polynomial around $a \in \mathbb{C}^{\ell}$ at order $N$ is

$$
f_{N}(x)=f(a)+\sum_{|i|=0}^{N} \frac{\left[D^{|i|} f\right]_{i}(a)}{i!}(x-a)^{i}
$$

where $i=\left(i_{1}, \ldots, i_{\ell}\right)$ is a multi-index, $|i|=i_{1}+\ldots+i_{\ell}$ is its "length", and $i!=i_{1}!\cdots i_{\ell}$ ! is the factorial of $i .(x-a)^{i}=\left(x_{1}-a_{1}\right)^{i_{1}} \ldots\left(x_{\ell}-a_{\ell}\right)^{i_{\ell}}$ is a multivariate scalar polynomial
and the $k$ th partial derivative of $f$ at a point $a \in \mathbb{C}^{\ell}$ is denoted by

$$
\begin{equation*}
\left[D^{|k|} f\right]_{k}:=\left.\frac{\partial^{k_{1}} \cdots \partial^{k_{\ell}}}{\partial x_{1}^{k_{1}} \cdots \partial x_{\ell}^{k_{\ell}}} f(x)\right|_{x=a} \tag{2.32}
\end{equation*}
$$

where the multi-index is $k=\left(k_{1}, \cdots, k_{\ell}\right)$ and define $|k|=\sum_{i}^{\ell} k_{i}$ as its cardinality.
When ranging over all multi-indices $k=\left(k_{1}, \ldots, k_{\ell}\right)$ with $|k|=K$, then $\left[D^{|k|} f\right]_{k}$ can be interpreted as a order $|k|$ tensor, i.e., the multi-linear functional

$$
\begin{equation*}
\left[D^{|k|} f\right]: \underbrace{\mathbb{C}^{\ell} \times \mathbb{C}^{\ell} \times \cdots \times \mathbb{C}^{\ell}}_{|k| \text { copies }} \rightarrow \mathbb{C} \tag{2.33}
\end{equation*}
$$

whose $k=\left(k_{1}, \ldots, k_{\ell}\right)$ th entry is $\left[D^{|k|} f\right]$ evaluated at $x=a$ defined in (2.32).
Thus, $\left[D^{0} f\right](a)=f(a)$ is the evaluation of $f$ at the point $a,\left[D^{1} f\right](a)=\nabla f(a)$ is the gradient of $f$ at the point $a,\left[D^{2} f\right](a)=\nabla^{2} f(a)$ is the Hessian matrix of $f$ at the point $a$ and

$$
\begin{equation*}
\left[D^{|N|} f\right]\left(v_{1}, \cdots, v_{N}\right):=\sum_{|k|=0}^{N}\left[D^{|N|} f\right]_{k}\left(v_{1} \otimes \cdots \otimes v_{N}\right) \tag{2.34}
\end{equation*}
$$

Then, the $N$ th order multivariable approximation of $f$ is given below.
Theorem 2.9 For a function $f: \mathbb{C}^{\ell} \rightarrow \mathbb{C}^{m \times p}$ is $N+1$ times differentiable on a set $I \subset \mathbb{C}^{\ell}$ that contains a vector $a \in \mathbb{C}^{\ell}$ in its interior. The Nth order multivariable approximation or multivariable Taylor polynomial of $f$ at $a \in \mathbb{C}^{\ell}$ is

$$
\begin{align*}
f_{N}(x)= & {\left[D^{0} f\right](a)+\left[D^{1} f\right]([x-a])+\cdots } \\
& +\frac{1}{N!}\left[D^{|N|} f\right](\underbrace{[x-a], \cdots,[x-a]}_{N \text { copies }}) . \tag{2.35}
\end{align*}
$$

Here the tensor definition of $\left[D^{0} f\right],\left[D^{1} f\right], \cdots,\left[D^{N} f\right]$ is given in (2.34).

Define the error by the residual which has the similar form as the single variable one (2.28)

$$
\begin{equation*}
R_{N}(x):=f(x)-f_{N}(x) \tag{2.36}
\end{equation*}
$$

with

$$
R_{N}(x)=\frac{(x-a)^{N+1}}{2 \pi i} \int \frac{f(\xi)}{(\xi-a)^{N+1}(\xi-x)} d \xi
$$

Let, as (2.30)

$$
\begin{equation*}
\mathcal{M}:=\sup _{\xi \in I_{a}}\left\|\frac{D^{|N+1|} f(\xi)}{(N+1)!}\right\| \tag{2.37}
\end{equation*}
$$

where the norm is the Frobenius norm of a multi-linear operator and the supremal
is taken over expansion points $\xi \in I_{a} \subset I$. We claim that

$$
\begin{equation*}
\left\|f(x)-f_{N}(x)\right\| \leq \mathcal{M}\|x-a\|^{N+1} ; \forall x \in I_{a} \tag{2.38}
\end{equation*}
$$

Theorem 2.10 Suppose $H: \mathbb{C} \times \mathbb{C}^{\ell} \rightarrow \mathbb{C}$ is $N+1$ times differentiable on a set $I \subset \mathbb{C}^{\ell}$ that contains $\left(s_{0}, \theta_{0}\right)$ in its interior. Let $H_{N}$ denote the Nth order Taylor polynomial of $H$ about $\left(s_{0}, \theta_{0}\right)$. Then

$$
\left\|H(s, \theta)-H_{N}(s, \theta)\right\| \leq \mathcal{M} \|\left[\begin{array}{c}
s-s_{0}  \tag{2.39}\\
\theta-\theta_{0}
\end{array} \|\left.\right|^{N+1}\right.
$$

holds for all $(s, \theta) \in I_{\left(s_{0}, \theta_{0}\right)}$, where

$$
\begin{equation*}
\mathcal{M}:=\sup _{\left(\xi_{s}, \xi_{\theta}\right) \in I_{\left(s_{0}, \theta_{0}\right)}}\left\|\frac{D^{|N+1|} H\left(\xi_{s}, \xi_{\theta}\right)}{(N+1)!}\right\| \tag{2.40}
\end{equation*}
$$

is the supremum over the induced norm of the tensor $\left[D^{|N+1|} H\right]$ over $I_{\left(s_{0}, \theta_{0}\right)}$.
Hence, (2.39) is the error bound for a multivariable function for a MIMO system.
The function $H(s, \theta)$ above can be interpreted as the transfer function of the FOM in (2.2) and $H_{N}(s, \theta)$ can be considered as $N$ th ROM (2.11) at points $\left(s_{0}, \theta_{0}\right)$, respectively. With the desired reduced order $N$ and expansion points $\left(s_{0}, \theta_{0}\right)$, the Theorem (2.10) gives a prior upper bound on the reduction error using the moment matching method. This means that the reduction error at each expansion point can be evaluated before constructing the ROM. We can minimize the reduction error and find the optimal ROM by adjusting the reduced order $N$ and expansion points ( $s_{0}, \theta_{0}$ ). However, the upper bound (2.40) is, by no means, easy to compute.

### 2.5 Example: A parametric thermal model

In this section, we demonstrate some numerical results of the proposed method. To illustrate the procedure and technique, we consider the example of a linear motor (see Figure 2.2). The coils of the linear motor generate a magnetic flux that operate along the track. Meanwhile, the coil also creates a heat flux which influences the temperature and, with that the stability of the thermal system. The aim is to predict the transient thermal behavior of the linear motor. Let $\Omega \subset \mathbb{R}^{3}$ be the spatial configuration space of the motor. Consider the heat equation on $\Omega$ as given by

$$
\begin{align*}
c_{p} \rho \cdot \dot{T}= & \nabla \cdot(\kappa \nabla T)+\dot{q} \text { in } \Omega  \tag{2.41}\\
T(\varphi, 0)=T_{0}(\varphi) \quad & T_{\partial}(\varphi, t) \text { on } \partial \Omega \tag{2.42}
\end{align*}
$$

where $T(\varphi, t)$ denotes the temperature of the linear motor at position $\varphi \in \Omega$ and at time $t \geq 0$. The initial temperature $T_{0}(\varphi)$ and the boundary condition $T_{\partial}(\varphi, t)$ for


Figure 2.2: Linear motor with single-input and single-output
all $t \geq 0$ are given, respectively. $c_{p}$ is the material specific heat capacity, $\rho$ denotes the material density and $\kappa$ describes the thermal conductivity. The heat flux at the coil of the linear motor is spatially distributed and is considered as the input of the system. The surface temperature where the sensor locates is chosen as the output.

Using a finite element (FE) discretization of $\Omega$ and parameterizing the material properties, a parameter-dependent system is generated

$$
\left\{\begin{align*}
E(\theta) \dot{T} & =A T+B u  \tag{2.43}\\
y & =C T
\end{align*}\right.
$$

where, with some abuse of notation, $T(t) \in \mathcal{R}^{n}$ denotes the vector of all temperatures in $n=1560$ finite elements and where $\theta$ denotes the heat capacity of the material in the coil (indicated in green color). We treat the heat capacity $c_{p}$ as the uncertain parameter. It enters the matrix $E$ in (3.35) as an affine function in the sense that

$$
E(\theta)=E_{0}+\theta E_{1}
$$

where $\theta=c_{p}$. The state $T$ represents spatial-temporal information and is given as

$$
T(t)=\operatorname{col}\left(T\left(x_{1}, t\right), \ldots, T\left(x_{1560}, t\right)\right)
$$

with $x_{i}$ a representative point in the $i$ th finite element in the configuration of Figure 2.2. Thus, the state dimension $n=1560$.

The design goal for this linear motor is to find a suitable material (i.e. with suitable heat capacity $c_{p}$ ) which leads to desirable thermo-dynamical properties of the linear motor. We consider an operating range $c_{p} \in[200,900]$ in units $[J / \mathrm{kg} . \mathrm{K}]$ and aim to reduce the complexity of the lumped and parametrized model to more manageable proportions. The operating frequency range of the thermal behavior is mainly located at low frequency (near $1 \sim 10 \mathrm{~Hz}$ ). Under these conditions thereupon, we choose frequencies $s_{0} \in \mathcal{S}:=\{0,1+i, 1-i\}$ and parameter $\theta_{0} \in \Theta:=\{200,500,900\}$.

Following the proposed method, we obtain the reduced model with $r=12$ orders which includes 6 expansion points $[0,200],[0,500],[0,900],[1 \pm i, 200],[1 \pm$ $i, 500]$, $[1 \pm i, 900]$ ( The complex conjugate pairs are considered as one pair of expansion points). We preserve two moments for each point and obtain the reduced model as

$$
\left\{\begin{array}{rl}
E_{r}(\theta) \dot{x}_{r} & =A_{r} x_{r}+B_{r} u  \tag{2.44}\\
y & =C_{r} x_{r}
\end{array} \quad, \quad \text { with } \operatorname{dim}\left(x_{r}\right)=12\right.
$$

here $E_{r}(\theta)=E_{r, 0}+c_{p} E_{r, 1}$. As demonstrated in Figure 2.3, the solid lines represent the full model with different values of $c_{p}$. The dashed lines denote the reduced order model with corresponding $\theta$. The frequency range $[0.1,10][\mathrm{rad} / \mathrm{sec}]$ in the Bode plot for all three models are matched, and there are some mismatches from 20 [rad/sec].


Figure 2.3: Bode diagram of full model and reduced model with $c_{p}=$ [200, 500, 900] [J/kg $\cdot \mathrm{K}]$.

To show the benefits of the separation of frequencies and parameters in the construction of the projection matrices $V$ and $W$, we also provide a comparison of time domain simulations of the ROM using the proposed method and the ROM using the method proposed in [53] and the FOM, the COMSOL simulation results which are considered as reference are also included. By applying the same input sequences $u(t), t>0$, Figure (2.4) shows the outputs of all 9 models with different heat capacities.
In Figure (2.4), the solid lines represent the reference of all models with different $\theta$. The dashed lines are the results of the proposed method, the dotted lines are


Figure 2.4: Comparison of full model and reduced model with different heat capacities $c_{p}=[200,500,900][\mathrm{J} / \mathrm{kg} \cdot \mathrm{K}]$ in time domain simulation.
methods from previous work [170] (we choose the same expansion points and same number of moments as the proposed method). Obviously, the proposed method has the better performance which is very close to the reference. The previous method also can match most of the thermal behavior except for the transient parts.

### 2.6 Conclusion

This chapter considers the moment matching problem for linear parameterized systems. An explicit algorithm is proposed that establishes a perfect match of moments in a desired set of frequency points and a desired set of parameter samples. An error bound has been derived that represents the local accuracy of the transfer function of the reduced order model nearby the points $\mathcal{S} \times \Theta$. Simulation results from both time domain and frequency domain show that the proposed method delivers good matching and outperforms the previous work. An important open question is how to choose the optimal expansion points with or without prior knowledge.

## 3

# Model reduction for LPV systems through parameter projection 

For affine linear parameter-varying (LPV) systems, this chapter develops a method that reduces the dimension of its parameter space. The method first transforms these affine LPV systems into a parameterdependent form. Then, leveraging a newly defined parameter-dependent Hankel norm, the parameter reduction can be achieved by analyzing the importance of each parameter in this norm and computing the corresponding singular values. Simulation results of an academic example and a thermal model are discussed before drawing conclusions.

### 3.1 Introduction

In the past decade, the class of linear parameter-varying (LPV) systems has been developed and established as a reliable and very efficient model class for specific classes of nonlinear systems, representing parametric uncertainty and gain scheduling purposes. Many successful applications ranging from very-large-scale integration (VLSI) to aircraft designs [29, 116, 62] have been based on implementations of the LPV framework. The inherent complex nature of physical systems often results in high dimensional models with large dimensional state spaces and large dimensional parameter spaces. Typically, the dimension of the parameter space grows as the complexity of the system increases. In practice, it is often necessary to evaluate system performance over substantial ranges of parameter values. We find this theme in problems where design parameters need to be tuned,
calibration problems, geometrical optimization, optimization of material properties in circuits [53] and microelectromechanical systems (MEMS) devices [21] and robustness analyses in control systems. To have a reasonable computational complexity in terms of synthesis and simulation, model order reduction for parametrised systems ( pMOR ) is often required.
In the aforementioned applications, a high dimensional state space model is often derived from a high resolution spatial discretization of partial differential equations (PDEs) that define the model. Typically, if high precision is required, this process results in many first order ordinary differential equations (ODEs) approximating the solutions of the PDE. Moreover, the physical constraints and design parameters of such high-fidelity models lead to large dimensional parameter and state spaces. A number of relevant approximation problems can then be phrased as follows:

1. the state reduction problem involves the reduction of the dimension of the state space, while preserving accuracy of the input-output behavior and the physical meaning of the parameters.
2. the state and parameter reduction problem involves the simultaneous reduction of the dimension of the state space and the dimension of the parameter space.
3. the parameter reduction problem involves the reduction of the dimension of the parameter space only.

In most pMOR work, the primary goal has been to solve the state reduction problem. A number of such methods have been proposed, mainly focusing on sampling techniques [130, 28, 42]. On this topic, two influential survey papers [28, 29] have appeared. Methods based on moment matching of the parametrised transfer function are of particular interest, but tend to become complex with the number of matched moments. For example, in [28], the dimension of the reduced model increases exponentially as the number of parameter interpolation points and moments increase. One solution to this problem is to interpolate both the state space and the parameter state within the predefined variation range [113]. Even though it is not always stated, simple sampling schemes imply or assume static dependence on the parameter. Techniques which explicitly deal with timevarying parameters are more involved [174]. All these works are confined to state reduction without considering the problem to reduce the number of parameters. Approaches which consider parameter reduction either require typical trajectories of the parameter to be known a priori [140], lack interpretation, are limited in application [158] or only focus on static state reduction [110]. The development of more general parameter reduction techniques can significantly improve the efficiency of simulations, often without loss of generality, as was shown in [72]. This leads to the second challenging problem: the state and parameter reduction problem. In [72] a two-step approach is introduced. First, parameter reduction is employed to find a low-dimensional parameter space. The second step amounts to constructing a state reduction via moment-matching. However, the reduced rank regression method used in the first step only quantifies the relation between the parameters and the outputs, and is limited by the type of input excitation used.

Besides, the system dynamics are not taken into account over ranges of parameters. Given the fact that parameter spaces are usually determined by the physics and the design constraints, it is relevant to explore the correlation between the parameter space and system theoretical properties such as reachability and observability of parametrised systems. In [110], a joint Gramian based method is proposed such that the parameter and state reduction can be performed via singular value decomposition (SVD), and the results show the joint Gramian based method can be a viable alternative for reducing the parameter complexity. Nevertheless, the system structure or parameter dependency is not exploited in this work which potentially could lead to a different formulation.

Our intention, therefore, is to focus on the parameter reduction problem. We exploit the relationship between the parameter space and system Gramian for an affine linear parameter-varying system. A projection-based method is proposed as the means to reduce the dimension of the parameter space using Hankel-norm approximation. In doing so, some definitions of system norms for LPV systems are introduced, aimed at characterizing approximation errors in a consistent manner. The methods in this paper are developed for time-invariant parameters with an extension of the Gramian based approach to the time-varying rate-bounded case.

This chapter is organised as follows. In Section 3.2 we provide a brief introduction to LPV systems and introduce the system norms that will be used in this paper. After a formalisation of the problem, an argument for affine Gramian reduction is presented. Next, the cross-correlation among the parameter space in frequency domain is introduced in Section 3.3 as well as the approximation error for parameter-dependent systems. In Section 3.4, the results are illustrated in an academic example and in a real application of a thermal model which consists of several interconnected components. Conclusions and future work are presented in Section 3.5.

### 3.2 Preliminaries and notation

Consider a system $\Sigma(\theta)$ defined by the following LPV state-space representation

$$
\Sigma(\theta):\left\{\begin{array}{l}
\dot{x}(t)=A(\theta) x(t)+B(\theta) u(t)  \tag{3.1}\\
y(t)=C(\theta) x(t)+D(\theta) u(t)
\end{array}\right.
$$

where $x(t) \in \mathbb{R}^{n}$ is the state variable, $u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote the input and output of the system, respectively. Furthermore, $\theta$ represents the parameter that is assumed to reside in the parameter space $\Theta \subseteq \mathbb{R}^{\ell}$. Usually, an important distinction is made between systems where $\theta$ is time-variant and time-invariant. The state space matrices are assumed to have affine dependence on $\theta$, i.e., the
system matrices $A(\theta), B(\theta), C(\theta), D(\theta)$ are given by

$$
\begin{align*}
& A(\theta)=A_{0}+A_{1} \theta_{1}+\cdots+A_{\ell} \theta_{\ell} \\
& B(\theta)=B_{0}+B_{1} \theta_{1}+\cdots+B_{\ell} \theta_{\ell} \\
& C(\theta)=C_{0}+C_{1} \theta_{1}+\cdots+C_{\ell} \theta_{\ell} \\
& D(\theta)=D_{0}+D_{1} \theta_{1}+\cdots+D_{\ell} \theta_{\ell} \tag{3.2}
\end{align*}
$$

where $A_{i}, B_{i}, C_{i}, D_{i}$ are real matrices of compatible dimensions, and where $\theta_{i}$ denotes the $i$ th coefficient/component of the vector $\theta$. Without loss of generality the system is assumed to be scaled such that $\theta_{i} \in[0,1], i=1, . ., \ell$. Since $\theta$ does not vary with time both the transfer function

$$
G(\theta, s)=C(\theta)(s I-A(\theta))^{-1} B(\theta)+D(\theta) ; \quad s \in \mathbb{C}
$$

and the impulse response

$$
H(\theta, t)= \begin{cases}0 & ; t<0  \tag{3.3}\\ D(\theta) & ; t=0 \\ C(\theta) \cdot e^{A(\theta) t} \cdot B(\theta)+D(\theta) & ; t>0\end{cases}
$$

are well defined for all $\theta \in \Theta$. In addition, the system in (3.1) is assumed to be stable $\forall \theta \in \Theta$ in the sense that $A(\theta)$ is Hurwitz matrix for all $\theta \in \Theta$.

Let $\mathcal{T}$ be a subspace of $\mathbb{R}^{\ell}$ of dimension $r<\ell$. A projector onto $\mathcal{T}$ is a function $\Pi_{\mathcal{T}}: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{\ell}$ with the property that $\operatorname{im}\left(\Pi_{\mathcal{T}}\right)=\mathcal{T}$ and $\Pi_{\mathcal{T}}^{2}=\Pi_{\mathcal{T}}$. In particular, if $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ is a basis of $\mathcal{T}$ and $T=\left[\phi_{1}, \cdots, \phi_{r}\right] \in \mathbb{R}^{\ell \times r}$ then $\Pi_{\mathcal{T}}=T\left(T^{-1} T\right)^{-1} T^{T}$ is a matrix representation of a projector onto $\mathcal{T}$. We call $I-\Pi_{\mathcal{T}}$ the complementary projector onto $\operatorname{ker}\left(\Pi_{\mathcal{T}}\right)$. It is easily seen that $I-\Pi_{\mathcal{T}}=\Pi_{\mathcal{T} \perp}$ with $\mathcal{T}^{\perp}$ the orthogonal complement of $\mathcal{T}$ in $\mathbb{R}^{\ell}$. Thus, for any $\theta \in \mathbb{R}^{\ell}$ we have

$$
\begin{equation*}
\theta=\Pi_{\mathcal{T}} \theta+\left(I-\Pi_{\mathcal{T}}\right) \theta=\theta_{\mathcal{T}}+\theta_{\mathcal{T}^{\perp}} \tag{3.4}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\theta_{\mathcal{T}}:=\Pi_{\mathcal{T}} \theta \quad \text { and } \quad \theta_{\mathcal{T}^{\perp}}:=\left(I-\Pi_{\mathcal{T}}\right) \theta=\Pi_{\mathcal{T}^{\perp}} \theta \tag{3.5}
\end{equation*}
$$

Note that $\theta_{\mathcal{T}} \in \mathbb{R}^{\ell}$ and $\theta_{\mathcal{T} \perp} \in \mathbb{R}^{\ell}$ and that, in the basis $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ of $\mathcal{T}$ one can represent $\theta_{\mathcal{T}}$ as

$$
\begin{equation*}
\theta_{\mathcal{T}}=T\left(T^{T} T\right)^{-1} T^{T} \theta=T \theta_{r} \tag{3.6}
\end{equation*}
$$

where $\theta_{r} \in \mathbb{R}^{r}$ are the coordinates of $\theta_{\mathcal{T}}$ in the basis of $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ of $\mathcal{T}$. So, $\theta_{r}$ has dimension $r<\ell, \theta_{\mathcal{T}}$ has dimension of $\ell$. With $\theta$ decomposed as $\theta=\theta_{\mathcal{T}}+\theta_{\mathcal{T} \perp}$ any such projector defines a second system $\Sigma\left(\theta_{\mathcal{T}}\right)$ that we view as a parameterreduced system. Specifically, with $r=\operatorname{dim}(\mathcal{T})$ set

$$
\begin{equation*}
\Sigma_{r}\left(\theta_{r}\right):=\Sigma\left(\theta_{\mathcal{T}}\right)=\Sigma\left(T \theta_{r}\right) \tag{3.7}
\end{equation*}
$$

Then, $\Sigma_{r}\left(\theta_{r}\right)$ has representation

$$
\Sigma_{r}\left(\theta_{r}\right):\left\{\begin{array}{l}
\dot{x}_{r}(t)=A_{r}\left(\theta_{r}\right) x_{r}(t)+B_{r}\left(\theta_{r}\right) u(t)  \tag{3.8}\\
y_{r}(t)=C_{r}\left(\theta_{r}\right) x_{r}(t)+D_{r}\left(\theta_{r}\right) u(t)
\end{array}\right.
$$

where

$$
\begin{array}{ll}
A_{r}\left(\theta_{r}\right)=A\left(T \theta_{r}\right), & B_{r}\left(\theta_{r}\right)=B\left(T \theta_{r}\right), \\
C_{r}\left(\theta_{r}\right)=C\left(T \theta_{r}\right), & D_{r}\left(\theta_{r}\right)=D\left(T \theta_{r}\right)
\end{array}
$$

and simply observe that, because $\{A(\theta), B(\theta), C(\theta), D(\theta)\}$ are affine functions of $\theta$ (3.2), also $\left\{A_{r}\left(\theta_{r}\right), B_{r}\left(\theta_{r}\right), C_{r}\left(\theta_{r}\right), D_{r}\left(\theta_{r}\right)\right\}$ are affine functions of $\theta_{r}$ that can therefore be written as explicit expansions

$$
\begin{align*}
& A_{r}\left(\theta_{r}\right)=A\left(T \theta_{r}\right)=A_{r}^{0}+A_{r}^{1} \theta_{r}^{1}+\cdots+A_{r}^{r} \theta_{r}^{r} \\
& B_{r}\left(\theta_{r}\right)=B\left(T \theta_{r}\right)=B_{r}^{0}+B_{r}^{1} \theta_{r}^{1}+\cdots+B_{r}^{r} \theta_{r}^{r} \\
& C_{r}\left(\theta_{r}\right)=C\left(T \theta_{r}\right)=C_{r}^{0}+C_{r}^{1} \theta_{r}^{1}+\cdots+C_{r}^{r} \theta_{r}^{r} \\
& D_{r}\left(\theta_{r}\right)=D\left(T \theta_{r}\right)=D_{r}^{0}+D_{r}^{1} \theta_{r}^{1}+\cdots+D_{r}^{r} \theta_{r}^{r} \tag{3.9}
\end{align*}
$$

with $A_{r}^{0}=A_{0}, B_{r}^{0}=B_{0}, C_{r}^{0}=C_{0}, D_{r}^{0}=D_{0}$ in (3.2). Note that the number of parameters is reduced from $\ell$ in (3.2) to $r$ above in (3.9). More specifically, in the basis $\left\{\phi_{1}, \cdots, \phi_{r}\right\}$ and under the assumption that $\left\{\phi_{1}, \cdots, \phi_{r}, \phi_{r+1}, \cdots, \phi_{\ell}\right\}$ of $\mathcal{T}$ the system and $\theta_{r}^{i}$ as the $i$ th component of $\theta_{r}$, i.e.,

$$
\begin{equation*}
\theta_{r}^{i}=\left\langle\theta_{r}, e_{i}\right\rangle, \quad \text { for } e_{i} \text { the } i \text {-th unit in } \mathbb{R}^{r} \tag{3.10}
\end{equation*}
$$

here $\langle\cdot, \cdot\rangle$ denoting the inner product in $\mathbb{R}^{r}$. More specifically, if $T=\left(\phi_{1}, \cdots, \phi_{\ell}\right)$ and the collection of vectors $\left\{\phi_{1}, \ldots, \phi_{\ell}\right\}$ spans $\mathcal{T}$, then

$$
\begin{aligned}
A_{r}\left(\theta_{r}\right)=A\left(T \theta_{r}\right) & =A_{0}+A_{1}\left\langle T \theta_{r}, e_{1}\right\rangle+\ldots A_{\ell}\left\langle T \theta_{r}, e_{\ell}\right\rangle \\
& =A_{0}+A_{1}\left\langle\theta_{r}, T^{T} e_{1}\right\rangle+\ldots A_{\ell}\left\langle\theta_{r}, T^{T} e_{\ell}\right\rangle .
\end{aligned}
$$

Now, let $T_{i j}$ denote the $(i, j)$ th entry of $T(i=1, \ldots \ell, \quad j=1, \ldots r)$. Then the above expansion reads

$$
A_{0}+A_{r}^{1} \theta_{r}^{1}+\ldots+A_{r}^{r} \theta_{r}^{r}
$$

where

$$
A_{r}^{j}=A_{1} T_{1, j}+\ldots+A_{\ell} T_{\ell, j} \quad \text { for } j=1,2, \ldots, r
$$

Similarly, $B_{r}^{0}=B_{0}, C_{r}^{0}=C_{0}$ and $D_{r}^{0}=D_{0}$

$$
\begin{aligned}
B_{r}^{j} & =B_{1} T_{1, j}+\ldots+B_{\ell} T_{\ell, j} \\
C_{r}^{j} & =C_{1} T_{1, j}+\ldots+C_{\ell} T_{\ell, j} \\
D_{r}^{j} & =D_{1} T_{1, j}+\ldots+D_{\ell} T_{\ell, j}
\end{aligned}
$$

In the same way, we can obtain $B_{r}\left(\theta_{r}\right), C_{r}\left(\theta_{r}\right), D_{r}\left(\theta_{r}\right)$ as defined in (3.9).
Note that the reduced system matrices $\left\{A_{r}\left(\theta_{r}\right), B_{r}\left(\theta_{r}\right), C_{r}\left(\theta_{r}\right), D_{r}\left(\theta_{r}\right)\right\}$ have the same dimension as the matrices $\{A(\theta), B(\theta), C(\theta), D(\theta)\}$ of the original system,
but their affine expansions as function of the parameter have been reduced from a length $(\ell+1)$ expansion to a length $(r+1)$ expansion in each and every state space matrix. To evaluate the performance of the reduced system, an error system is defined as the LPV system with input $u$ and output $y-y_{r}$ with $y$ and $y_{r}$ the outputs of (3.1) and (3.8). See Figure 3.1. This system is compactly denoted as $\Sigma_{e}(\theta)=\Sigma(\theta)-\Sigma_{r}\left(\theta_{r}\right)$ where $\theta_{r}$ is defined in (3.6). As such, $\Sigma_{e}(\theta)$ is viewed as an error system in the parameter $\theta$ only. Note that if the projection space $\mathcal{T}$ is understood, the error system is affinely dependent on the parameters.


Figure 3.1: Interconnection of the reduced parameter error system, indicated by the blue area.

In the LTI setting, the error system can be evaluated by many well established and computable norms. Among these, the $H_{\infty^{-}}, H_{2^{-}}$and Hankel-norm are commonly used in model reduction. In this work, we introduce a composite error measure on the LPV system that consists of a norm over the parameter space and a system norm

$$
\begin{equation*}
\left\|\Sigma_{e}\right\|_{p_{\infty, H}}:=\max _{\theta \in \Theta}\left\|\Sigma_{e}(\theta)\right\|_{H} \tag{3.11}
\end{equation*}
$$

which evaluates the maximal Hankel-norm of the system $\Sigma(\theta)$ when ranging over the feasible parameter space, where the definition of Hankel-norm for parameterdependent systems is given in the next section. Based on what we have discussed so far, we give the problem formulation of parameter reduction for LPV systems.

Problem: Given a stable and minimal system $\Sigma(\theta)$ as defined in (3.1), find a $\mathcal{T}$ of dimension $r$ that is minimizing the righthand side of the (3.12)

$$
\begin{equation*}
\left.\left\|\Sigma_{e}\right\|_{p_{\infty, H}}=\max _{\theta \in \Theta} \| \Sigma(\theta)-\Sigma\left(\Pi_{\mathcal{T}} \theta\right)\right) \|_{H} \tag{3.12}
\end{equation*}
$$

over all subspace $\mathcal{T}$. Here $\Sigma\left(\Pi_{\mathcal{T}} \theta\right)$ denotes the parameterized reduced system that is defined in (3.7).

### 3.3 Hankel-norm reduction

It is well known that the Hankel norm of a stable LTI system can be expressed in terms of reachability and obervability Gramians [13]. We establish a similar result for LPV systems first. The Hankel operator associated with a stable LTI system $\Sigma$ is defined by

$$
\begin{align*}
\mathcal{H}: \mathcal{L}_{2}\left(\mathbb{R}_{-}, \mathbb{R}^{m}\right) \longmapsto & \mathcal{L}_{2}\left(\mathbb{R}_{+}, \mathbb{R}^{q}\right), u_{-} \longmapsto y_{+} \\
& \text {where }  \tag{3.13}\\
y_{+}(t):= & \mathcal{H}\left(u_{-}\right)(t)=\int_{-\infty}^{0} H(t-\tau) u(\tau) d \tau, \quad \text { with } \quad t \in \mathbb{R}_{+}
\end{align*}
$$

it maps the past inputs $u_{-}$into future outputs $y_{+}$. The Hankel norm of the system $\Sigma$, denoted $\|\Sigma\|_{H}$ is the $\mathcal{L}_{2}$ induced norm of $\mathcal{H}$ and is defined as

$$
\begin{equation*}
\|\mathcal{H}\|_{\mathcal{L}_{2}-\text { ind }}=\sup _{\left\|u_{-}\right\|_{2}} \frac{\left\|y_{+}\right\|_{2}}{\left\|u_{-}\right\|_{2}}=\|\Sigma\|_{H} \tag{3.14}
\end{equation*}
$$

The quantity $\|\Sigma\|_{H}$ is the Hankel norm of the system $\Sigma$ and equals the spectral norm $\|\Sigma\|_{H}=\sigma_{\max }(\mathcal{H})$. The Hankel singular values of the system $\Sigma$ are defined as the singular values of the Hankel operator $\mathcal{H}$ associated with $\Sigma$, and are given as follows

Lemma 3.1 Given a reachable, observable and stable LTI system $\Sigma$ of dimension $n$, the Hankel singular values $\sigma_{i}(\Sigma)$ are equal to the square roots of the eigenvalues of the product of $\mathcal{P Q}$

$$
\begin{equation*}
\sigma_{i}(\Sigma)=\sqrt{\lambda_{i}(\mathcal{P Q})}, i=1, \ldots, n \tag{3.15}
\end{equation*}
$$

where $\mathcal{P}$ and $\mathcal{Q}$ are the controllability Gramian and observability Gramian of $\Sigma$.

For a time-invariant LPV system, the Hankel operator is defined as

$$
\begin{align*}
& \mathcal{H}_{\theta}: \Theta \times \mathcal{L}_{2}\left(\mathbb{R}_{-}, \mathbb{R}^{m}\right) \longmapsto \\
& \text { where }  \tag{3.16}\\
& \mathcal{L}_{2}\left(\mathbb{R}_{+}, \mathbb{R}^{q}\right),\left(\theta, u_{-}\right) \longmapsto y_{+} \\
& \mathcal{H}_{\theta}\left(\theta, u_{-}\right)(t)=\int_{-\infty}^{0} H(\theta, t-\tau) u(\tau) d \tau, \quad \text { with } \quad t \in \mathbb{R}_{+} \quad \text { and } \quad \theta \in \Theta,
\end{align*}
$$

it maps the past inputs and parameters into future outputs. It follows that the $\mathcal{L}_{2}$-induced norm of $\mathcal{H}_{\theta}$ is now parameter dependent. Since $\Sigma(\theta)$ is assumed to be stable $\forall \theta \in \Theta$, the Hankel norm of $\Sigma(\theta)$ can be expressed as

$$
\begin{equation*}
\|\Sigma(\theta)\|_{H}=\sigma_{\max }\left(\mathcal{H}_{\theta}\right)=\sqrt{\lambda_{\max }(\mathcal{P}(\theta) \mathcal{Q}(\theta))} \quad \text { with } \theta \in \Theta \tag{3.17}
\end{equation*}
$$

where $\mathcal{P}(\theta), \mathcal{Q}(\theta)$ are the reachability and observability Gramians, defined as the
unique solutions of the parametrized Lyapunov equations

$$
\begin{align*}
& A(\theta) \mathcal{P}(\theta)+\mathcal{P}(\theta) A^{T}(\theta)+B(\theta) B^{T}(\theta)=0  \tag{3.18}\\
& A(\theta)^{T} \mathcal{Q}(\theta)+\mathcal{Q}(\theta) A(\theta)+C(\theta)^{T} C(\theta)=0 \tag{3.19}
\end{align*}
$$

Finding an exact solution to the Lyapunov equation for the whole parameter space is not trivial and often computationally intractable. In the literature, a static Gramian [148] is proposed which often suffices, but leads to conservative solutions. For parameter dimension reductions, the parameter dependent Gramian is necessary as they express changes in the system due to parameter variations.
The following result shows that a relaxation of (3.18) to an inequality naturally leads to an upper bound on $\mathcal{P}(\theta)$ and $\mathcal{Q}(\theta)$ for all $\theta$. Subsequently, an upper bound of the Hankel norm (3.17) is derived.

Theorem 3.2 Consider an LPV system (3.1) that is stable, reachable and observable for all $\theta \in \Theta$. There exist unique solutions $\mathcal{P}(\theta)=\mathcal{P}^{T}(\theta) \succeq 0, \mathcal{Q}(\theta)=\mathcal{Q}^{T}(\theta) \succeq 0$ which satisfies (3.18) and (3.19). Furthermore, there exists $P(\theta)=P^{T}(\theta) \succeq 0$ and $Q(\theta)=Q^{T}(\theta) \succeq 0$ which satisfy

$$
\begin{align*}
& A(\theta) P(\theta)+P(\theta) A^{T}(\theta)+B(\theta) B^{T}(\theta) \preceq 0 .  \tag{3.20}\\
& A(\theta)^{T} Q(\theta)+Q(\theta) A(\theta)+C(\theta)^{T} C(\theta) \preceq 0 . \tag{3.21}
\end{align*}
$$

for all $\theta \in \Theta$. All solutions $\{P(\theta), Q(\theta)\}$ upper bound $\{\mathcal{P}(\theta), \mathcal{Q}(\theta)\}$ in the sense that $P(\theta) \succeq \mathcal{P}(\theta) \succeq 0$ and $Q(\theta) \succeq \mathcal{Q}(\theta) \succeq 0$. Moreover, the Hankel norm of $\Sigma(\theta)$ is upper bounded by

$$
\begin{align*}
\|\Sigma(\theta)\|_{H} & =\sqrt{\lambda_{\max }(\mathcal{P}(\theta) \mathcal{Q}(\theta))} \\
& \leq \sqrt{\lambda_{\max }(P(\theta) Q(\theta))} \tag{3.22}
\end{align*}
$$

The proof of the Lyapunov inequality in (3.20) and (3.21) is given in Appendix 3.A and the proof of Hankel Singular value in (3.22) is given in Appendix 3.B. Note that solutions of (3.20) and (3.21) are not unique.
For every sample point of $\theta \in \Theta$, there is one solution of (3.18) and (3.19). Therefore, it is of interest to find an upper bound of such solutions for $P(\theta)$ and $Q(\theta), \theta \in$ $\Theta$. Particularly, we are interested in an upper bound with affine structure.

Theorem 3.3 Consider an LPV system defined by (3.1) that is stable, reachable and observable for all $\theta \in \Theta$. Suppose that the parameter space is a compact set: $\Theta=$ $\operatorname{Co}\left\{w_{1}, \ldots, w_{k}\right\}$. Then, for $\mathcal{P}(\theta)$ which satisfies (3.18) there exists an affine function $f: \Theta \rightarrow \mathbb{R}^{n \times n}$ such that

$$
\begin{equation*}
f(\theta) \succeq \mathcal{P}(\theta) \text { for all } \theta \in \Theta \tag{3.23}
\end{equation*}
$$

This theorem can be proved by making use of the convexity of affine functions $f(\theta)$ with convex hull of $\theta \in \Theta$. The proof of the upper bound affine function for observability Gramian is given in Appendix 3.C. In the same manner, the upper bound affine function for controllability Gramian can be obtained.

## 3.3.a Parameter reduction using Hankel-norm approximation

The main ingredients of parameter reduction for LPV systems are to construct an upper bounded Hankel norm defined in Theorem 3.2 which satisfies the affine form in Theorem 3.3, and then to find a reduced model with the least error for the given reduced parameter space.

We start with constructing a proper affine upper bounding controllability Gramian

$$
P(\theta)=P_{0}+P_{1} \theta_{1}+\cdots+P_{\ell} \theta_{\ell},
$$

here each $P_{i}$ is the solution of (3.20) for the $\Sigma(\theta)$ in (3.2) where all parameters $\theta_{j}$ accept for $\theta_{i}$ are zero $\theta_{j}=0, j \neq i$. Notice that the $P_{0}$ is the solution of (3.20) for the that all parameters are equal to zero $\theta=0$. In such a way, the upper bounding Gramian with affine format is obtained. In the same manner, the affine upper bounding observability Gramian

$$
Q(\theta)=Q_{0}+Q_{1} \theta_{1}+\cdots+Q_{\ell} \theta_{\ell},
$$

$Q(\theta)$ satisfies (3.21). With these affine forms, the Gramian can be rewritten as

$$
\begin{align*}
P(\theta) Q(\theta) & =\bar{\theta}^{T} K \bar{\theta} \\
& =\underbrace{\left[\begin{array}{c}
\theta_{1} I_{n} \\
\vdots \\
\theta_{\ell} I_{n} \\
I_{n}
\end{array}\right]}_{\bar{\theta}^{T}} \underbrace{\left[\begin{array}{cc|c}
K_{11} & K_{12} \\
\hline K_{21} & K_{22}
\end{array}\right]}_{K} \underbrace{\left[\begin{array}{c}
\theta_{1} I_{n} \\
\vdots \\
\theta_{\ell} I_{n} \\
I_{n}
\end{array}\right]}_{\bar{\theta}} \tag{3.24}
\end{align*}
$$

where $I_{n}$ denotes identity matrix with dimension of $n \times n$. The $K_{12} \in \mathbb{R}^{(\ell \cdot n) \times n}, K_{21} \in$ $\mathbb{R}^{n \times(n \cdot \ell)}$ and $K_{22}$ a matrix with $n \times n$. Note that $K_{22}$ is the a constant matrix. $K_{12}$ and $K_{21}$ are the matrices that denote the linear term of $\theta$. And $K_{11} \in \mathbb{R}^{(\ell \cdot n) \times(n \cdot \ell)}$ represents all quadratic terms of $\theta$.

With the upper bounding Gramian proposed in (3.24), the system norm defined in (3.11) for the full-order LPV system $\Sigma(\theta)(3.1)$ satisfies

$$
\begin{align*}
\|\Sigma(\theta)\|_{p_{\infty}, H}^{2}: & =\max _{\theta \in \Theta}\|\Sigma(\theta)\|_{H}^{2} \\
& =\max _{\theta \in \Theta} \lambda_{\max }(\mathcal{P}(\theta) \mathcal{Q}(\theta)) \\
& \leq \max _{\theta \in \Theta} \lambda_{\max }(P(\theta) Q(\theta)) \\
& =\max _{\theta \in \Theta} \lambda_{\max }\left(\bar{\theta}^{T} K \bar{\theta}\right) \tag{3.25}
\end{align*}
$$

In the same manner, the system norm for reduced-order LPV system $\Sigma_{r}\left(\theta_{r}\right)$ also
satisfies the following inequalities:

$$
\begin{align*}
\left\|\Sigma_{r}\left(\theta_{r}\right)\right\|_{p_{\infty}, H}^{2}=\left\|\Sigma\left(\theta_{\mathcal{T}}\right)\right\|_{p_{\infty}, H}^{2} & =\left\|\Sigma\left(T \theta_{r}\right)\right\|_{p_{\infty}, H}^{2} \\
& =\max _{\theta_{r} \in \Pi_{\mathcal{T}} \Theta} \lambda_{\max }\left(\mathcal{P}\left(T \theta_{r}\right) \mathcal{Q}\left(T \theta_{r}\right)\right) \\
& \leq \max _{\theta_{r} \in \Pi_{\mathcal{T}} \Theta} \lambda_{\max }\left(P\left(T \theta_{r}\right) Q\left(T \theta_{r}\right)\right) \\
& =\max _{\theta_{\mathcal{T}} \in \Theta} \lambda_{\max }\left(\bar{\theta}_{\mathcal{T}}^{T} K \bar{\theta}_{\mathcal{T}}\right) \tag{3.26}
\end{align*}
$$

here $\bar{\theta}_{\mathcal{T}}=\operatorname{col}\left(\theta_{\mathcal{T}}, 1\right)$ and $\theta_{\mathcal{T}}=\Pi_{\mathcal{T}} \theta=T \theta_{r}$ denotes the reduced parameter space as defined in (3.5).

As defined in (3.12), the $\|\cdot\|_{p_{\infty}, H}$ system norm of the error system between the full-order LPV system $\Sigma(\theta)$ and the reduced-order LPV system $\Sigma_{r}\left(\theta_{r}\right)$ reads

$$
\begin{align*}
\left\|\Sigma_{e}(\theta)\right\|_{p_{\infty}, H}^{2} & =\left\|\Sigma(\theta)-\Sigma_{r}\left(\theta_{r}\right)\right\|_{p_{\infty}, H}^{2} \\
& =\max _{\theta \in \Theta}\left\|\Sigma(\theta)-\Sigma\left(\theta_{\mathcal{T}}\right)\right\|_{H}^{2} \tag{3.27}
\end{align*}
$$

Notice that the error system is not equal to the difference between their individual norms in (3.25) and (3.26). Instead of finding the exact solution of (3.27), we find it of particular interest to find the upper bound of the error system. With the affine upper bounding Gramian proposed in (3.24) and a given $\mathcal{T}$, we can obtain the following

$$
\begin{equation*}
\left\|\Sigma_{e}(\theta)\right\|_{p \infty, H}^{2} \leq \max _{\theta \in \Theta} \lambda_{\max }\left(\bar{\theta}^{T} K \bar{\theta}-\bar{\theta}_{\mathcal{T}}^{T} K \bar{\theta}_{\mathcal{T}}\right) \tag{3.28}
\end{equation*}
$$

Once the upper bounded error system norm is given in (3.28), the problem stated in (3.12) can be reformulated as finding

$$
\begin{array}{lll}
\min _{\mathcal{T}} & \max _{\theta, \theta_{r} \in \Theta} \lambda_{\max }\left(\bar{\theta}^{T} K \bar{\theta}-\bar{\theta}_{\mathcal{T}}^{T} K \bar{\theta}_{\mathcal{T}}\right) & \\
\text { s.t } & \bar{\theta}^{T} K \bar{\theta}=P(\theta) Q(\theta), & \bar{\theta}_{\mathcal{T}}^{T} K \bar{\theta}_{\mathcal{T}}=P\left(T \theta_{r}\right) Q\left(T \theta_{r}\right) \\
& P(\theta)=P_{0}+P_{1} \theta_{1}+\cdots+P_{\ell} \theta_{\ell}, & P\left(T \theta_{r}\right)=P_{0}+P_{r}^{1} \theta_{r}^{1}+\cdots+P_{r}^{\ell} \theta_{r}^{\ell} \\
& Q(\theta)=Q_{0}+Q_{1} \theta_{1}+\cdots+Q_{\ell} \theta_{\ell}, & Q\left(T \theta_{r}\right)=Q_{0}+Q_{r}^{1} \theta_{r}^{1}+\cdots+Q_{r}^{\ell} \theta_{r}^{\ell} \tag{3.29}
\end{array}
$$

This formulation is used to express the loss in Hankel-norm in quadratic form. Minimising the loss over all parameters gives a min-max optimisation as

$$
\begin{equation*}
\min _{\mathcal{T}} \max _{\theta, \theta_{r} \in \Theta}\left\|\left(\bar{\theta}-\bar{\theta}_{\mathcal{T}}\right)^{T} K\left(\bar{\theta}-\bar{\theta}_{\mathcal{T}}\right)\right\|_{2}^{2} \tag{3.30}
\end{equation*}
$$

for a given reduced parameter space $\mathcal{T}$ with $\operatorname{dim}(\mathcal{T})=r$. Remark that the explicit expression of $P\left(T \theta_{r}\right), Q\left(T \theta_{r}\right)$ is given and it is $T$ dependent. For solving the above min - max optimization problem, the first step is to find an upper bound $P(\theta), Q(\theta)$ that satisfies Theorem 3.2 and Theorem 3.3. Finding a solution to the Lyapunov inequality in (3.20) and (3.21) is done using linear matrix inequalities (LMIs). The second step is to construct a $T$ which minimizes the error between the original system and the reduced one. Specifically, with a given order $r$, we
build the projection matrix $T=\left[\phi_{1}, \cdots, \phi_{r}\right]$ in column-wise fashion. The above discussion is briefly summarized in Algorithm 1.

```
Algorithm 1 : Parameter reduction for affine LPV systems
    : Construct parameter affine dependent upper bounds \(P(\theta), Q(\theta)\) that satisfy
    Theorem 3.2 and Theorem 3.3.
    Build the projection matrix \(v_{r}\) by solving (3.29) for a given \(r\),
    Orthonormalize \(v_{r}\) (e.g., Modified Gram-Schmidt method) such that \(v_{r}^{T} v_{r}=\)
    \(I_{r}\).
    Assign \(T \leftarrow v_{r}\).
    Return \(T\)
```

Notice that the orthonormalization procedure in Step 3 is to obtain a better numerically stable projection matrix, which is not required in the theorem developed in (3.29).

## 3.3.b Approximation error and sensitivity analysis

In LTI approximation the loss function is related to the energy of the error system since the Hankel singular values are a measure of energy in each state respectively. For the proposed method, the interpretation is more nuanced as the affine Gramian constitutes an upper bound on the actual Gramians. If this upper bound is tight, the loss function is a good indication of the error. The tightness of this upper bound is heavily dependent on the system, and determining the tightness is not trivial. Inspired by Adamjan-Arov-Krein (AAK) theorem, we provide a relative $p_{\infty, \infty}$-error which asses the approximation error

$$
\begin{equation*}
\frac{\left\|\Sigma(\theta)-\Sigma_{r}\left(\theta_{r}\right)\right\|_{p_{\infty, \infty}}}{\|\Sigma(\theta)\|_{p_{\infty, \infty}}} . \tag{3.31}
\end{equation*}
$$

Here $\|\cdot\| p_{\infty, \infty}$ is defined as

$$
\begin{equation*}
\left\|\Sigma_{e}(\theta)\right\|_{p_{\infty}, \infty}:=\max _{\theta \in \Theta}\left\|\Sigma_{e}(\theta)\right\|_{H_{\infty}} \tag{3.32}
\end{equation*}
$$

which evaluates the $H_{\infty}$-norm of the system $\Sigma(\theta)$ when varying over the feasible parameter space.

In literature, another commonly used method to evaluate the parametric importance of the LPV systems is sensitivity analysis [158]: the derivative towards the parameters is used to find parameter directions in which the output is most sensitive to changes. In the frequency domain it is expressed as the transfer-sensitivity covariance matrix (TSCM) П

$$
\Pi=\left[\begin{array}{ccc}
\Pi_{1,1} & \cdots & \Pi_{1, \ell}  \tag{3.33}\\
\vdots & \ddots & \vdots \\
\Pi_{\ell, 1} & \cdots & \Pi_{\ell, \ell}
\end{array}\right]
$$

of which the elements are defined as

$$
\begin{equation*}
\Pi_{i j}:=\left\|\frac{d}{d \theta_{i}} H(\theta, s)^{T} \cdot \frac{d}{d \theta_{j}} H(\theta, s)\right\|_{p_{\infty, \infty}} \tag{3.34}
\end{equation*}
$$

where $H(\theta, s)$ is a parameter-dependent transfer function of the system. The resulting TSCM is a positive definitive matrix with a dimension of $\ell \times \ell$.
By taking the SVD of this matrix, $\Pi=U S U^{*}$, the parameter transformation matrix

$$
T=\left[u_{1}, \cdots, u_{r}\right]
$$

and $\mathcal{T}=\operatorname{im}(T)$ is found. This transformation orders the parameter directions in terms of transfer sensitivity covariance and is orthonormal, constituting a valid transformation as defined in (3.6).

### 3.4 Simulation results

To illustrate these methods of parameter reduction through sensitivity analysis and Hankel-norm approximation, two examples systems are used. The first system is an illustrated LPV system and the second a real thermal system.

## 3.4.a illustrative example

Consider an affine LPV system

$$
\begin{align*}
& \dot{x}=A_{0} x+B_{0} u+\sum_{i=1}^{5}\left(A_{i} \theta_{i} x+B_{i} \theta_{i} u\right)  \tag{3.35a}\\
& y=C_{0} x+D_{0} u+\sum_{i=1}^{5}\left(C_{i} \theta_{i} x+D_{i} \theta_{i} u\right) \tag{3.35b}
\end{align*}
$$

where $\theta_{i} \in[0,1]$ with $i=1, \cdots, 5$ and $u(t) \in \mathbb{R}^{2}, y(t) \in \mathbb{R}^{2}$ and $x(t) \in \mathbb{R}^{45}$. To ensure stability all $A_{i} \prec 0$. For this system Hankel-norm and TSCM approximations are determined. As a comparison subsystem Hankel-norm approximation is used where reduction is based on singular values of the actual Hankel norm associated with the remaining parameter space.
In Figure 3.2 the output evolution which consists of the transient response and the steady-state response is shown for an input $u(t)=\left[u_{1}(t) ; u_{2}(t)\right], u_{1}(t)=1$ and $u_{2}(t)=2$ for $t=[0,25]$ and $u(t)=0$ otherwise. The parameter space is defined as $\theta \in \Theta, \Theta=[0,1]$ and a random parameter realization for $\theta_{i}, i=1, \cdots, 5$ is chosen for both reduction methods.

To illustrate the accuracy of the reduced models, the errors are shown in Figure 3.3. For $t=[0,25]$, both figures show a tendency that the more parameters are
preserved, the smaller the error is between the reduced and the original model. For $t>25[s]$, all reduced models with $r=1, \ldots, 4$ converge to zero and therefore show a stable system (which was to be expected).

The output of the system changes with a different parameter realization, and therefore Figure 3.4 shows the relative $p_{\infty, \infty}$ error defined in (3.31) of the reductions to be non-increasing with growing parameter order for both methods. It also shows that for this example, the sensitivity analysis outperforms the Gramian based method.





$$
r=0 \longrightarrow r=1 \longleftarrow r=3 \longrightarrow \quad r=4 \longrightarrow
$$

Figure 3.2: System evolution of the illustrated LPV system defined in (3.35) with a random parameter realization. Both plots show the outputs $y_{1}, y_{2}$ of the original model and the outputs of the reduced model generated from the proposed Hankel-norm method (left side) and the sensitivity analysis method (right side) with different reduced parameter space of a dimension of $r=1, \cdots, 4$.

## 3.4.b Thermal simulation

The second system is a thermal simulation consisting of five coupled metal blocks, all having parameter dependent heat capacity. Using COMSOL Multiphysics the


Figure 3.3: Output error $\left[y_{1}(t)-y_{1, r}(t), y_{2}(t)-y_{2, r}(t)\right]$ of the randomized LPV system with different reduced parameter space of a dimension of $r=1, \cdots, 4$ for the proposed Hankel-norm approximation method and the sensitivity analysis method.


Figure 3.4: Relative $p_{\infty, \infty}$ error defined in (3.31) of the randomized LPV system for the reduced model generated via the Hankel-norm approximation method, and the sensitivity analysis method with different reduced order $r=1, \cdots, 4$.
system is generated with the following structure.

$$
\begin{align*}
& \dot{x}=\left(A_{0} x+\sum_{i=1}^{5} A_{i} \theta_{i} x\right)+B u  \tag{3.36a}\\
& y=C_{0} x \tag{3.36b}
\end{align*}
$$

Where $u \in \mathbb{R}^{2}, y \in \mathbb{R}^{2}$ and $x \in \mathbb{R}^{45}$. The inputs and outputs represent heat power in $[W]$ and temperature $[K]$ respectively. Here the parameter $\theta_{i}, i=1, \cdots, 5$ represents the conductivity coefficient for 5 metal blocks. In Figure 3.5 an illustration of the system is shown.


Figure 3.5: Thermal model with five different material blocks. Orange and pink are heat inputs. Purple and blue are outputs.

To evaluate the error of the reduced model, a simulation is performed with constant power from $u(t)=\left[u_{1}(t) ; u_{2}(t)\right], u_{1}(t)=50[W]$ and $u_{2}(t)=45[W]$ for $t \in[0250]$ and $u(t)=[0 ; 0]$ afterwards. Here all parameters are normalized and the values are $\left[\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, \theta_{5}\right]=[0.11,0.26,0.23,0.21,0.24]$. For different reduced parameter space, the error between the reduced model and full order model is shown in Figure 3.6. Clearly the non-parametric model $r=0$ performs the worst showing that the nominal model is not a good approximation of the system. The best performing model is the $r=4$ model as the error is almost zero. This result shows the performance with respect to a specific parameter space. Therefore, a global error bound is used to infer conclusions on performance. In Figure 3.7 the relative $p_{\infty, \infty}$ error is plotted for different reduction orders. This figure illustrates that reducing the system using sensitivity analysis is comparable to reduction in subsystem using Hankel-norm. It is also clear that approximation in the $p_{\infty, H}$ norm using transformation optimization yields improved results for $r<4$. For approximation of $r=4$ the Hankel-norm optimization method performs worse in
$p_{\infty}, \infty$ error. This is due to a combination of issues, the non-convex optimization (3.29) and the error introduced in finding the upper bound of the affine Gramian (3.23).


Figure 3.6: Simulation error of the thermal system for different parameter orders at a selected parameter in the parameter space.

For both systems computation of the Gramian takes in the order of approximately 1000 seconds (with a dual core PC and using YALMIP [111]). Because the optimization in (3.29) has not shown to be convex, it is using different initial condition to find a close approximation of the Hankel singular values. Due to this non-convexity, the resulting transformation matrix does not guarantee the global optimal approximation.

### 3.5 Conclusion

In this chapter, two methods for parameter reduction have been given for timeinvariant LPV systems. The first method approximates the system using the Hankelnorm over the parameter space. The second method uses singular value decomposition on the covariance matrix. A system norm analysis of the performance of these methods has been presented in the chapter together with simulation results. It can be concluded that both methods, though substantially different, are computationally feasible and provide good approximations over the parameter space.


Figure 3.7: Relative $p_{\infty}, \infty$ error of the thermal system for different parameter orders and different reduction methods.

The proposed methods are not limited to be only used for simplifying the complexity of parameters, but can also be integrated with state reduction problems, as joint state and parameter space reduction problems.

## 3.A Proof of upper bound of the Lyapunov function

Consider a stable LTI system with stable matrix $A$. Lyapunov equation theorem shows that there is a unique solution $P \succ 0$ to

$$
\begin{equation*}
A \mathcal{P}+\mathcal{P} A^{T}+Q=0 \tag{3.37}
\end{equation*}
$$

where $Q=B B^{T} \succ 0$. The same system admits a solution space $P \in \tilde{\mathcal{P}}$, being all solutions that satisfy

$$
\begin{equation*}
A P+P A^{T}+Q \preceq 0 \tag{3.38}
\end{equation*}
$$

The equality can be rewritten and substituted into the inequality to give

$$
\begin{equation*}
A(P-\mathcal{P})+(P-\mathcal{P}) A^{T} \preceq 0 \tag{3.39}
\end{equation*}
$$

From Lyapunov equation theorem and stable $A$, we have $P-\mathcal{P} \succeq 0$ as the solution of the above inequality. Extending to stable, observable and reachable timeinvariant LPV systems, it suffices to show that for every $\theta \in \Theta$ a solution can be found to the Lyapunov (in)equality concluding the proof.

## 3.B Proof of the upper bound of Hankel-singular values

From [34] we take two properties of eigenvalue arithmetic of symmetric matrices $A, B \in \mathbb{R}^{n_{x} \times n_{x}}$,

$$
\begin{align*}
\lambda_{i}(A+B) & \geq 0 \text { if } \lambda_{i}(A) \geq 0 \text { and } \lambda_{i}(B) \geq 0 \\
\lambda_{i}(A B) & \geq 0 \text { if } \lambda_{i}(A) \geq 0 \text { and } \lambda_{i}(B) \geq 0 \tag{3.40}
\end{align*}
$$

for $i=1, \ldots, n$. For clarity we drop $\theta$, and define a function $F$ below:

$$
\begin{equation*}
F:=P Q-\mathcal{P} \mathcal{Q}=(P-\mathcal{P})(Q-\mathcal{Q})+\mathcal{P}(Q-\mathcal{Q})+(P-\mathcal{P}) \mathcal{Q} . \tag{3.41}
\end{equation*}
$$

Given $P(\theta) \succeq \mathcal{P}(\theta) \succ 0$ and $Q(\theta) \succeq \mathcal{Q}(\theta) \succ 0$, applying properties (3.40) and Theorem 1 to (3.41) yields $\lambda_{i}(F) \geq 0, i=1, \ldots, n$. With the properties of Hankel matrix $P Q=Q^{\frac{1}{2}} P Q^{\frac{1}{2}}$, for the symmetric $F=\left(Q^{1 / 2} P Q^{1 / 2}-\mathcal{Q}^{1 / 2} P \mathcal{Q}^{1 / 2}\right)=F^{T}$ it is proven. Therefore, $P Q \succeq \mathcal{P Q}$ is concluded. Next consider the eigenvector $x_{1}$ associated to the largest eigenvalue of $\mathcal{P Q}$. Then the following holds

$$
\begin{equation*}
x_{1}^{T} \mathcal{P} \mathcal{Q} x_{1} \leq x_{1}^{T}(P Q) x_{1} \Rightarrow \lambda_{1}(\mathcal{P} \mathcal{Q}) \leq \frac{x_{1}^{T}(P Q) x_{1}}{\left\|x_{1}\right\|_{2}^{2}} \tag{3.42}
\end{equation*}
$$

By the definition of eigenvalue decomposition, we have

$$
\begin{equation*}
\frac{x_{1}^{T}(P Q) x_{1}}{\left\|x_{1}\right\|_{2}^{2}} \leq \sup _{y_{1}} \frac{y_{1}^{T}(P Q) y_{1}}{\left\|y_{1}\right\|_{2}^{2}}=\lambda_{\max }(P Q) \tag{3.43}
\end{equation*}
$$

here $y_{1}$ is the eigenvector associated to the largest eigenvalue of $P Q$. Thus, the $\lambda_{\max }(\mathcal{P Q}) \leq \lambda_{\max }(P Q)$ is proved.

## 3.C Proof of upper bound with affine function $f(\theta)$

Proof: Since $f$ is assumed to be affine in the parameter $\theta$, it takes the form

$$
f(\theta)=P_{0}+P_{1} \theta_{1}+\cdots+P_{\ell} \theta_{\ell}
$$

For suitable matrices $P_{0}, \ldots, P_{\ell}$. Given $\mathcal{P}$ satisfying (3.18), define

$$
P_{i}:=\sup _{\theta_{i}, \theta \in \Theta}\left(\mathcal{P}\left(\theta_{i}\right)\right) .
$$

Then since $\Theta$ is compact there exits $\theta_{i}$ assuming the supremum in the sense that $P_{i}=\max \left(\mathcal{P}\left(\theta_{i}\right)\right), i=0, \cdots, \ell$. With the definition of $f$, we achieve that

$$
f(\theta)=P_{0}+P_{1} \theta_{1}+\cdots+P_{\ell} \theta_{\ell} \geq P_{0}+\theta_{1} \mathcal{P}\left(\theta_{1}\right)+\cdots+\theta_{\ell} \mathcal{P}\left(\theta_{\ell}\right)=\mathcal{P}(\theta)
$$

which yields the result. Thus, Theorem 3.3 is proved.

## 4

# Parameter calibration using adaptive parameterized model reduction 

This chapter extends the parameterized model order reduction technique to the parameter calibration problem using measurement data. We prove the equivalent Hermite interpolation condition between the calibration problem using the full-order parameter-dependent model and the parameterized reduced-order model. We propose an adaptive algorithm that iteratively updates parameter expansion points while minimizing the calibration error based on this equivalent condition. Numerical experiments of a real-world application show that the proposed algorithm well preserves the fidelity of the full-order parameter-dependent model for the parameter calibration problem.

### 4.1 Introduction

Many applications in engineering and applied sciences are fully dedicated to the question how to make adjustments to a system so as to improve its functionality or performance in a well defined sense. The development of efficient algorithms for automated performance enhancement is of evident interest in areas such as machine learning, design optimization, controller synthesis, statistical learning and system automation, and in questions related to calibration and parameter identification. Typically, these algorithms act on sample data and create or adjust mathematical models to make predictions or decisions on the system by considering the mismatch between model and data. Many of these techniques amount to
adjusting dedicated physical parameters in the model and/or the physical system on the basis of an optimization criterion that reflects this mismatch.
A few fundamental problems in this line of research can be identified. First, although the rigorous or governing models are numerically accessible, the physical parameters that are subject to adaptation may be fully or partially inaccessible. Second, the validated operating range of the model is generally limited and does not cover the full range of parameter values that is of potential interest. Third, the numerical analysis that is performed on a single parameter vector may be computationally expensive, in which case the gathering of insight in parametric changes is numerically demanding or computationally prohibitive.
Models that involve the discretization of partial differential equations are especially demanding in this context. Their complexity increases dramatically with the number of parameters, while increasing demands on accuracy translate into large scale computer models as a result of finer granularities of time and space. One possible solution for this problem amounts to using model order reduction (MOR) techniques in which the original large-scale model is substituted by a low-order simplified model with sufficient accuracy. Model order reduction techniques have led to many successful applications including VLSI simulation by [84], MEMS design by [130] and thermal designs [113]. A drawback of many MOR techniques for parameterized systems is the need to repeat the reduction procedure for each choice of parameters. The need for parametrized model order reduction (pMOR) was therefore introduced in [53]. In comparison to non-parameterised MOR, pMOR methods ideally preserve the character and physical structure of parameters over a given parameter range in the reduced model.
By reducing the complexity of a large-scale model via MOR/pMOR, one can alternatively find the best parameters of a large-scale model by minimizing an error between a reduced order parametric model and data. This requires the construction of fully parameterized reduced order models instead of reducing the models that are obtained by querying the parameter space. That is, the reduction of queried parametrized models is much less attractive than the querying of reduced order parametric models.
Various approaches have been reported in the recent past. In [120, 3], a component mode synthesis was applied for optimal design which only captures the stationary properties of the system. Non-parametrzed MOR methods were introduced by [91]. Surprisingly, we also find this theme in biological problems [124] and economic problems suggested by [45]. The reduced order models show an efficient alternative to solve an estimation problem for a large-scale system. However, the proper orthogonal decomposition (POD) method used in both of these papers limits the validity of the reduced model when considering larger ranges of the input space. The authors of [176] proposed a general framework for design optimization using a simplified model generated by MOR method or pMOR method. The focus of this work is on maximizing the performance of the optimization step. However, in both frameworks the construction of the reduced order model is carried out independent of the optimization step. Consequently, this strategy does not impose guarantees on performance of the optimization problem by using the reduced order model. The existing literature to combine the model approxima-
tion method and the parameter optimization/estimation typically does not take the optimization criterion into account in the model reduction step.

The purpose of this chapter is to develop a model reduction strategy for parametrized models in which the cost function of the model misfit is defined in such a way that optimal parameters that minimize the difference between an observed model and the reduced model, explicitly preserves the parameters and a relevant range of frequency responses of the system. We propose a reduction method which guarantees a well-defined equivalence between the objective function using the reduced order model and the full order model. By evaluating the firstorder derivatives of the optimization function with respect to the parameters, the proposed method is better geared towards finding optimal parameter values. The present chapter is an extension of our earlier work in [113].

The remainder of the chapter is structured as follows. In Section 4.2 we formalize the problem. In Section 4.3, the equivalence of the original problem and the simplified problem is derived. In Section 4.4, we present the proposed method to solve the optimization problem. Numerical examples are shown in Section 4.5. Conclusions are given in Section 4.6.

### 4.2 Problem formulation

In this chapter, we focus on models in the class of linear time-invariant systems that are parameterized in terms of parameter vectors $\theta$ that are assumed to be time-independent and reside in a parameter set $\Theta \subset \mathbb{R}^{\ell}$. The transfer function $\mathcal{H}$ of a large-scale system with $m$ inputs and $q$ outputs is assumed to be given and its frequency response at parameter $\theta \in \Theta$ is given by the mapping $s \mapsto \mathcal{H}(\theta, s)$ where $s \in \mathbb{C}$ and $\mathcal{H}(\theta, s) \in \mathbb{C}^{q \times m}$. For simplicity, we start from a single-input single-output (SISO) system $q=m=1$.

Objective function. The objective function of interest is a quadratic form of the error function, the difference between the frequency response of $\mathcal{H}$ and the frequency measurement data $\mathcal{H}^{\text {obs }}(s)$. Note that the measurement data can be parameter independent $\mathcal{H}^{\mathrm{obs}}$ or parameter dependent $\mathcal{H}^{\mathrm{obs}}(\theta)^{1}$. In this chapter, we focus on the parameter independent measurement $\mathcal{H}^{\text {obs }}$. Then, the error function is defined as

$$
\begin{equation*}
e(\theta, s)=\mathcal{H}(\theta, s)-\mathcal{H}^{o b s}(s) . \tag{4.1}
\end{equation*}
$$

For a frequency point $s_{i} \in \mathbb{C}$ belonging to a given set $S$ of frequency points $\mathcal{S}:=$ $\left\{s_{1}, \ldots, s_{k}\right\} \subset \mathbb{C}$, we define the matrices

$$
\mathbb{H}(\theta)=\operatorname{vec}\left(\mathcal{H}\left(\theta, s_{i}\right) \mid s_{i} \in \mathcal{S}\right):=\left[\begin{array}{c}
\mathcal{H}\left(\theta, s_{1}\right) \\
\vdots \\
\mathcal{H}\left(\theta, s_{k}\right)
\end{array}\right]
$$

[^0]and
\[

\mathbb{H}^{\mathrm{obs}}=\operatorname{vec}\left(\mathcal{H}^{\mathrm{obs}}\left(s_{i}\right) \mid s_{i} \in \mathcal{S}\right):=\left[$$
\begin{array}{c}
\mathcal{H}^{\mathrm{obs}}\left(s_{1}\right) \\
\vdots \\
\mathcal{H}^{\mathrm{obs}}\left(s_{k}\right)
\end{array}
$$\right]
\]

Here we vectorize the error expression (4.1) as:

$$
\begin{align*}
\mathbb{E}(\theta)=\operatorname{vec}\left(e\left(\theta, s_{i}\right) \mid s_{i} \in \mathcal{S}\right) & =\operatorname{vec}\left(\mathcal{H}\left(\theta, s_{i}\right)-\mathcal{H}^{\mathrm{obs}}\left(s_{i}\right) \mid s_{i} \in \mathcal{S}\right) \\
& =\mathbb{H}(\theta)-\mathbb{H}^{o b s} \tag{4.2}
\end{align*}
$$

With $\mathcal{S}$ a fixed and finite set of sampled frequencies, we define the objective function as

$$
\begin{equation*}
V(\theta)=\frac{1}{2} \mathbb{E}(\theta)^{*} P \mathbb{E}(\theta) \quad \text { with } \quad P \succeq 0 \tag{4.3}
\end{equation*}
$$

where $P$ of dimension $k \times k$ is a weighting matrix that represents the covariance matrix of noise sequence that is supposed to act on the measured data, or is a matrix that allows to weight different frequency points differently. If necessary, a-priori information can be incorporated in the objective function (4.3) by introducing non-uniform weighting in the frequency points. Here $(\cdot)^{*}$ denotes the conjugate transpose. This formulation of objective function in (4.3) also can be incorporated for multi-input multi-output (MIMO) systems via vectorizing both frequencies and entries of the MIMO transfer functions. The Jacobian of $V(\theta)$ with respect to the parameters $\theta$ is

$$
\begin{align*}
\nabla_{\theta} V(\theta) & =\frac{1}{2}\left(\nabla_{\theta} \mathbb{E}(\theta)\right)^{*} P \mathbb{E}(\theta)+\frac{1}{2} \mathbb{E}(\theta)^{*} P\left(\nabla_{\theta} \mathbb{E}(\theta)^{*}\right)^{*} \\
& =\left[\begin{array}{c}
\left(\nabla_{\theta_{1}} \mathbb{E}(\theta)\right)^{*} P \mathbb{E}(\theta) \\
\vdots \\
\left(\nabla_{\theta_{j}} \mathbb{E}(\theta)\right)^{*} P \mathbb{E}(\theta) \\
\vdots \\
\left(\nabla_{\theta_{\ell}} \mathbb{E}(\theta)\right)^{*} P \mathbb{E}(\theta)
\end{array}\right]=\left(\nabla_{\theta} \mathbb{H}(\theta)\right)^{*} P \mathbb{E}(\theta) \tag{4.4}
\end{align*}
$$

Here, $\nabla_{\theta_{j}}$ is differentiation $\frac{d}{d \theta_{j}}$ w.r.t. $\theta_{j}$, the $j$ th coordinate of $\theta \in \Theta$. Notice that the $\nabla_{\theta} \mathbb{E}(\theta)$ is a vector and the Jacobian $\nabla_{\theta} V(\theta)$ is a scalar for the single parameter derivative $\ell=1$. The Hessian of $V(\theta)$ with respect to the parameters $\theta$ is

$$
\begin{align*}
\nabla_{\theta}^{2} V(\theta) & =\left(\nabla_{\theta} \mathbb{E}(\theta)\right)^{*} P\left(\nabla_{\theta} \mathbb{E}(\theta)^{*}\right)^{*} \\
& =\left(\nabla_{\theta} \mathbb{H}(\theta)\right)^{*} P\left(\nabla_{\theta} \mathbb{H}(\theta)^{*}\right)^{*} \tag{4.5}
\end{align*}
$$

Parameter calibration now consists in finding the parameter estimate as a minim-
izing argument of the objective function $V(\theta)$ :

$$
\begin{array}{ll}
\underset{\theta \in \Theta}{\operatorname{minimize}} & V(\theta) \\
\text { where } & V(\theta):=\frac{1}{2} \mathbb{E}(\theta)^{*} P \mathbb{E}(\theta)  \tag{4.6}\\
& \mathbb{E}(\theta)=\mathbb{H}(\theta)-\mathbb{H}^{o b s} .
\end{array}
$$

The assumption of parameter calibration using frequency data is that parameters are fixed but unknown or different from the prior-knowledge of those parameters. These deviations can be caused by the production process, installation error, different operating conditions, etc. While, with the prior-knowledge and the physical nature of these parameters, we can infer some numerical constraints for calibration. In addition, the parameters for calibration in this chapter are assumed to be structural identifiable in the sense that the changes of parameters in the model can be observed in the model transfer function such that the parameter calibration is meaningful. For more discussion on identifiability, we refer to the paper [159]. For a high-fidelity model with the state dimension of $n \gg 10^{4}$, the optimization problem (4.6) and the numerical evaluation of $V(\theta)$ are of high computational demand since $\mathbb{H}(\theta)$ has to be computed for multiple frequency points $\mathcal{S}$ and parameter points $\Theta$, each requiring a large matrix inverse. Thus, replacing $\mathbb{H}(\theta)$ by a loworder parametrized model $\tilde{\mathbb{H}}(\theta)$ appears to be an attractive numerical alternative to solve the optimization problem (4.6). Specifically, in that case, the substitute problem is

$$
\begin{array}{ll}
\underset{\theta \in \Theta}{\operatorname{minimize}} & \tilde{V}(\theta) \\
\text { where } & \tilde{V}(\theta)=\frac{1}{2} \tilde{\mathbb{E}}(\theta)^{*} P \tilde{\mathbb{E}}(\theta)  \tag{4.7}\\
& \tilde{\mathbb{E}}(\theta)=\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}
\end{array}
$$

By defining the reduced error function $\tilde{e}(\theta, s):=\tilde{\mathcal{H}}(\theta, s)-\mathcal{H}^{\text {obs }}(s)$, and adapting the notation above

$$
\begin{aligned}
\tilde{\mathbb{E}}(\theta) & \left.=\operatorname{vec}\left(\tilde{e}\left(\theta, s_{i}\right)\right) \mid s_{i} \in \mathcal{S}\right) \\
& =\operatorname{vec}\left(\tilde{\mathcal{H}}\left(\theta, s_{i}\right)-\mathcal{H}^{\mathrm{obs}}\left(s_{i}\right) \mid s_{i} \in \mathcal{S}\right)
\end{aligned}
$$

Here $\tilde{\mathcal{H}}(\theta, s)$ denotes the transfer function of the reduced model of the full-order $\mathcal{H}(\theta, s)$. The $\tilde{\mathbb{E}}(\theta)$ is a vectorized representation of the error function of $\tilde{e}(\theta, s)$ at the set of points $\mathcal{S}:=\left\{s_{1}, \cdots, s_{k}\right\} \subset \mathbb{C}$. There are a few methods to generate such a reduced model $\tilde{\mathcal{H}}(\theta, s)$ that preserve the parameter-dependence of the original model [29]. The method for generating the reduced model in this work is given later. The above discussion is illustrated pictorially in Figure 4.1.

In general, the optimization problem (4.6) or its simplified version (4.7) described previously is a non-convex optimization problem, and often there is no global optimality guaranteed for the calibrated results. With a predefined parameter space $\Theta$, there may be one or several combinations of sampling points $\theta \in \Theta$ such that the full-order model (FOM) matches or is close enough to the observation on


Figure 4.1: Parameter calibration using reduced order model for high-fidelity model. As indicated by the dashed line, the direct computation using the fullorder model (FOM) is computational cumbersome and even infeasible. By taking the proper approximation of the FOM, the ROM is computational feasible for parameter calibration.
the cross product $\Theta \times \mathcal{S}$ of these points with the frequency set $\mathcal{S}$. In other words, the parametric variation of the FOM is important for the parameter calibration. As indicated in Figure 4.1, the direct calibration using FOM is infeasible. The alternative is to use a ROM whose parametric variation of the FOM is preserved. However, there are two major difficulties that need to be addressed here:

1) The formulation of (4.7) depends on the approximation of $\tilde{\mathcal{H}}(\theta, s)$ of $\mathcal{H}(\theta, s)$, which will therefore introduce the approximation errors w.r.t. the optimization (4.7). This induced error potentially could make the calibrated result distinctly different from the result obtained by performing the optimization in (4.6) on the FOM. Thus, the first question is whether we can show that the performance of the original objective function $V(\theta)$ is close or equivalent to the one $\tilde{V}(\theta)$ using a specific reduced model.
2) Among the state-of-art techniques reviewed above, the reduction procedure is set independently of the measurement data $\mathcal{H}^{o b s}$. In other words, whether the choice of the reduced model can be refined by means of the attributes of $\mathcal{H}^{o b s}$ such that the results of $\tilde{V}(\theta)$ is close to results of $V(\theta)$.

### 4.3 Error equivalent parameter calibration problem

In this section, we address the first difficulty mentioned above, and consider the equivalence of objective function (4.6) using the full-order model and the objective error function (4.7) with the reduced model is proved.
Various pMOR techniques have been proposed in the literature, among which the methods based on moment-matching are the most suitable for large-scale systems, in the sense that the implementation is computationally efficient and the method is input/output independent. In this work, we consider our early work [113] on
multi-parameter multi-frequency moment-matching method for generating the reduced model $\tilde{\mathcal{H}}(\theta, s)$. Before moving to the details, we briefly motivate this pMOR method. For the reasoning that the parameter $\theta$ is separated from the variable $\hat{s}=s \cdot \theta$ proposed in the previous work [53] and the following work. One of the benefits using this separation is that the physical interpretation is maintained in the reduced model. The parameter calibration using the derived reduced parameterized model in such a method becomes meaningful. The details are referred to in Chapter 2.

The dynamical system $\Sigma(\theta)$ with transfer function $\mathcal{H}(\theta, s)$ in this work is represented in state space form by

$$
\Sigma(\theta):=\left\{\begin{align*}
E(\theta) \dot{x}(t) & =A(\theta) x(t)+B(\theta) u(t)  \tag{4.8}\\
y(t) & =C(\theta) x(t)
\end{align*}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote, respectively, the state vector, the input and the output. Here $n$ is the dimension of the state variable. The state-space matrices are parameter-dependent functions $A: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times n}, E: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times n}$ etc. The $\{E(\theta), A(\theta), B(\theta), C(\theta)\}$ are assumed to be affine

$$
\begin{aligned}
& E(\theta)=E_{0}+E_{1} \theta_{1}+\cdots+E_{\ell} \theta_{\ell}, \\
& A(\theta)=A_{0}+A_{1} \theta_{1}+\cdots+A_{\ell} \theta_{\ell}, \\
& B(\theta)=B_{0}+B_{1} \theta_{1}+\cdots+B_{\ell} \theta_{\ell}, \\
& C(\theta)=C_{0}+C_{1} \theta_{1}+\cdots+C_{\ell} \theta_{\ell} .
\end{aligned}
$$

There are several assumptions made for the given system:

## Assumption 4.1

(i) The matrix pair $\{E(\theta), A(\theta)\}$ is regular for all $\theta \in \Theta$, i.e., the characteristic polynomial $\mathcal{P}(\lambda)=\operatorname{det}(\lambda E(\theta)-A(\theta))$ is not identically zero for all $\theta \in \Theta$;
(ii) ii) The system (4.8) considered in this chapter, we assume the parameter $\theta \in \Theta$ with physically meaningful constraints $\underline{\theta}_{j} \leq \theta_{j} \leq \bar{\theta}_{j}$ and $-\infty<\underline{\theta}_{j} \leq \bar{\theta}_{j}<\infty$.

Note that a class of nonlinear parameter dependent systems, i.e., parabolic systems represented by linear diffusion-convection-reaction equations, can be transformed into the linear affine form above. This enables the system representation $\Sigma(\theta)$ to cover a rather broad scope of applications

With time-invariant parameters $\theta$, the transfer function of (4.8) is

$$
\begin{equation*}
\mathcal{H}(\theta, s)=C(\theta)[s E(\theta)-A(\theta)]^{-1} B(\theta) . \tag{4.9}
\end{equation*}
$$

Multi-parameter multi-frequency moment-matching pMOR: The work proposed by [113] provides a projection-based method for parameter-preserving interpolation parametric model order reduction. We start with a pair of expansion point
( $\theta=p_{1}, s=\sigma_{1}$ ), and the Taylor expansion of the transfer function is

$$
\begin{aligned}
\mathcal{H}(\theta, s)= & \frac{1}{0!} \mathcal{H}\left(p_{1}, \sigma_{1}\right)+\frac{1}{1!} \frac{\partial}{\partial s} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(s-\sigma_{1}\right)+\frac{1}{1!} \frac{\partial}{\partial \theta} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(\theta-p_{1}\right) \\
& +\frac{1}{2!} \frac{\partial^{2}}{\partial s^{2}} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(s-\sigma_{1}\right)^{2}+\frac{1}{2!} \frac{\partial^{2}}{\partial \theta^{2}} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(\theta-p_{1}\right)^{2} \\
& +\frac{1}{2!} \frac{\partial^{2}}{\partial s \partial \theta} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(s-\sigma_{1}\right)\left(\theta-p_{1}\right)+\cdots \\
= & \sum_{\tau=0, \omega=0}^{\infty, \infty} \frac{1}{(\tau+\omega)!} \frac{\partial^{\tau+\omega}}{\partial \theta^{\omega} \partial s^{\tau}} \mathcal{H}\left(p_{1}, \sigma_{1}\right)\left(s-\sigma_{1}\right)^{\tau}\left(\theta-p_{1}\right)^{\omega} \\
= & \sum_{\tau=0, \omega=0}^{\infty, \infty} m_{\{\tau, \omega\}}\left(p_{1}, \sigma_{1}\right)\left(s-\sigma_{1}\right)^{\tau}\left(\theta-p_{1}\right)^{\omega} \quad \text { with } \quad \tau, \omega \in \mathbb{Z}_{+}
\end{aligned}
$$

where $m_{\{\tau, \omega\}}\left(p_{1}, \sigma_{1}\right)=\frac{1}{(\tau+\omega)!} \frac{\partial^{\tau+\omega}}{\partial \theta^{\omega} \partial s^{\tau}} \mathcal{H}\left(p_{1}, \sigma_{1}\right)$, the coefficient of the Taylor expansion, is defined as the moment of the system at $\left(p_{1}, \sigma_{1}\right)$. The 0 th moment can be defined as

$$
m_{\{0,0\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right)\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-1} B\left(p_{1}\right)=C\left(p_{1}\right) B_{M}
$$

Here we define $B_{M}:=\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-1} B\left(p_{1}\right)$. The 1st moments are

$$
\begin{aligned}
& m_{\{0,1\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right) \mathcal{B}_{\sigma_{1}} B_{M}, \\
& m_{\{1,0\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right) \mathcal{B}_{p_{1}} B_{M}
\end{aligned}
$$

here $\mathcal{B}_{\sigma_{1}}=-\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-1} E\left(p_{1}\right)$ and $\mathcal{B}_{p_{1}}=-\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-1} \sigma_{1} E_{1}$. The 2nd moments are

$$
\begin{aligned}
& m_{\{0,2\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right) \mathcal{B}_{\sigma_{1}}^{2} B_{M}, \\
& m_{\{2,0\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right) \mathcal{B}_{p_{1}}^{2} B_{M}, \\
& m_{\{1,1\}}\left(p_{1}, \sigma_{1}\right):=C\left(p_{1}\right) \mathcal{B}_{\sigma_{1}} \mathcal{B}_{p_{1}} B_{M} .
\end{aligned}
$$

Defining

$$
\begin{equation*}
\mathcal{V}:=\operatorname{im}\left[B_{M}, \mathcal{B}_{\sigma_{1}} B_{M}, \mathcal{B}_{p_{1}} B_{M}, \mathcal{B}_{\sigma_{1}}^{2} B_{M}, \mathcal{B}_{p_{1}}^{2} B_{M}, \mathcal{B}_{\sigma_{1}} \mathcal{B}_{p_{1}} B_{M}\right] \tag{4.10}
\end{equation*}
$$

and

$$
\operatorname{colspan}(V)=\mathcal{V}
$$

we can compute the projection matrix $V$ in such a way that columns consist of an orthonormal basis of the subspace spanned by (4.10). With the derived projection matrix $V$, $\operatorname{dim}(V)=n \times n_{r}$ with $n_{r} \ll n$, the parametric reduced order model of (4.8) is obtained via the Galerkin projection

$$
\Sigma_{r}(\theta):=\left\{\begin{align*}
E_{r}(\theta) \dot{x}_{r}(t) & =A_{r}(\theta) x_{r}(t)+B_{r}(\theta) u(t)  \tag{4.11}\\
y_{r}(t) & =C_{r}(\theta) x_{r}(t)
\end{align*}\right.
$$

where the reduced state $\operatorname{dim}\left(x_{r}\right)=n_{r}$. The reduced system matrices remain their affine form and can be computed by the following

$$
\begin{aligned}
& E_{r}(\theta)=W^{T} E_{0} V+W^{T} E_{1} V \theta_{1}+\cdots+W^{T} E_{\ell} V \theta_{\ell} \\
& A_{r}(\theta)=W^{T} A_{0} V+W^{T} A_{1} V \theta_{1}+\cdots+W^{T} A_{\ell} V \theta_{\ell} \\
& B_{r}(\theta)=W^{T} B_{0}+W^{T} B_{1} \theta_{1}+\cdots+W^{T} B_{\ell} \theta_{\ell} \\
& C_{r}(\theta)=C_{0} V+C_{1} V \theta_{1}+\cdots+C_{\ell} V \theta_{\ell}
\end{aligned}
$$

where, here, we set $W=V$. The transfer function of the reduced model (4.11) is

$$
\tilde{\mathcal{H}}(\theta, s):=C_{r}(\theta)\left[s E_{r}(\theta)-A_{r}(\theta)\right]^{-1} B_{r}(\theta) .
$$

In the case of Petro-Galerkin projection $W \neq V$, the subspace of $\mathcal{W}$ can be constructed in a similar way as $\mathcal{V}$ described above. Defining

$$
\begin{equation*}
\mathcal{W}:=\operatorname{im}\left[C_{M}, \mathcal{C}_{\sigma_{1}} C_{M}, \mathcal{C}_{p_{1}} C_{M}, \mathcal{C}_{\sigma_{1}}^{2} C_{M}, \mathcal{C}_{p_{1}}^{2} C_{M}, \mathcal{C}_{\sigma_{1}} \mathcal{C}_{p_{1}} C_{M}\right] \tag{4.12}
\end{equation*}
$$

where $C_{M}=\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-T} C\left(p_{1}\right)^{T}, \mathcal{C}_{\sigma_{1}}=-\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-T} E\left(p_{1}\right)^{T}$ and $\mathcal{C}_{p_{1}}=-\left[\sigma_{1} E\left(p_{1}\right)-A\left(p_{1}\right)\right]^{-T} \sigma_{1} E_{1}$. Then, the subspace is

$$
\operatorname{colspan}(W)=\mathcal{W} \quad \text { with } \quad \operatorname{dim}(W)=n \times n_{r}
$$

where $W$ is a full rank matrix whose columns are mutually orthonormal. To obtain square reduced system matrices $\left\{E_{r}, A_{r}\right\}$ for practical considerations, the projection matrices $W, V$ should have the same dimension for a well-defined PetroGalerkin projection. Often, this problem arises for MIMO systems where the number of inputs is different from the number of outputs, or rank deficiency in generating the projection matrices. As Theorem 2.4 states, the moment-matching method for the system $\Sigma(\theta)$ determines a reduced model whose transfer function coincides in as many coefficients of its Taylor expansions about $(s=\sigma, \theta=p$ ) for a given order of the expanded moments. This yields that the transfer function of the full-order model and the transfer function of the reduced model satisfies the Hermite interpolation conditions.

Lemma 4.1 Given a transfer function $\mathcal{H}(\theta, s)$ of a full-order parameter dependent system as in (4.8) and the reduced model transfer function $\tilde{\mathcal{H}}(\theta, s)$. Assume that $\mathcal{H}(\theta, s)$ and $\tilde{\mathcal{H}}(\theta, s)$ satisfy the Theorem 2.4 for the expansion point $(\sigma, p)$ with up to the second order moment, then the following Hermite interpolation conditions satisfy

$$
\begin{align*}
\nabla_{s}^{i} \mathcal{H}(\theta, s) & =\nabla_{s}^{i} \tilde{\mathcal{H}}(\theta, s)  \tag{4.13}\\
\nabla_{\theta}^{j} \mathcal{H}(\theta, s) & =\nabla_{\theta}^{j} \tilde{\mathcal{H}}(\theta, s) \tag{4.14}
\end{align*}
$$

$u p$ to an order $i=0,1,2$ and $j=0,1,2$ for the frequency expansion point $s=\sigma \in \mathbb{C}$ not being a pole of $\mathcal{H}$ and the parameter expansion point $\theta=p \in \Theta$, respectively.

There are several remarks here:

- In practice, the explicit computation of subspace $\{\mathcal{V}, \mathcal{W}\}$ may lead to numerical instability where the matrice become linearly dependent after the first few moments. To overcome this problem, we deploy the implicit momentmatching method for constructing $\{\mathcal{V}, \mathcal{W}\}$.
- In the above, we only consider a single pair of expansion points for deriving the reduced model above. For multiple expansion $\ell>1$ points momentmatching, we refer to our previous work in Chapter 2. When more than one parameters are desired for calibration, or higher accuracy of the reduced model is required, multiple expansion points should be taken in the reduction. However, the number of columns in $V$ (equivalent to the order of the reduced model) increases exponentially with the number of expansion points, and the computation of the matrix becomes much more expensive. With our experience, only a few number of parameter expansion points and moments suffice to achieve similar accuracy in comparison to the large number of frequency moments. As for the frequency expansion points, we have observed in many different systems, the reduced model with multiple expansion points $\left\{\sigma_{1}, \sigma_{2}, \cdots\right\}$ often outperforms the one with single expansion point $\sigma_{1}$ for the same reduced order and comparable accuracy. The drawback is that it requires to solve the inverse problems $[\sigma E(p)-A(p)]^{-1}$ for every new expansion point. This is one of the most computationally demanding steps in the implementation.
- The choice of the number and location of the expansion points $\{p, \sigma\}$ plays an essential role in the efficiency and the accuracy of the multi-parameter multi-frequency moment-matching method. In particular, for the application of parameter calibration using the parameterized reduced model, accurate and robust calibrated results only can be achieved when the expansion points are appropriately chosen.

Equivalent conditions between two objective functions: In this part, we present the equivalent conditions of two objective functions with respect to parameter optimization.

A solution of the full-order objective function (4.6) can be found using the Lagrangian function

$$
\begin{align*}
\mathcal{L}(\theta) & :=V(\theta)+\iota(\theta) \\
& =\frac{1}{2}\left(\mathbb{H}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)^{*} P\left(\mathbb{H}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)+\iota(\theta) \tag{4.15}
\end{align*}
$$

where $\iota(\theta)$ denotes the barrier function and it is assumed to be a smooth function of $\theta$. With the assumption that $\mathcal{L}(\theta)$ is continuous and differentiable at $\theta$, then the first order derivative of the Lagrangian $\mathcal{L}(\theta)$ with respect to the parameter $\theta$ is

$$
\begin{align*}
\nabla_{\theta} \mathcal{L}(\theta) & =\nabla_{\theta} V(\theta)+\nabla_{\theta} \iota(\theta)  \tag{4.16}\\
& =\left(\nabla_{\theta} \mathbb{H}(\theta)\right)^{*} P\left(\mathbb{H}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)+\nabla_{\theta} \iota(\theta) .
\end{align*}
$$

In the same manner, we can derive a solution for the objective function $\tilde{V}(\theta)$ in (4.7) using Lagrangian

$$
\begin{align*}
\tilde{\mathcal{L}}(\theta) & :=\tilde{V}(\theta)+\iota(\theta) \\
& =\frac{1}{2}\left(\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)^{*} P\left(\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)+\iota(\theta) \tag{4.17}
\end{align*}
$$

Notice that the indicator $\iota(\theta)$ remains the same for both objective functions since both the parameter constraints $\theta_{i} \in\left[\underline{\theta}_{i}, \bar{\theta}_{i}\right], i=1, \cdots, \ell$ are defined as the same one. The first order derivative about parameter $\theta$ is

$$
\begin{align*}
\nabla_{\theta} \tilde{\mathcal{L}}(\theta) & =\nabla_{\theta} \tilde{V}(\theta)+\nabla_{\theta} \iota(\theta)  \tag{4.18}\\
& =\left(\nabla_{\theta} \tilde{\mathbb{H}}(\theta)\right)^{*} P\left(\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)+\nabla_{\theta} \iota(\theta)
\end{align*}
$$

Theorem 4.2 Suppose the parameter expansion point $\theta=p \in \Theta$ is such that the transfer function $\mathcal{H}(p)$ of the system (4.8) and the transfer function $\tilde{\mathcal{H}}(p)$ of the reduced model (4.11) are regular. If the reduced model transfer function $\tilde{\mathcal{H}}(\theta, s)$ and the full-order transfer function $\mathcal{H}(\theta, s)$ satisfy the Hermite interpolation conditions $\nabla_{\theta}^{j} \mathcal{H}(\theta, s)=\nabla_{\theta}^{j} \tilde{\mathcal{H}}(\theta, s)$ for $j=0,1$ at $\theta=p$ for all $s \in \mathcal{S}$. Then
a) the Lagrangian $\mathcal{L}(\theta)$ of the full-order objective function (4.15) and the Lagrangian $\tilde{\mathcal{L}}(\theta)$ of the reduced-order objective function (4.17) satisfy

$$
\mathcal{L}(p)=\tilde{\mathcal{L}}(p)
$$

b) furthermore the first-order derivative with respect to $\theta$ of the above two Lagrangians satisfies

$$
\nabla_{\theta} \mathcal{L}(p)=\nabla_{\theta} \tilde{\mathcal{L}}(p)
$$

where $\theta$ is evaluated at $p$.

Proof: Define the approximation error

$$
\delta(\theta, s):=\mathcal{H}(\theta, s)-\tilde{\mathcal{H}}(\theta, s)
$$

with the Hermite interpolation conditions, we have

$$
\nabla_{\theta}^{j} \delta(\theta, s)=\left.0\right|_{(\theta=p, s \in \mathcal{S})}, \quad j=0,1
$$

The error function in (4.1) can be reformulated

$$
\begin{aligned}
e(\theta, s) & =\mathcal{H}(\theta, s)-\mathcal{H}^{\mathrm{obs}}(s) \\
& =\mathcal{H}(\theta, s)-\tilde{\mathcal{H}}(\theta, s)+\tilde{\mathcal{H}}(\theta, s)-\mathcal{H}^{\mathrm{obs}}(s) \\
& =\delta(\theta, s)+\tilde{e}(\theta, s)
\end{aligned}
$$

and, (4.3) leads to the following

$$
\begin{align*}
\nabla_{\theta}^{j} e(\theta, s) & =\nabla_{\theta}^{j}\left(\mathcal{H}(\theta, s)-\tilde{\mathcal{H}}(\theta, s)+\tilde{\mathcal{H}}(\theta, s)-\mathcal{H}^{\text {obs }}(s)\right) \\
& =\nabla_{\theta}^{j} \delta(\theta, s)+\nabla_{\theta}^{j} \tilde{e}(\theta, s) \\
& =0+\nabla_{\theta}^{j} \tilde{e}(\theta, s) \quad \text { at } \quad \theta=p \quad \text { for } \quad j=0,1 \tag{4.19}
\end{align*}
$$

Followed by the above reformulation, the objective function with a set of frequency points $\mathcal{S}:=\left\{s_{1}, \cdots, s_{k}\right\} \subset \mathbb{C}, s_{i} \subset \mathcal{S}$ in (4.6) reads

$$
\begin{align*}
V(\theta) & =\frac{1}{2} \mathbb{E}(\theta)^{*} P \mathbb{E}(\theta)  \tag{4.20}\\
& =\frac{1}{2}\left(\mathbb{H}(\theta)-\tilde{\mathbb{H}}(\theta)+\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}\right)^{*} P\left(\mathbb{H}(\theta)-\tilde{\mathbb{H}}(\theta)+\tilde{\mathbb{H}}(\theta)-\mathbb{H}^{\mathrm{obs}}\right) \\
& =\frac{1}{2} \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)+\tilde{e}\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)+\tilde{e}\left(\theta, s_{i}\right)\right) \\
& =\frac{1}{2} \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)+\frac{1}{2} \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)^{*} P \tilde{\mathbb{E}}(\theta) \\
& +\frac{1}{2} \tilde{\mathbb{E}}(\theta)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)+\underbrace{\frac{1}{2} \tilde{\mathbb{E}}(\theta)^{*} P \tilde{\mathbb{E}}(\theta)}_{\tilde{V}(\theta)}
\end{align*}
$$

Indeed, the objective function $V(\theta)$ using the full-order model can be rewritten as a combination of the reduced model objective function $\tilde{V}(\theta)$ and other terms. Using (4.19), term consists of $\delta\left(\theta, s_{i}\right)$ or $\nabla_{\theta} \delta\left(\theta, s_{i}\right)$ vanishes at $\theta=p$, and we have the following equivalence

$$
\begin{aligned}
V(\theta) & =0+0+0+\tilde{V}(\theta) \\
\Longleftrightarrow \mathcal{L}(\theta) & =\tilde{\mathcal{L}}(\theta) \quad \text { at } \quad \theta=p
\end{aligned}
$$

Thus, the Lagrangian equivalence is proved. In a similar way, the Jacobian of the objective function about $\theta$ is

$$
\begin{aligned}
\nabla_{\theta} V(\theta) & =\operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right) \\
& +\frac{1}{2}\left[\operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta, s_{i}\right)\right)^{*} P \tilde{\mathbb{E}}(\theta)+\operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)^{*} P \nabla_{\theta} \tilde{\mathbb{E}}(\theta)\right] \\
& +\frac{1}{2}\left[\nabla_{\theta} \tilde{\mathbb{E}}(\theta)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)+\tilde{\mathbb{E}}(\theta)^{*} P \operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta, s_{i}\right)\right)\right]+\nabla_{\theta} \tilde{V}(\theta)
\end{aligned}
$$

With (4.19), the term consists of $\delta\left(\theta, s_{i}\right)$ or $\nabla_{\theta} \delta\left(\theta, s_{i}\right)$ vanishes at $\theta=p$, and we have the equivalence

$$
\begin{aligned}
\nabla_{\theta} V(\theta) & =\nabla_{\theta} \tilde{V}(\theta) \\
\Longleftrightarrow \nabla_{\theta} \mathcal{L}(\theta) & =\nabla_{\theta} \tilde{\mathcal{L}}(\theta)
\end{aligned}
$$

where $\theta$ evaluated at $p$. Thus, it is proved.

Theorem 4.2 gives an elementary condition for finding a solution of the optimization problems. Assume that the $\theta^{\text {opt }} \in \Theta$ is a local minimizer of optimization problem in (4.6), and $\mathcal{L}(\theta)$ is continuously differentiable in an open neighbourhood of $\theta^{\text {opt }}$, then the first order necessary condition of the full-order objective function (4.6) reads

$$
\begin{align*}
\nabla_{\theta} \mathcal{L}\left(\theta^{\mathrm{opt}}\right) \ni 0 \Longleftrightarrow & {\left[\operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta^{\mathrm{opt}}, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta^{\mathrm{opt}}, s_{i}\right)\right)\right.} \\
& +\frac{1}{2}\left[\operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta^{\mathrm{opt}}, s_{i}\right)\right)^{*} P \tilde{\mathbb{E}}\left(\theta^{\mathrm{opt}}\right)+\operatorname{vec}\left(\delta\left(\theta^{\mathrm{opt}}, s_{i}\right)^{*} P \nabla_{\theta} \tilde{\mathbb{E}}\left(\theta^{\mathrm{opt}}\right)\right]\right. \\
& +\frac{1}{2}\left[\nabla_{\theta} \tilde{\mathbb{E}}\left(\theta^{\mathrm{opt}}\right)^{*} P \operatorname{vec}\left(\delta\left(\theta^{\mathrm{opt}}, s_{i}\right)\right)+\tilde{\mathbb{E}}\left(\theta^{\mathrm{opt}}\right)^{*} P \operatorname{vec}\left(\nabla_{\theta} \delta\left(\theta^{\mathrm{opt}}, s_{i}\right)\right)\right] \\
& +\underbrace{\left.\nabla_{\theta} \tilde{V}\left(\theta^{\mathrm{opt}}\right)+\sum_{i=1}^{\ell} \nabla_{\theta_{i}} \iota\left(\theta_{i}^{\mathrm{opt}}\right)\right] \ni 0 .}_{\nabla_{\theta} \tilde{\mathcal{L}}\left(\theta^{\mathrm{opt}}\right)} \tag{4.21}
\end{align*}
$$

If the expansion point is chosen as the local minimizer $p=\theta^{\text {opt }}$, we obtain the equivalent first-order derivative condition if and only if

$$
\nabla_{\theta} \mathcal{L}\left(\theta^{\mathrm{opt}}\right) \ni 0 \Longleftrightarrow \nabla_{\theta} \tilde{\mathcal{L}}\left(\theta^{\text {opt }}\right) \ni 0
$$

Conclude that the necessary conditions for optimal solutions of the two problems (full order and reduced order) therefore match.

Theorem 4.3 Suppose two objective functions $V(\theta)$ in (4.15) and $\tilde{V}(\theta)$ in (4.17) that satisfy Theorem 4.2: $\nabla_{\theta}^{i} \mathcal{L}(p)=\nabla_{\theta}^{i} \tilde{\mathcal{L}}(p)$ at $\theta=p$ for $i=0,1$ and $s \in \mathcal{S}$. If a local minimizer $\theta=\theta^{\text {opt }}$ for $V(\theta)$ is chosen as the parameter expansion point for $\tilde{\mathcal{H}}(\theta, s)$

$$
p=\theta^{o p t}
$$

then we obtain the equivalent first-order condition for $\nabla_{\theta} \mathcal{L}\left(\theta^{\text {opt }}\right)$ and $\nabla_{\theta} \tilde{\mathcal{L}}\left(\theta^{\text {opt }}\right)$ if and only if both satisfy

$$
\begin{equation*}
\nabla_{\theta} \mathcal{L}\left(\theta^{o p t}\right) \ni 0 \quad \text { and } \quad \nabla_{\theta} \tilde{\mathcal{L}}\left(\theta^{o p t}\right) \ni 0 . \tag{4.22}
\end{equation*}
$$

In particular, if $\theta^{\text {opt }}$ is chosen as a vector satisfies the first order derivative conditions

$$
\nabla \tilde{\mathcal{L}}\left(\theta^{o p t}\right)=0
$$

then it also satisfies the necessary optimality condition for the original problem $\mathcal{L}(\theta)$.

Proof: By considering the Hermite condition for the reduced model and the necessary first-order derivative condition stated in Theorem 4.2, the rest of the proof is straightforward.

### 4.4 Moment-matching for parameter calibration

Once the observation data is obtained associated with the given sampling frequency point $s_{i}$ and parameter $\theta$, the observed model $\mathcal{H}^{\text {obs }}(\theta, s)$ can be defined. To solve the optimization problem using the reduced order model, we also need to choose the prior pair of expansion points $(p, \sigma)$ for the reduced-order model $\tilde{\mathcal{H}}(\theta, s)$. The conventional method for parametric fitting of large-scale models is summarized in Algorithm 2.

```
Algorithm 2 : Moment matching for parametric fitting
    1: Given: the observed model \(\mathcal{H}^{\text {obs }}(s)\) with a set of frequency points \(s \in \mathcal{S}:=\)
    \(\left\{s_{1}, \cdots, s_{k}\right\}\),
    Input: initial points \(\left\{p_{j}^{0}, \sigma_{i}^{0}\right\}_{j=i=1}^{n_{e}, n_{k}}\) and the corresponding moments \(m_{(j, i)}\),
    Construct the subspace \(\mathcal{V}\) and \(\mathcal{W}\) such that they satisfy the (4.10) and (4.12),
    Build the reduced system matrices \(\left\{E_{r}(\theta), A_{r}(\theta), B_{r}(\theta), C_{r}(\theta)\right\}\) as in (4.11) us-
    ing \(V\) and \(W\) and compute the frequency response of the reduced system
    \(\tilde{\mathcal{H}}(\theta, s)\),
    : Solve the optimization problem (4.7) with a proper weighting matrix \(P\),
    return \(\theta \leftarrow \theta^{o p t}\).
```

For the case of MIMO systems, we employ the tangential direction method [21], where the input tangential direction $\mathbf{r} \in \mathbb{R}^{n}$ and output tangential direction $\mathbf{l} \in \mathbb{R}^{q}$ can be pre-defined at step 2. The Algorithm 2 can be roughly illustrated as (a), depicted in Figure 4.2. The blue-dashed block denotes the procedure of parameterized model order reduction, which generates the $\tilde{\Sigma}(\theta)$ for parameter calibration. Indeed, as indicated in Lemma 4.3, the equivalent parameter calibration result can be achieved if the parameter expansion point is chosen as the optimal $\theta=p=\theta^{\mathrm{opt}}$. In other words, regardless of the computational difficulty, the ideal procedure to have equivalent calibration results between the $\operatorname{FOM} \Sigma(\theta)$ and the $\operatorname{ROM} \tilde{\Sigma}(\theta)$ is to obtain the $\theta \leftarrow \theta^{\mathrm{opt}}$ and choose the optimal $\theta^{\mathrm{opt}}=p$ as the expansion point. In this way, calibration using the reduced model $\tilde{\Sigma}(\theta)$ leads to the same optimal results, depicted in (b) Figure 4.2.
Based on the discussion above, we take a closer look at (4.20)

$$
\begin{align*}
V(\theta)-\tilde{V}(\theta) & =\underbrace{\frac{1}{2} \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)}_{\text {approximation error }}  \tag{4.23}\\
& +\underbrace{\frac{1}{2} \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\tilde{e}\left(\theta, s_{i}\right)\right)+\frac{1}{2} \operatorname{vec}\left(\tilde{e}\left(\theta, s_{i}\right)\right)^{*} P \operatorname{vec}\left(\delta\left(\theta, s_{i}\right)\right)}_{\text {mixed error }}
\end{align*}
$$

Here the approximated error is a quadratic function of the approximation error $\delta\left(\theta, s_{i}\right)$, and the mixed error includes the model mismatch $\delta\left(\theta, s_{i}\right)$ and the reduced error $\tilde{e}\left(\theta, s_{i}\right)$ between the reduced model and the measurement data.

Remark 4.1 The equation (4.23) has an interpretation that the error between these two objective functions $V(\theta)-\tilde{V}(\theta)$ is due to the summation of the model mismatch $\delta\left(\theta, s_{i}\right)$


Figure 4.2: (a) The procedure of the conventional approach aiming at parameter calibrations using reduced-order parametric model $\tilde{\Sigma}(\theta)$. The blue-dashed block denotes the parameterized model reduction, including the selection of parameter expansion points; (b) Ideal procedure to achieve the equivalent performance of parameter calibration between $\Sigma(\theta)$ and $\tilde{\Sigma}(\theta)$, where the grey-dashed line indicates that parameter calibration using $\tilde{\Sigma}(\theta)$ results in the same optimization result $\theta \leftarrow \theta^{\text {opt }}$ as the parameter calibration using $\Sigma(\theta)$.
induced by the model reduction procedure and the reduced error $\tilde{e}(\theta)$ between the reduced order model and the measurement data. Although the optimization methods/techniques for obtaining the calibration results are not discussed in this work, we note that the error $\tilde{e}(\theta)$ with one optimal $\theta \leftarrow \theta^{\text {opt }}$ may not be equal to zero for all frequency points $s \in \mathcal{S}$. Under the assumption that the full-order parameterized model with the parameter space $\theta \in \Theta$ matches or is close enough to the observation $e\left(\theta, s_{i}\right):=\mathcal{H}\left(\theta, s_{i}\right)-\mathcal{H}^{\text {obs }}\left(s_{i}\right) \rightarrow 0$ at $\theta \leftarrow \theta^{\text {opt }}$ for all $s_{i} \in \mathcal{S}$. The reduced error at the optimal parameter value can be expressed as

$$
\begin{aligned}
\tilde{e}\left(\theta^{o p t}, s_{i}\right) & =\tilde{\mathcal{H}}\left(\theta^{o p t}, s_{i}\right)-\mathcal{H}^{o b s}\left(s_{i}\right) \\
& =\tilde{\mathcal{H}}\left(\theta^{o p t}, s_{i}\right)-\mathcal{H}\left(\theta^{o p t}, s_{i}\right)+\mathcal{H}\left(\theta^{o p t}, s_{i}\right)-\mathcal{H}^{o b s}\left(s_{i}\right) \\
& =-\delta\left(\theta^{o p t}, s_{i}\right)+e\left(\theta^{o p t}, s_{i}\right) .
\end{aligned}
$$

Thus, the error between $V(\theta)$ and $\tilde{V}(\theta)$ due to the approximation error $\delta\left(\theta, s_{i}\right)$ at those frequency points where the parameters at $\theta^{\text {opt }}$ are most sensitive with respect to the inputoutput relation, is expected to dominate. Therefore, to minimize this error in (4.23), one can try to eliminate the approximation error $\delta\left(\theta, s_{i}\right)$ induced by the model reduction.

Thus, based on the above considerations and Theorem 4.3, this suggests a set of novel frequency interpolation points as follows. Define, for any $s \in \mathcal{S}:=$ $\left\{s_{1}, \ldots, s_{k}\right\}$ the sensitivity of the $j$-th parameter in $\tilde{\mathcal{H}}(\theta, s)$ by setting:

$$
\begin{equation*}
\mathcal{J}_{j}(\theta, s):=\nabla_{\theta_{j}} \tilde{\mathcal{H}}(\theta, s), \text { for } j=1, \ldots, \ell \tag{4.24}
\end{equation*}
$$

where $\nabla_{\theta_{j}}$ denotes the derivative w.r.t to the $j$-th entry in $\theta$. For all points $s \in \mathcal{S}$
we stack these sensitivities into a vector

$$
\mathcal{J}_{j}(\theta, \mathcal{S})=\left[\begin{array}{c}
\nabla_{\theta_{j}} \tilde{\mathcal{H}}\left(\theta, s_{1}\right)  \tag{4.25}\\
\nabla_{\theta_{j}} \tilde{\mathcal{H}}\left(\theta, s_{2}\right) \\
\vdots \\
\nabla_{\theta_{j}} \tilde{\mathcal{H}}\left(\theta, s_{k}\right)
\end{array}\right] \quad \text { at and } j=1, \ldots, \ell
$$

Now define

$$
\begin{equation*}
\tilde{\sigma}_{j}=\underset{s \in \mathcal{S}}{\arg \max }\left|\mathcal{J}_{j}(\theta, s)\right| \tag{4.26}
\end{equation*}
$$

as the adapted frequency interpolation point. We determine these frequency points for $j=1, \ldots, \ell$ and with $\theta \in \Theta$ in (4.26) chosen as the computed optimal $\theta=$ $\theta^{\mathrm{opt}}, \theta \in \Theta$ from the optimization (4.7)
With the proposed frequency point candidate at hand, we can discuss the corresponding order/moment. Since the objective of the reduced model is for parameter calibration, in which often gradient-type optimization methods are considered, 2 moments for the refined points are sufficient. Here is a sketch of the proposed algorithm.

```
Algorithm 3 : Adaptive moment matching for parametric fitting
    Given: the observed model \(\mathcal{H}^{\text {obs }}(s)\) with a set of frequency points \(\mathcal{S}:=\)
    \(\left\{s_{1}, \cdots, s_{k}\right\}\),
    Input: initial expansion points \(\left\{p_{j}^{0}, \sigma_{i}^{0}\right\}_{j=i=1}^{n_{\ell}, n_{k}}\), the corresponding moments
    \(m_{(j, i)}\), the tolerance tol \(>0\) and the weight matrix \(P \succ 0\),
3: Construct the subspace \(\mathcal{V}=\operatorname{colspan}(V)\) and \(\mathcal{W}=\operatorname{colspan}(W)\) such that they
    satisfy the equation (4.10) and the equation (4.12),
    Build \(\left\{E_{r}(\theta), A_{r}(\theta), B_{r}(\theta), C_{r}(\theta)\right\}\) as in (4.11) using \(V\) and \(W\) and compute the
    frequency response of the reduced system \(\tilde{\mathcal{H}}(\theta, s)\),
    Solve the optimization problem (4.7) \(\theta \leftarrow \theta^{\mathrm{opt}}\) and obtain the Jacobian matrix
    \(\nabla_{\theta} \tilde{\mathbb{H}}\left(\theta^{\mathrm{opt}}, s\right)\),
    While (relative change in \(\left\{\tilde{\sigma}_{j}\right\}>\) tol \()\)
        do for \(j=1, \ldots, \ell\)
            i) \(\tilde{\sigma}_{j}=\arg \max _{s \in \mathcal{S}}\left|\mathcal{J}_{j}\left(\theta^{\mathrm{opt}}, s\right)\right|\),
            ii) Assign \(\left\{\tilde{p}_{j}, \tilde{\sigma}_{j}\right\}, \tilde{p}_{j}=\theta_{j}^{\text {opt }}\) with suitable moments \(\tilde{m}_{j}\),
            iii) Combine \(\left\{\tilde{p}_{j}, \tilde{\sigma}_{j}\right\} \cup\left\{p_{j}^{0}, \sigma_{i}^{0}\right\}_{j=i=1}^{n_{\ell}, n_{k}}\), and refine the \(\mathcal{S}:=\left\{\mathcal{S}, \tilde{\sigma_{j}}\right\}\)
        enddo
            iv) Update \(\mathcal{V}=\operatorname{colspan}(V), \mathcal{W}=\operatorname{colspan}(W)\) with the expansion points
                in (iii), and construct \(\left\{E_{r}(\theta), A_{r}(\theta), B_{r}(\theta), C_{r}(\theta)\right\}\),
            v) Solve the optimization problem (4.7) and obtain \(\nabla_{\theta} \tilde{H}\left(\theta^{\mathrm{opt}}, s\right)\),
    return \(\theta \leftarrow \theta^{\text {opt }}\).
```

Some remarks on Algorithm 3 are in order.
Remark 4.2 a) The choice of the tolerance tol in Step 2 is dependent on the accuracy requirement of the reduced model and the requirement for the parameter calibration.
b) The construction of the subspace $\mathcal{V}, \mathcal{W}$ in Step 3 and Step 6, item iv) usually involves computing a (sparse) matrix inverse that is often ill-conditioned: $\left(\sigma_{j}^{0} E\left(p_{j}^{0}\right)-\right.$ $\left.A\left(p_{j}^{0}\right)\right)^{-1}$. For every new pair of expansion points $\left\{p_{j}^{0}, \sigma_{j}^{0}\right\}$, the algorithm requires only one matrix inverse. The columns/subspace computed in Step 3) can be reused in Step 6, item iv) if the number of the expansion points remains the same.
c) In Step 6, item iii), we add the updated expansion points $\left\{\tilde{p}_{j}, \tilde{\sigma}_{j}\right\}$ to the initial expansion points $\left\{p_{j}^{0}, \sigma_{i}^{0}\right\}$ due to which the reduced-order model dimension grows. The alternative is to replace the initial expansion points with the updated ones, and in such a way, the reduced-order model remains invariant. Both methods are feasible, and we consider the first one in this chapter.
d) In Step 6, item iii), we add the $\theta^{\text {opt }}$ to the parameter expansion points, which leads to an increase of the reduced-order model. One alternative is to deploy the Algorithm 4 we proposed in Chapter 5 where the parameter-dependent system transforms into a linear fractional representation, in such a way that the number of the reduced model is less in comparison to other $p M O R$ methods.

### 4.5 Numerical example: the PSA setup

We demonstrate our algorithm for a high-accuracy thermal setup: the Precision Stage Application (PSA), depicted in Figure 4.3. This PSA setup consists of three


Figure 4.3: Overview of the PSA setup
main parts: a carrier frame (in green), a stage frame (in purple), and two linear motors (in red). The schematic plots of these three parts are given in Figure 4.4. During the operation, the linear motors are identified as the main heat source: the coils generate heat flux which diffuses to the carrier frame and the stage frame.


Figure 4.4: Schematic plot of the PSA setup which includes three main parts: the carrier frame (left top), the stage frame (right top) and two linear motors (the components in pink). The right bottom denotes the side view of the PSA.

The governing equation for describing the temporal-spatial thermal behaviour is given by

$$
\rho c_{\mathrm{p}} \frac{\partial T}{\partial t}+\nabla \cdot J=u \quad \text { in } \mathcal{G}
$$

Boundary condition: $\quad \nabla T(r, t) \cdot \bar{n}=\gamma \quad$ on $\partial \mathcal{G}$
Initial condition: $T(r, 0)=T_{0}(r)$
here $T$ denotes the temperature of the setup, $J=-\kappa \nabla T(r, t), r \in \mathcal{G}$ is the heat flux. $\left\{\rho, c_{\mathrm{p}}, \kappa\right\} \in \mathbb{R}_{>0}$ represents the density, heat capacity and thermal conductivity of materials in the PSA setup, respectively. It is worth mentioning that the green part of the carrier frame is built in aluminium, and the linear motor is covered with steel. Due to the design requirement, there are 2 points of interest (POI) that are equipped with negative temperature coefficient (NTC) thermistors. In this chapter, the temperatures of these POI are considered as the outputs, and the power to the linear motor (we assume the lossless conversion of electricity to thermal energy) which generates the heat is chosen as the input of the thermal model, respectively. With a proper spatial discretization method, e.g., finite element method (FEM), we obtain the approximated ordinary differential equation, given in the state space form:

$$
\Sigma(\theta):=\left\{\begin{align*}
E(\theta) \dot{x}(t) & =A(\theta) x(t)+B u(t)  \tag{4.27}\\
y(t) & =C x(t)
\end{align*}\right.
$$

where the state $x \in \mathbb{R}^{38476}$ represents the temperature of different locations of the setup, $u \in \mathbb{R}^{2}$ and $y \in \mathbb{R}^{2}$ denote, respectively, the input and the output. The system matrices are functions $E: \mathbb{R}^{2} \rightarrow \mathbb{R}^{38476 \times 38476}, A: \mathbb{R}^{2} \rightarrow \mathbb{R}^{38476 \times 38476}, B \in$
$\mathbb{R}^{38476 \times 2}$ and $C: \mathbb{R}^{2 \times 38476}$. The parameter dependent matrices $E(\theta), A(\theta)$ are assumed to be affine and of the form:

$$
\begin{aligned}
& E(\theta)=E_{0}+\theta_{1} E_{1}+\theta_{2} E_{2} \\
& A(\theta)=A_{0}+A_{1} \theta_{3}+A_{4} \theta_{4}
\end{aligned}
$$

where $\theta_{1}, \theta_{2}$ denote the heat capacity for three materials: steel and aluminum in the PSA: $C_{\mathrm{p}_{\text {ste }}}, C_{\mathrm{p}_{\text {alu }}}$, and the $\kappa_{\text {ste }}, \kappa_{\text {alu }}$ represent the thermal conductivity for the steel and the aluminum, the variation range of each $\theta_{i}, i=1, \cdots, 4$ is summarized in the following table

| Name | Nominal Value (unit) | Lower bound | Upper bound |
| :---: | :---: | :---: | :---: |
| $\theta_{1}: C_{\mathrm{p}_{\text {ste }}}$ | $475(\mathrm{~J} / \mathrm{kg} \cdot K)$ | 450 | 500 |
| $\theta_{2}: C_{\mathrm{p}_{\text {alu }}}$ | $900(\mathrm{~J} / \mathrm{kg} \cdot K)$ | 825 | 975 |
| $\theta_{3}: \kappa_{\text {ste }}$ | $44.5(\mathrm{~W} / \mathrm{m} \cdot K)$ | 39.5 | 49.5 |
| $\theta_{4}: \kappa_{\text {alu }}$ | $27(\mathrm{~W} / \mathrm{m} \cdot K)$ | 23 | 31 |

Table 4.1: 4 parameters $\theta$ : nominal value, upper bound and lower bound.
To facilitate this demonstration, we perform a temperature measurement of the PSA in Figure 4.3 and construct a MIMO system. The system is excited via a random-phase multisine limited to $0.1[\mathrm{~Hz}]$ with a peak of $4[\mathrm{~W}]$, which is centred at offset 4 [W]. The data acquisition runs at at sampling frequency of $F_{s}=5[\mathrm{~Hz}]$. We excite the system with a period length of 1 [hour] and repeated with 36 times.

(a) Photograph of the PSA setup with isolation shield

(b) Schematic plot of the PSA setup with isolation shield

Figure 4.5: Photograph of the PSA setup with the isolation shield (a) and the schematic plot of the PSA setup including the isolation shield (b).

As pointed in [66], the ambient air temperature has significant impact on the low
frequency dynamics. To overcome the disturbance induced by the ambient environment, we have installed an isolation shield which is made from polystyrene, depicted in Figure 4.5. The temperature profile over 45 hours is given in Figure 4.6. We use the Local Polynomial Method (LPM) [135, 137] to identify the frequency


Figure 4.6: Temperature response of the PSA setup over 45 hour period. After 36 repetitions, the system starts to cool down. Set 1 covers the first 2 hours which contains 2 full period of multisine excitation. In this period, there is the initial response and a strong transient.
response function $\mathcal{H}^{\text {obs }}(s)$ of the PSA setup with Set 1 indicated in Figure 4.6, since the LPM exploits the local smoothness, otherwise it would lead to a bias.

Then, we choose the initial expansion points: 1) the nominal value of each parameter is chosen as the initial parameter expansion points: $p_{1}^{0}=475, p_{2}^{0}=900, p_{3}^{0}=$ $44.5, p_{4}^{0}=27$ with 2 moments for each of these, 2) two initial frequency expansion points are at $\{0,1\}$ with the order of $\{100,10\}$. In this chapter, the tolerance sets as tol $=0.05$ which is the resolution of frequency range $\mathcal{S}$, and an identity weighting matrix is used $P=I$.

With the above configuration, we can calibrate the 4 parameters using the Algorithm 2 and the Algorithm 3. The calibrated results are summarized in Table 4.2

|  | Order of $\Sigma_{r}(\theta)$ | $\theta_{1}^{\text {opt }}$ | $\theta_{2}^{\text {opt }}$ | $\theta_{3}^{\text {opt }}$ | $\theta_{4}^{\text {opt }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Alg. 2 | 440 | 457.31 | 944.24 | 40.13 | 25.23 |
| Alg. 3 (Step 5) | 440 | 457.31 | 944.24 | 40.13 | 25.23 |
| Alg. 3 (1st loop in Step 6) | 488 | 459.40 | 944.78 | 45.90 | 23.01 |
| Alg. 3 (2nd loop in Step 6) | 536 | 458.07 | 945.60 | 47.57 | 26.74 |
| Alg. 3 (3rd loop in Step 6) | 584 | 458.22 | 946.34 | 46.61 | 27.94 |

Table 4.2: Optimization results of two algorithms. For Algorithm 3.

Some remarks for Table 4.2:

- With the same expansion points and the associated moments, the calibrated results and the order of the reduced model from Algorithm 2 are the same as the calibration results and the reduced order after Step 5 in Algorithm 3.
- Before reaching the tolerance in Step 6, Algorithm 3, it has run three loops in total. The new calibrated results are obtained for each loop since the objective function changes due to a refined reduced-order model.
- 2 moments for every parameter expansion are added $\tilde{p}_{j}=\theta_{j}^{\text {opt }}$ for $j=$ $1, \ldots, 4$ in each loop.
- After Step 6, item i) in each loop, the adapted frequency point $\tilde{\sigma}_{j}, j=1, \cdots, 4$ which represents the most sensitive frequency point with respect to the calibration results from the previous loop, can be automatically determined by solving (4.26).
- For every adapted frequency point $\tilde{\sigma}_{j}, j=1, \cdots, 4$, we choose 5 moments for generating the reduced order model.

The adapted frequency interpolation points are listed in Table 4.3 The frequency

|  | $\tilde{\sigma}_{1}$ | $\tilde{\sigma}_{2}$ | $\tilde{\sigma}_{3}$ | $\tilde{\sigma}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| Alg. 3 (1st loop in Step 6) | 0.47 | 1.89 | 11.30 | 15.08 |
| Alg. 3 (2nd loop in Step 6) | 0.78 | 2.35 | 14.29 | 13.98 |
| Alg. 3 (3rd loop in Step 6) | 0.83 | 3.14 | 16.022 | 16.50 |

Table 4.3: The adapted frequency interpolation points for each loop in Algorithm 3.
response of two parameterized reduced order models $\Sigma_{r, 2}\left(\theta^{\mathrm{opt}}, s\right), \Sigma_{r, 3}\left(\theta^{\mathrm{opt}}, s\right)$ which are generated from the Algorithm 2 and the Algorithm 3 are given in Figure 4.7 and Figure 4.8, as well as the frequency response of the $\mathcal{H}^{\mathrm{obs}}(s)$. Both the magnitude plot and the phase plot show that the $\Sigma_{r, 3}\left(\theta^{\circ \mathrm{opt}}, s\right)$ using the adaptive scheme introduces a less calibration error in comparison to the $\Sigma_{r, 2}\left(\theta^{\mathrm{opt}}, s\right)$ obtained from Algorithm 3. Note that the order of $\Sigma_{r, 3}\left(\theta^{\circ \mathrm{opt}}, s\right)$ is 584 is higher than the order of $\Sigma_{r, 2}\left(\theta^{\mathrm{opt}}, s\right)$ which is 440 . Additionally, the Algorithm 3 takes longer computation time due to the adaptive scheme.

### 4.6 Conclusion

In this chapter, we have presented the calibration problems that involve largescale models. An adapted optimization scheme that minimizes the calibration error has been combined with a parameterized model order reduction procedure. The new approach avoids re-sampling the parameter space for the parameter calibration and guarantees the equivalent Hermite interpolation condition for calibration problem between the full-order model and the reduced-order model. This method has been applied to a real-world application with measurement data. The calibration results show that the adaptive scheme introduced less calibration error in comparison to the current existing one.


Figure 4.7: Magnitude plot of $2 \times 2$ systems: blue dot line denotes the $\mathcal{H}^{\text {obs }}(s)$, the red solid line represents the $\Sigma_{r, 3}\left(\theta^{\mathrm{opt}}, s\right)$ using Algorithm 3, with a dimension of 584 , and the green line is $\Sigma_{r, 2}\left(\theta^{\mathrm{opt}}, s\right)$ using Algorithm 2, with a dimension of 440. The black box indicates the frequency range for calibration $[0.15,22][\mathrm{Hz}]$.


Figure 4.8: Phase plot of $2 \times 2$ systems: blue dot line denotes the $\mathcal{H}^{\text {obs }}(s)$, the red solid line represents the $\Sigma_{r, 3}\left(\theta^{\mathrm{opt}}, s\right)$ using Algorithm 3, with a dimension of 584, and the green line is $\Sigma_{r, 2}\left(\theta^{\mathrm{opt}}, s\right)$ using Algorithm 2, with a dimension of 440 . The black box indicates the frequency range for calibration $[0.15,22][\mathrm{Hz}]$.

# Model reduction of LFT systems using moment-matching method 

In this chapter, model reduction methods are presented for a largescale system with uncertainties, and a linear fractional transformation (LFT) represents is used to represent these model uncertainties. The reduction method involves a generalized definition of moments, parameterized moments and moment-matching based model reduction for LFT systems. The resulting methods apply to state order reduction for both uncertain linear time-invariant (LTI) systems and affine linear parameter-varying (LPV) systems with parametric uncertainties, represented by LFT's. By applying the proposed methods, we show that the reduced models preserve the moments/parameterized moments and the LFT structure. Based on the proposed methods, we present a parameterized model order reduction ( pMOR ) algorithm for LPV systems with bounded parameters. This algorithm preserves the parameters in the reduced model with fewer expansion points, and it leads to a smaller order reduced model. Numerical results based on a thermal system are carried out for both LTI and LPV models.

### 5.1 Introduction

The process of modelling and optimization for high-precision systems often results in models that have high state order and complicated uncertainty descriptions. These models are computationally expensive for controller/observer design
or analysis. For large-scale models without uncertainty, there exist many wellknown state order reduction methods, examples of which include the interpolation based approaches for LTI systems [24, 130, 50, 15], balanced truncation [17, 30, 14, 83, 82], Krylov based method [85, 81, 75, 18, 23, 130, 84, 33, 21] and parametric models [29, 53, 170, 113]; and the reduced-based methods [143, 89, 97, 97]. Some Krylov based methods use the linear fractional transformation (LFT) structure to derive an iterative-type reduced order model algorithm for LTI systems. In $[74,131$ ], the authors regarded the reduced order model (ROM) as the nominal model and the full order model (FOM) as the uncertain model. In contrast, there is little of work about reducing uncertain systems [168, 11, 10, 26]. In [26], the authors gave a systematic approach for the reduction of LTI systems with uncertainties, which is based on balancing the state variable. In addition [26] derived an error bound on the mismatch. This idea was extended to LPV systems in [25]. However, for models with high state dimension, MOR methods based on Krylov subspaces and moment matching are more attractive since it is simpler to implement and requires less computational effort than balanced reduction.

The idea of moment-matching for uncertain systems was first introduced in [167] where the authors analyzed and interpolated the uncertain systems at some points of the frequency response using the concept of moment. In such a way, the parametric variation of the model was approximated with the preservation of the first two moments. Besides this implementation of a moment matched reduction of an uncertain system, little work has been reported in the literature on the reduction of uncertain systems. There are still some important problems remaining open for the reduction of large-scale uncertain models. Specific problems include the question: i) whether the LFT structure for uncertainty descriptions is adequate for reduction purposes; ii) whether the uncertainty range of a model can be (or needs to be) preserved in the reduction process; iii) whether and how error bounds can be derived between an uncertain model and its simplification.

In this chapter, we will consider two types of uncertain systems: LTI systems and LPV systems. For the first type, we consider the setting of an uncertain large-scale LTI system that is described by LFTs on a repeated scalar uncertainty structure. To study the impact of the uncertainty set in the reduced model, we need the additional assumption that the uncertainty has a well defined upper and lower bound and has a diagonal structure. For the second one, we focus on a large-scale LPV model with parametric uncertainty that is related to the variation of physical parameters. More specifically, we consider a model with inaccurate density, heat capacitance, thermal conductivity coefficient due to process variation.

In Section 5.2, we give the background material on two types of uncertain systems. The model reduction for uncertain systems is considered in Section 5.3. Afterwards, Section 5.4 presents the results of MOR and pMOR for uncertain systems. We close this chapter with some conclusions and considerations on further work in Section 5.5.

### 5.2 Preliminaries

One way to model physical systems is through first principle modelling. Since in any modeling strategy there is always a mismatch between the model and the physical system. Such a model mismatch (or model discrepancy) can be viewed as a type of uncertainty in the underlying model. The field of system theory has developed various techniques to model the discrepancy between system and model and aim to quantify the mismatch, named uncertainty in this chapter. This chapter focuses on a system in which the performance is dominated by uncertainty, while the controller design or prediction is based on an idealized mathematical model that performs non-optimal or even poorly in the real physical system. The source of such uncertainty might be unknown nonlinearities, unmodelled dynamics, parameter variation, or the combination of any of these. To have a mathematical description of a system with uncertainty, we employ the LFT paradigm, which is depicted in Figure 5.1.


Figure 5.1: Example of a uncertain system $P_{\Delta}$ consists of the nominal plant $P$ and the uncertainty block $\Delta$.

In Figure 5.1 the system with block $P$ represents the nominal model of the system, which is the input-output relation between input $u$ and output $y$ of the plant at the nominal values. The external signals of the uncertain system are the input $u$ and the output $y$ while the internal signals are denoted as $y_{\Delta}$ and $u_{\Delta}$. The block indicated by $\Delta$ denotes an uncertain system that is not fixed and is only known to be an element of a class of systems, say $\Delta$, which we refer to as the uncertainty class. This class may be dynamic or static, linear or nonlinear, bounded with respect to various gains, structured or non-structured in its relation between $u_{\Delta}$ and $y_{\Delta}$. A specific example of a structured static uncertainty set

$$
\begin{equation*}
\boldsymbol{\Delta}=\{\Delta(\lambda) \mid \lambda \in \mathbb{C} \text { and } I-A \lambda \text { is regular }\} \tag{5.1}
\end{equation*}
$$

In particular, if the system realization matrix $P$ is partitioned as

$$
P=\left[\begin{array}{ll}
P_{11} & P_{12} \\
P_{21} & P_{22}
\end{array}\right]
$$

the input-output mapping of the interconnection in Figure 5.1 is defined by map-
ping $\operatorname{col}\left(u_{\Delta}, u\right)$ to $\operatorname{col}\left(y_{\Delta}, y\right)$ as a transfer function of an LTI system. Then let $\Delta: y_{\Delta} \rightarrow u_{\Delta}$ and assume, for the time being, that $\Delta$ is a linear mapping belonging to a class $\Delta$ of linear mappings. Then the configuration of Figure 5.1 represents an uncertain transfer function $P_{\Delta}$ from input $u$ to output $y$ that is given by

$$
y=(\Delta \star P) u=\left(P_{22}+P_{21} \Delta\left(I-P_{11} \Delta\right)^{-1} P_{12}\right) u
$$

Here the Redheffer star notation $\star$ is only used where it is understood that the inverse of $\left(I-P_{11} \Delta\right)$ exists. Note that we require this nonsingular condition for all $\Delta \in \boldsymbol{\Delta}$ to guarantee that $\Delta \star P$ is a well defined class of uncertain models for all $\Delta \in \Delta$. We mention here that, throughout this chapter, we call $P_{22}+P_{21} \Delta(I-$ $\left.P_{11} \Delta\right)^{-1} P_{12}$ the transfer operator which is associated with $\Delta \in \boldsymbol{\Delta}$.

## 5.2.a LFR representations of LTI systems

First, we consider an LTI system of the form

$$
\Sigma:=\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+B u(t)  \tag{5.2}\\
y(t)=C x(t)+D u(t)
\end{array}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote, respectively, the state vector, the input and the output. The $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{q \times n}$ and $D \in \mathbb{R}^{q \times m}$ are given system matrices. In most practical cases, we can assume that the state dimension is much higher than the input dimension and output dimension, $n \gg q$ and $n \gg m$. The matrix pencil $A-\sigma I$ is assumed to be regular. Let $P$ be the static matrix

$$
P=\left[\begin{array}{ll}
A & B  \tag{5.3}\\
C & D
\end{array}\right]
$$

If we let $\Delta$ denote the repeated copies of the shift operator, e.g., $\Delta=\lambda I, \Delta \in \boldsymbol{\Delta}$ in (5.1) and $I$ with dimension of $n \times n$ in (5.1), then the input-output mapping of this uncertain system $(\Delta, P)$ can be represented as

$$
\begin{equation*}
y=(\Delta \star P) u=\left(D+C \lambda(I-A \lambda)^{-1} B\right) u . \tag{5.4}
\end{equation*}
$$

Note that with $u_{\Delta}=x, y_{\Delta}=\dot{x}$ in Figure 5.1 and $\lambda=\frac{1}{s}$, the equation in (5.4) is equal to the transfer function $H(s)=C(s I-A)^{-1} B+D$. Specifically, $\Delta \star P=G(\lambda)$.

## 5.2.b LFR representations of uncertain LPV systems

Second, we consider a linear parameter-varying model with parameters $\theta \in \Theta$, $\Theta \subset \mathbb{R}^{\ell}$ described as

$$
\Sigma(\theta):=\left\{\begin{array}{l}
\dot{x}(t)=A(\theta) x(t)+B(\theta) u(t)  \tag{5.5}\\
y(t)=C(\theta) x(t)+D(\theta) u(t)
\end{array}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote, respectively, the state vector, the input and the output. The state-space matrices are functions $A: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times n}$,
$B: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{n \times m}, C: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{q \times n}$ and $D: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{q \times m}$. The system matrices are assumed to have affine dependence on the parameter vector, which means that we can write

$$
\begin{array}{ll}
A(\theta)=A_{0}+\sum_{i=1}^{\ell} \theta_{i} A_{i} & B(\theta)=B_{0}+\sum_{i=1}^{\ell} \theta_{i} B_{i} \\
C(\theta)=C_{0}+\sum_{i=1}^{\ell} \theta_{i} C_{i} & D(\theta)=D_{0}+\sum_{i=1}^{\ell} \theta_{i} D_{i} . \tag{5.6}
\end{array}
$$

In this work, we assume that $A(\theta)$ is Hurwitz for all $\theta \in \Theta$. Furthermore, the parameter $\theta \in \Theta$ is not varying with time, i.e. $\frac{d}{d t} \theta=0$ but with physically meaningful constraints $\underline{\theta}_{i} \leq \theta_{i} \leq \bar{\theta}_{i}$ and $-\infty<\underline{\theta}_{i} \leq \bar{\theta}_{i}<\infty$. This means that $\Theta=\Pi_{i=1}^{\ell}\left[\underline{\theta}_{i}, \bar{\theta}_{i}\right]$, i.e. $\Theta$ has Cartesian structure. With such upper and lower bounds, we can define the nominal value of $i$ th parameter according to

$$
\theta_{i}^{0}=\frac{\bar{\theta}_{i}+\underline{\theta}_{i}}{2} \quad \text { with } \quad \underline{\theta}_{i} \leq \theta_{i} \leq \bar{\theta}_{i}, \quad \underline{\theta}_{i}, \bar{\theta}_{i} \in \mathbb{R}
$$

and introduce the scaled error $\delta_{i}: \mathbb{R} \rightarrow \mathbb{R}$ defined by the expression

$$
\delta_{i}\left(\theta_{i}\right)=\frac{\theta_{i}-\theta_{i}^{0}}{\bar{\theta}_{i}-\theta_{i}^{0}}
$$

This defines then $\Delta(\delta): \Theta \rightarrow \mathbb{R}^{n \times n}$ and we write this as $\Delta(\delta)=\left\{\operatorname{diag}\left(\delta_{i}\left(\theta_{i}\right) I\right) \mid\right.$ $i=1, \ldots \ell\}$. Thus, we have $\theta_{i}=\theta_{i}^{0}+w_{i} \delta_{i}\left(\theta_{i}\right)$ where the weighting function $w_{i}$ is defined as $w_{i}=\bar{\theta}_{i}-\theta_{i}^{0}$ and $\left|\delta_{i}\left(\theta_{i}\right)\right| \leq 1$. By reformulating the system (5.5) in such a way, we shift and normalize the uncertain system to the nominal system, which is the centre of the uncertainty set with respect to the parametric uncertainty. Therefore, system matrices of (5.5) with $\theta \in \Theta$ can be represented as

$$
\left[\begin{array}{ll}
A(\theta) & B(\theta)  \tag{5.7}\\
C(\theta) & D(\theta)
\end{array}\right]=\left[\begin{array}{ll}
A\left(\theta^{0}\right) & B\left(\theta^{0}\right) \\
C\left(\theta^{0}\right) & D\left(\theta^{0}\right)
\end{array}\right]+\sum_{i=1}^{\ell} \delta_{i}\left[\begin{array}{cc}
w_{i} A_{i} & w_{i} B_{i} \\
w_{i} C_{i} & w_{i} D_{i}
\end{array}\right]
$$

Now factorize

$$
\left[\begin{array}{ll}
w_{i} A_{i} & w_{i} B_{i}  \tag{5.8}\\
w_{i} C_{i} & w_{i} D_{i}
\end{array}\right]=\left[\begin{array}{l}
L_{i}^{1} \\
L_{i}^{2}
\end{array}\right]\left[\begin{array}{ll}
R_{i}^{1} & R_{i}^{2}
\end{array}\right]=\left[\begin{array}{cc}
L_{i}^{1} R_{i}^{1} & L_{i}^{1} R_{i}^{2} \\
L_{i}^{2} R_{i}^{1} & L_{i}^{2} R_{i}^{2}
\end{array}\right]
$$

where $\left[\begin{array}{c}L_{i}^{1} \\ L_{i}^{2}\end{array}\right]$ and $\left[R_{i}^{1}, R_{i}^{2}\right]$ have full column and row rank, respectively. In this way, the system (5.5) can be described as

$$
\left[\begin{array}{c}
y_{1, \Delta}  \tag{5.9}\\
\vdots \\
y_{\ell, \Delta} \\
\hline \eta \\
y
\end{array}\right]=\underbrace{\left[\begin{array}{ccc|cc}
0 & \cdots & 0 & R_{1}^{1} & R_{1}^{2} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & R_{\ell}^{1} & R_{\ell}^{2} \\
\hline L_{\ell}^{1} & \cdots & L_{\ell}^{1} & A\left(\theta^{0}\right) & B\left(\theta^{0}\right) \\
L_{\ell}^{2} & \cdots & L_{\ell}^{2} & C\left(\theta^{0}\right) & D\left(\theta^{0}\right)
\end{array}\right]}_{P^{\theta}}\left[\begin{array}{c}
u_{1, \Delta} \\
\vdots \\
u_{\ell, \Delta} \\
x \\
u
\end{array}\right]
$$

with

$$
\left[\begin{array}{c}
u_{1, \Delta} \\
\vdots \\
u_{\ell, \Delta}
\end{array}\right]=\left[\begin{array}{ccc}
\delta_{1}\left(\theta_{1}\right) I & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & \delta_{\ell}\left(\theta_{\ell}\right) I
\end{array}\right]\left[\begin{array}{c}
y_{1, \Delta} \\
\vdots \\
y_{\ell, \Delta}
\end{array}\right]=\Delta(\delta)\left[\begin{array}{c}
y_{1, \Delta} \\
\vdots \\
y_{\ell, \Delta}
\end{array}\right] .
$$

In order to avoid confusion regarding the notation of the matrix $P$ in (5.3), the matrix in the equation (5.9) is denoted by $P^{\theta}$, which is algebraic and the parameter variations are captured in the uncertainty $\Delta(\delta)$.

Theorem 5.1 The set of matrices $\left[\begin{array}{c}A(\theta), B(\theta) \\ C(\theta), D(\theta)\end{array}\right]$ defined in (5.6) with $\theta \in \Theta, \Theta:=$ $\Pi_{i=1}^{\ell}\left[\underline{\theta}_{i}, \bar{\theta}_{i}\right]$ can be rewritten as

$$
\begin{aligned}
{\left[\begin{array}{ll}
A\left(\theta^{0}\right)+\sum_{i=1}^{\ell} \delta_{i} L_{i}^{1} R_{i}^{1} & B\left(\theta^{0}\right)+\sum_{i=1}^{\ell} \delta_{i} L_{i}^{1} R_{i}^{2} \\
C\left(\theta^{0}\right)+\sum_{i=1}^{\ell} \delta_{i} L_{i}^{2} R_{i}^{1} & D\left(\theta^{0}\right)+\sum_{i=1}^{\ell} \delta_{i} L_{i}^{2} R_{i}^{2}
\end{array}\right] } & =\left[\begin{array}{cc}
A(\delta) & B(\delta) \\
C(\delta) & D(\delta)
\end{array}\right] \\
& =\left(\Delta(\delta) \star P^{\theta}\right)
\end{aligned}
$$

with $\Delta(\delta)=\left\{\operatorname{diag}\left(\delta_{i} I\right) \mid i=1, \ldots, \ell\right\}$ where $\left|\delta_{i}\right| \leq 1$ for all $i=1, \ldots, \ell$, and $P^{\theta}$ is given in (5.9).

Proof: See the derivation in (5.7) and (5.8) proceeding the theorem.

Remark 5.1 We assume that all weighting factors w are accurate to describe the parametric uncertainty range and real-valued functions. In the above derivation, the weighting functions are absorbed in the nominal model. As mentioned in [147], the alternative approach is to incorporate the weighting functions in $\Delta(\delta)=\operatorname{diag}\left(\left[w_{1} \delta_{1} I, \cdots, w_{\ell} \delta_{\ell} I\right]\right)$. In this chapter, we choose the former approach.

Remark 5.2 As mentioned in [147], the factorization in (5.8) is chosen such that the number of columns/rows of the factors is minimal. This minimality results in minimal blocks of the uncertainty $\Delta(\delta)$. If an arbitrary factorization is applied, it could lead to a larger factorization and inefficient system realization.

To describe the transfer function of the uncertain parametric system (5.5), let us take a second uncertainty function $\Delta(\lambda)=\lambda I$. Then the input-output mapping or transfer operator of the system (5.5) can be represented by Redheffer star product, that is

$$
\begin{align*}
y & =\left(\Delta(\lambda) \star\left(\Delta(\delta) \star P^{\theta}\right)\right) u \\
& =\left(\lambda I \star\left[\begin{array}{lr}
A(\delta) & B(\delta) \\
C(\delta) & D(\delta)
\end{array}\right] u\right. \\
& =\left[D(\delta)+C(\delta) \lambda I(I-A(\delta) \lambda I)^{-1}(B(\delta))\right] u . \tag{5.10}
\end{align*}
$$

The system model $\left(\Delta(\lambda),\left(\Delta(\delta) \star P^{\theta}\right)\right)$ is depicted in Figure 5.2.


Figure 5.2: System $\left(\Delta(\lambda),\left(\Delta(\delta) \star P^{\theta}\right)\right)$ where $\Delta(\delta(\theta))$ represents the parametric uncertainty and the general uncertainty $\Delta(\lambda)$ is denoted by shift operator $\Delta(\lambda)=$ $\lambda I$

Remark 5.3 Indeed, by combining the $\Delta(\lambda)$ and $\Delta(\delta)$ as one uncertainty block, such as in [167]

$$
\tilde{\Delta}(\lambda, \delta)=\left[\begin{array}{l|l}
\Delta(\lambda) &  \tag{5.11}\\
\hline & \Delta(\delta)
\end{array}\right]=\left[\begin{array}{c|ccc}
\lambda I & & \\
\hline & \delta_{1}\left(\theta_{1}\right) I & \cdots & 0 \\
& \vdots & & \vdots \\
& 0 & & \delta_{\ell}\left(\theta_{\ell}\right) I
\end{array}\right]
$$

the expression of the transfer operator $\left(\lambda I \star\left(\Delta(\delta) \star P^{\theta}\right)\right)$ can be simplified to $\left(\tilde{\Delta}(\lambda, \delta) \star P^{\theta}\right)$. Nevertheless, we intend to distinguish the shift operator $\lambda I$ from the parametric uncertainty $\Delta(\delta)$ such that the impact of the parameter variation to the plant is differentiable.

Theorem 5.2 The transfer function $H(s, \theta)$ for the uncertain system in (5.5) belongs to the class of uncertain systems $G:=\{G(s, \theta) \mid \theta \in \Theta\}$ that satisfies

$$
\left.G=\{\Delta)(\tilde{\lambda}, \delta) \star P^{\theta} \mid \tilde{\Delta}\right\}
$$

assuming the form $\tilde{\Delta}(\lambda, \delta)$ in (5.11) with $\Delta \in \Delta$ and $\lambda=\frac{1}{s}$.

## 5.2.c Projection-based MOR

Suppose (5.2) is a stable system with a high dimensional state vector typically $n \geq 10^{4}$. It is desired to have a low-order system realization $r \ll n$. We employ the projection-based method to find the reduced order model. Define the projection spaces

$$
\begin{equation*}
\mathcal{V}:=\operatorname{im}(V) ; \quad \mathcal{W}:=\operatorname{im}(W) \tag{5.12}
\end{equation*}
$$

$W, V \in \mathbb{R}^{n \times r}$ are full rank matrices with $r \ll n$. Let $\Pi_{\mathcal{V}}$ and $\Pi_{\mathcal{W}}$ denote the (canonical) projections of $\mathbb{R}^{n}$ onto $\mathcal{V}$ and $\mathcal{W}$, respectively. That is $\Pi_{\mathcal{V}}=V\left(V^{T} V\right)^{-1} V^{T}$ and $\Pi_{\mathcal{W}}=W\left(W^{T} W\right)^{-1} W^{T}$. Then, the reduced state is defined

$$
x_{r}:=\left(V^{T} V\right)^{-1} V^{T} x,
$$

and satisfies $V x_{r}=\Pi_{\mathcal{V}} x$. Since $V x_{r}$ is the orthogonal projection of $x$ in $\mathcal{V}$ we view $V x_{r}$ as the best approximation of $x$ in $\mathcal{V}$ and view the $r$ dimensional vector $x_{r}$ of coefficients of $x$ in the projected space $\mathcal{V}$ as the reduced order state. $x_{r}$ is an approximation of the state $x$ in (5.2) and has a dimension of $r$. Replacing $x$ by its approximation $V x_{r}$ incurs a residual error

$$
\rho:=V \dot{x}_{r}-A V x_{r}-B u
$$

in the state evolution equation of (5.2). The projection $\Pi_{\mathcal{W}}$ is meant to require that $\Pi_{\mathcal{W}} \rho=0$ for all time instants $t$. Equivalently,

$$
W^{T} \rho=W^{T} V \dot{x}_{r}-W^{T} A V x_{r}-W^{T} B u=0 .
$$

Combing the state and the residual projection, we have the reduced system realization

$$
\Sigma:= \begin{cases}\dot{x}_{r}(t) & =A_{r} x_{r}(t)+B_{r} u(t)  \tag{5.13}\\ y(t) & =C_{r} x_{r}(t)+D_{r} u(t)\end{cases}
$$

where the system matrices are

$$
\begin{aligned}
A_{r}=W^{T} A V, & B_{r}=W^{T} B \\
C_{r}=C V & D_{r}=D
\end{aligned}
$$

This method can also be extended to LPV systems. Consider the system in (5.5), assume the system is stable for all $\theta \in \Theta$. Using the projection-based MOR as described above, the reduced model is

$$
\Sigma_{r}(\theta):=\left\{\begin{array}{l}
\dot{x}_{r}(t)=A_{r}(\theta) x_{r}(t)+B_{r}(\theta) u(t)  \tag{5.14}\\
y(t)=C_{r}(\theta) x_{r}(t)+D_{r}(\theta) u(t),
\end{array}\right.
$$

the reduced system matrices are defined as $A_{r}(\theta)=W^{T} A(\theta) V, B_{r}(\theta)=W^{T} B(\theta)$, $C_{r}(\theta)=C(\theta) V$ and $D_{r}(\theta)=D(\theta)$. This reads

$$
A_{r}(\theta)=W^{T}\left(A_{0}+\sum_{i=1}^{\ell} \theta_{i} A_{i}\right) V=A_{r, 0}+\sum_{i=1}^{\ell} \theta_{i} A_{r, i}
$$

$$
\begin{aligned}
B_{r}(\theta) & =W^{T}\left(B_{0}+\sum_{i=1}^{\ell} \theta_{i} B_{i}\right)=B_{r, 0}+\sum_{i=1}^{\ell} \theta_{i} B_{r, i} \\
C_{r}(\theta) & =\left(C_{0}+\sum_{i=1}^{\ell} \theta_{i} C_{i}\right) V=C_{r, 0}+\sum_{i=1}^{\ell} \theta_{i} C_{r, i} \\
D_{r}(\theta) & =D(\theta) .
\end{aligned}
$$

Hence, if (5.5) affinely depends on the parameters $\theta$, so does (5.14). If $W=V$, this is called an (ordinary) Galerkin projection. If $W \neq V$, this is a Petrov-Galerkin projection. For a high-order state model, the construction of $V, W$ using the SVDbased method often is computationally expensive or infeasible. In those cases, a moment-matching method is much easier and more efficient to generate the projection matrices.

### 5.3 Model reduction of LFT systems

Before considering the construction of the projection matrices $V, W$ for uncertain systems, we first present the moments for uncertain systems. Then, the reduced order model for uncertain systems generated via moment-matching is given.

## 5.3.a Moment and model reduction for LTI systems in LFT representation

Consider the uncertain LTI system model $(\Delta, P)$ where the uncertainty set $\Delta \in \boldsymbol{\Delta}$ is defined as in (5.1) and $P$ has the realization in (5.3). Suppose $A \Delta$ is nonsingular for all $\Delta \in \Delta$. Using this condition for conceptual verification of the regularity of the matrix pencil ( $I-A \Delta$ ), we can derive an efficient and easily implemented regularity-based condition for uncertain systems.

With the condition of the regularity of the matrix pencil $(I-A \Delta)$, we proceed to the definition of moments. The transfer operator of the model $(\Delta, P)$ with $\Delta=\lambda I$ is defined as

$$
G(\lambda):=\Delta \star P=D+C \lambda(I-A \lambda)^{-1} B .
$$

Consider analytic expansion of $G(\lambda)$ around the point $\lambda_{0} \in \mathbb{C}$. Thus

$$
G(\lambda)=\sum_{k=0}^{\infty} m_{k}\left(\lambda-\lambda_{0}\right)^{k}=m_{0}+m_{1}\left(\lambda-\lambda_{0}\right)+m_{2}\left(\lambda-\lambda_{0}\right)^{0}+\ldots
$$

with moments $m_{k}=m_{k}\left(\lambda_{0}\right), k \geq 0$. Then

$$
m_{k}\left(\lambda_{0}\right)=\left.\frac{1}{k!} \frac{d^{k}}{d \lambda^{k}} G(\lambda)\right|_{\lambda=\lambda_{0}}=\frac{1}{k!} G^{k}\left(\lambda_{0}\right), k \geq 0
$$

and moments $m_{k}$ satisfy Cauchy integral expression

$$
m_{k}\left(\lambda_{0}\right)=\frac{1}{2 \pi i} \oint{\frac{G(\lambda)}{\left(\lambda-\lambda_{0}\right.}}^{k+1} d \lambda
$$

counterclockwise integration over any closed curve in $\mathcal{C}$ enclosing $\lambda_{0}$ and belonging to domain of analyticity of $G$.

Theorem 5.3 Let $\lambda_{0} \in \mathbb{C}$. Then the $k$-th moment $m_{k}=m_{k}\left(\lambda_{0}\right)$ of $G(\lambda)=(\Delta \star P)(\lambda)$ with $P=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right], \Delta=\Delta(\lambda):=\lambda I_{n} \in \Delta$ is given by

$$
m_{k}\left(\lambda_{0}\right)= \begin{cases}D+C \lambda_{0}\left(I-\lambda_{0} A\right)^{-1} B & \text { if } k=0  \tag{5.15}\\ \mathcal{C}\left(\lambda_{0}\right)\left[\mathcal{A}\left(\lambda_{0}\right)\right]^{k-1} \mathcal{B}(\lambda) & \text { if } k \geq 0\end{cases}
$$

where $\mathcal{C}(\lambda):=C(I-\lambda A)^{-1} ; \mathcal{B}(\lambda):=(I-\lambda A)^{-1} B$, and $\mathcal{A}(\lambda):=A(I-\lambda A)^{-1}$.

Notice that for a special case $\lambda_{0}=0,(5.15)$ can be simplified to

$$
m_{k}(0)= \begin{cases}D & \text { if } k=0 \\ C A^{k-1} B & \text { if } k \geq 0\end{cases}
$$

Next suppose that $\lambda_{0} \in \mathbb{C}$ is given and we wish to match $2 N$ moments $m_{0}\left(\lambda_{0}\right), \ldots$, $m_{2 N-1}\left(\lambda_{0}\right)$ in a reduced order $r<n$ model. Define a full rank matrix $V$ such that $\mathcal{V}=\mathrm{im} V$ is given by the Krylov subspace

$$
\begin{equation*}
\mathcal{V}=\operatorname{colspan}\left\{f, M f, \cdots, M^{N-1} f\right\} \tag{5.16}
\end{equation*}
$$

where

$$
\begin{aligned}
f & :=\mathcal{B}\left(\lambda_{0}\right)=\left(I-A \lambda_{0}\right)^{-1} B \in \mathbb{R}^{n \times m} \\
M & :=\mathcal{A}\left(\lambda_{0}\right)=A\left(I-A \lambda_{0}\right)^{-1} \quad \in \mathbb{R}^{n \times n}
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
\mathcal{W}=\operatorname{colspan}\left\{l, M^{T}, \cdots,\left(M^{T}\right)^{N-1} l\right\} \tag{5.17}
\end{equation*}
$$

where

$$
\begin{aligned}
l & :=\mathcal{C}\left(\lambda_{0}\right)^{T}=\left(I-A \lambda_{0}\right)^{-T} C^{T} \in \mathbb{R}^{n \times q} \\
M^{T} & :=\mathcal{A}\left(\lambda_{0}\right)=\left(I-A \lambda_{0}\right)^{-T} A^{T} \quad \in \mathbb{R}^{n \times n}
\end{aligned}
$$

and let $W$ be any full rank matrix such that $\mathcal{W}=\operatorname{im}(W)$, and $r=N \times m$.
Based on the discussion above, the reduced LTI system in LFR representation is
defined as $\left(\Delta_{r}, P_{r}\right)$ with $r \ll n$, by setting:

$$
P_{r}=\left[\begin{array}{ll}
A_{r} & B_{r} \\
C_{r} & D_{r}
\end{array}\right]
$$

with

$$
\begin{array}{cl}
A_{r}=W^{T} A V \in \mathbb{R}^{N \times N} & B_{r}=W^{T} B \in \mathbb{R}^{N \times m} \\
C_{r}=C V \in \mathbb{R}^{q \times N} & D_{r}=D \in \mathbb{R}^{q \times m}
\end{array}
$$

and the uncertainty set is

$$
\Delta_{r} \in \boldsymbol{\Delta}_{r}, \quad \boldsymbol{\Delta}_{r}=\boldsymbol{\Delta}
$$

where $\Delta_{r}$ represents a lower order uncertainty set of $\Delta \in \Delta$ defined in (5.1). We again assume that the $\Delta_{r}$ represents the shift operator $\Delta_{r}(\lambda)=\lambda I_{r}$.


Figure 5.3: Error system $\left(\Delta_{e}, P_{e}\right)$ between two LFTs models remains LFT.
The difference between the full order model $(\Delta(\lambda), P)$ and reduced order model $\left(\Delta_{r}(\lambda), P_{r}\right)$ can be formed as the difference realization of these two models, that is

$$
\begin{equation*}
\left(\Delta_{e} \star P_{e}\right)=(\Delta(\lambda) \star P)-\left(\Delta_{r}(\lambda) \star P_{r}\right) \tag{5.18}
\end{equation*}
$$

with

$$
P_{e}=\left[\begin{array}{ccc}
A & 0 & B \\
0 & A_{r} & B_{r} \\
C & -C_{r} & D-D_{r}
\end{array}\right] \quad \text { and } \quad \Delta_{e}=\left[\begin{array}{cc}
\Delta & 0 \\
0 & \Delta_{r}
\end{array}\right]
$$

The interconnection of the $\left(\Delta_{e}, P_{e}\right)$ is shown in Figure 5.3.
Remark 5.4 Notice that the realization of the difference between the reduced and the original uncertain systems represented by the LFT, is an LFT again with block uncertainty $\Delta_{e}$ satisfying $\Delta_{e}(\lambda)=\lambda I_{n+r}$

Different from SVD-based MOR techniques, moment-matching MOR method is preserving the local information around the expansion point, which does not have global error bound. In what follows, we present the lemma using the result for LTI systems in Theorem 2.3.

Theorem 5.4 Let $\lambda_{0} \in \boldsymbol{\Delta}$ be chosen such that both the matrix pencil $\left(I-A \lambda_{0}\right),\left(I_{r}-\right.$ $\left.A_{r} \lambda\right)$ are regular, and both the transfer operators $\left(\lambda I_{n} \star P\right),\left(\lambda I_{r} \star P_{r}\right)$ are analytic in the neighbourhood of $\lambda_{0}$, then the Hermite interpolation condition is satisfied as

$$
\left.\frac{d^{i}}{d \lambda^{i}}\left(\lambda I_{n} \star P\right)\right|_{\lambda=\lambda_{0}}=\left.\frac{d^{i}}{d \lambda^{i}}\left(\lambda I_{r} \star P_{r}\right)\right|_{\lambda=\lambda_{0}}, \quad \text { for } \quad i=0, \cdots, N-1 .
$$

This yields a reduced model whose transfer operator $\left(\lambda I_{r} \star P_{r}\right)$ coincides in as many moments as possible for a given order.

Proof: We refer the proof to Section 2.3.
Based on Theorem 5.4, the error system defined in (5.18) also satisfies the Hermite condition, that is

$$
\frac{d^{i}}{d \lambda^{i}}\left(\Delta_{e} \star P_{e}\right)\left(\lambda_{0}\right)=0 \quad \text { for } \quad i=0, \cdots, N-1
$$

where $\Delta_{e}=\left[\begin{array}{cc}\lambda I_{n} & 0 \\ 0 & \lambda I_{r}\end{array}\right]=\lambda I_{n+r}$.
A generic implementation of the moment-matching for uncertain LTI systems as described in (5.16) and (5.17) can be carried out by using Arnoldi algorithm, and the details we refer to [Section 3.3, [17]].

## 5.3.b Moments and model reduction for uncertain LPV systems

Similarly, we present the moment for the LPV systems with parametric uncertainty. Consider the LFT paradigm shown in Figure 5.2, where $P^{\theta}$ denotes the nominal plant as in (5.9), $\Delta(\delta)$ specifies the parametric uncertainty which is represented by variables $\delta$, and $\Delta$ represents the general uncertainty that can be represented as copies of the shift operator $\Delta=\lambda I$.

Assume the model $\left(\Delta(\delta), P^{\theta}\right)$ is stable for every $\Delta(\delta) \in \Delta$, that is, all the generalized eigenvalues of the matrix pencil $(I-A(\delta) \Delta)$ lie in the left half open plane. Suppose the transfer operator $G(\lambda, \delta)=\left(\lambda I \star\left(\Delta(\delta) \star P^{\theta}\right)\right)$ is analytic in the neighbourhood of the expansion point $\left(\lambda_{0}, \delta_{0}\right)$. Then, the multivariable Taylor series expansion of $G(\lambda, \delta)$ is given by the expression derived in (2.35) and reads

$$
\begin{aligned}
G(\lambda, \delta) & =G\left(\lambda_{0}, \delta_{0}\right)+\left[D^{1} G\right]\binom{\lambda-\lambda_{0}}{\delta-\delta_{0}} \\
& +\ldots+\left[D^{|k|} G\right]\left(\binom{\lambda-\lambda_{0}}{\delta-\delta_{0}}, \ldots,\binom{\lambda-\lambda_{0}}{\delta-\delta_{0}}\right)+\ldots
\end{aligned}
$$

where $\left[D^{|k|} G\right.$ ] is defined in (2.32). This can be written as

$$
G(\lambda, \delta)=\sum_{I=0}^{\infty} \sum_{|J|=0}^{\infty} m_{I, J}\left(\lambda_{0}, \delta_{0}\right)\left(\lambda-\lambda_{0}\right)^{I}\left(\delta-\delta_{0}\right)^{J}
$$

where $I$ is a integer and $J$ is a multi-index $J=\left(j_{1}, \ldots, j_{\ell}\right.$ with length $|J|=$ $\sum_{k=1}^{\ell} j_{k}$ and $\left(\delta-\delta_{0}\right)^{J}$ is to be interpreted as

$$
\left(\delta-\delta_{0}\right)^{J}=\left(\delta_{1}-\delta_{0,1}\right)^{j_{1}} \ldots\left(\delta_{\ell}-\delta_{0, \ell}\right)^{j_{\ell}}
$$

Here $m_{I, J}\left(\lambda_{0}, \delta_{0}\right)$ denotes the $(I, J)$-th moment of the uncertain system $G(\lambda, \delta)=$ $\left(\lambda I_{n},\left(\Delta(\delta) \star P^{\theta}\right)\right.$ and is given

$$
\begin{aligned}
G(\lambda, \delta) & =G\left(\lambda_{0}, \delta_{0}\right)+\frac{\partial}{\partial \lambda} G\left(\lambda_{0}, \delta_{0}\right)\left(\frac{1}{\lambda}-\frac{1}{\lambda_{0}}\right)+\frac{\partial}{\partial \delta} G\left(\lambda_{0}, \delta_{0}\right)\left(\delta-\delta_{0}\right)+\cdots \\
& =\sum_{I=0, J=0} m_{\{I, J\}}\left(\lambda_{0}, \delta_{0}\right)\left(\frac{1}{\lambda}-\frac{1}{\lambda_{0}}\right)^{I}\left(\delta-\delta_{0}\right)^{J}
\end{aligned}
$$

and where

$$
m_{I, J}\left(\lambda_{0}, \delta_{0}\right)=\frac{1}{(I+J)!} \frac{\partial^{I+J}}{\partial \lambda^{I} \partial \delta^{J}} G\left(\lambda_{0}, \delta_{0}\right)
$$

for $I \geq 0$ and $J \geq 0$. Here $m_{I, J}\left(\lambda_{0}, \delta_{0}\right)$ denotes the $\{I+J\}$ th moment of the uncertain system $\left(\lambda I,\left(\Delta(\delta) \star P^{\theta}\right)\right)$ is defined below.

Definition 5.5 Given the system in (5.5) with parameters $\theta \in \Theta, \Theta=\Pi_{i=1}^{\ell}\left[\underline{\theta}_{i}, \bar{\theta}_{i}\right]$ and the uncertainty set $\Delta=\lambda I, \Delta \in \boldsymbol{\Delta}$ defined in (5.1). Assume the matrix pencil $(I-A(\delta) \Delta)$ with $\delta=\operatorname{vec}\left(\delta_{i}\right),\left|\delta_{i}\right| \leq 1, i=1, \cdots, \ell$ is regular and the transfer function $G(\lambda, \delta)$ is analytic in the neighbourhood of $\left(\lambda_{0}, \delta_{0}\right)$, then the $\{I+|J|\}$ th moment around $\left(\lambda_{0}, \delta_{0}\right)$ is defined as

$$
m_{I, J}\left(\lambda_{0}, \delta_{0}\right)=\frac{1}{(I+|J|)!} \frac{\partial^{I+J}}{\partial \lambda^{I} \partial \delta^{J}} G\left(\lambda_{0}, \delta_{0}\right), \quad \text { with } \quad I \geq 0,|J| \geq 0
$$

Note that if $\ell=1$, then $J=j_{1}$ and $|J|=J=j_{1}$ in which case

$$
\begin{aligned}
G(\lambda, \delta) & =G\left(\lambda_{0}, \delta_{0}\right)+\frac{\partial}{\partial \lambda} G\left(\lambda_{0}, \delta_{0}\right)+\frac{\partial}{\partial \delta} G\left(\lambda_{0}, \delta_{0}\right)\left(\delta-\delta_{0}\right)+\ldots \\
& =\sum_{I=0}^{\infty} \sum_{J=0}^{\infty} m_{I, J}\left(\lambda_{0}, \delta_{0}\right)\left(\lambda-\lambda_{0}\right)^{I}\left(\delta-\delta_{0}\right)^{J}
\end{aligned}
$$

Based on the above definition, the first three moments of (5.5) are:

$$
\begin{aligned}
m_{0,0}\left(\lambda_{0}, \delta_{0}\right)= & D\left(\delta_{0}\right)+C\left(\delta_{0}\right) \lambda_{0} I\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} B\left(\delta_{0}\right) \\
m_{1,0}\left(\lambda_{0}, \delta_{0}\right)= & C\left(\delta_{0}\right)\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} I\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} B\left(\delta_{0}\right) \\
m_{0,1}\left(\lambda_{0}, \delta_{0}\right)= & C \delta_{\delta_{0}} \lambda_{0} I\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} B\left(\delta_{0}\right)+ \\
& C\left(\delta_{0}\right) \lambda_{0} I\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} B_{\delta_{0}}+ \\
& C\left(\delta_{0}\right) \lambda_{0} I\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} A_{\delta_{0}}\left(I-A\left(\delta_{0}\right) \lambda_{0} I\right)^{-1} B\left(\delta_{0}\right)
\end{aligned}
$$

here $C_{\delta_{0}}=\frac{d}{d \delta} C(\delta), B_{\delta_{0}}=\frac{d}{d \delta} B(\delta)$ and $A_{\delta_{0}}=\frac{d}{d \delta} A(\delta)$ at $\delta=\delta_{0}$. In the same manner, the rest of moments for the uncertain LPV system can be derived.
Let us define two sets $\left\{\lambda_{1}, \cdots, \lambda_{k}\right\}$ and $\left\{\delta_{1}, \cdots, \delta_{\ell}\right\}$, we can extend the above derivation to multiple shift operator and multiple parameter expansion points. Here we abuse the notation of $\ell$ which indicates both the dimension of a parameter space and the dimension of parameter sampling point. The projection matrices $V, W$ are defined as any full rank matrices that satisfy (5.12) with follows

$$
\begin{align*}
\mathcal{V} & =\operatorname{im}\left[v\left(\lambda_{1}, \delta_{1}\right), \cdots, v\left(\lambda_{k}, \delta_{\ell}\right)\right]  \tag{5.19}\\
\mathcal{W} & =\operatorname{im}\left[v\left(\lambda_{1}, \delta_{1}\right), \cdots, v\left(\lambda_{k}, \delta_{\ell}\right)\right] \tag{5.20}
\end{align*}
$$

where

$$
\begin{align*}
v\left(\lambda_{i}, \delta_{j}\right) & =\mathcal{K}_{\sigma_{i, j}^{v}}\left(M_{i, j}^{v}, F_{i, j}\right) \\
w\left(\lambda_{i}, \delta_{j}\right) & =\mathcal{K}_{\sigma_{i, j}^{w}}\left(M_{i, j}^{w}, L_{i, j}\right) \tag{5.21}
\end{align*}
$$

with

$$
\begin{aligned}
F_{i, j} & =\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-1} B_{\delta_{j}} \\
M_{i, j}^{v} & =A_{\delta_{j}}\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-1} \\
L_{i, j} & =\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-T} C_{\delta_{j}}^{T} \\
M_{i, j}^{w} & =\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-T} A_{\delta_{j}}^{T} .
\end{aligned}
$$

Here $B_{\delta_{j}}=\frac{d}{d \delta_{j}}(B(\theta)), A_{\delta_{j}}=\frac{d}{d \delta_{j}}(A(\theta)), C_{\delta_{j}}=\frac{d}{d \delta_{j}}(C(\theta))$ and $\sigma_{i, j}^{v}, \sigma_{i, j}^{w}$ represent the number of preserved moments for each pair $\left(\lambda_{i}, \delta_{j}\right)$ in $v\left(\lambda_{i}, \delta_{j}\right)$ and $w\left(\lambda_{i}, \delta_{j}\right)$, respectively.

As a result, the transfer operator of the reduced model coincides in as many moments of the original model as possible for a given order. That is, we have the following theorem.

Theorem 5.6 Consider the transfer operator $G(\lambda, \delta)=\left(\lambda I \star\left(\Delta(\delta) \star P^{\theta}\right)\right)$ is analytic in the neighbourhood of the expansion point $\left(\lambda_{0}, \delta_{0}\right)$. If the matrices $W, V$ are the basis of the of $\mathcal{W}, \mathcal{V}$ as defined in (5.19) and (5.20), this leads to the transfer operator of the reduced system. Then, the Hermite interpolation condition is satisfied as

$$
\begin{equation*}
m_{\left\{I_{i}, J_{j}\right\}}\left(\lambda_{i}, \delta_{j}\right)=m_{r,\left\{I_{i}, J_{j}\right\}}\left(\lambda_{i}, \delta_{j}\right) \tag{5.22}
\end{equation*}
$$

where, for every $(i, j)$

$$
\begin{align*}
I_{i} & =0, \ldots, \sigma_{i, j}^{v}+\sigma_{i, j}^{w}-1 \\
J_{j} & =0, \ldots, \sigma_{i, j}^{v}+\sigma_{i, j}^{w}-1 . \tag{5.23}
\end{align*}
$$

Here $m_{r,\left\{I_{i}, J_{j}\right\}}\left(\lambda_{i}, \delta_{j}\right)$ denotes the $\left\{I_{i}, J_{j}\right\}$ th moment of the reduced model. With the construction of the projection matrices as described above, the reduced system matrices of (5.7) are

$$
\left[\begin{array}{ll}
A_{r}(\theta) & B_{r}(\theta)  \tag{5.24}\\
C_{r}(\theta) & D_{r}(\theta)
\end{array}\right]=\left[\begin{array}{ll}
A_{r}\left(\theta^{0}\right) & B_{r}\left(\theta^{0}\right) \\
C_{r}\left(\theta^{0}\right) & C_{r}\left(\theta^{0}\right)
\end{array}\right]+\sum_{i=1}^{\ell} \delta_{i}\left[\begin{array}{ll}
w_{i} A_{r, i} & w_{i} B_{r, i} \\
w_{i} C_{r, i} & w_{i} D_{r, i}
\end{array}\right]
$$

with

$$
\begin{aligned}
A_{r}\left(\theta^{0}\right)=W^{T} A\left(\theta^{0}\right) V & A_{r, i}=W^{T} A_{i} V \\
B_{r}\left(\theta^{0}\right)=W^{T} B\left(\theta^{0}\right) & B_{r, i}=W^{T} B_{i} \\
C_{r}\left(\theta^{0}\right)=C\left(\theta^{0}\right) V & C_{r, i}=C_{i} V \\
D_{r}\left(\theta^{0}\right)=D\left(\theta^{0}\right) & D_{r, i}=D_{i} .
\end{aligned}
$$

By constructing the moments for the reduced order model in (5.24) using the Definition 5.5 , the matching property of the Hermit interpolation condition for the full-order model and the reduced-order model can be derived.

In particular, the factorization proposed in (5.8) also can be preserved in the reduced model, that is

$$
\begin{align*}
{\left[\begin{array}{cc}
w_{i} A_{r, i} & w_{i} B_{r, i} \\
w_{i} C_{r, i} & w_{i} D_{r, i}
\end{array}\right] } & =\left[\begin{array}{cc}
w_{i} W^{T} A_{i} V & w_{i} W^{T} B_{i} \\
w_{i} C_{i} V & w_{i} D_{i}
\end{array}\right] \\
& =\left[\begin{array}{cc}
W^{T} L_{i}^{1} R_{i}^{1} V & W^{T} L_{i}^{1} R_{i}^{2} \\
L_{i}^{2} R_{i}^{1} V & L_{i}^{2} R_{i}^{2}
\end{array}\right]=\left[\begin{array}{cc}
W^{T} L_{i}^{1} \\
L_{i}^{2}
\end{array}\right]\left[\begin{array}{ll}
R_{i}^{1} V & R_{i}^{2}
\end{array}\right] \tag{5.25}
\end{align*}
$$

Since $W, V$ are constructed to be full row matrices, and it is readily seen that the $\left[\begin{array}{c}W^{T} L_{i}^{1} \\ L_{i}^{2}\end{array}\right]$ and $\left[R_{i}^{1} V R_{i}^{2}\right]$ are full column rank and full row rank matrices respectively, if the $\left[\begin{array}{c}L_{i}^{1} \\ L_{i}^{2}\end{array}\right]$ are full column rank and the $\left(R_{i}^{1}, R_{i}^{2}\right)$ are full row rank. Therefore, the reduced system realization can be represented as

$$
\left[\begin{array}{c}
y_{1, \Delta}  \tag{5.26}\\
\vdots \\
y_{\ell, \Delta} \\
\hline \eta_{r} \\
y
\end{array}\right]=\underbrace{\left[\begin{array}{ccc|cc}
0 & \cdots & 0 & R_{1}^{1} V & R_{1}^{2} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & R_{\ell}^{1} V & R_{\ell}^{2} \\
\hline W^{T} L_{\ell}^{1} & \cdots & W^{T} L_{\ell}^{1} & A_{r}\left(\theta^{0}\right) & B_{r}\left(\theta^{0}\right) \\
L_{\ell}^{2} & \cdots & L_{\ell}^{2} & C_{r}\left(\theta^{0}\right) & D_{r}\left(\theta^{0}\right)
\end{array}\right]}_{P_{r}^{\theta}}\left[\begin{array}{c}
u_{1, \Delta} \\
\vdots \\
u_{\ell, \Delta} \\
\hline x_{r} \\
u
\end{array}\right]
$$

with

$$
\left[\begin{array}{c}
u_{1, \Delta} \\
\vdots \\
u_{\ell, \Delta}
\end{array}\right]=\left[\begin{array}{ccc}
\delta_{1}\left(\theta_{1}\right) I & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & \delta_{\ell}\left(\theta_{\ell}\right) I
\end{array}\right]\left[\begin{array}{c}
y_{1, \Delta} \\
\vdots \\
y_{\ell, \Delta}
\end{array}\right]=\Delta(\delta)\left[\begin{array}{c}
y_{1, \Delta} \\
\vdots \\
y_{\ell, \Delta}
\end{array}\right] .
$$

Thus, the error system between the original system $\left(\Delta(\lambda),\left(\Delta(\delta) \star P^{\theta}\right)\right)$ and the reduced system $\left(\Delta_{r}(\lambda),\left(\Delta(\delta) \star P_{r}^{\theta}\right)\right)$ can be formed as

$$
\begin{equation*}
\left(\Delta_{e} \star\left(\Delta_{e}(\delta) \star P_{e}^{\theta}\right)\right)=\left[\Delta(\lambda) \star\left(\Delta(\delta) \star P^{\theta}\right)-\Delta_{r}(\lambda) \star\left(\Delta(\delta) \star P_{r}^{\theta}\right)\right] \tag{5.27}
\end{equation*}
$$

where

$$
P_{e}^{\theta}=\left[\begin{array}{ccc}
A(\theta) & 0 & B(\theta) \\
0 & A_{r}(\theta) & B_{r}(\theta) \\
C(\theta) & -C(\theta) & D(\theta)-D_{r}(\theta)
\end{array}\right] \quad \Delta_{e}(\delta)=\left[\begin{array}{cc}
\Delta(\delta) & 0 \\
0 & \Delta(\delta)
\end{array}\right]
$$

and

$$
\Delta_{e}=\left[\begin{array}{cc}
\Delta & 0 \\
0 & \Delta_{r}
\end{array}\right]
$$

At the expansion point of $\lambda_{i}, \theta_{i}$, we can obtain an error free system, that is

$$
\left(\Delta_{e} \star\left(\Delta_{e}(\delta) \star P_{e}(\theta)\right)\right)\left(\lambda_{i}, \delta_{i}\right)=0
$$

and the higher order derivatives of the error system at the expansion points are also error free:

$$
\begin{aligned}
& \frac{\partial^{i}}{\partial \lambda^{i}}\left(\Delta_{e} \star\left(\Delta_{e}(\delta) \star P_{e}(\theta)\right)\right)\left(\lambda_{i}\right)=0 \quad \text { for } \quad i=1, \cdots, I_{i}-1 \\
& \frac{\partial^{j}}{\partial \delta^{j}}\left(\Delta_{e} \star\left(\Delta_{e}(\delta) \star P_{e}(\theta)\right)\right)\left(\delta_{j}\right)=0 \quad \text { for }
\end{aligned} \quad j=1, \cdots, I_{j}-1
$$

where $I_{i}, I_{j}$ are defined in (5.23)
The implementation of the multiple shift operators and multiple parameters moment matching described above in (5.21) is summarized in Algorithm 4.
Different from the method proposed in [29], instead of interpolating the parameters or the neighbour of the parameters, we choose the parametric uncertain variables as the parameter expansion points. In this algorithm, we don't discuss the extension to tangential method that can be easily adapted to the proposed one. Certainly, the performance of this procedure strongly depends on the choices of the interpolation points. The possible refinement of this algorithm is to iteratively select the expansion points as IRKA in [84].

### 5.4 Study cases

In this chapter, we will derive two systems (an LTI in LFT representation and an uncertain LPV) from the Precision Stage Application(PSA), depicted in Figure 5.4.

Algorithm 4 : Robust moment matching for uncertain LPV systems
1: Given: $\left[\begin{array}{cc}A(\theta) & B(\theta) \\ C(\theta) & D(\theta)\end{array}\right]$ with $\theta_{i} \in\left[\theta_{1}, \cdots, \theta_{\ell}\right]$ and the bound of each parameter $\theta_{i} \in\left[\underline{\theta}_{i}, \bar{\theta}_{i}\right]$
2: System realization $\left[\begin{array}{ll}A\left(\theta^{0}\right) & B\left(\theta^{0}\right) \\ C\left(\theta^{0}\right) & D\left(\theta^{0}\right)\end{array}\right]+\sum_{i=1}^{\ell} \delta_{i}\left[\begin{array}{ll}w_{i} A_{i} & w_{i} B_{i} \\ w_{i} C_{i} & w_{i} D_{i}\end{array}\right]$
3: Choose the expansion point as a pair $\left(\lambda_{i}, \delta_{j}\right)$ where $\lambda_{i} \in\left[\lambda_{1}, \cdots, \lambda_{k}\right], \delta_{j} \in$ $\left[\delta_{1}, \cdots, \delta_{\ell}\right]$ and the corresponding moments $\left[\begin{array}{l}\sigma_{1,1}^{v}, \sigma_{1,2}^{v}, \cdots, \sigma_{k, \ell}^{v} \\ \sigma_{1,1}^{w}, \sigma_{1,2}^{w}, \cdots, \sigma_{k, \ell}^{w}\end{array}\right]$
4: Compute a basis of $\left\{v_{1}, \cdots, v_{k \cdot \ell}\right\}$ for

$$
v_{1}=\mathcal{K}_{\sigma_{i, j}^{v}}\left\{\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-1},\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-1} B\left(\theta_{j}\right)\right\}
$$

5: Compute a basis of $\left\{w_{1}, \cdots, w_{k \dot{\ell}}\right\}$ for

$$
w_{1}=\mathcal{K}_{\sigma_{i, j}^{v}}\left\{\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-T},\left(I-A\left(\delta_{j}\right) \lambda_{i}\right)^{-T} C^{T}\left(\theta_{j}\right)\right\}
$$

6: Set $V=\operatorname{im}\left[v_{1}, \cdots, v_{k \cdot \ell}\right]$ and $W=\operatorname{im}\left[w_{1}, \cdots, w_{k \cdot \ell}\right]$
7: Construct the reduced model $\left[\begin{array}{ll}A_{r}(\theta) & B_{r}(\theta) \\ C_{r}(\theta) & D_{r}(\theta)\end{array}\right]$ as in (5.24).

Let $\mathcal{G}$ denote the spatial geometry on which the system is considered. For the purpose of this chapter $\mathcal{G}$ is a bounded subset of $\mathbb{R}^{3}$. That is, we consider a 3 dimensional configuration space. Let $\partial \mathcal{G}$ denote its boundary. The governing equation for describing the temporal-spatial thermal behaviour is given by

$$
\begin{align*}
& \qquad \rho c_{\mathrm{p}} \frac{\partial T}{\partial t}+\nabla \cdot J=u \quad \text { in } \mathcal{G} \\
& \text { Boundary condition: } \quad \nabla T(r, t) \cdot \bar{n}=\gamma \quad \text { on } \partial \mathcal{G} \\
& \text { Initial condition: } T(r, 0)=T_{0}(r) \tag{5.28}
\end{align*}
$$

here $T(r, t)$ is the temperature at location $r \in \mathcal{G}$ and at time $t \geq 0$. $J=J(r, t)=$ $-\kappa \nabla T(r, t), r \in \mathcal{G}$ is the heat flux. $\left\{\rho, c_{\mathrm{p}}, \kappa\right\} \in \mathbb{R}_{>0}$ represents the density, heat capacity and thermal conductivity of materials in the PSA setup. The $T_{0}(r)$ and the $\gamma$ denotes the initial condition and boundary condition, respectively. In this chapter, the input $u$ denotes the input power to the linear motor coil, and the temperature measured from the NTC sensor is considered as the output. Notice that we consider the single-input and single-output for the following two cases.

For two different reduction techniques, the numerical results of two types reduced uncertain systems are given. For a detailed explanation of the PSA, we refer to Section 4.5.


Figure 5.4: Photograph (a) and the schematic plot (b) of the PSA setup. In (b), the stage frame, the carrier frame, the linear motor coil and location of the NTC sensor are indicated.

## 5.4.a Case one: LFR representation of an LTI system

With a proper spatial discretization method, we derive a LTI system based on the governing equation (5.28)

$$
\Sigma:=\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+b u(t)  \tag{5.29}\\
y(t)=c^{T} x(t)
\end{array}\right.
$$

with $\operatorname{dim}(x)=38476$. Here $u$ denotes one input power to the system and the temperature of the NTC sensor is chosen as the output $y$. The reduced order system has been derived from the technique to match expansion points in a set $\lambda$ of the LFR representation of the system up to appropriate orders. Here, we took

$$
\lambda=\left\{\lambda_{1}, \lambda_{2}\right\}=\left\{10^{10}, 10\right\}
$$

(corresponding to $s_{1}=10^{-10} \approx 0, s_{2}=0.1$ ) with moment orders 200 and 60 , respectively. That would make a reduced order system with a dimension of $r \geq 260$ order emphasizing matching of the low frequent behavior of the PSA system. In


Figure 5.5: Bode plot of the reduced-order uncertain LTI system and the full-order LTI system

Figure 5.5, the frequency response of the reduced-order model with $r=260$ orders is close to the full-order model with $n=38476$ orders, and the error is plotted in Figure 5.6. Up to frequency $0.8[\mathrm{~Hz}]$, the error induced by reduction is approximately below $10^{-10}$, and the error is increasing slowly for higher frequencies.

Figure 5.5 shows an accurate fit of the low frequent frequency behavior of the PSA system both in gain as well as in phase. This is due to the choice of expansion points chosen: $\lambda_{0}=\left[10^{10}, 10\right]$ which is equal to frequency expansion points at $s_{0}=\left[10^{-10}, 0.1\right]$. We can suppress those high-frequency errors by adding more points at higher frequency points.


Figure 5.6: Error between the reduced-order uncertain LTI model and the fullorder LTI model: $\left(\Delta_{e} \star P_{e}\right)=\left(\Delta \star P-\Delta_{r} \star P_{r}\right)$.

## 5.4.b Case two: an LPV system

In this case, the parametric uncertainty of the system is due to the thermal conductivity coefficient of the two materials in the stage frame and the carrier frame $\theta=\left[\kappa_{1}, \kappa_{2}\right]$, and the nominal values are $\kappa_{1}^{0}=27, \kappa_{2}^{0}=44.5$ with variations of $24.4 \leq \kappa_{1} \leq 29.7$ and $40.05 \leq \kappa \leq 48.95$. The parameterized state space realization of the system reads

$$
\Sigma(\theta):=\left\{\begin{array}{l}
\dot{x}(t)=A(\theta) x(t)+b u(t)  \tag{5.30}\\
y(t)=c^{T} x(t)
\end{array} \quad \text { with } A(\theta)=A_{0}+\kappa_{1} A_{1}+\kappa_{2} A_{2}\right.
$$

Here $\operatorname{dim}(x)=38476$ and $\Theta=[24.4,29.7] \times[40.05,48.95]$. Similar to the previous LTI study case, $u$ denotes the input power and $y$ represents the temperature of NTC sensor. With the parametric upper bound and the lower bound, the LFT system realization is

$$
\Sigma(\delta):=\left\{\begin{array}{l}
\dot{x}(t)=A(\delta) x(t)+b u(t)  \tag{5.31}\\
y(t)=c^{T} x(t)
\end{array}\right.
$$

here $A(\delta)=A\left(\theta^{0}\right)+\delta_{1} A_{1}+\delta_{2} A_{2}$ and $A\left(\theta^{0}\right)=A_{0}+\kappa_{1}^{0} A_{1}+\kappa_{2}^{0} A_{2}$ and $\delta \in$ $\left[\delta_{1}, \delta_{2}\right],-1 \leq \delta_{i} \leq 1$. This transformation from (5.30) to (5.31) can be obtained via Theorem 5.1.

For generating the reduced-order uncertain LPV systems, the expansion points consist of

$$
\begin{align*}
& \lambda_{0} \in\left\{\lambda_{0}^{1}, \lambda_{0}^{2}, \lambda_{0}^{3}\right\}=\left\{10^{10}, 10^{10}, 10\right\} \\
& \delta_{1} \in\left\{\delta_{1}^{1}, \delta_{1}^{2}, \delta_{1}^{3}\right\}=\{0,-1,1\}  \tag{5.32}\\
& \delta_{2} \in\left\{\delta_{2}^{1}, \delta_{2}^{2}, \delta_{2}^{3}\right\}=\{0,-1,1\} \tag{5.33}
\end{align*}
$$

and first set is $\left(\lambda_{0}^{1}, \delta_{1}^{1}, \delta_{2}^{1}\right)=\left(10^{10}, 0,0\right)$ with associated moments $(200,50,50)$, the second set at $\left(10^{10}, 1,1\right)$ with order $(200,50,50)$ and the third set $(10,-1,-1)$ with order (100, 20, 20).
In addition, since the parameter expansion points $\delta_{1}$ in (5.32) and $\delta_{2}$ in (5.33) have the same expansion point $(0,1,-1)$, we can further rewrite the $A(\delta)=A\left(\theta^{0}\right)+$ $\delta_{1} A_{1}+\delta_{2} A_{2}$ to $A(\delta)=A\left(\theta^{0}\right)+\tilde{\delta} \tilde{A}_{1}$ where $\tilde{A}_{1}=A_{1}+A_{2}$ with $-1 \leq \tilde{\delta} \leq 1$, and the expansion points are

$$
\begin{aligned}
& \left\{\lambda_{0}^{1}, \tilde{\delta}^{1}\right\}=\left\{10^{10}, 0\right\} \text { with order of }\{200,50\} \\
& \left\{\lambda_{0}^{2}, \tilde{\delta}^{2}\right\}=\left\{10^{10}, 1\right\} \text { with order of }\{200,50\} \\
& \left\{\lambda_{0}^{3}, \tilde{\delta}^{3}\right\}=\{10,-1\} \text { with order of }\{100,20\}
\end{aligned}
$$

As we see, the $A(\delta)=A\left(\theta^{0}\right)+\tilde{\delta} \tilde{A}_{1}$ with $\tilde{\delta}_{0}=[0 ; 1 ;-1]$ is equivalent to $A(\delta)=$ $A\left(\theta^{0}\right)+\delta_{1} A_{1}+\delta_{2} A_{2}$ with $\left[\delta_{1}, \delta_{2}\right]$ at $[0,0 ; 1,1 ;-1,-1]$. And the order of the reduced order model is further reduced from 740 to 620 .
In Figure 5.7, Figure 5.9 and Figure 5.11, the frequency response of the full-order uncertain LPV model and two reduced-order uncertain LPV models at the expansion points are given. Both reduced models closely match with the full-order model, respectively. The corresponding error between the full-order and the reducedorder model are shown in Figure 5.8, Figure 5.10 and Figure 5.12. Based on the results, the approximation errors are all below $10^{-4}$ for both magnitude and phase plots. Notice that we only generate one set of projection matrices $\{V, W\}$ and reconstruct the two reduced-order models at 3 different uncertain values.

### 5.5 Conclusion

In this chapter, we have presented parametric moment-matching based techniques for reducing the state order while preserving the uncertainty of large-scale uncertain systems. Two type of systems are considered in this chapter: uncertain LTI systems and uncertain LPV systems. Both systems are described by an LFT with a constant nominal plant on a structured uncertainty set, and systems are assumed to be stable for the uncertain set. The fidelity of the reduced uncertain systems is well demonstrated by two real-world models.


Figure 5.7: Frequency response of three models at nominal values.


Figure 5.8: Error between the full-order uncertain LPV model and two different reduced-order uncertain LPV models: $\left(\Delta_{e} \star P_{e}\right)=\left(\Delta \star P-\Delta_{r} \star P_{r}\right)$ at $\left\{\delta_{1}^{1}, \delta_{2}^{1}\right\}$ and $\tilde{\delta}^{1}$, respectively.


Figure 5.9: Frequency response of three models at lower bound.


Figure 5.10: Error between the full-order uncertain LPV model and two different reduced-order uncertain LPV models: $\left(\Delta_{e} \star P_{e}\right)=\left(\Delta \star P-\Delta_{r} \star P_{r}\right)$ at $\left\{\delta_{1}^{3}, \delta_{2}^{3}\right\}$ and $\tilde{\delta}^{3}$, respectively.


Figure 5.11: Frequency response of three models at upper bound.


Figure 5.12: Error between the full-order uncertain LPV model and two different reduced-order uncertain LPV models: $\left(\Delta_{e} \star P_{e}\right)=\left(\Delta \star P-\Delta_{r} \star P_{r}\right)$ at $\left\{\delta_{1}^{2}, \delta_{2}^{2}\right\}$ and $\tilde{\delta}^{2}$, respectively.

## Part II

## Stability and dissipation analysis for thermal systems

# Thermodynamic equilibrium and stability analysis of thermal systems 

## A

 n entropy related function is introduced to serve as a Lyapunov function candidate. Stability of a themodynamic equilibrium is defined as a point-to-set property and it is shown how this property is verifiable through a suitable Lyapunov function. We show that the proposed Lyapunov function naturally extends to assess the stability and passivity of interconnected thermal systems. Two examples are given to demonstrate the time evolution of the Lyapunov function.The understanding of thermal behaviour plays an increasingly vital role to enhance the performance of high-precision systems. These systems often consist of a large number of components and multi-physics interactions. To characterize such interactions, the coupled balance equations, encoding geometric structures, are used to describe the evolution of different physical quantities in space and time. Although many energy-based methods and tools, e.g., [163, 5], have been developed for modelling and control synthesis of such multi-physics systems, a rigorous integration of the second law of thermodynamics is often lacking. The entropy-based methods [54, 63, 142] are developed using the entropy-balance equation, as these methods permit to include the irreversible processes.
In general, from energy perspective, conservation laws and energy functions are often used to prove stability of equilibria of systems, to analyze their behavior, and for purposes of control and optimization. The role of Lyapunov functions in autonomous systems, together with their generalizations in the direction of open dynamical systems, passive and dissipative dynamical systems, bond-graph theory and port-Hamiltonian systems are fundamental in modern systems theory
[101, 171, 172]. The essence of these methodologies lies in the observation that the efficiency of many physical processes is limited by their energy storage and the amount of energy that has been supplied by its environment. Indeed, Carnot's principle claims the limited efficiency of heat engines; in Hamiltonian and Lagrangian mechanics, the recoverable energy is always bounded by the Hamiltonian or Lagrangian function; in an ideal reversible thermodynamical process, all heat can be converted into work.

In the last decades, non-equilibrium thermodynamics has been developed as a research field, aimed at describing physics of thermal processes beyond and away from thermodynamic equilibrium. In particular, it aims at incorporating the timecourse of intensive variables such as temperature and pressure and to generalize the concept of entropy to thermal states that are not in equilibrium. Starting with Onsager's reciprocal relations [126, 127] in 1931, important contributions on nonequilibrium thermodynamics have been made by Denbigh [61] on steady state principles, De Groot's work on linear irreversible processes [55,54] and Prigogine's minimum entropy production principle $[139,104]$ that has been extended to the theory of entropy generation minimization by Bejan [27]. This theory claims that the maximum efficiency of a thermodynamic system is achieved while the dissipated energy is minimal.
For many applications, quadratic Lyapunov functions have been widely used to provide insight in the qualitative behavior of systems. Although in [59], a quadratic function of temperature is proposed to satisfy Lyapunov stability criteria, these functions do not naturally inherit the energy attributes of thermodynamic systems, and only point-wise stability can be derived using such Lyapunov functions. In this chapter, we propose an alternative function, directly related to entropy increase, to prove stability properties of thermal systems that are away from their thermodynamic equilibrium.
The main contributions of this work can be summarized as follows: (1) We formally distinguish between the concept of an equilibrium (steady state) of a dynamical system described by differential equations and a thermal equilibrium of a thermodynamic system. We show that not every equilibrium is a thermodynamic equilibrium. In order to avoid confusion in the sequel, we refer the steady state in the sense of the equilibrium in dynamical system theory. (2) We propose a physically relevant Lyapunov function, which characterizes thermal dissipation by entropy generation. It is shown that this function characterizes the Lyapunov stability of any thermodynamic equilibrium for the system we consider. (3) We show the usage of this function for both distributed and lumped thermodynamic models describing thermal conduction.
This chapter is organized as follows. Section 6.1 introduces a number of fundamental concepts of quasi-static and time-dependent thermodynamics. These include entropy balance (second law of thermodynamics), and the definition of thermal equilibria. In Section 6.2, we give the derivation of the physically relevant Lyapunov function and the corresponding stability analysis for both infinitedimensional and finite-dimensional systems. In Section 6.3, some simulation results are given to validate the equilibrium analysis and the stability analysis based on the proposed Lyapunov function. Conclusions are given in Section 6.4.

We first give some notational conventions that will be used in the chapter. The col operator stacks its arguments in a column vector as in $y=\operatorname{col}\left(y_{1}, \cdots, y_{n}\right) . \nabla$ is the gradient operator with $\nabla f:=\operatorname{col}\left(\left.\frac{\partial f}{\partial y_{i}} \right\rvert\, i=1, \ldots, n\right)$ for a differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Its divergence $\nabla \cdot f=\sum_{i=1}^{n} \frac{\partial f}{\partial y_{i}}$ and its Laplacian $\nabla^{2} f=\nabla \cdot(\nabla f)=$ $\sum_{i=1}^{n} \frac{\partial^{2} f}{\partial y_{i}^{2}}$. The directional derivative $\frac{\partial f}{\partial \bar{n}}=\nabla f \cdot \bar{n}$.

A real-valued continuously differentiable function $V: \mathcal{G} \rightarrow \mathbb{R}$ is positive definite on a neighborhood $\mathcal{G}$ of $x^{*}$ if $V\left(x^{*}\right)=0$ and $V(x)>0$ for any $x \neq x^{*}$ in $\mathcal{G}$. If it satisfies $V(x) \geq 0$ for any $x \neq x^{*}$ in $\mathcal{G}$, then $V$ is said to be positive semidefinite. A function $\alpha:[0, a) \rightarrow \mathbb{R}_{+}=[0, \infty)$ is of class $\mathcal{K}$ if it is continuous, strictly increasing, and $\alpha(0)=0$.

### 6.1 Thermodynamics fundamentals

To clarify the terminology used in thermodynamics, we review some essential definitions that are subjected to analysis. The system is referred to the study subject, which includes the collection of matter, the region in space. The surroundings is the portion of the region in space outside the system selected for analysis. The systems and the surroundings are separated by the surface called boundary. Following the authoritative work of [46], a (macroscopic homogeneous) thermodynamic system is described by extensive and intensive variables whose behavior is a subset

$$
\mathcal{T} \subset \mathcal{X}^{e x t} \times \mathcal{X}^{i n t}
$$

where the extensive variables

$$
x^{\mathrm{ext}}=\operatorname{col}\left(U, S, V, M, N_{1}, \cdots, N_{r}\right) \in \mathcal{X}^{\mathrm{ext}}
$$

consist of internal energy $U$, entropy $S$, volume $V$, mass $M$ and the mole numbers $N_{i}$ of the $r$ constituent chemical components. The intensive variables

$$
x^{\mathrm{int}}=\operatorname{col}\left(T, P, \mu_{i}, \cdots, \mu_{r}\right) \in \mathcal{X}^{\mathrm{int}}
$$

consist of temperature $T$, pressure $P$ and the electro-chemical potentials $\mu_{i}$ of each component. The extensive variables $x^{\text {ext }}$ are related either by an energetic fundamental relation

$$
U=U\left(S, V, N_{1}, \cdots, N_{r}\right)
$$

or an entropic fundamental relation

$$
\begin{equation*}
S=S\left(U, V, N_{1}, \cdots, N_{r}\right) \tag{6.1}
\end{equation*}
$$

Either of these relations define the intensive variables $x^{\text {int }}$ through the partial derivatives

$$
\left.\begin{array}{rl}
T & :=\left(\frac{\partial U}{\partial S}\right)_{V, N_{1} \cdots, N_{r}}, P \\
\frac{1}{T} & :=\left(\frac{\partial S}{\partial U}\right)_{V, N_{1} \cdots, N_{r}},-\frac{P}{T}  \tag{6.2}\\
& :=-\left(\frac{\partial S}{\partial V}\right)_{S, N_{1}, \cdots, N_{r}}, \mu_{i} \\
S, N_{1}, \cdots, N_{r}
\end{array}, \frac{\mu_{i}}{T}:=\left(\frac{\partial U}{\partial N_{i}}\right)_{S, V, \cdots, N_{k}, \cdots}^{\partial N_{i}}\right)_{S, V, \cdots, N_{k}, \cdots} .
$$

See $[46,145]$. The first law of thermodynamics claims the preservation of internal energy expressed by Gibbs' equation

$$
\begin{equation*}
\mathrm{d} U=T \mathrm{~d} S-P \mathrm{~d} V+\sum_{i=1}^{r} \mu_{i} \mathrm{~d} N_{i} \tag{6.3}
\end{equation*}
$$

where $T \mathrm{~d} S$ is the quasi-static flux of heat delivered to the system, $-P \mathrm{~d} V$ is mechanical work done on the system and $\sum_{i=1}^{r} \mu_{i} \mathrm{~d} N_{i}$ represents quasi-static chemical work done on the system. A similar expansion applies to the entropic representation and reads

$$
\begin{equation*}
\mathrm{d} S=\frac{1}{T} \mathrm{~d} U+\frac{P}{T} \mathrm{~d} V-\sum_{i=1}^{r} \frac{\mu_{i}}{T} \mathrm{~d} N_{i} \tag{6.4}
\end{equation*}
$$

## 6.1.a Irreversible thermodynamics

We characterize the rate of the state as the flux, which is defined by

$$
\begin{equation*}
J_{u} \equiv \frac{d U}{d t}, \quad J_{v} \equiv \frac{d V}{d t}, \quad J_{n_{i}} \equiv \frac{d N_{i}}{d t} \tag{6.5}
\end{equation*}
$$

Here $J_{u}, J_{v}, J_{n_{i}}$ denote the flux of the internal energy, the volume and the mole numbers, respectively. Under the assumption that $x^{\text {ext }}$ and $x^{\text {int }}$ represent a quasistatic process consisting of an ordered succession of equilibrium states [46, 107], we may derive the local balance equation for the time evolution of state variables according to [46, p. 309]

$$
\begin{equation*}
\frac{d S}{d t}=\frac{\partial S}{\partial U} \frac{\mathrm{~d} U}{\mathrm{~d} t}+\frac{\partial S}{\partial V} \frac{\mathrm{~d} V}{\mathrm{~d} t}-\sum_{i=1}^{r} \frac{\partial S}{\partial N_{i}} \frac{\mathrm{~d} N_{i}}{\mathrm{~d} t} \tag{6.6}
\end{equation*}
$$

By substituting (6.2)

$$
\begin{equation*}
\frac{\mathrm{d} S}{\mathrm{~d} t}=\frac{1}{T} \frac{\mathrm{~d} U}{\mathrm{~d} t}+\frac{P}{T} \frac{\mathrm{~d} V}{\mathrm{~d} t}-\sum_{i=1}^{r} \frac{\mu_{i}}{T} \frac{\mathrm{~d} N_{i}}{\mathrm{~d} t} \tag{6.7}
\end{equation*}
$$

Define the rate of mechanical work $\dot{W}_{m}:=-P \frac{\mathrm{~d} V}{\mathrm{~d} t}$, the rate of chemical work $\dot{W}_{c}:=\sum_{i=1}^{r} \mu_{i} \frac{\mathrm{~d} N_{i}}{\mathrm{~d} t}$ and the rate of heat flow $\dot{Q}:=T \frac{\mathrm{~d} S}{\mathrm{~d} t}$ (all in Joule per second).

The time evolution of (6.6) then leads to the balance equation

$$
\frac{\mathrm{d} U}{\mathrm{~d} t}=\dot{Q}+\dot{W}_{c}+\dot{W}_{m}
$$

which may be viewed as an extension of the first law of thermodynamics to nonequilibrium states [60]. Notice that the $\dot{W}_{m}, \dot{W}_{c}$ and $\dot{Q}$ are meant symbolically here to denote the rate of quantities, respectively. A wide range of macroscopic systems has been studied in this context. See, e.g., [54, 106, 73, 61, 139, 100].

## 6.1.b Entropy generation

According to the fundamental postulate of thermodynamics [54], the entropy change of a system can be decomposed according to

$$
\begin{equation*}
\frac{\mathrm{d} S_{s y s}}{\mathrm{~d} t}=\frac{\mathrm{d} S_{e}}{\mathrm{~d} t}+\frac{\mathrm{d} S_{i}}{\mathrm{~d} t} \tag{6.8}
\end{equation*}
$$

where $S_{e}$ is the total entropy supplied by its surrounding across the external boundary of the system and $S_{i}$ denotes the total entropy production due to processes in the interior of the system. The change in the entropy of a system is associated with the heat flow and the mass flow but not the work flow $P \frac{\mathrm{~d} V}{\mathrm{~d} t}$ [145]. Irreversibility is the difference between reversible work and actual work and leads to a net increase in entropy. In this chapter, the $S_{e}$ we consider can be contributed by two parts: the mass flow $S_{e, m}$ and heat flow $S_{e, q}$ :

$$
\begin{equation*}
S_{e}:=S_{e, m}+S_{e, q} \tag{6.9}
\end{equation*}
$$

Specifically, we have the following entropy balance equation

$$
\begin{equation*}
\frac{\mathrm{d} S_{\text {sys }}}{\mathrm{d} t}=\sum_{i=1}^{N} \dot{m}_{i} \hat{s}_{i}+\frac{\dot{Q}}{T}+S_{g e n} \tag{6.10}
\end{equation*}
$$

and the here $\dot{m}_{i}$ denotes the net rate of the $i$ th mass flow $m_{i}$ into or out of the system and $\hat{s}_{i}=S_{e, m} / m_{i}$ is the entropy per unit mass. $\dot{Q} / T$ represents the rate of entropy flow $S_{e, q}$ due to the heat flow across the boundary and $S_{g e n}$ characterizes the internal entropy generation within the system (6.8). The entropy generation rate is

$$
\begin{equation*}
S_{g e n}=\frac{\mathrm{d} S_{i}}{\mathrm{~d} t} \tag{6.11}
\end{equation*}
$$

It is important to remark that $S_{g e n}=0$ for reversible processes, while $S_{g e n}>0$ for irreversible processes.

## 6.1.c Thermodynamic equilibria

In this chapter we distinguish between thermodynamic equilibria and the steady state of autonomous differential equations. In order to avoid confusion in the
sequel, $(\cdot)^{\star}$ denotes the thermodynamic equilibrium and we refer the $(\cdot)^{*}$ to the steady state. A thermodynamic equilibrium is defined as a state $x=\operatorname{col}\left(x^{\text {ext }}, x^{\text {int }}\right)$ that (1) does not vary with time; (2) is spatially uniformly distributed, e.g., without temperature or pressure gradients; (3) causes no flow of heat, mass, or work between the system and its surroundings; (4) causes the net rate of all chemical reactions to be zero.

The first requirement demands a state variable at equilibrium $x^{\star}$ in (6.6) to be time-invariant:

$$
\begin{equation*}
x^{\star} \in \mathcal{X}^{e x t} \times \mathcal{X}^{i n t} \quad \Longrightarrow \frac{\mathrm{~d} x^{\star}}{\mathrm{d} t}=0 \tag{6.12}
\end{equation*}
$$

The second requirement imposes a consensus constraint addressed by [125] and [46] which states that the equilibrium is uniformly established at all compartments of a composite system. This phenomenon is known as the equipartition of energy, that was elaborated by $[32,115,133]$ and requires a uniform spatial distribution of state variables in thermodynamic equilibrium:

$$
\begin{equation*}
x^{\star} \in \mathcal{X}^{e x t} \times \mathcal{X}^{i n t} \quad \Longrightarrow \quad \nabla x^{\star}=0 \tag{6.13}
\end{equation*}
$$

The third condition states that

$$
\begin{equation*}
x^{\star} \in \mathcal{X}^{e x t} \times \mathcal{X}^{\text {int }} \quad \Longrightarrow \quad \nabla x^{\star} \cdot \bar{n}=0 \text { on } \partial \mathcal{G} \tag{6.14}
\end{equation*}
$$

where $\partial \mathcal{G}$ denotes the boundary of the geometry of the system and $\bar{n}$ is an outward pointing unit vector at the boundary. The fourth condition establishes the chemical equilibrium [153] $\sum_{i=1}^{r} \mu_{i}^{\star} v_{i}^{\star}=0$ where $v_{i}$ denote the stoichiometric coefficients.

Definition 6.1 For a dynamic system $\dot{x}=f(x, t)$ defined on a geometric domain $\mathcal{G}$, let $\nabla x \cdot \bar{n}=\gamma$ on its boundary $\partial \mathcal{G}$. A point $x^{\star}$ is in thermodynamic equilibrium (in the absence of chemical reactions) if

1. it is time-invariant: $\frac{d x^{\star}}{d t}=0$,
2. it satisfies the equipartition property $\nabla x^{\star}=0$,
3. it is independent of interaction across the boundary $\nabla x^{\star} \cdot \bar{n}=0$ on $\partial \mathcal{G}$.

Remark 6.1 For (autonomous) dynamical systems described by ordinary differential equations, the steady state is a constant solution to the differential equation. The steady state in dynamical systems only meets the first requirement in Definition 6.1. In particular, a dynamical system can still be at steady state while the inflow rate is equal to the outflow rate. Hence, a dynamical system can be at steady state without being at thermodynamic equilibrium if (2) or (3) are not satisfied. See Figure 6.1 for an illustration of the various requirements.


Figure 6.1: A set of steady state $x^{*}$ (blue frame) and its subset of thermodynamic equilibrium $x^{\star}$ (red frame).

### 6.2 Stability of thermodynamic systems

In this section, we analyse the stability of thermodynamic equilibria. For an example of thermal conduction in a system described by partial differential equations (PDE), we present a Lyapunov function that warrants stability of a thermodynamic equilibrium. A similar example is given in the second subsection for a system described by ordinary differential equations.

## 6.2.a Equilibria in distributed systems

Consider a model of 1-dimensional thermal conduction in a solid, as depicted in Figure 6.2, whose governing equation, boundary conditions and initial condition are given by


Figure 6.2: Heat conduction in a 1-dimensional solid with geometry $\mathcal{G}$ and boundary $\partial \mathcal{G}$ (dashed line).

$$
\begin{array}{ll}
\rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t}+\nabla \cdot J(r, t)=0 & \text { in } \mathcal{G}, \\
\nabla T(r, t) \cdot \bar{n}=\gamma & \text { on } \partial \mathcal{G}, \\
T(r, 0)=T_{0}(r) & \text { at initial time } t=0 . \tag{6.15c}
\end{array}
$$

Here, $T: \mathcal{G} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0}$ is an analytic function of the 1-dimensional domain $\mathcal{G}$ that represents temperature. The heat flux $J(r, t):=-\kappa \nabla T(r, t), r \in \mathcal{G}$ where $\kappa>0$ assumed constant throughout the medium represents the heat transfer coefficient. Note that the notation $J(r)$ is also used so as to represent $J(r)=-\kappa \nabla T(r)$ where, in this notation, $T$ is interpreted as a distribution of temperature with $T(r)$ the temperature at location $r$. Density and heat capacity of the solid are defined by $\rho$ and $c_{\mathrm{p}}$, respectively. The case where $\gamma=0$ corresponds to an isolated system.

We assume a time-independent non-positive constant $\gamma$. For every time instance $t \geq 0$, the temperature $T(\cdot, t)$ is assumed to be a mapping from $\mathcal{G}$ to $\mathbb{R}_{>0}$. The set of all such mappings is denoted by $\mathcal{D}$. With a given initial condition $T_{0} \in \mathcal{D}$ and $\gamma$ defined on $\partial_{\mathcal{G}}$, we will assume that $T(r, t)$, with $r \in \mathcal{G}, t \geq 0$ is uniquely defined by (6.15).

Let $\mathcal{D}$ be equipped with an inner product

$$
\begin{equation*}
\left\langle T_{1}, T_{2}\right\rangle:=\int_{\mathcal{G}} T_{1}(r) T_{2}(r) \mathrm{d} r \tag{6.16}
\end{equation*}
$$

where $T_{1}, T_{2} \in \mathcal{D}$. Then $(\mathcal{D},\langle\cdot, \cdot\rangle)$ becomes an inner product space with induced norm

$$
\begin{equation*}
\|T\|:=\sqrt{\langle T, T\rangle} . \tag{6.17}
\end{equation*}
$$

Given the general form (6.8) and the heat conduction equation mentioned above, we can derive the entropy balance equation for (6.15) with $\partial r=\bar{r}$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} S_{\text {sys }}(T(r, t))=-\int_{\partial \mathcal{G}} \frac{J(r)}{T(r)} \cdot \bar{n} \mathrm{~d} \bar{r}+\int_{\mathcal{G}} J(r) \cdot \nabla \frac{1}{T(r)} \mathrm{d} r \tag{6.18}
\end{equation*}
$$

The detailed derivation is given in Appendix 6.A. Since $\gamma$ is assumed constant in (6.15b), the entropy flux across the boundary $\partial \mathcal{G}$ is constant. The sign of this term is determined by the outward pointing direction of the normal $\bar{r}$. The second term denotes the entropy generation within the system, that we will propose as a candidate Lyapunov function. Let $S_{g e n}: \mathcal{D} \rightarrow \mathbb{R}$ be defined as

$$
\begin{align*}
S_{g e n}(T) & :=\kappa\|\nabla(\ln T)\|^{2} \\
& =\int_{\mathcal{G}} J(r) \cdot \nabla \frac{1}{T}(r) \mathrm{d} r .=-\kappa \int_{\mathcal{G}} \nabla T \cdot \nabla \frac{1}{T}(r) \mathrm{d} r \tag{6.19}
\end{align*}
$$

Thus, $S_{\text {gen }}(T)$ is a positive semidefinite function on $\mathcal{D}$. The steady state solution $T^{*}$ of (6.15a) satisfy $\kappa \nabla^{2} T^{*}=0$ and therefore have constant gradient $\nabla T^{*}$. For the case of the constant $\nabla T^{*} \neq 0$, the $S_{g e n}\left(T^{*}\right)$ does not vanish at the steady state $T^{*}$. For the case of the constant $\nabla T^{*}=0$, the $S_{g e n}$ is equal to zero. Overall, the $S_{g e n}(T)$ is positive semidefinite on a neighborhood of $T^{*}$.

Theorem 6.2 Let $\mathbb{E}$ denote the set of all thermodynamic equilibrium points of the system (6.15). Then any $T^{\star} \in \mathbb{E}$ is Lyapunov stable. Moreover, the function $S_{\text {gen }}: \mathcal{D} \rightarrow \mathbb{R}$ defined by (6.19) is a Lyapunov function in the sense that $S_{g e n}$ is positive definite on a neighborhood of $T^{\star} \in \mathcal{D}$ and $\dot{S}_{\text {gen }}(T) \leq 0$ for all $T \in \mathcal{D}$.

Proof. Let $T^{\star} \in \mathbb{E}$ and consider $S_{g e n}$ defined in (6.19). Then $S_{g e n}(T) \geq 0$ and since $T^{\star}$ satisfies (6.13), it follows from (6.19) that $S_{g e n}\left(T^{\star}\right)=0 . S_{g e n}$ is therefore positive definite on a neighborhood of $T^{\star}$. For any time varying temperature distribution $T(r, t)$ we assume that the frozen time instant $T(\cdot, t)$ belongs to $\mathcal{D}$. Then the composite function $t \mapsto S_{\text {gen }}(T(r, t))$ is well defined and its derivative with respect to time is denote $\dot{S}_{\text {gen }}(T)$ in the sequel. Then, applying the chain
rule, we find the time derivative $\dot{S}_{g e n}(T)$ of $S_{g e n}(T(r, t))$ along solutions of (6.15) is given by

$$
\begin{align*}
\frac{\mathrm{d} S_{\text {gen }}(T)}{\mathrm{d} t}:=\dot{S}_{\text {gen }}(T) & =-\kappa \int_{\mathcal{G}}\left[\left(\frac{\partial}{\partial t} \nabla T\right) \cdot \nabla \frac{1}{T}+\nabla T \cdot\left(\frac{\partial}{\partial t} \nabla \frac{1}{T}\right)\right] \mathrm{d} r \\
& =-\kappa \int_{\mathcal{G}}\left[\nabla \dot{T} \cdot \nabla \frac{1}{T}+\nabla T \cdot \nabla\left(\frac{\partial}{\partial t} \frac{1}{T}\right)\right] \mathrm{d} r \tag{6.20}
\end{align*}
$$

where $\dot{T}$ also refers to the time derivative $\frac{d}{d t} T(r, t)$. Using the Divergence theorem (integration by parts to higher dimensions) it follows that

$$
\begin{align*}
\int_{\mathcal{G}} \nabla \dot{T} \cdot \nabla \frac{1}{T} d r & =\int_{\mathcal{G}} \nabla \cdot\left(\dot{T} \nabla \frac{1}{T}\right) d r-\int_{\mathcal{G}} \dot{T} \nabla^{2} \frac{1}{T} d r \\
& =\int_{\partial \mathcal{G}} \dot{T} \nabla \frac{1}{T} \cdot \bar{n} d \bar{r}-\int_{\mathcal{G}} \dot{T} \nabla^{2} \frac{1}{T} d r  \tag{6.21}\\
\int_{\mathcal{G}} \nabla T \cdot \nabla\left(\frac{\partial}{\partial t} \frac{1}{T}\right) d r & =\int_{\mathcal{G}} \nabla \cdot\left(\frac{\partial}{\partial t} \frac{1}{T} \nabla T\right) d r-\int_{\mathcal{G}} \frac{\partial}{\partial t} \frac{1}{T} \nabla^{2} T d r \\
& =\int_{\partial \mathcal{G}} \frac{\partial}{\partial t} \frac{1}{T} \nabla T \cdot \bar{n} d \bar{r}-\int_{\mathcal{G}} \frac{\partial}{\partial t} \frac{1}{T} \nabla^{2} T d r \tag{6.22}
\end{align*}
$$

Substitute (6.21),(6.22) in (6.20) to infer that
$\dot{S}_{g e n}(T)=-\kappa \int_{\partial \mathcal{G}}\left[\left(\frac{\partial}{\partial t} \frac{1}{T} \nabla T\right)+\left(\dot{T} \nabla \frac{1}{T}\right)\right] \cdot \bar{n} d \bar{r}+\kappa \int_{\mathcal{G}}\left[\dot{T} \nabla^{2} \frac{1}{T}+\left(\frac{\partial}{\partial t} \frac{1}{T}\right) \nabla^{2} T\right] \mathrm{d} r$.

In the following, we take a closer look at the first three terms at the right-hand side of (6.23), using the Divergence theorem, it can be derived as

$$
\begin{align*}
& -\kappa \int_{\partial \mathcal{G}}\left[\frac{\partial}{\partial t} \frac{1}{T} \nabla T+\dot{T} \nabla \frac{1}{T}\right] \cdot \bar{n} \mathrm{~d} \bar{r}+\kappa \int_{\mathcal{G}} \dot{T} \nabla \cdot\left(\nabla \frac{1}{T}\right) \mathrm{d} r \\
= & \kappa \int_{\partial \mathcal{G}} \frac{2}{|T|^{2}} \dot{T} \nabla T \cdot \bar{n} \mathrm{~d} \bar{r}-\kappa \int_{\mathcal{G}} \dot{T} \nabla \cdot\left(\frac{1}{|T|^{2}} \nabla T\right) \mathrm{d} r \\
= & \kappa \int_{\partial \mathcal{G}} \frac{1}{|T|^{2}} \dot{T} \nabla T \cdot \bar{n} \mathrm{~d} \bar{r} \tag{6.24}
\end{align*}
$$

which vanish because of the boundary condition (6.15b). Moving from this, (6.23) is therefore equal to

$$
\dot{S}_{g e n}(T)=\kappa \int_{\mathcal{G}}\left(\frac{\partial}{\partial t} \frac{1}{T}\right) \nabla^{2} T \mathrm{~d} r=-\kappa \int_{\mathcal{G}} \frac{1}{|T|^{2}} \dot{T} \nabla^{2} T \mathrm{~d} r
$$

By substituting the model equation (6.15a) this gives

$$
\begin{equation*}
\dot{S}_{g e n}(T)=-\rho c_{\mathrm{p}} \int_{\mathcal{G}}\left|\frac{\dot{T}}{T}\right|^{2} \mathrm{~d} r=-\rho c_{\mathrm{p}}\left\|\frac{\mathrm{~d}}{\mathrm{~d} t}(\ln T)\right\|^{2} \tag{6.25}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\dot{S}_{g e n}(T)=-\frac{\kappa^{2}}{\rho c_{\mathrm{p}}}\left\|\frac{\nabla^{2} T}{T}\right\|^{2} \tag{6.26}
\end{equation*}
$$

It follows that $\dot{S}_{g e n}(T) \leq 0$ for all $T \in \mathcal{D}$ and $\dot{S}_{g e n}\left(T^{\star}\right)=0$. We can conclude that $S_{g e n}(T)$ is a Lyapunov function proving Lyapunov stability of $T^{\star} \in \mathbb{E}$.

Theorem 6.2 proves stability of thermodynamic equilibrium points of the model (6.15), not their asymptotic stability. Indeed, the set $\mathbb{E}$ generally does not consist of isolated equilibrium points, which means that $\dot{S}_{\text {gen }}$ is not negative definite in an open neighborhood of $T^{\star} \in \mathbb{E}$. The following result establishes uniform asymptotic stability to the set $\mathbb{E}$. For this, let the distance between $T \in \mathcal{D}$ and the set $\mathbb{E}$ of thermodynamic equilibria of (6.15) be defined by

$$
\begin{equation*}
\operatorname{dist}(T, \mathbb{E}):=\inf _{T^{\star} \in \mathbb{E}}\left\|T-T^{\star}\right\|^{2} \tag{6.27}
\end{equation*}
$$

Theorem 6.3 Let $\mathbb{E}$ denote the set of all thermodynamic equilibrium points of the system (6.15). Then $\mathbb{E}$ is uniformly asymptotically stable in the sense that $\lim _{t \rightarrow \infty} \operatorname{dist}(T, \mathbb{E})=0$ for any solution $T$ of (6.15). In particular, there exist functions $\alpha_{1}, \alpha_{2}, \alpha_{3}$ of class $\mathcal{K}$ such that

$$
\begin{aligned}
\alpha_{1}(\operatorname{dist}(T, \mathbb{E})) & \leq S_{g e n}(T) \leq \alpha_{2}(\operatorname{dist}(T, \mathbb{E})) \\
\dot{S}_{g e n}(T) & \leq-\alpha_{3}(\operatorname{dist}(T, \mathbb{E}))
\end{aligned}
$$

for all $T \in \mathcal{D}$.

Proof: The proof follows a similar reasoning as in [Theorem 4.1] [101].The difference is that the upper and lower bound on $S_{\text {gen }}$ are measures of $\operatorname{dist}(T, \mathbb{E})$. We claim that the distance from $T \in \mathcal{D}$ to the set $\mathbb{E}$ of thermodynamic equilibria is $\operatorname{dist}(T, \mathbb{E})=\|\nabla T\|^{2}$. For $\infty>T \geq 1$ and $\kappa>0$ we have

$$
S_{g e n}(T)=\kappa\left\|\frac{\nabla T}{T}\right\|^{2} \leq \kappa\|\nabla T\|^{2}\left\|T^{-1}\right\|^{2} \leq \kappa \bar{\nu}^{2} \operatorname{dist}(T, \mathbb{E})=\alpha_{2}(\operatorname{dist}(T, \mathbb{E}))
$$

where $0<\sup _{\infty>T \geq 1}\left\|T^{-1}\right\|=\bar{\nu} \leq 1$. Similarly, for the lower bound, we have

$$
S_{g e n}(T)=\kappa\left\|\frac{\nabla T}{T}\right\|^{2} \geq \kappa\|\nabla T \underline{\nu}\|^{2}=\kappa \underline{\nu}^{2}\|\nabla T\|^{2}=\alpha_{1}(\operatorname{dist}(T, \mathbb{E}))
$$

where $0<\inf _{\infty>T \geq 1} \frac{1}{T}=\underline{\nu} \leq 1$. By construction, $\alpha_{1}\left(\operatorname{dist}\left(T^{\star}, \mathbb{E}\right)\right)=\alpha_{1}(0)=0$ and
$\alpha_{2}\left(\operatorname{dist}\left(T^{\star}, \mathbb{E}\right)\right)=\alpha_{2}(0)=0$. Next, we claim for all real positive $\rho C_{\mathrm{p}} \in \mathbb{R}_{>0}$,

$$
\begin{align*}
\dot{S}_{g e n}(T)=-\frac{\kappa^{2}}{\rho c_{\mathrm{p}}}\left\|\frac{\nabla^{2} T}{T}\right\| & \leq-\frac{\kappa^{2}}{\rho c_{\mathrm{p}}}\left\|\nabla^{2} T \underline{\nu}\right\|^{2} \\
& =-\frac{\underline{\nu}^{2} \kappa^{2}}{\rho c_{\mathrm{p}}}\left\|\nabla^{2} T\right\|^{2}  \tag{6.28}\\
& \leq-\frac{\underline{\nu}^{2} \kappa^{2} \lambda}{\rho c_{\mathrm{p}}}\|\nabla T\|^{2}
\end{align*}
$$

We prove this claim as follows. Using integration by parts, $\|\nabla T\|^{2}$ infers

$$
\begin{align*}
\int_{\mathcal{G}} \nabla T \nabla T d r & =-\int_{\mathcal{G}} T \nabla^{2} T d r+\int_{\mathcal{G}} \nabla \cdot(T \nabla T) d r \\
& =-\int_{\mathcal{G}} T \nabla^{2} T d r+\int_{\partial \mathcal{G}} T \nabla T \cdot \bar{n} d r \\
& \leq-\int_{\mathcal{G}} T \nabla^{2} T d r+\gamma \max \{T(0), T(L)\} \\
& \leq \int_{\mathcal{G}}-\nabla^{2} T T d r \tag{6.29}
\end{align*}
$$

Notice that the $\gamma \max \{T(0), T(L)\} \leq 0$ is derived by the divergence theorem and the $\max \{T(0), T(L)\}$ denotes the highest boundary temperature. Using Holder's inequality, (6.29) can be rewritten as

$$
\int_{\mathcal{G}} \nabla T \nabla T d r \leq \int_{\mathcal{G}}-\nabla^{2} T T d r \leq\left(\int_{\mathcal{G}}\left|-\nabla^{2} T\right|^{2} d r\right)^{\frac{1}{2}}\left(\int_{\mathcal{G}}|T|^{2} d r\right)^{\frac{1}{2}}
$$

We note that for the given boundary condition (6.15b), there exist such an eigenvalue

$$
\lambda=\min _{T \in \mathcal{D}, T \neq 0} \frac{\int_{\mathcal{G}}|\nabla T|^{2} d r}{\int_{\mathcal{G}}|T|^{2} d r} \geq 0
$$

(The proof is given in [65] and the references therein). Consequently, we have

$$
\begin{equation*}
\|\nabla T\|^{2} \leq \lambda^{-1}\left\|\nabla^{2} T\right\|^{2} \tag{6.30}
\end{equation*}
$$

By substituting the (6.30) into (6.28), we prove the claim

$$
\dot{S}_{g e n}(T) \leq-\frac{\underline{\nu}^{2} \kappa^{2} \lambda}{\rho c_{\mathrm{p}}}\|\nabla T\|^{2}=-\alpha_{3}(\operatorname{dist}(T, \mathbb{E}))
$$

Therefore, $\dot{S}_{g e n}(T) \leq-\alpha_{3}(\operatorname{dist}(T, \mathbb{E}))$ for a function $\alpha_{3}$ of class $\mathcal{K}$ is proved.

## 6.2.b Equilibria in lumped composite systems

In this subsection we give a stability result for thermodynamic equilibria in systems described by ordinary differential equations. For this, consider a spatial partitioning of the geometry $\mathcal{G}$ depicted in Figure 6.2, leading to the composite system shown in Figure 6.3 with two disjoint geometries $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$. In this formulation,


Figure 6.3: Composite system of two compartments $\mathcal{G}:=\mathcal{G}_{1} \cup \mathcal{G}_{2}$. The $\dot{Q}_{l}$ and $\dot{Q}_{r}$ denote the heat energy interaction at the left side and right side, respectively.
the system dynamics of the two compartments are described by the ordinary differential equations

$$
\begin{array}{ll}
\rho_{1} c_{\mathrm{p}_{1}} \dot{T}_{1}(t)=\dot{Q}_{l}-\Delta \dot{Q} & \text { in } \mathcal{G}_{1}, \\
\rho_{2} c_{\mathrm{p}_{2}} \dot{T}_{2}(t)=\Delta \dot{Q}-\dot{Q}_{r} & \text { in } \mathcal{G}_{2} \tag{6.31b}
\end{array}
$$

with initial conditions

$$
\begin{equation*}
T_{1}(0)=T_{0,1}, \quad T_{2}(0)=T_{0,2} \tag{6.32}
\end{equation*}
$$

Here $\Delta \dot{Q}$ denotes the rate of heat flow between $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$, represented by Fourier's law $\Delta \dot{Q}=\kappa\left(T_{1}-T_{2}\right)$ where $\kappa>0$. The density and the specific heat capacity of each subsystem are given by $\rho_{i}$ and $c_{\mathrm{p}_{i}}, i=1,2$, respectively. Notice that the $\dot{Q}_{l}$ in (6.31a) and the $\dot{Q}_{r}$ in (6.31b) are considered as the heat inflow of $\mathcal{G}_{1}$ and the heat outflow of $\mathcal{G}_{2}$.

From the governing equations, the entropy balance (6.8) can be derived by divid$\operatorname{ing}(6.31)$ by $T_{1}$ and $T_{2}$. This gives

$$
\begin{equation*}
\rho_{1} c_{\mathrm{p}} \frac{\dot{T}_{1}}{T_{1}}=\frac{\dot{Q}_{l}}{T_{1}}-\frac{\Delta \dot{Q}}{T_{1}}, \quad \rho_{2} c_{\mathrm{p}_{2}} \frac{\dot{T}_{2}}{T_{2}}=\frac{\Delta \dot{Q}}{T_{2}}-\frac{\dot{Q}_{r}}{T_{2}} \tag{6.33}
\end{equation*}
$$

The left-hand sides in (6.33) can be rewritten as

$$
\rho_{i} c_{\mathrm{p} i} \frac{\dot{T}_{i}}{T_{i}}=\rho_{i} c_{\mathrm{p}_{i}} \frac{d}{d t}\left[\ln T_{i}(t)\right] .
$$

This logarithmic form, also derived in [90], shares the form of Boltzmann's entropy formula. For the composite system, the first law of thermodynamics is obtained by adding the equations (6.31) which gives

$$
\begin{equation*}
\rho_{1} c_{\mathrm{p}_{1}} \dot{T}_{1}+\rho_{2} c_{\mathrm{p}_{2}} \dot{T}_{2}=\dot{Q}_{l}-\dot{Q}_{r} \tag{6.34}
\end{equation*}
$$

Similarly, the entropy balance is inferred by adding the equations (6.33),

$$
\begin{equation*}
\frac{\mathrm{d} S_{\text {sys }}}{d t}=\frac{\mathrm{d}}{\mathrm{~d} t}\left[\ln \left(\rho_{1} c_{\mathrm{p} 1} \dot{T}_{1}\right)+\ln \left(\rho_{2} c_{\mathrm{p}_{2}} \dot{T}_{2}\right)\right]=\frac{\dot{Q}_{l}}{T_{1}}-\frac{\dot{Q}_{r}}{T_{2}}+S_{\text {gen }}\left(T_{1}, T_{2}\right) \tag{6.35}
\end{equation*}
$$

where the entropy production is

$$
\begin{equation*}
S_{g e n}\left(T_{1}, T_{2}\right)=\kappa \frac{\left(T_{1}-T_{2}\right)^{2}}{T_{1} T_{2}} \tag{6.36}
\end{equation*}
$$

In this derivation, we set $\dot{Q}_{l}=\dot{Q}_{r}=0$ as an input-free system. Notice that $S_{\text {gen }}\left(T_{1}, T_{2}\right)>0$ as long as $T_{1} \neq T_{2}$ and $S_{g e n}\left(T_{1}, T_{2}\right)=0$ if and only if $T_{1}=T_{2}$. Taking the time derivative of $S_{\text {gen }}$ along solutions $\left(T_{1}, T_{2}\right)$ of (6.31) gives

$$
\begin{equation*}
\dot{S}_{g e n}\left(T_{1}, T_{2}\right)=-\kappa \frac{\left(T_{1}^{2}-T_{2}^{2}\right)\left(T_{1} \dot{T}_{2}-T_{2} \dot{T}_{1}\right)}{T_{1}^{2} T_{2}^{2}} \tag{6.37}
\end{equation*}
$$

Substitute (6.31) to infer that

$$
\begin{align*}
\dot{S}_{\text {gen }}\left(T_{1}, T_{2}\right)= & -\frac{1}{2} \frac{T_{1}+T_{2}}{T_{1}^{2} T_{2}^{2}}\left(\dot{T}_{1}^{2}\left(\rho_{1} c_{\mathrm{p}_{1}} T_{2}+\frac{\rho_{1} c_{\mathrm{p}_{1}}}{2 \rho_{2} c_{\mathrm{p}_{2}}}\right)\right. \\
& \left.+\dot{T}_{2}^{2}\left(\rho_{2} c_{\mathrm{p}_{2}} T_{1}+\frac{\rho_{2} c_{\mathrm{p}_{2}}}{2 \rho_{1} c_{\mathrm{p}_{1}}}\right)\right) \tag{6.38}
\end{align*}
$$

or, equivalently,

$$
\begin{equation*}
\dot{S}_{g e n}\left(T_{1}, T_{2}\right)=-\kappa^{2} \frac{\left(T_{1}-T_{2}\right)^{2}\left(T_{1}+T_{2}\right)}{T_{1}^{2} T_{2}^{2}}\left(\frac{T_{1}}{\rho_{2} c_{\mathrm{p}_{2}}}+\frac{T_{2}}{\rho_{1} c_{\mathrm{p}_{1}}}\right) . \tag{6.39}
\end{equation*}
$$

This proves that $S_{g e n}$ is a Lyapunov function for the thermodynamic equilibria of the composite system.

Theorem 6.4 The set $\mathbb{E}=\left\{\left(T_{1}, T_{2}\right) \mid T_{1}=T_{2}\right\}$ consist of the thermodynamic equilibrium points of the system (6.31). Any $\left(T_{1}^{\star}, T_{2}^{\star}\right) \in \mathbb{E}$ is Lyapunov stable. Moreover, the function $S_{g e n}$ defined in (6.36) is a Lyapunov function.

Next, we derive the equivalent of Theorem 6.3 for the composite system. Let

$$
\begin{equation*}
\operatorname{dist}\left(\left(T_{1}, T_{2}\right), \mathbb{E}\right):=\inf _{\left(T_{1}^{\star}, T_{2}^{\star}\right) \in \mathbb{E}} \omega_{1}\left(T_{1}-T_{1}^{\star}\right)^{2}+\omega_{2}\left(T_{2}-T_{2}^{\star}\right)^{2} \tag{6.40}
\end{equation*}
$$

where $\omega_{i}>0, i=1,2$ is positive weight. The weighting factors $\omega_{i}$ can be made material dependent and, for example, be chosen as $\omega_{i}=\rho_{i} c_{\mathrm{p}_{\mathrm{i}}}$.

Theorem 6.5 Let $\mathbb{E}:=\left\{\left(T_{1}^{\star}, T_{2}^{\star}\right) \mid T_{1}^{\star}=T_{2}^{\star}\right\}$ be the set of all thermodynamic equilibrium points of (6.31). Then $\mathbb{E}$ is uniformly asymptotically stable in the sense that $\lim _{t \rightarrow \infty} \operatorname{dist}\left(T_{i}(t), \mathbb{E}\right)=0$ for any solution $T_{i}(t)$ of (6.31). In particular, there exist
functions $\alpha_{1}, \alpha_{2}, \alpha_{3}$ of class $\mathcal{K}$ such that

$$
\begin{aligned}
\alpha_{1}\left(\operatorname{dist}\left(\left(T_{1}, T_{2}\right), \mathcal{E}\right)\right) & \leq S_{g e n}\left(T_{1}, T_{2}\right) \leq \alpha_{2}\left(\operatorname{dist}\left(\left(T_{1}, T_{2}\right), \mathcal{E}\right)\right) \\
\dot{S}_{g e n}\left(T_{1}, T_{2}\right) & \leq-\alpha_{3}\left(\operatorname{dist}\left(\left(T_{1}, T_{2}\right), \mathcal{E}\right)\right)
\end{aligned}
$$

for all $T \in \mathcal{D}$.

Proof: The proof follows the same lines as the proof of Theorem 6.3.

First, the thermodynamic equilibria with respect to the shortest distance can be obtained by solving the following optimization problem

$$
\begin{aligned}
\min _{T_{1}^{\star}, T_{2}^{\star} \in \mathbb{E}} & \omega_{1}\left(T_{1}-T_{1}^{\star}\right)^{2}+\omega_{2}\left(T_{2}-T_{2}^{\star}\right)^{2} \\
\text { s.t. } & \mathbb{E}:=\left\{T^{\star} \mid T_{1}^{\star}=T_{2}^{\star}\right\}, \quad T \in \mathcal{D}
\end{aligned}
$$

And the local thermodynamic equilibria with respect to the shortest distance is

$$
\operatorname{dist}(T, \mathbb{E})=\frac{\omega_{1} \omega_{2}}{\omega_{1}+\omega_{2}}\left(T_{1}-T_{2}\right)^{2}
$$

Then, the upper bound of the $S_{\text {gen }}\left(T_{1}, T_{2}\right)$ is

$$
S_{g e n}\left(T_{1}, T_{2}\right)=\kappa\left\|T_{1}-T_{2}\right\|^{2}\left(T_{1} T_{2}\right)^{-1} \leq \bar{\varphi} \kappa \frac{\omega_{1}+\omega_{2}}{\omega_{1} \omega_{2}} \operatorname{dist}(T, \mathbb{E})=\alpha_{2}(\operatorname{dist}(T, \mathbb{E}))
$$

where $0<\sup _{\infty>T_{1}, T_{2} \geq 1}\left(T_{1} T_{2}\right)^{-1}=\bar{\varphi} \leq 1$. Similarly, the lower bound is

$$
S_{g e n}\left(T_{1}, T_{2}\right) \geq \underline{\varphi} \kappa\left\|T_{1}-T_{2}\right\|^{2}=\underline{\varphi} \kappa \frac{\omega_{1}+\omega_{2}}{\omega_{1} \omega_{2}} \operatorname{dist}(T, \mathbb{E})=\alpha_{1}(\operatorname{dist}(T, \mathbb{E}))
$$

where $0<\inf _{\infty>T_{1}, T_{2} \geq 1}\left(T_{1} T_{2}\right)^{-1}=\varphi \leq 1$. Under such construction, $\alpha_{1}\left(\operatorname{dist}\left(T^{\star}\right.\right.$, $\mathbb{E}))=\alpha_{1}(0)=0$ and $\alpha_{2}\left(\operatorname{dist}\left(T^{\star}, \mathbb{E}\right)\right)=\alpha_{2}(0)=0$. It is readily shown that there exists such a function $\alpha_{3}$ of class $\mathcal{K}$

$$
\dot{S}_{g e n} \leq-\psi \kappa^{2}\left(T_{1}-T_{2}\right)^{2}=\alpha_{3}(\operatorname{dist}(T, \mathbb{E}))
$$

where $0<\psi=\inf _{1 \leq T_{1}, T_{2}<\infty}\left(T_{1}^{-1}+T_{2}^{-2}\right)\left(\left(T_{1} \rho_{2} c_{\mathrm{p}_{2}}\right)^{-1}+T_{2} \rho_{1} c_{\mathrm{p}_{1}}\right)$. Thus, the proof is completed.

The proposed Lyapunov function is the irreversible thermal energy associated with the temperature gradient between any two nodes. One indication is that temperature difference inside the system boundary, induced by thermal energy transfer, results in increasing irreversible entropy that is considered as thermal energy loss. Furthermore, the construction of such Lyapunov functions is independent of the complexity of the thermal system. The extension to $n$-compartment system will be covered in the further research.

### 6.3 Numerical example

In this section we provide a computation of the temperature distribution in the 1D heat conduction example given in Figure 6.2. Consider the spatial geometry $\mathcal{G}=[0, L]$ with $L>0$ the length of a beam. Let its temperature distribution be described by (6.15a) with Dirichlet/Neumann boundary condition and initial conditions given by

$$
\begin{gather*}
\text { Dirichlet \& IC: }\left\{\begin{array}{l}
T(0, t)=T_{0}(t) \\
T(L, t)=T_{L}(t) \\
T(r, 0)=\beta \sin \left(\frac{\pi}{L} \boldsymbol{r}\right)+T_{0 L}(r)
\end{array}\right.  \tag{6.41}\\
\text { Neumann \& IC: }\left\{\begin{array}{l}
\frac{\partial T(0, t)}{\partial r}=0 \\
\frac{\partial T(L, t)}{\partial r}=0 \\
T(r, 0)=\cos \left(\frac{\pi r}{L}\right)+\xi
\end{array}\right. \tag{6.42}
\end{gather*}
$$

where $T_{0 L}(r)=T_{0}+r \frac{T_{L}-T_{0}}{L}$ and $\xi>0$. The solutions are obtained by separation of variables and read for the Dirichlet boundary condition

$$
T(r, t)=T_{0 L}(r)+\beta \sin \left(\frac{\pi r}{L}\right) \exp \left(-\frac{\pi^{2}}{L^{2}} \frac{\kappa}{\rho c_{\mathrm{p}}} t\right)
$$

with $\beta>0$, and for the Neumann boundary condition

$$
T(r, t)=\xi+\cos \left(\frac{\pi r}{L}\right) \exp \left(-\frac{\pi^{2}}{L^{2}} \frac{\kappa}{\rho c_{\mathrm{p}}} t\right) .
$$

For $t \rightarrow \infty$ the two types of boundary conditions exhibit two different stable thermodynamic equilibria as depicted in Figure 6.4 and Figure 6.5.


Figure 6.4: Spatial temperature profiles with Dirichlet boundary condition. The initial distribution $t=0$, distribution at $t=0.1$ and the steady state solution are indicated by $T_{0}, T_{0.1}$ and $T_{s s}$, respectively. The equilibrium in this plot is not a thermodynamic equilibrium since the equipartition condition does not hold.


Figure 6.5: Spatial temperature profiles with Neumann boundary condition. The same conditions as in Figure 6.4. The steady state in the this figure is a thermodynamic equilibrium.

Besides, the time evolution of the entropy generation function (the proposed Lyapunov function), together with the time derivatives plots for these two boundary conditions (6.41) and (6.42) are given in the following figures.


Figure 6.6: Time evolution of the Lyapunov function with two different boundary conditions.

### 6.4 Conclusion

This chapter considers thermodynamical systems beyond their quasi-static behavior. We make an important conceptual distinction between thermodynamic equilibria of a system and equilibria in the sense of constant (time-positive invariant) solutions of autonomous systems described by differential equations. We proved the stability of thermodynamic equilibria in a distributed thermodynamical model and in a composite lumped thermodynamical model. In both cases, a suitable Lyapunov function has been derived from the first principle properties of the entropy balance equation of the system. It is shown that this function represents entropy generation for irreversible thermal processes and decays along the solutions of the system towards thermodynamic equilibria. The set of thermodynamic equilibria is proven to be uniform asymptotically stable.

## 6.A Derivation of entropy balance equation

We present the detailed derivation of the entropy balance equation (6.18). Start with partial differential equation of (6.15a)

$$
\rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t}=-\nabla \cdot J(r, t) \quad \text { in } \mathcal{G},
$$

The Divergence theorem yields

$$
\int_{\mathcal{G}} \rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t} d r=\int_{\mathcal{G}}-\nabla \cdot J(r, t) d r .
$$

By considering the internal energy $U$, the above equation can be rewritten as

$$
\begin{equation*}
\frac{d U}{d t}=\int_{\mathcal{G}} \frac{\partial u(r, t)}{\partial t} d r, \quad \frac{\partial u(r, t)}{\partial t}=\rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t} \tag{6.43}
\end{equation*}
$$

here $u(r, t)$ denotes the local internal energy at location $r$ and time $t$. Using the local form [103] of the Gibbs' relation in (6.6) and the relation in (6.43), we have

$$
\frac{\partial u(r, t)}{\partial t}=T(r) \frac{\partial s(r, t)}{\partial t} \Longleftrightarrow \frac{\partial s(r, t)}{\partial t}=\frac{1}{T(r)} \frac{\partial(r, t)}{\partial t}=\frac{1}{T(r)} \rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t}
$$

here the $s$ represents the local entropy of the system. By substituting $\rho c_{\mathrm{p}} \frac{\partial T}{\partial t}$ with $\nabla \cdot J$ in (6.15a), it reads

$$
\frac{\partial s(r, t)}{\partial t}=-\frac{1}{T(r)} \nabla \cdot J(r) \quad \text { in } \mathcal{G}
$$

Using the Divergence theorem, the entropy of the 1-D solid system in Figure 6.2 is

$$
\begin{aligned}
\frac{\mathrm{d} S_{s y s}(r, t)}{\mathrm{d} t}=\int_{\mathcal{G}} \frac{\partial s(r, t)}{\partial t} d r & =-\int_{\mathcal{G}} \frac{1}{T(r)} \nabla \cdot J(r) d r \\
& =-\int_{\mathcal{G}} \nabla\left(\frac{J(r)}{T(r)}\right) d r+\int_{\mathcal{G}} J(r) \cdot \nabla \frac{1}{T(r)} d r \\
& =-\int_{\partial \mathcal{G}} \frac{J(r)}{T(r)} \cdot \bar{n} d \bar{r}+\int_{\mathcal{G}} J(r) \cdot \nabla \frac{1}{T(r)} d r
\end{aligned}
$$

here $\bar{r}$ refers the location over the $\partial \mathcal{G}$. Thus, the (6.18) is derived.

## 7

## Dissipative properties of thermal systems

TThis chapter embeds thermal systems in the classical theory of dissipative dynamical systems. This theory views dissipation as a generic concept in which supply functions represent power and power exchange among system components and it treats storage functions as the generalized notion of energy. We introduce a storage function that shows that a class of thermal systems is dissipative for both time-independent and time-dependent boundary conditions. Based on the entropy generation minimization theorem, we extend the storage function formulation to systems where thermodynamic work is considered. Using the maximum and the minimum work efficiency, we define a minimal entropy generation and a maximal entropy generation as the upper bound and the lower bound for this storage function. For a 2D heat conduction case study with a time-varying boundary condition, we present the time profile of both the storage function and supply function. In accordance with the dissipation property, the results show that the rate of supply delivered to the system always exceeds the change of internal storage.

### 7.1 Introduction

In the development of high-precision systems, the thermal effects are identified as one of the dominant factors that determines the system performance [41, 151]. With the increasing accuracy requirements, high-precision systems become more interconnected and sophisticated. This trend implies that models need to be created where more compartments and/or subsystems need to be interconnected to assess the dynamical properties of a complex system. Consequently, thermal
effects are becoming even more influential. This is even more so when such interactions are coupled not only in their steady-state but also in their transient dynamics. One way to characterize these large-scale interconnected systems, which include interconnections with its surroundings is by using dissipativity theory. The main idea behind the notion of a dissipative system is to establish a relationship between the energy storage in the system and the supply rate via the interaction. With this relationship, an energy-based description of the input-output description for physical systems can be characterized. Additionally, this theory provides the possibility to view a system with large-scale interconnections as an aggregation of modules, each of which is dissipative. The dissipativity theory has witnessed remarkable progress in system analysis and control design for different physical systems, e.g., mechanical systems [122, 162, 118], electrical systems [117, 128], and chemical systems [108, 175, 19]. However, the increasing complexity and accuracy demands of thermal systems still pose challenges to the analysis and the management of large-scale and high-precision systems.

Dissipative systems were introduced by Willems in [171, 172]. Since their introduction, different researchers have addressed the problem to cast thermodynamical systems in the context of dissipative systems. The critical question is the choice of supply function and the choice of the storage function for thermal systems, which is central for dissipativity theory. In [172], Willems proposed a candidate that is the system entropy with negative sign $-S$. Although it satisfies the dissipation inequality, this candidate loses its physical interpretation as an energybased notion for thermodynamics. Additionally, as pointed in [5], entropy is not bounded from above and therefore the choice $-S$ may not provide a lower bound as an energy function. An alternative proposal is to consider the irreversible entropy production as the storage function. This matches the work of Onsager's reciprocal relation $[126,127]$, the minimal entropy generation principle introduced by Prigogine [139] and the work of irreversible thermodynamics from de Groot and Mazur [54]. In this context, the proposed irreversible entropy rate, also named entropy production, has been proved be a suitable candidate to prove the stability of a closed system. In addition to the concept of irreversible entropy rate, the developments have been extended to open systems where the passivity properties of a plasma reaction model [76] and multi-physical systems [165] are discussed. It is worth mentioning that the use of irreversible entropy production as the storage function is different from the conventional way for constructing the storage function: different from finding a preserved energy representation of the system, e.g., kinetic energy and potential energy, the irreversible entropy production describes the energy which crosses the system's boundary is dissipated as a loss. Another approach is to use thermodynamic availability as the storage function [1, 4, 175]. In this way, the irreversible entropy rate is implicitly considered in the formulation, and the proposed availability has a lower bound using thermodynamic potential [5].

Other work connects the dissipative systems theory with thermodynamics on top of the methods mentioned above. An approach in [90] is studied based on constructing an ectropy as storage function for stability, dissipativity and passivity analysis. Another work introduces an energy notion of meta-energy in $[58,59]$ that
allows the dissipativity theory to incorporate thermodynamical systems. Furthermore, port-Hamiltonian systems have also attracted much attention in the last decades. Numerous papers have been published on reformulating thermodynamic problems as port-hamiltonian [57, 160, 92, 119, 161]. Despite the outstanding work carried out by these researchers, it appears that even for simple high-precision thermal systems, model-based controller synthesis, observer synthesis, or uncertainty descriptions using thermodynamical properties are hard to establish and generalize [76, 95].

In this chapter, the main contributions can be summarized as follows: 1) We study the dissipative properties of a class of thermal systems using the Lyapunov function proposed in Chapter 6 as a storage function when the system interacts with its surroundings. Specifically, when such interactions are time-dependent and can be considered as control actions. 2) Based on the entropy generation minimization, a bounded storage function is proposed in such a way that the storage function has an upper bound and a lower bound.
The remainder of the chapter is organized in the following manner. In Section 7.2 we introduce the fundamentals of dissipativity theory and non-equilibrium thermodynamics. An analysis is given in Section 7.3 for the dissipative properties of a thermal system for both time-dependent and time-independent boundary conditions. In Section 7.4, We aim to connect the minimal/maximal entropy generation with an efficiency criterion that expresses minimal/maximal loss of mechanical working rate in the system. Then, in Section 7.5, a 2-D heat conduction example is given and the profile of the corresponding storage function and supply rate are defined. The conclusion is given in Section 7.6.

### 7.2 Fundamentals

In the sequel, we first briefly introduce the dissipativity theory, which includes the definition of storage function, supply rate and the dissipation inequality. For the detailed exposition of the dissipation theory presented in this paper, we refer to [171, 172]. Second, some fundamentals of non-equilibrium thermodynamics together with the entropy balance equation, also called the second law of thermodynamics for open systems, will be given.

## 7.2.a Dissipative systems

Consider a dynamical system $\Sigma$ described in the state space form and given by the equation

$$
\begin{equation*}
\Sigma: \quad \dot{x}=f(x, u), \quad y=h(x, u) \tag{7.1}
\end{equation*}
$$

where $x(t) \in \mathbb{X}=\mathbb{R}^{n}, u(t) \in \mathbb{U}=\mathbb{R}^{m}$ and $y(t) \in \mathbb{Y}=\mathbb{R}^{q}$ denote the state, input and output. Furthermore, $f$ is assumed to be a smooth function defined on $x \times u$, and $h$ is the output map of the system. Then, let

$$
\begin{equation*}
w: \mathbb{U} \times \mathbb{Y} \rightarrow \mathbb{R} \tag{7.2}
\end{equation*}
$$

be a real-valued function, called the supply rate. Throughout, we assume that the mapping $t \mapsto w(u(t), y(t))$ is locally integrable for any solution $(u, x, y)$ of (7.1) in the sense that

$$
\int_{t_{0}}^{t_{1}}|w(u(\tau), y(\tau))| d \tau<\infty
$$

for all solutions $(u, x, y)$ of (7.1) and all $t_{0} \leq t_{1}$. The dissipation property for system (7.1) is given in the following definition

Definition 7.1 (Adapted from [171]) The system $\Sigma$ is said to satisfy the dissipation inequality with respect to the supply rate $w$ and the storage function $S: \mathbb{X} \rightarrow \mathbb{R}$ if

$$
S\left(x\left(t_{2}\right)\right)-S\left(x\left(t_{1}\right)\right) \leq \int_{t_{1}}^{t_{2}} w(u(t), y(t)) d t
$$

holds for all $(x, u, y)$ that satisfies (7.1) and for all $t_{1}, t_{2} \in \mathbb{R}$, with $t_{2} \geq t_{1}$.
Definition 7.2 The system $\Sigma$ is dissipative w.r.t. the supply function $w$ if there exists a storage function $S: \mathbb{X} \rightarrow \mathbb{R}$ so that $\Sigma$ satisfies the dissipation inequality in Definition 7.1 w.r.t. supply rate $w$ and storage function $S$.

With a differentiable storage function $S(\cdot)$, we obtain the following equivalent differential dissipation inequality.

Definition 7.3 If the storage function $S(\cdot)$ is differentiable, then the system $\Sigma$ satisfies the dissipation inequality w.r.t. supply $w$ and storage function $S$ if and only if

$$
\frac{d}{d t} S(x(t)) \leq w(u((t), y(t))
$$

for all trajectories ( $u, x, y$ ) satisfying (7.1) and for time $t$.
The above dissipation inequality expresses the concept of an open dynamical system $\Sigma$, which interacts with its surroundings through $u$ and $y$, the rate at which internal storage changes cannot exceed the amount which has been supplied to the system. The power supplied to the system is denoted by a function $w(u, y)$ and is a function of the input and the output, which has the meaning of the rate at which a relevant quantity (heat flow, mass flow, power flow) flows in and out of the system. Specifically, the $w$ is counted as positive when power flows into the system and negative if power flows out of the system (is delivered to its environment). The power supply $S(x)$ is a function of the state of the system and expresses the amount of storage when the system finds itself in state $x$. The dissipation is defined as the difference between what is supplied and what is stored.

Remark 7.1 The dissipation inequality in Definition 7.1 does not require the storage function to be non-negative (It is required to be non-negative $S(x) \in \mathbb{R}_{\geq 0}$ in [171, 172]). The requirement of non-negativity imposes an extra lower bound to the storage function. There are some arguments against adding the non-negativity in the definition [169]. In the context of thermodynamics in this chapter, we will assume the storage function to be any function $S: \mathbb{X} \rightarrow \mathbb{R}$, and therefore do not assume lower bounds on storage functions.

In the following, we introduce two special storage functions the available storage $S_{a}(x)$ and the required supply $S_{r}(x)$. We assume that the state space model (7.1) has a specific ground state (or equilibrium state) $x^{*} \in X$ where we declare storage to be neutral or normalized to 0 . Typically, $x^{*}=0$.

Definition 7.4 The available storage, $S_{a}: \mathbb{X} \rightarrow \mathbb{R} \cup\{\infty\}$ of a dynamical system (7.1) with supply rate $w$ is defined by

$$
S_{a}\left(x_{0}\right):=\sup \left\{-\int_{0}^{t_{+}} w(u(\tau), y(\tau)) d \tau \mid t_{+} \geq 0, x(0)=x_{0}, x\left(t_{+}\right)=x^{*}\right\}
$$

where the supremum is taken over all input trajectories $u:\left[0, t_{+}\right] \rightarrow \mathbb{R}^{m}$ and time instants $t_{+} \geq 0$ that denoted $x(t ; u)$ as defined in (7.1) with $x(0)=x_{0}$ at time $t=0$ to $x\left(t_{+} ; u\right)=x^{*}$ at time $t=t_{+}$.

When the system absorbs energy from surroundings or dissipates energy to the surroundings, there are limitations in the maximal amount of energy $S_{a}(x)$ that can be extracted from the system while moving from state $x$ some reference state $x^{*}$. Similarly, there are limitations on the minimal amount of storage necessary to bring the system from this reference state $x^{*}$ to $x$. Similarly, the required supply $S_{r}$ is defined as

Definition 7.5 The required supply, $S_{r}: \mathbb{X} \rightarrow \mathbb{R} \cup\{-\infty\}$ of a dynamical system (7.1) with supply rate is defined by

$$
S_{r}\left(x_{0}\right):=\inf \left\{\int_{t_{-}}^{0} w(u(\tau), y(\tau)) d \tau \mid t_{-} \leq 0, x\left(t_{-}\right)=x^{*}, x(0)=x_{0}\right\}
$$

where the infimum is taken over all input trajectories $u:\left[0, t_{+}\right] \rightarrow \mathbb{R}^{m}$ and time instants $t_{-} \leq 0$ that denoted $x(t ; u)$ as defined in (7.1) with $x\left(t_{-}\right)=x^{*}$ at time $t=t_{-}$to $x(0)=x_{0}$ at time $t=0$.

With the theorem introduced in [148], the following inequality can be obtained

Theorem 7.6 Suppose that $\Sigma$ is controllable. Then $\Sigma$ is dissipative with supply $w$ (according to Definition 7.2) if and only if $S_{a}(x)<\infty$ for all $x$ and if and only if $S_{r}(x)>$ $-\infty$ for all $x$. Moreover, for any storage function $S(x)$ that satisfies $S\left(x^{*}\right)=0$ the inequality

$$
S_{a}(x) \leq S(x) \leq S_{r}(x)
$$

holds for all $x$.

If there is no dissipation in a system, then the system can be defined as conservative or lossless, meaning that the inequalities in Definition 7.2 and Definition 7.5 are, in fact, equalities.

Definition 7.7 A dynamical system (7.1) is said to be lossless with respect to supply rate $w$ and storage function $S$ if

$$
S\left(x\left(t_{2}\right)\right)=\int_{t_{1}}^{t_{2}} w(u(\tau), y(\tau)) d \tau+S\left(x\left(t_{1}\right)\right)
$$

for all $(u, x, y)$ that satisfying (7.1) and for all $t_{1} \leq t_{2} \in \mathbb{R}$.

## 7.2.b Irreversible thermodynamics and balance equations

The thermodynamical system considered in this chapter is assumed to be in a local equilibrium and it is characterized by the extensive and intensive variables. Its behaviour is a subset

$$
\mathcal{T} \subset \mathcal{X}^{\mathrm{ext}} \times \mathcal{X}^{\mathrm{int}}
$$

where the extensive variables $x^{\text {ext }}=\operatorname{col}\left(U, S, M, N_{1}, \cdots, N_{r}\right) \in \mathcal{X}^{e x t}$ consist of internal energy $U$, entropy $S$, mass $M$ and the mole numbers $N_{i}$. The intensive variables $x^{\text {int }}=\operatorname{col}\left(T, P, \mu_{1}, \cdots, \mu_{r}\right) \in \mathcal{X}^{\text {int }}$ consist of temperature $T$, pressure $P$ and chemical potential $\mu_{i}$ of each component, which is obtained as the first differential of the fundamental equation that writes the extensive variable $U$ as explicit function $U=U\left(S, V, N_{1}, \ldots, N_{r}\right)$ of the remaining extensive variables: where the intensive variables are defined by the following relations

$$
T:=\left(\frac{\partial U}{\partial S}\right)_{V, N_{1} \cdots, N_{r}}, P:=-\left(\frac{\partial U}{\partial V}\right)_{S, N_{1}, \cdots, N_{r}}, \mu_{i}:=\left(\frac{\partial U}{\partial N_{i}}\right)_{S, V, \cdots, N_{k}, \cdots}
$$

Similarly, one can write the extensive variable $S$ as function $S=S\left(U, V, N_{1}, \ldots, N_{r}\right)$ of the remaining extensive variables (the so called entropic representation). Leading to the equivalent

$$
\frac{1}{T}:=\left(\frac{\partial S}{\partial U}\right)_{V, N_{1} \cdots, N_{r}},-\frac{P}{T}:=-\left(\frac{\partial S}{\partial V}\right)_{S, N_{1}, \cdots, N_{r}}, \frac{\mu_{i}}{T}:=\left(\frac{\partial S}{\partial N_{i}}\right)_{S, V, \cdots, N_{k}, \cdots}
$$

Based on the fundamental postulate of thermodynamics [54], the entropy balance equation of a system can be characterized via

$$
\begin{equation*}
\frac{\mathrm{d} S_{\text {sys }}}{\mathrm{d} t}=\frac{\mathrm{d} S_{e}}{\mathrm{~d} t}+\frac{\mathrm{d} S_{i}}{\mathrm{~d} t} \tag{7.3}
\end{equation*}
$$

where $S_{e}$ is the total entropy supplied by its surrounding across the external boundary of the system and $S_{i}$ denotes the total entropy production due to processes in the interior of the system. In this chapter, we consider the system including irreversible process, in which can be characterized by $S_{g e n}$

$$
\begin{equation*}
\frac{\mathrm{d} S_{i}}{\mathrm{~d} t}=S_{g e n} . \tag{7.4}
\end{equation*}
$$

so that $S_{g e n}=\frac{d S_{s y s}}{d t}-\frac{d S_{e}}{d t}$ is the difference of entropy rates between system and
total supplied entropy, i.e., entropy rate only due to changes in the interior of the system. Note that $S_{g e n}=0$ for reversible process, and $S_{g e n}>0$ for irreversible process, and the term $S_{e}$ can be negative, positive or zero if there is no interaction with the system [54].

### 7.3 Dissipative properties of thermal systems

Consider a thermal system of 1-dimensional heat conduction in a solid, depicted in Figure 7.1, whose governing equation and boundary condition are given by


Figure 7.1: 1-D Heat conduction in a solid with geometry $\mathcal{G}$ and boundary $\partial \mathcal{G}$ (dashed line).

$$
\begin{array}{ll}
\rho c_{\mathrm{p}} \frac{\partial T(r, t)}{\partial t}=-\nabla \cdot J(r, t), & \text { in } \mathcal{G}, \\
\nabla T(r, t) \cdot \bar{n}=\gamma(t) & \text { on } \partial \mathcal{G}, \\
T(r, 0)=T_{0}(r) & \text { at initial time } t=0 . \tag{7.5c}
\end{array}
$$

Here, $T: \mathcal{G} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0}$ is an analytic function of the 1-dimensional domain $\mathcal{G}=[0, L]$ with $L>0$ that represents temperature. Density and heat capacity of the solid are defined by $\rho$ and the $c_{\mathrm{p}}$, respectively. The heat flux is $J(r, t):=$ $-\kappa \nabla T(r, t), r \in \mathcal{G}$ where the heat transfer coefficient $\kappa>0$ is assumed constant and temperature independent. Note that compared to (6.15) the boundary condition is relaxed to time-dependent function $\gamma(t)$. As in the previous chapter, the set of all temperature $T(\cdot, t)$ is assumed to be a mapping from $\mathcal{G}$ to $\mathbb{R}_{>0}$ for any $t \geq 0$. The set of all such mappings is denoted by $\mathcal{D}$. Finally, $T_{0} \in \mathcal{D}$ is a given initial temperature profile at time $t=0$.

In this chapter we write the distributed parameter thermo-dynamical system (7.5) as a dissipative dynamical system. This requires the introduction of a suitable supply function and a suitable storage function so as to verify the dissipation inequality in Definition 7.1 for the dynamics given in (7.5). For this, we propose to consider the entropy generation function $S_{g e n}$ as a suitable storage function that the thermodynamic system becomes dissipative. Under the assumption of local thermodynamic equilibrium [46], the irreversible entropy can be written as into a linear mapping between the thermodynamic flux $J$ and the thermodynamic force $F$.

Theorem 7.8 Assume the system (7.5) that the irreversible entropy rate can be expressed as a linear relation between the thermodynamic flux $J=-\kappa \nabla T, \kappa \in \mathbb{R}_{>0}$ and the force
$F=\nabla \frac{1}{T}$. Let the irreversible entropy rate (entropy generation function) $S_{g e n}$ be the storage function, then this system is dissipative with respect to the supply rate $w$ if

$$
S_{g e n}\left(T\left(\cdot, t_{2}\right)\right)-S_{g e n}\left(T\left(\cdot, t_{1}\right)\right) \leq \int_{t_{1}}^{t_{2}} w(u(\tau), y(\tau)) d \tau
$$

holds for all $t_{2} \geq t_{1}$, with $t_{1}, t_{2} \in \mathbb{R}$, here the supply rate $w$ is given as

$$
w(u, y)=\int_{\partial \mathcal{G}}\left(J \cdot \frac{\partial}{\partial t} \frac{1}{T}\right) \cdot \bar{n}
$$

here $\partial \mathcal{G}$ denotes the boundary of the system, $\left(J, \frac{\partial}{\partial t} \frac{1}{T}\right)$ denote the input and the output of the system.

Proof: The entropy generation for the system (7.5) over the domain $\mathcal{G}$ is

$$
S_{g e n}(T)=\int_{\mathcal{G}} J(T) \cdot F(T) d r=\int_{\mathcal{G}}-\kappa \nabla T \cdot \nabla \frac{1}{T} d r
$$

Take the time derivative of the composite function $t \mapsto S_{g e n}(T(r, t))$ and denote this derivative as $\dot{S}_{\text {gen }}$ along the solution of (7.5a) and it reads

$$
\begin{aligned}
\dot{S}_{\text {gen }}(T) & =\int_{\mathcal{G}} \frac{\partial}{\partial t} J(T) \cdot F(T)+J(T) \cdot \frac{\partial}{\partial t} F(T) d r \\
& =-\kappa \int_{\mathcal{G}}\left[\nabla \dot{T} \cdot \nabla \frac{1}{T}+\nabla T \cdot \nabla\left(\frac{\partial}{\partial t} \frac{1}{T}\right)\right] d r
\end{aligned}
$$

Using the Divergence theorem and it follows that

$$
\begin{align*}
\dot{S}_{g e n}(T) & =-\kappa \int_{\mathcal{G}}\left[\nabla \cdot\left(\frac{\partial}{\partial t} \frac{1}{T} \nabla T\right)+\nabla \cdot\left(\dot{T} \nabla \frac{1}{T}\right)-\dot{T} \nabla^{2} \frac{1}{T}-\left(\frac{\partial}{\partial t} \frac{1}{T}\right) \nabla^{2} T\right] d r \\
& =\kappa \int_{\partial \mathcal{G}} \frac{1}{T^{2}} \dot{T} \nabla T \cdot \bar{n} d \bar{r}+\kappa \int_{\mathcal{G}}\left(\frac{\partial}{\partial t} \frac{1}{T}\right) \nabla^{2} T d r \\
& =\int_{\partial \mathcal{G}}\left(J \cdot \frac{\partial}{\partial t} \frac{1}{T}\right) \cdot \bar{n} d \bar{r}-\int_{\mathcal{G}} \nabla J \cdot\left(\frac{\partial}{\partial t} \frac{1}{T}\right) d r \\
& =\kappa \int_{\partial \mathcal{G}} \frac{1}{|T|^{2}} \dot{T} \nabla T \cdot \bar{n} d \bar{r}-\int_{\mathcal{G}} \nabla J \cdot\left(\frac{\partial}{\partial t} \frac{1}{T}\right) d r \tag{7.6}
\end{align*}
$$

here $\bar{r}$ refers the location over the boundary $\partial \mathcal{G}$.

1) For the case of time-independent boundary condition on the boundary $\partial \mathcal{G}$, the first term on the right-hand side of (7.6) vanishes which is proved in (6.24);
2) For the case of time-dependent boundary condition in (7.5b), the first term on the right-hand side of (7.6) denotes the irreversible entropy and results from the interactions with surroundings.

In this proof, we focus on the second case 2 ) of a time-dependent boundary condition. By substituting (7.5a), the second term on the right-hand side of (7.6) is rewritten as

$$
-\int_{\mathcal{G}} \nabla J \cdot\left(\frac{\partial}{\partial t} \frac{1}{T}\right) d r=-\rho c_{\mathrm{p}} \int_{\mathcal{G}}\left|\frac{\dot{T}}{T}\right|^{2} d r \leq 0
$$

Moving this second term on the right-hand of the equation $\int_{\partial G}(\cdot)$ in (7.6) to the left-hand side of the equality, we obtain the following relation

$$
\begin{aligned}
\dot{S}_{g e n}(T)+\int_{\mathcal{G}} \nabla J \cdot\left(\frac{\partial}{\partial t} \frac{1}{T}\right) d r & =\int_{\partial \mathcal{G}}\left(J \cdot \frac{\partial}{\partial t} \frac{1}{T}\right) \cdot \bar{n} d \bar{r} \\
\Longrightarrow \quad \dot{S}_{g e n}(T) & \leq \int_{\partial \mathcal{G}}\left(J \cdot \frac{\partial}{\partial t} \frac{1}{T}\right) \cdot \bar{n} d \bar{r}
\end{aligned}
$$

Since by integration from $t_{1}$ to $t_{2}$, one has

$$
S_{\text {gen }}\left(T\left(\cdot, t_{2}\right)\right)-S_{g e n}\left(T\left(\cdot, t_{1}\right)\right) \leq \int_{t_{1}}^{t_{2}} w(\tau) d \tau
$$

with the supply rate

$$
w(\tau)=\int_{\partial \mathcal{G}}\left(J(\tau, \bar{r}) \cdot \frac{\partial}{\partial t} \frac{1}{T}(\tau, \bar{r})\right) \cdot \bar{n} d \bar{r}
$$

Thus, the system (7.5) is proved to be dissipative with respect to the supply rate function $w$ of the input and the output $\left(J, \frac{\partial}{\partial t} \frac{1}{T}\right)$.

For the detailed derivation involved in (7.6) we refer to the proof of Theorem 6.2.

### 7.4 Dissipative properties of interconnected systems

From the discussion of the dissipation inequality using the proposed storage function $S_{g e n}$ for a single system in (7.5), one remaining question is if there exists a physically interpretable upper bound and a lower bound for the storage functions in a thermodynamical system. In [5], authors introduce the idea of a supporting hyperplane using one arbitrary reference state for the thermodynamic availability (as the storage function). In such a formulation the minimal available storage function is defined within the projection of the hyperplane through a reference state. However, this bound, presented in [5], is a local property that is reference state-dependent. This minimal available storage is not physically interpretable in the sense that the bridge between the system behaviours and the proposed minimal available storage energy is not linked. In the section, we attempt to connect the Gouy-Stodola theorem and entropy generation minimization in [27] which are easily interpretable with system behaviours, to the formulation of the upper bound and the lower bound for the storage function.

## 7.4.a $S_{\text {gen }}$ extension to interconnected systems

In the previous part, only a single system is considered. In this section we consider a system composed of multiple interconnected subsystems. As shown in Figure 7.2, this system consists of the internal energy $\dot{U}$ within the domain $\mathcal{G}$, the transfer of rate of work $\dot{W}$, the heat flow transfer rate $\dot{Q}_{i}$ with contact temperature $T_{i}$ through the boundary $\partial \mathcal{G}$. We suppose that the entire system consists of the interaction of $\ell$ components (or subsystems). Figure 7.2 illustrates the idea and indicates two thermal interconnections with temperature $T_{0}, T_{1}$ and with heat rates $\dot{Q}_{0}$ and $\dot{Q}_{1}$. Mechanical work such as thermal deformation in high-precision machines can be denoted by the rate of work $\dot{W}$.

We consider a complex system that consists of a number of subsystems that are thermally interconnected, where the total interconnected system $\mathcal{G}$ has a boundary $\partial \mathcal{G}$ and where the heat flow rate and contact temperature of the $i$ th subsystem with its surrounding are denoted by $\left\{\dot{Q}_{i}, T_{i}\right\}$.


Figure 7.2: The system consists of multiple subsystems which are interconnected with each other, the domain of each subsystem is denoted by $\mathcal{G}_{i}, \mathcal{G}_{i} \subset \mathcal{G}$ where $\mathcal{G}$ represents the whole system domain, the dashed line denotes the boundary $\partial \mathcal{G}$ of the system. The arrow with $\dot{W}$ characterizes the work done by the system on the surroundings, the arrow points towards subsystems $\mathcal{G}_{0}$ or $\mathcal{G}_{1}$ denotes the heat flow rate $\dot{Q}_{0}$ or $\dot{Q}_{1}$ flow into the system. The heat flow rate is the integral over the surface where the heat flux rate $J_{i}$ crosses the surface $\dot{Q}_{i}=\int_{\mathcal{S}_{i}} J_{i}$ with $J_{i}=-\kappa_{i} \nabla T_{i}$ and $\mathcal{S}_{i}$ the boundary or the surrounding of the $i$ th subsystem.

The first law of thermodynamics for the system in Figure 7.2 reads

$$
\begin{equation*}
\left.\left.\left.\frac{d U}{( } d t\right)=\sum_{i=0}^{\ell} \frac{d Q_{i}}{( } d t\right)-\frac{d W}{( } d t\right) \tag{7.7}
\end{equation*}
$$

where the heat flow rate $\frac{d Q_{i}}{d t}=\int_{\text {surf }} J_{i}$ is the integral of the heat flux $J_{i}$ over the surface. The internal energy $U$ is a function of temperature $T(r, t)$ with $r \in \mathcal{G}, t \geq$ 0 . $T(r, t)$ is assumed to a mapping from $\mathcal{G}$ to $\mathbb{R}_{>0}$. The set of all such mapping is denoted by $\mathcal{D}$. Specifically, the boundary condition is defined as $\nabla T(r, t)=\gamma(t)$ which is time-dependent function. In the following, we abuse the $\left.\frac{d Q}{d t}=\dot{( } Q\right), \frac{d U}{d t}=$ $\dot{U}$ and $\frac{d W}{d t}=\dot{W}$ for simplicity of notation. The second law of thermodynamics of
this system is

$$
\begin{align*}
\frac{d S_{\text {sys }}}{d t}(t) & =\sum_{i=0}^{\ell} \frac{\dot{Q}_{i}}{T_{i}}(t)+S_{\text {gen }}(T(t)) \\
& =\frac{\dot{Q}_{0}}{T_{0}}(t)+\sum_{i=1}^{\ell} \frac{\dot{Q}_{i}}{T_{i}}(t)+S_{g e n}(T(t)) \tag{7.8}
\end{align*}
$$

here $S_{\text {gen }}(T)$ denotes the irreversible entropy generation rate (7.4) due to thermal interaction. Notice that the $T$ in $S_{g e n}(T(t))$ represents a set of temperature [ $T_{0}, T_{1}$, $\left.\cdots, T_{\ell}\right]$. Under the assumption that the irreversible entropy of the system $\mathcal{G}$ is only caused by the thermal interactions $\left\{\dot{Q}_{0}, \cdots, \dot{Q}_{\ell}\right\}$ across the boundary, then the entropy generation rate $S_{g e n}(T)$ of the system, with the supply function $w$ defined previously, is

$$
\begin{equation*}
S_{g e n}(T)=\int_{\mathcal{G}_{0}} J_{0} \cdot \nabla \frac{1}{T_{0}} d r_{0}+\cdots+\int_{\mathcal{G}_{\ell}} J_{\ell} \cdot \nabla \frac{1}{T_{\ell}} d r_{\ell} \tag{7.9}
\end{equation*}
$$

It is notable that the $S_{g e n}$ is a composite function of temperature $T(r, t)$ which is temporal dependent, the notation $S_{g e n}(t)$ refers to $S_{g e n}(T(t))$ if it is not specified.

## 7.4.b The upper bound and the lower bound of $S_{g e n}$

We take a closer look at the entropy balance equation (7.8) and replace the $\dot{Q}_{0}$ in (7.8) from (7.7) to infer that

$$
\begin{equation*}
\dot{W}(t)=\frac{d}{d t}\left(T_{0} S_{s y s}(t)-U(t)\right)+\sum_{i=1}^{\ell}\left(1-\frac{T_{0}}{T_{i}}\right) \dot{Q}_{i}(t)-T_{0} S_{g e n}(t) . \tag{7.10}
\end{equation*}
$$

Note that the pair of $\left(T_{0}, Q_{0}\right)$ is chosen as the reference temperature and the heat flow for the analysis of $S_{g e n}$, respectively. In the case where all work is reversible, we replace $\dot{W}$ by $\dot{W}_{\text {rev }}$ and the (7.7) can be rewritten as:

$$
\begin{equation*}
\dot{W}_{\text {rev }}(t)=\frac{d}{d t}\left(T_{0} S_{\text {sys }}(t)-U(t)\right)+\sum_{i=1}^{\ell}\left(1-\frac{T_{0}}{T_{i}}\right) \dot{Q}_{i}(t) \tag{7.11}
\end{equation*}
$$

where the entropy generation rate is $S_{\text {gen }}(t)=0$ for all $t$. Subtracting (7.10) from (7.11) we arrive at the formula

$$
\begin{equation*}
\dot{W}_{r e v}(t)-\dot{W}(t)=T_{0} S_{g e n}(t) \tag{7.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{T_{0}}\left(\dot{W}_{r e v}(t)-\dot{W}(t)\right)=S_{g e n}(t) \tag{7.13}
\end{equation*}
$$

which is also known as Gouy-Stodola theorem [78, 79, 157] in thermodynamics. By defining the rate of mechanical loss, say $\dot{W}_{\text {loss }}$, as the difference between rate of
work of the reversible part $\dot{W}_{\text {rev }}$ and the rate of (the actual) work $\dot{W}$, i.e, $\dot{W}_{\text {loss }}=$ $\dot{W}_{\text {rev }}-\dot{W}$, the equation (7.12) and the equation 7.13 can be rewritten as

$$
\begin{equation*}
\dot{W}_{\text {loss }}(t)=T_{0} S_{g e n}(t) \tag{7.14}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{T_{0}} \dot{W}_{l o s s}(t)=S_{g e n}(t) \tag{7.15}
\end{equation*}
$$

here $\dot{W}_{\text {loss }}$ represents the rate of mechanical work loss done by the system that can not be recovered by the system. Remark that regardless of the system described in Figure 7.2 is a power generator $\dot{W}>0$ (e.g., power plant) or a power consumer $\dot{W}<0$ (e.g., computer), the $\dot{W}_{\text {loss }}$ is always non-negative. In this chapter, we only consider the case of $\dot{W}>0$ if it is not specified.
The idea of introducing the reversible work rate $\dot{W}_{\text {rev }}$ is inspired by the research of chemical processes where the chemical reaction leads to reversible and irreversible work. For the case of the system described in Figure 7.2, the work rate $\dot{W}(t)$ can be contributed from the thermo-induced mechanical deformation in which we may distinguish between plastic deformation and elastic deformation. The elastic deformation is reversible, and the plastic deformation can be considered as energy loss [129, 96] which is irreversible. Using the idea of $\dot{W}_{\text {rev }}$, we can connect the storage function to the work efficiency. By defining the work rate efficiency

$$
\begin{equation*}
\eta:=1-\frac{\dot{W}}{\dot{W}_{\text {rev }}}=\frac{\dot{W}_{\text {rev }}-\dot{W}}{\dot{W}_{\text {rev }}}=\frac{\dot{W}_{\text {loss }}}{\dot{W}_{\text {rev }}}, \quad \text { with } \quad \frac{\dot{W}}{\dot{W}_{\text {rev }}} \geq 0 \tag{7.16}
\end{equation*}
$$

Here the $\dot{W}, \dot{W}_{\text {rev }}$ can be positive or negative but share the same sign; this leads to the non-negative $\eta$.
Once the idea of work rate efficiency is presented, we start introducing the available entropy generation: the lower bound of the storage function $S_{g e n}$ which is allowed to be extracted from a dynamical system at any time.

Definition 7.9 The minimal entropy generation $S_{\text {gen }}^{-}$of a dynamical system (as in Figure 7.2) is defined as

$$
S_{\text {gen }}^{-}(t):=\min _{T(t): T \in \mathcal{T}} S_{\text {gen }}(T(t))
$$

where

$$
\mathcal{T}:=\left\{T(t) \in \mathcal{D} \mid t_{0} \leq t \leq t_{+}, T\left(t_{0}\right)=\tilde{T}, T\left(t_{+}\right)=T^{*}\right\}
$$

and

$$
\mathcal{D}:=\left\{T: \mathcal{G} \rightarrow \mathbb{R}_{>0}\right\}
$$

where the minimum is taken over all possible state trajectories $T(t) \in \mathcal{T}$. Let $T_{\text {opt }}^{-}$be a function of $t$ and satisfies

$$
S_{\text {gen }}^{-}(t)=S_{\text {gen }}\left(T_{\text {opt }}^{-}(t)\right) \leq S_{\text {gen }}(T(t)), \text { for } \forall t, \forall T(t) \in \mathcal{T}
$$

Theorem 7.10 For a dynamical system in Figure 7.2 with a storage function is given by the entropy generation $S_{\text {gen }}$, the minimal entropy generation $S_{\text {gen }}^{-}$satisfies

$$
0 \leq S_{\text {gen }}^{-}(t) \leq S_{\text {gen }}(t)
$$

for all $t_{-} \leq t \leq t_{+}$.

Proof: By Definition 7.9, the $S_{\text {gen }}^{-}$is defined as the lower bound of the entropy generation

$$
S_{\text {gen }}^{-}(t)=S_{\text {gen }}\left(T_{\text {opt }}^{-}(t)\right) \leq S_{\text {gen }}(t),
$$

additionally, the $S_{\text {gen }}(t)$ is defined as the non-negative and $S_{\text {gen }}^{-}(t) \geq 0, \forall t$. Thus, the inequality is proved.

By considering the work loss formulation (7.14), the entropy generation can be represented as the function of work loss rate $\dot{W}_{\text {loss }}(t)$. Using the definition of work rate efficiency, the $S_{g e n}(t)$ is

$$
S_{g e n}(t)=\frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta(t)
$$

here $\dot{W}_{r e v}(t)$ denotes the ideal work rate for every time instance $t$ and can be considered as the reference for the $\dot{W}(t)$ in (7.16). Notice that the above representation indicates that the entropy generation $S_{g e n}(t)$ is a function of the work efficiency rate $\eta(t)$ and this leads to the following conjecture

Conjecture 7.11 If work rate efficiency of a dynamical system in Figure 7.2 is defined as in (7.16), then the minimal entropy generation satisfies

$$
\begin{equation*}
S_{\text {gen }}^{-}(t):=\min _{\eta(t) \rightarrow, t_{0} \leq t \leq t_{+}} \frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta(t) \tag{7.17}
\end{equation*}
$$

where $\eta(t) \rightarrow$ denotes the infimum over all point-wise work rate efficiency from $t=t_{0}$ to $t=t_{+}$. Moreover, there exists a function $\eta_{\text {opt }}^{-}(t)$ that satisfies (7.17)

$$
S_{\text {gen }}^{-}(t)=\frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta_{\text {opt }}^{-}(t) \leq S_{\text {gen }}(t)=\frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta(t),
$$

and

$$
S_{\text {gen }}^{-}(t)>0 \quad \text { for all } t
$$

In the next, the maximal entropy generation $S_{\text {gen }}^{+}$is given: the upper bound of the storage function $S_{g e n}$ for which is allowed to provide at any time from a dynamical system.

Definition 7.12 The maximal entropy generation $S_{\text {gen }}^{+}$of a dynamical system (as in Figure 7.2) is defined as

$$
\begin{aligned}
S_{\text {gen }}^{+}(t): & =\max _{T(t): T \in \mathcal{T}} S_{\text {gen }}(T(t)) \\
& =S_{\text {gen }}\left(T_{\text {opt }}^{+}(t)\right) \geq S_{\text {gen }}(t), \text { for } \forall t, \forall T(t) \in \mathcal{T}
\end{aligned}
$$

where

$$
\mathcal{T}:=\left\{T(t) \in \mathcal{D} \mid t_{0} \leq t \leq t_{+}, T\left(t_{0}\right)=\tilde{T} ; T\left(t_{+}\right)=T^{*}\right\}
$$

and

$$
\mathcal{D}:=\left\{T: \mathcal{G} \rightarrow \mathbb{R}_{>0}\right\}
$$

where the maximum is taken over all possible state trajectories $T(t) \in \mathcal{T}$ from $t_{0}$ to $t_{+}$.

By connecting to the work rate efficiency, the maximal entropy generation also can be formulated as

Conjecture 7.13 If work rate efficiency of a dynamical system in Figure 7.2 is defined as in (7.16), then the required entropy generation satisfies

$$
S_{\text {gen }}^{+}(t)=\max _{\eta(t) \rightarrow, t-\leq t \leq t_{0}} \frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta(t)
$$

where $\eta(t) \rightarrow$ denotes the supremum over all point-wise work rate efficiency from $t=t_{-}$ to $t=t_{0}$. Moreover, there exists a function $\eta_{o p t}^{+}(t)$ that satisfies the above equation

$$
S_{\text {gen }}^{+}(t)=\frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta_{\text {opt }}^{+}(t) \geq S_{\text {gen }}(t)=\frac{1}{T_{0}} \dot{W}_{\text {rev }}(t) \cdot \eta(t), \quad \text { for all } t
$$

Remark 7.2 For a dynamical system which the irreversible entropy is considered as the storage function $S_{g e n}$, with the minimal entropy generation $S_{\text {gen }}^{-}$in Theorem 7.10 and the maximal entropy generation $S_{g e n}^{+}(t)$ defined in Conjecture 7.13, we can obtain the following inequality

$$
0 \leq S_{\text {gen }}^{-} \leq S_{g e n} \leq S_{\text {gen }}^{+} .
$$

In particular, by considering the work rate, the $S_{\text {gen }}^{-}$has physically-relevant interpretations: the lower bound of the storage function represents the least loss process when $S_{g e n}$ is allowed to extract from a dynamical system, and the $S_{g e n}^{+}$: the upper bound of the storage function is the most loss process when a dynamical system can provide.

### 7.5 Numerical example: 2-D heat conduction

In this section, we provide a computation of the temperature distribution of a 2-D heat conduction example with time-dependent boundary conditions, depicted in Figure 7.3. The temperature distribution is described by (7.5a) with $J=-\kappa \nabla T$. The coefficients are defined as $\left\{\rho, c_{\mathrm{p}}, \kappa\right\}=\left\{2.7 \times 10^{3}, 0.91,209\right\}$ with proper units.


Figure 7.3: 2D heat conduction in solids with time-dependent boundary conditions.

The boundary conditions are given by

$$
\begin{align*}
& \bar{n} \cdot \nabla T(x, y, t)=0 \quad \text { on } \quad \partial \mathcal{G}_{1}, \partial \mathcal{G}_{2} \\
& \bar{n} \cdot \nabla T(x, y, t)=2 \sin (2 t) \quad \text { on } \quad \partial \mathcal{G}_{3} \\
& \bar{n} \cdot \nabla T(x, y, t)=-\cos (2 t) \quad \text { on } \quad \partial \mathcal{G}_{4} \tag{7.18}
\end{align*}
$$

which represents an isolated boundary on $\partial G_{1}$ and $\partial G_{2}$ and a time varying heat flux at the boundaries $\partial G_{3}$ and $\partial G_{4}$. The initial condition are defined as

$$
T(x, y, 0)=273.15[K] \quad \text { in } \mathcal{G} .
$$

The geometry of the system is given by a rectangle with $0 \leq x \leq 1.5[\mathrm{~m}]$ and $0 \leq y \leq 0.2[\mathrm{~m}]$. The solutions are obtained by applying a spatial discretization method which generates 46 cells, and reads the temperature profiles of all spatial locations in Figure 7.4.

As defined in Theorem 7.8, the storage function rate $\dot{S}_{g e n}(T)$ is obtained by computing the storage function

$$
S_{g e n}(T(r, t))=\int_{\mathcal{G}}-\kappa \nabla T(r, t) \cdot \nabla \frac{1}{T(r, t)} d r
$$

for $t \in[0,200]$, and taking the time derivatives with respect to the time step 0.05 . The supply rate is calculated via the equation

$$
w(\tau)=\int_{\partial \mathcal{G}}\left(J(\bar{r}, \tau) \cdot \frac{\partial}{\partial \tau} \frac{1}{T(\bar{r}, \tau)}\right) \cdot \bar{n} d \bar{r}
$$

since the temperature profiles of cells at the boundary are known and the time derivative of $1 / T(\bar{r}, t)$ is also computable. Note that $\partial \mathcal{G}$ denotes the boundaries $\partial \mathcal{G}_{1} \times \partial \mathcal{G}_{2} \times \partial \mathcal{G}_{3} \times \partial \mathcal{G}_{4}$ and we only consider the $T(\bar{r})$ at the cells on these boundaries for computing $w(\tau)$. As indicated in the plot, for the whole period, the storage function rate is always less or equal to the supply rate $\dot{S}_{g e n}(t) \leq w(t)$ for all time


Figure 7.4: Temperature profiles of the 2D heat conduction in solid with timedependent boundary conditions. The upper plot represents the temperature of all 46 cells over the simulation time [0, 200]. The lower plot shows the temperature at the boundaries $\left[\partial \mathcal{G}_{1}, \partial \mathcal{G}_{2}\right]$.


Figure 7.5: Entropy profiles of the 2D heat conduction in solids with timedependent boundary conditions.
instances $t \geq 0$.

### 7.6 Conclusion

In this chapter, we present the dissipation theory using the irreversible entropy as the storage function. Time-independent and time-dependent boundary conditions are discussed in the dissipation formulation. By considering a thermal complex system which the thermal behaviours leads to possible energy lost, an energy-based upper bound and a lower bound for the proposed storage function are derived. This chapter aims to embed thermal dynamical systems in the classical approach of open dissipative dynamical systems, open in the sense of allowing external influence and excitation via mechanical work on the system. It is shown how the dissipation inequality is established with $S_{g e n}$ as the generated internal entropy function as storage function. A derivation of the mechanical losses in the system is provided and an example of a 2D system driven by time-varying boundary conditions is given to illustrate the theory.

## Part III

## Tooling of parameterized model order reduction

## (3)

## Tooling of parameterized model order reduction for

This chapter presents an overview of the tooling that has been developed on the basis of the multi-parameter and multi-frequency moment-matching method proposed in Chapter 2. A dedicated software toolbox named paraMOR, parameterized Model Order Reduction, has been developed for the reduction of parametric and non-parametric largescale dynamic systems and their visualization. We briefly introduce the underlying programming concept of the tooling and present the key supporting functions for model order reduction and the visualization of results. A number of case studies are provided.

Model reduction techniques can be informally formulated as the problem of finding a less complex mathematical model, while preserving relevant properties of the original model in the abstracted reduced model. Typically, the relevance of the reduction method is largely determined by the properties which are preserved or inherited in the reduced model. For many of the SVD-based methods, stability and passivity of a model can be preserved. The Krylov subspace method can maintain the input-output relationship in a well-defined sense for the class of linear systems. For nonlinear systems, data-driven methods introduced in [146] have been proven to be a useful option since the reduced model interpolates the original system at the range where the nonlinear dynamics is dominating.
Apart from the properties which need to be preserved in the reduction procedure, the computational complexity and speed of computation of the reduced order model is critical for many implementations and applications of reduced order models. As the dimensionality and complexity of engineered systems invariably increases, there is a persistent need for computationally efficient methods to meet the demands on computationally feasible models in industry. To
the best knowledge of the author, most of the existing MATLAB-based toolboxes for model reduction [141, 31, 105, 51] target for small-scale (state dimension $<$ 100 ) and middle-scale LTI systems (state dimension $100-1000$ ) or reduced-basis method based [88] Only one tool [164] approximates LPV systems using momentmatching based method.
Part of the research reported in this thesis involves the development of software tooling for model order reduction of dynamical systems. This has led to the development of the paraMOR toolbox, referring to parameterized Model Order Reduction. Based on the work in Chapter 2, we develop tooling that is compatible with MathWorks MATLAB on both Linux and Windows operating systems. In this software, we focus on the approximation of LTI systems of the form

$$
\Sigma:=\left\{\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{8.1}\\
y(t) & =C x(t)+D u(t)
\end{align*}\right.
$$

where $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$ and $y(t) \in \mathbb{R}^{q}$ denote, respectively, the state vector, the input and the output, and the reduction of the LPV systems of form

$$
\Sigma(\theta):=\left\{\begin{align*}
E(\theta) \dot{x}(t) & =A(\theta) x(t)+B(\theta) u(t)  \tag{8.2}\\
y(t) & =C(\theta) x(t)+D(\theta) u(t)
\end{align*}\right.
$$

here states $x(t) \in \mathbb{R}^{n}$, input $u(t) \in \mathbb{R}^{m}$ and output $y(t) \in \mathbb{R}^{q}$. Here $\theta$ denotes a vector of real parameters of dimension $\ell$. It is assumed that the system matrices depend in an affine manner on $\theta$. For $E$, for example, this means that $E(\theta)=$ $E_{0}+E_{1} \theta_{1}+\ldots+E_{\ell} \theta_{\ell}$, where $E_{i}$ are real-valued matrices and where $\theta_{i}$ denotes the $i$-th entry of $\theta$. The matrices $A(\theta), B(\theta), C(\theta), D(\theta)$ admit the same structure.

The remaining of the chapter is organized as follows. In Section 8.1, the functionality overview of paraMOR is given. Afterwards, Section 8.2 presents the structure of paraMOR together with the workflow to use paraMOR. Specifically, some programming principles used in the tooling are described in Section 8.3. In Section 8.4, two examples using the paraMOR toolbox are given as case studies. This chapter is concluded in Section 8.5

### 8.1 Overview of paraMOR tooling

The goal of paraMOR is to provide a complete workflow. This starts from constructing the full-order model (8.1) or (8.2), then generate the reduced-order model and end with presenting the results of the reduced-order model in comparison with the full-order model. Specifically, this tooling enables the reading and construction of system matrices in (8.1) and (8.2) from third party modelling software such as COMSOL Multiphysics and ANSYS. The following Table 8.1 summarizes the functionalities of the paraMOR tooling.
Some remarks on the functionalities in Table 8.1 are given in order:

1. With the use of Livelink provided by COMSOL Multiphysics and the APDL marc supported by ANSYS, the two routines the ssExtraction.m and the

Table 8.1: Supported functions of the tooling

|  | System Class | Routine Name |
| :---: | :---: | :---: |
| Modelling | COMSOL model |  |
|  | ANSYS model |  |
| extract model | $\Sigma$ | ssExtraction.m |
|  | $\Sigma(\theta)$ | pssExtraction.m |
| Reduction | $\Sigma \rightarrow \Sigma_{r}$ | krylovmor (E, $\}, \mathrm{A},\{ \}, \mathrm{B},\{ \}, \mathrm{so}, \mathrm{opt})$ |
|  | $\Sigma(\theta) \rightarrow \Sigma_{r}(\theta)$ | krylovMOR (Ep, p, Ap, p, Bp, p, s0, Opt) |
| Visualization | Freq. resp. $\Sigma$ or $\Sigma(\theta)$ |  |
|  | Freq. resp. $\Sigma_{r}$ or $\Sigma_{r}(\theta)$ | MIMOBodeplot |

pssExtraction.m enable the construction of a linear time-invariant system (8.1) or a parameterized linear time invariant system (8.2) from a FEM model that is implemented in either COMSOL or ANSYS. The routines extract the state space matrices in (8.1) or (8.2) from the implicit model representations in these multi-physical system models. Note that this function is applicable to different physical systems and multi-physical systems.
2. The routine pssExtraction.m supports the parameterization of physical parameters such as density, heat capacitance or thermal conductivity for thermal systems, but not geometric parameters that define the spatial geometry of the system.
3. The reduction routine $[\mathrm{V}, \mathrm{W}$, sysr] $=\operatorname{krylovMOR}(\{ \},\{ \},\{ \},\{ \},\{ \},\{ \}$, $\},\{ \})$ delivers the projection matrices $\mathrm{V}, \mathrm{W}$ and the state space representation of the reduced model sysr. Besides the input matrices E, A, B or $E p, A p, B p$ and the parameters $p$, the $s 0$ includes the expansion points and the associated moments.
4. The option Opt describes the numerical configuration of model order reduction methods used for paraMOR. For example, the matrix type of the system representation Opt.mtype = 'full','sparse', the orthogonalization methods for generating the Krylov subspace Opt.orth = 'gs', 'mgs', rmgs', the orthogonality tolerance and the algorithm for solving the inverse of $A x=B$ problem Opt.lse $=$ 'dLU','sLU','chol'.
5. The function MIMOBodeplot allows to plot the frequency response of multiple systems within one figure.

More information can be obtained on the specific use of these functions by using the build-in help functionality. The workflow mentioned above is illustrated in Figure 8.1.


Figure 8.1: General paraMOR workflow in which a FOM is constructed, then reduced and finally the results are analyzed.

### 8.2 Structure of the paraMOR

Based on the functionality of paraMOR, the functions of paraMOR are organized in the naming scheme such that it allows users to have easy access and interpret for specific usage. The toolbox is divided into the following sub-structures

| /src/Modelling | Contains functions used to extract the system matrices <br> from third-party software and construct them into state- <br> space representation. <br> Contains functions used to arrange the (multiple) expan- <br> sion points with the associated moments and perform the <br> model reduction. |
| :--- | :--- |
| /src/MOR | Contains functions used to compute and present the bode <br> plot of the ROM and the FOM, compatible with SISO and |
| /src/Visua | MIMO systems. <br> Contains example code that explains the different main <br> functionalities of the toolbox. |
| /doc | Contains a manual and a presentation file that details the <br> theoretical background of the toolbox and programming <br> implementation. |

### 8.3 Programming principles

The default data type for matrix in MATLAB is stored in dense format. However, this format is not suitable for the large-scale sparse matrices $\left(A \in \mathbb{R}^{n \times n}, n \approx 5 \times\right.$ $10^{5}$ ). In the paraMOR toolbox, all matrices are stored in sparse format.

As discussed in [49], the orthogonality of the projection matrix/matrices is critical to the fidelity of the reduced-order model. The Krylov subspaces associated with the image of the projection matrices $(V, W)$ defined in (2.21) and (2.22) can be generated by implicit and by explicit moment-matching. As has been observed in various applications [28], the explicit computation of the moments of the transfer function is numerically unstable, and the accuracy of the approximation method cannot be improved after 8 iterations. To remedy this, an orthonormal basis of the subspace spanned by the moment vectors can be obtained using an implicit calculation, so that a more accurate and numerically stable reduced-order model can be derived. In the paraMOR toolbox, we provide three options for constructing the orthonormal basis or the Krylov subspace:

| Method | Routine Name |
| :--- | :--- |
| Gram-Schmidt | Opt.orth $=$ 'gs' |
| Modified Gram-Schmidt | Opt.orth $=$ 'mgs' |
| Modified Gram-Schmidt with reorthogonalization | Opt.orth $=$ 'rmgs' |

Table 8.2: Supported orthogonal methods

Note that the option Opt. orth $=$ 'rmgs' delivers the most accurate results on orthonormalization but at the expense of cost of extra computation time [77].

For moment-matching based model order reduction methods, the main computational burden lies in solving $\left(s_{0} E-A\right)^{-1}$ for constructing the Krylov subspace. In the paraMOR toolbox, three types of matrix decomposition methods are provided for determining the inverse of $\left(s_{0} E-A\right)$ :

| Method | Routine Name |
| :--- | :--- |
| LU decomposition for dense matrix | Opt.lse $=' \mathrm{dLU}$ |
| LU decomposition for sparse matrix | Opt.lse $=' \mathrm{sLU}$ |
| Cholesky decomposition | Opt.lse $=$ 'chol' |

Table 8.3: Supported matrix decomposition methods

### 8.4 Case studies

In this section, we present the complete workflow using paraMOR for two examples: one for an LTI system $\Sigma$ of the form (8.1) and one for an LPV system $\Sigma(\theta)$ of the form (8.2). The physical model is based on the PSA introduced in Section 4.5.

First, we give the case study of the LTI system based on the PSA setup using the paraMOR toolbox.

1. The model is built in COMSOL Multiphysics,


Figure 8.2: (a): the real application of PSA; (b): the digitalized model of the PSA in COMSOL Multiphysics.
2. Extract the LTI state space representation using ssExtraction.m,
3. Obtain the system matrices $\Sigma=\{E, A, B, C\}$ in (8.1) with $E, A \in \mathbb{R}^{n \times n}, n=$ 38476 and $B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{q \times n}, m=2, q=2$,
4. Define the frequency expansion point and the associated moment using s0input $=$ s0gen [m,q,s0] with s0 $=[0 ; 30]$,
5. Define the numerical configuration Opt: e.g., Opt.mtype = 'sparse', Opt.orth = 'mgs' and Opt.lse = 'sLU',
6. With the preparation above, perform the reduction and obtain the reduced model $\Sigma_{r}$ using

```
[~,~,sysr] = krylovMOR(E,{},A,{},B,{},s0input,Opt),
```

7. Visualize and analyze the $\Sigma$ and $\Sigma_{r}$ in frequency domain.

We applied these steps for the model in Figure 8.2. The two inputs are the heat flux to the linear motor coil, and the two outputs are the temperature of NTC sensor 1 and NTC sensor 2, which are defined in Figure 4.4. Since the dynamics are predominately low-frequent, the frequency expansion point has been chosen as $s_{0}=0$ with 30 orders. With this expansion point, the ROM preserves the low frequency of the FOM. The ROM has a state dimension of 30 . The frequency response of the ROM are given in Figure 8.3 and Figure 8.4. The computation of the above steps are performed in a PC with 2.60 GHz CPU and 8 GB RAM, and the computation time is summarized below

| Orthogonality error | CPU Time |
| :--- | :--- |
| $1.62 \times 10^{-16}$ | $0.92[\mathrm{~s}]$ |

Second, the case study of LPV system based on the PSA setup using paraMOR toolbox is given:

1. The FEM model is built in COMSOL Multiphysics with 38476 nodes,


Figure 8.3: Magnitude plot of the ROM and the FOM with $2 \times 2$ input and output.


Figure 8.4: Phase plot of the ROM and the FOM with $2 \times 2$ input and output.
2. Define the heat capacitance of the PSA as the $\theta_{1}$ to be parameterized or linearized,
3. Extract the LPV state space representation using pssExtraction.m,
4. Obtain the system matrices $\Sigma=\{E(\theta), A, B, C\}$ with $E(\theta)=E_{0}+E_{1} \theta_{1}$ $E_{0}, E_{1}, A \in \mathbb{R}^{n \times n} . n=38476$ and $B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{q \times n}, m=2, q=2$ and $\ell=1$,
5. Define the frequency expansion points, parameter expansion points $p$ and the associated moments using ps0input $=s 0 g e n[m, q, p s 0]$, the frequency expansion point is $s_{0}=0$ with 100 moments, and the parameter expansion point is $p=475$ with 2 moments,
6. Define the numerical configuration Opt: e.g., Opt.mtype = 'sparse', Opt.orth = 'rmgs' and Opt.lse = 'sLU',
7. With the preparation above, perform the reduction and obtain the reduced model $\Sigma_{r}$ using
[V,~, psysr] = krylovMOR([E0,E1],p,A,\{\},B,\{\},ps0input,Opt),
8. Construct the parameterized reduced order model using $V$ for parameter at different values $[0.5 p, 2 p]$,
9. Visualize and analyze the $\left\{\Sigma(0.5 p), \Sigma_{r}(0.5 p)\right\}$ and $\left\{\Sigma(2 p), \Sigma_{r}(2 p)\right\}$ in frequency domain.

The input and output configuration is the same as for the previous example: two inputs denote the heat flux to the two linear motor coils, and the outputs represent the temperature of two NTC sensors. The parameterized reduced model $\Sigma_{r}(\theta)$ has the state number of 200 , and the original full-order parameterized model $\Sigma(\theta)$ has the state dimension of 38476 .

The magnitude and the phase plots between the $\operatorname{FOM} \Sigma(\theta)$ at the parameter $\theta=$ $0.5 p$ and $\theta=2 p$, the $\operatorname{ROM} \Sigma_{r}(\theta)$ at $\theta=0.5 p$ and $\theta=2 p$ are given in Figure 8.5 and Figure 8.6. The computation of the above steps are performed in a PC with 2.60 GHz CPU and 8GB RAM, and the computation time is summarized below

| Orthogonality error | CPU Time |
| :--- | :--- |
| $1.62 \times 10^{-13}$ | $3.67[\mathrm{~s}]$ |

The blue lines in Figure 8.5 and Figure 8.6 show the difference(error) between the FOM $\Sigma(\theta)$ and ROM $\Sigma(\theta)$ at the $\theta=0.5 p$ and the red lines in those two figures present the difference(error) between the FOM $\Sigma(\theta)$ and ROM $\Sigma(\theta)$ at $\theta=2 p$. These two figures show that both the magnitude and phase errors are relatively smaller at the lower frequency range. The error at both magnitude and phase plots is increasing at a higher frequency range. It is due to the choices of the expansion points. By adding higher frequency expansion points, we can further improve the ROM fidelity.


Figure 8.5: The red line denotes the magnitude error between the FOM $\Sigma(2 p)$ and the $\mathrm{ROM} \Sigma_{r}(2 p)$. The blue line represents the magnitude error between the FOM $\Sigma(0.5 p)$ and the ROM $\Sigma_{r}(0.5 p)$.


Figure 8.6: The red line denotes the phase error between the FOM $\Sigma(2 p)$ and the $\operatorname{ROM} \Sigma_{r}(2 p)$. The blue line represents the phase error between the FOM $\Sigma(0.5 p)$ and the $\operatorname{ROM} \Sigma_{r}(0.5 p)$.

### 8.5 Conclusion

We presented the paraMOR toolbox as an efficient software solution for model order reduction for large-scale LTI and LPV systems. The toolbox facilitates the extraction of the affine parametric model directly from the FEM models that are used in the COMSOL or ANSYS software tools for the simulation of spatial-temporal and multi-physics systems. An overview of the toolbox and the structure of scripts are given, as well as the supported orthogonal methods and matrix decomposition methods. Two examples of both parameterized and non-parameterized systems are given to illustrate how paraMOR can be used to truncate the complexity. In the first example, paraMOR provides an efficient solution for the LTI system to visualize the results. In the second example, we used paraMOR to generate a projection matrix that can construct a parameterized reduced order model with different parameter values, and the error analysis is also attached.
The toolbox proves suitable for models of order up to $n=5 \times 10^{6}$ and gives computation times for the reduction process of the order of magnitude to minutes (e.g., a test model with state dimension of $4.5 \times 10^{6}$ and 5 frequency expansion points and 10 parameter expansion points are chosen for the reduction, and it takes less than 10 [mins] to construct the projection matrices), depending on the number of expansion points, the optimization procedure and the requirements precision in the orthogonalization process. The toolbox has been applied to industrial applications via industrial collaborators.

## Conclusions and future research directions

### 9.1 Conclusions

In conclusion, this thesis has studied the analysis and the approximation of thermal systems. This is burdened by its typical large state and parameter dimensionality, together with the complexity of its inner interconnection structure. To solve this problem, we have tackled three sub-problems.

In the first part of the thesis, we have focused on the first subproblem, which entails the development of efficient model approximation methods for large-scale thermal systems. In Chapter 2, we have introduced a parameterized model order method that can construct physically relevant parameterized reduced-order models. Moreover, an a-prior error bound has been quantified for this method. This pMOR method has been successfully tested on industrial applications with state dimensions in the order of $10^{5}$. In addition, in Chapter 3, we also have explored the problem of parameter reduction. This helps to achieve higher precision requirements for which the dimension of the parameter space is also higher. By evaluating the system Gramian over parametric variation, we show that we can obtain a truncated parameter space where the approximation error is minimal. Two case studies have been carried out, and the results indicate the benefits of this approach. Chapter 4 leverages the pMOR method of Chapter 2 to achieve parameter calibration for large-scale thermal models. This enables parameter optimization for models for which this is time-consuming or even infeasible due to their heavy computational and memory loads. We have shown that the proposed scheme guarantees the equivalent first and second-order interpolation conditions for the cost function between the full-order model and the reduced-order model. In addition, this scheme is inherently adaptive to minimize the calibration error. More precisely, this algorithm finds the most sensitive frequency points for the parameters and automatically adapts the approximation of the full-order model
to it. This algorithm has been tested with a Precision Stage Application (PSA), and it has been shown to outperform the current conventional method. Building on the results of previous chapters, Chapter 5 has developed a complete methodology for LFT systems that combines the state and parameter approximation. We focused on the LTI systems and the uncertain LPV systems in LFT representation. For these systems, the proposed methodology successfully truncates the state dimension while preserving the LFT structure. Furthermore, we show that the state reduction and parameter reduction influence each other. In such a way, the parameter reduction can lead to further state reduction, while the fidelity of the reduced-order model remains the same. Overall, we have answered the subproblem on the pMOR for large-scale thermal systems in Part I.
In the second part of the thesis, we targeted the system analysis for thermal systems. Chapter 6 investigated the stability analysis of these systems. We have shown the use of a Lyapunov function based on the irreversible entropy concept for stability analysis. On top of this, a conceptual distinction has been made between thermodynamic equilibrium and equilibria in control theory. Sequentially, Chapter 7 extended this Lyapunov function to analyze the dissipation properties of thermal systems, in which the boundary condition is relaxed from timeindependence to time-dependence. We have illustrated with simulations that the Lyapunov function satisfies the dissipativity inequality.
The last part of this thesis presents a tool that we have developed as a MATLAB based software package for non-parametrized and parameterized model order reduction. Beyond the implementation of results delivered from Chapter 2 Chapter 5, this toolbox contains functions that enable to start with model extraction, go to model reduction and end with analysis and visualizations.

### 9.2 Future research directions

In this work, we have solved three problems with the goal to facilitate system design, design optimization and calibration. Apart from these problems, several potential questions appeared during our journey that deserve further investigation.

Firstly, we would like to emphasize once more that moment-matching, as used in this thesis, is a local technique providing accurate models on user-defined bandwidths. More precisely, the ROM accuracy is inherently chosen for user-defined bandwidths. This provides the advantage of flexibility, but its local error bound lacks computability and it further misses a global error bound or other global properties. Therefore, Chapter 2 gives for now only a posterior local error bound in this user-defined frequency range. Recently, some preliminary work [102, 70] on error bounds for moment-matching based methods has been published. Therefore, future work may focus on finding a computable local a-prior error bound or even global a-prior error bound for large-scale models.

Secondly, Chapter 4 considers the parameter calibration problem, and we proposed an adaptive scheme to minimize the approximation error. In each iteration,
the new expansion point was found by solving the Jacobian matrix. This whole process may lead to a local minimum of the approximation error. Further investigation into finding the expansion points that provide a global minimum of the approximation can therefore improve the calibration results.
Thirdly, the definition of the moment used in this thesis is based on the transfer function of dynamical systems. Therefore, the moments preserved in the reduced model can reflect the essential dynamics of the original model. One possible future research direction can be to generalize the moments towards different system functions. For instance, one may define the moment for the impulse response of a nonlinear system. In such a way, the nonlinear dynamical systems can be approximated using the moment-matching method. Additionally, we also can further extend the model-based moment to a data-based moment, e.g., the datadrive model reduction technique Loewner framework [16] is a special case of a two-sided moment-matching procedure.
Furthermore, from the perspective of software implementation, it would be of particular interest to investigate the effect of industrial-approved tooling. The most common MOR tooling developed by academia is based on MATLAB, which imposes many limitations in exploiting the computational resources. In addition, parallel techniques have been widely used in many research domains while not much studied by the MOR community. One potential research direction is in the field of parallelization of MOR techniques using high-performance programming language. For instance, the paraMOR toolbox, which generates the projection matrix in Chapter 8, only utilizes one core of a multiprocess CPU, and the projection matrix is constructed in sequential order. Further research is required to find an efficient MOR algorithm such that each part of the projection matrix is computed in a separated processor, and all processors are deployed simultaneously.
As a final research direction, an investigation into energy-based control for thermorelevant systems could be done. This would start from the results in Chapter 6 and Chapter 7, in which the description of the entropy generation function represents the system energy.
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[^0]:    ${ }^{1}$ i.e., for the system whose boundary conditions are parameterized and the measurement data captures different boundary conditions, this leads to parameter dependent $\mathcal{H}^{\text {obs }}(\theta)$.

