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A B S T R A C T   

Plasma density is one of the key quantities that need to be controlled in real-time as it scales directly with fusion 
power and, if left uncontrolled, density limits can be reached leading to a disruption. On ASDEX Upgrade (AUG), 
the real-time measurements are the line-integrated density, measured by the interferometers, and the average 
density derived from the bremsstrahlung measured by spectroscopy. For control, these measurements are used to 
reconstruct the radial density profile using an extended Kalman filter (EKF). However, in discharges where ion 
cyclotron resonance heating (ICRH) is used, the measurements from the interferometers are corrupted and the 
reconstructed density is false. In this paper, the existing EKF implementation is improved, implemented and 
experimentally verified on AUG. The new EKF includes a new particle transport model in the prediction model 
RAPDENS as well as a new representation of ionization and recombination. Furthermore, an algorithm was 
introduced that is capable of detecting the corrupt diagnostics; this algorithm is based on the rate of change of 
the innovation residual. The changes to the RAPDENS observer resulted in better density reconstruction in ICRH 
discharges where corrupt measurement occur. The new version has been implemented on the real-time control 
system at AUG and functions properly in ICRH discharges.   

1. Introduction 

The principal goal of experimental tokamaks is to investigate and 
design strategies for confining and maintaining a plasma with the right 
conditions for sustained nuclear fusion [1]. The extreme conditions, 
required to ensure the occurrence of thermonuclear fusion, can cause the 
tokamak plasma to be unstable [2–4]. Therefore, active control schemes 
are being researched as a solution for guaranteeing high performance 
and safe operation [5–9]. 

Particle density control serves as a perfect example. In a tokamak, 
high densities are required as it directly influences the produced fusion 
power [10]. At the same time, there are hard density limits, that lead to 
disruptions if violated [11–13]. To operate close to these limits in the 
presence of disturbances and model mismatches, feedback control of the 
density profile is required. Recent research has focused on the real-time 

control and measurements of the particle density in tokamaks [14,15]. 
ASDEX Upgrade (AUG) is one of the experimental devices where 
research on plasma control, and more specifically particle density and 
temperature control, is being conducted [16,17]. 

A key challenge in the control of the density in tokamaks, is the real- 
time measurement of the electron density profile. In AUG, the real-time 
line-integrated electron density is measured with interferometry and the 
bremsstrahlung radiation measured by spectroscopy, is proportional to 
the average electron density. Static data fitting methods exist to estimate 
the density profile by minimization of least-squares or spline fitting on 
interferometer channels [14,18–22] or Thomson scattering [23]. 

The estimations obtained with these methods are easily affected by 
measurement errors such as fringe jumps of the interferometers [14,24]. 
Fringe jumps are counting errors of the interferometer in case of fast 
changes in the plasma density, e.g., when pellet ablation occurs. To 
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correct for these fringe jumps, a dynamic state observer (DSO), based on 
a model of the system’s dynamics in combination with diagnostic data, 
has recently been developed [15]. In the case of the density profile in 
AUG, the observer is comprised of an EKF. A 1D+0D multi-inventory 
model of the core and edge transport dynamics, synthetic interferom
eter and bremmstrahlung models are used to suppress the measurements 
errors, noise, and anticipate for changes in the density evolution due to 
actuation, such as fueling. Under normal discharge conditions, the DSO 
is capable of accurately estimating the electron density. However, in 
most discharges where ion cyclotron resonance heating (ICRH) is 
employed, the state observer fails to correctly reconstruct the electron 
density. This is caused by the use of false interferometry measurements 
in the update step (see Fig. 3). The interferometers are susceptible of 
corrupt behavior when ICRH is on, that is, a fast drift in the 
line-integrated density is observed on the affected channel. This 
behavior is not systematic, occurs at random time instance on different 
interferometer channels and is not visible on other density measuring 
diagnostics such as Thomson scattering. The cause of this behavior is 
uncertain but it is theorized that it is caused by hardening electronics in 
the presence of nuclear electromagnetic pulses [25]. 

The unreliability of the real-time measurements in combination with 

ICRH limit the density control experiments, and other experiments that 
require controlled densities such as electron temperature profile control 
experiments. Furthermore, real-time algorithms employed on larger 
machines such as ITER or DEMO should be robust to such diagnostic 
faults, as a loss of density control cannot be permitted in these devices. 
In this work we build upon the earlier work performed in [15,16] and 
present an updated state observer capable of estimating the electron 
density in the presence of ICRH in AUG. The heuristic model is extended 
with Bohm/Gyro-Bohm transport coefficient models, similarly used in 
ASTRA [26] and the edge source terms have been updated. Furthermore, 
a diagnostic handling procedure is implemented that bases itself on the 
discrepancy of the predicted interferometers and the actual measure
ments. The detection effectiveness and robustness with respect to false 
positives are investigated by running the observer offline on existing 
discharge data from AUG. A selection of discharges with and without 
corrupt ICRH is used to ensure the observer performances for all type of 
discharges. 

The performance of the observer for the worst-case scenario of the 
AUG database is shown to be significantly increased by the exclusion of 
the corrupt diagnostics. 

The remainder of the paper is structured as follows. In Section 2 the 
RAPDENS model is summarized and the effect of corrupt interfer
ometery on the reconstructed density is shown. The changes made to the 
RAPDENS model [15,16] are discussed in Section 3. The diagnostic 
handling procedure is detailed in Section 4. Finally the reconstruction of 
the density profile for a number of discharges are presented in Section 5. 
The work is discussed and concluded in Section 6. 

2. Previous implementation 

In this section, we summarize the previous work performed on 
density estimation. For a detailed derivation of the RAPDENS model and 
DSO we refer to [15] and Appendix A. Furthermore, we discuss the 
limitations of the previous implementation in discharges with ICRH 
causing corrupt interferometry. 

2.1. RAPDENS: control oriented model of the particle transport dynamics 
in a tokamak 

RAPDENS is a 1D+0D multi-inventory model of the particle trans
port in a tokamak. The particles inside the vessel are attributed to one of 
three inventories: the plasma, the wall, or the vacuum. An overview is 
given in Fig. 1. The model contains:  

• A 0D representation of the particles contained in the wall and the 
vacuum surrounding the plasma.  

• A 1D representation of the flux surface averaged electron density in 
the plasma. The evolution of the density distribution is represented 
by the following 1D particle conservation law, 

1
V ′

∂
∂t

neV ′

+
1
V ′

∂Γ
∂ρ = S (1)  

with ρ the normalized toroidal flux, ne(ρ, t) the flux surface average 
electron density, V(ρ) the volume enclosed by a flux surface, V′

= ∂V
∂ρ  

• The particle transport Γ(ρ, t) is modeled by a drift-diffusion equation 
with empirical transport coefficients  

• The particle sources and sinks S(ρ, t) include:  
1. Particle injected via neutral beam injection (NBI) and pellet 

injection.  
2. The particles entering the plasma due to ionization of neutrals at 

the edge of the plasma.  
3. The loss of particles due to recombination of ions at the edge of 

the plasma. 

Fig. 1. Overview of the modeled processes in the RAPDENS model. The par
ticles inside the tokamak are attributed either to the plasma, the wall or the 
vacuum. Green arrows represent the modeled particle fluxes between the in
ventories. Orange arrows represent particle fluxes crossing the system bound
aries. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 2. Illustration of the effect of corrupt interferometry signal on the density 
estimation by the old DSO [16] for AUG discharge #36636. The estimated 
central density (blue) is compared with the offline central Thomson scattering 
measurement (orange). Large fluctuations are present in the estimated density. 
These fluctuations are not visible in the Thomson scattering signal. (For inter
pretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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• The edge processes (i.e. ionization, recombination, recycling) are 
modeled in a semi-empirical fashion. 

Additional information about the model and how it is used in the DSO 
can be found in Appendix A.3. The parts of the model revisited in this 
work and thus essential for the comprehension of this paper are dis
cussed alongside the changes in the subsequent sections. 

2.2. Error of DSO in ICRH discharges 

In ICRH discharges, interferometery channels can exhibit fast drifts 
in the measured line-integrated electron density (see for example 
Figs. 6c and 7c). The false diagnostic data is used to update the predicted 
state resulting in a false density estimation. An example is given in Fig. 2, 
where the prior reconstructed density is shown for AUG discharge 
#36636. Unrealistic large peaks can be seen in the estimated central 
density by the DSO. At t = 5 [s], the estimated density experiences 
positive drift that results in a large error with respect to the offline 
Thomson scattering. 

3. Expansion of control oriented modeling 

In this section, we discuss the additions made to the representation of 
particle transport, ionization, and recombination in the RAPDENS 
model. 

3.1. Particle transport 

In the original model, an empirical representation of particle trans
port was employed. The diffusion coefficient χ and drift velocity ν pro
files in the drift-diffusion equation (2) were chosen ad-hoc to match 
machine behavior, with G0 and G1 geometrical terms that depend on the 
equilibrium. 

Γ =
1
V ′ (G0

∂ne

∂ρ χ + G1νne) (2) 

The heuristic approach to diffusion and drift was replaced by the 
semi-heuristic Gyro-Bohm (GB) representation [27,28], similarly used 
in ASTRA [26]. Transport in a non-ideal plasma can be described by 
taking into account the effect of fluctuations in the density and the 
electric field on collective particles motion leading to anomalous 
transport [28]. The Bohm and GB diffusion take into account the effect 
of these fluctuations. 

The diffusion coefficient is computed in real-time with (3) as a 
function of the electron temperature profile Te(ρ,t), the safety factor q(ρ,
t) and the logarithmic derivative of the pressure profile |∂P(ρ,t)

∂ρ |. A ma
chine matching empirical coefficient cmachine is used to match the trans
port coefficients and increase the transport coefficient to account for 
turbulent transport. The required temperature and q-profile are taken in 
real-time from RAPTOR [29–31]; 

χgB(ρ, t) = cmachine
Te(ρ, t)3/2

B2 |
∂P(ρ, t)

∂ρ |q(ρ, t)2 (3)  

the pressure profile P(ρ) can be approximated with the average density 
and the temperature profile (4). This assumption reduces the compu
tation of the logarithmic derivative to a single radial derivative. 

P(ρ, t) = ne(ρ, t)Te(ρ, t) ≈ ne,avg(t)Te(ρ, t) (4)  

The pedestal region in H-mode [32,33] is not accounted for in the 
transport coefficient. The edge transport barrier effect on the transport is 
reproduced by a reduced diffusion coefficient at the edge (ρ ≥ 0.95) 
with respect to the core, similarly done in [34]. 

The drift coefficient is modeled with (5) as a function of the diffusion 
coefficient χgB, the electron temperature profile Te(ρ,t), the safety factor 

q(ρ, t) and the electron density ne(ρ, t). This coefficient has three 
empirical parameters ct, cp and cr to match machine behavior and 
density profiles, 

νgB = −
χgB

R

[

ct
R∂Te

Te∂r
+ cp

r∂q
q∂r

+ cr
Rne

T2

]

(5)  

with R the major radius of the torus and r the minor radius. Several 
important remarks with respect to the introduction of these transport 
coefficients are addressed next. 

Firstly, the transport coefficients require the numerical computation 
of spatial derivatives of temperature, q and pressure profiles. These 
quantities are estimated in real-time RAPTOR [31]. The introduction of 
the GB transport model introduces a numerical loop between RAPDENS 
and RAPTOR. The numerical stability of this loop will have to be 
investigated. Another problem could arise from the fact that the q profile 
and Te profile are not reliably estimated by RAPTOR for all discharges 
(for example discharges with pellet fuelling). For this reason the GB 
transport model is validated offline. When presenting the results of the 
updated DSO in Section 5 the used transport model is explicitly cited to 
avoid confusion. 

Secondly, the computation of the GB transport coefficients is now 
performed in real-time. This increases the computational load of the 
algorithm. The computation time of the observer was verified on the 
real-time system at AUG and met the computational requirements. 

Finally, including (3) and (5) in (2), the particle flux Γ becomes 
nonlinear in the electron density ne. The volume-average density is used 
in the pressure profile estimation instead of the density profile to reduce 
the degree of non-linearity and avoid the computation of a logarithmic 
gradient. 

3.2. Edge sources 

A difficulty with the 1D modeling of the edge particle fluxes is that 
the phenomena are inherently two-dimensional, are the result of com
plex atomic and molecular physics, depend on varying spatial length 
scales and require the concurrent representation of the edge transport 
barrier (ETB) and scrape-off layer (SOL) which have distinct field line 
topologies [35]. In RAPDENS the particle source and sink due to ionizing 
neutrals and thermal recombination are approximated, i.e., they are 
represented as a combination of a spatial distribution, a cross-section 
and the states of the model. The electron sources due to thermal ioni
zation is approximated by 

Siz ≈
〈
σν

〉

iz(Te,b)Λiz
Nv

Vv
ne, (6)  

with 〈σν〉iz(Te,b) the cross-section evaluated at the plasma edge, Λiz(ρ) a 
deposition function, Nv and Vv the vacuum inventory and vacuum vol
ume respectively and ne(ρ) the electron density. The particle sink due to 
thermal recombination is represented as 

Srec ≈
〈
σν
〉

rec(Te,b)Λrecn2
e , (7)  

with 〈σν〉rec(Te,b) the cross-section evaluated at the plasma edge and 
Λrec(ρ) a deposition function and ne(ρ) the electron density. 

In the prior version, the predicted and estimated density are sus
ceptible to the tuning of discharge specific empirical parameters. They 
are mainly sensitive to linear scaling variables of the spatial distribu
tions. To reduce the sensitivity to these parameters and avert discharge 
specific tuning, the deposition function are changed to match experi
mental data. For the molecular ionization H2 + e− > H+

2 + 2e and 
atomic ionization H+ e− > H+ + 2e, 〈σν〉iz(Te,b)Λiz is a fit to ionization 
rate by electron impact [36]. 
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σν0 =
0.0136

Te

〈
σν
〉

iz(Te) = 9.7 × 105eσν0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σν0

1 + σν0

√

(σν0 + .73)− 1
(8)  

For the atomic recombination H+ + e− > H+ hv, 〈σν〉rec(Te,b)Λrec is a fit 
to recombination rate [37]. 

σν0 =
0.0136

Te
〈
σν
〉

rec(Te) = 1.27σν0
̅̅̅̅̅̅̅
σν0

√
(σν0 + .59)− 1

(9)  

The edge temperature is fixed in RAPDENS to avoid a numerical loop 
with RAPTOR. The recombination deposition function is chosen such 
that 〈σν〉rec(Te,b)Λrec approximates the recombination rate (9) for an H- 
mode temperature profile (see Fig 4 ). 

4. Diagnostic handling 

During a discharge, it is not feasible to anticipate if or when the 
signal of an interferometer goes corrupt. In this section, we present a 
real-time algorithm capable of identifying the false diagnostic signals. 

Static bounds on the interferometer value were implemented in the 
previous version of the DSO. However, the range was broad resulting in 
late detection of the corrupt diagnostic. The lower and upper limits on 
the line-integrated density of the interferometers have been changed 
and set to nFIR,lower = 1× 1017 [#/m2] and nFIR,upper = 1.5× 1020 [#/m2]. 
The static bounds act as a safety in case the dynamic detection fails to 
detect a corrupt interferometry channel. If the measured line-integrated 
density surpasses the bound values, the channel is flagged as “corrupt”. 

The goal is to detect the corrupt interferometry measurements as fast 
as possible while avoiding false positives (flagging a channel which is 
not corrupt). Fringe jumps and modeling inaccuracies make it difficult to 
have a simple detection mechanism robust to false positives. We intro
duced an algorithm that makes use of the working principles of the EKF. 
We refer the reader to Appendix A.1 for the equations and Fig. 3 for a 

graphical overview of the EKF process. The detection is performed at the 
update step, after the computation of the residual, i.e., the difference 
between measured and predicted measurements (14), before the update 
(17a) and is only used when ICRH is applied. 

The detection is performed as given in Algorithm 1 and is explained 
next. Corrupt behavior results in large jumps in the measured line- 
integrated density. The cause of these jumps cannot be related to 
physics and cannot be accounted for in the model. Hence, upon turning 
corrupt, the residual of the affected channel will increase by the unac
counted amount of the jump. For each interferometry channel, a 
computation is performed to detect and quantify the magnitude of the 
jump. The fringe density, i.e., the density of a single fringe of the in
terferometers (nfringe = 0.572 × 1019 [#/m2] for AUG), is used as refer
ence for this computation. For each channel, the magnitude of the 
occurring jumps are summed over a time window. This is required 
because the cycle time of the observer is small, i.e., Ts = 1.5 [ms]. Hence, 
detection on a single time step would be sensitive to measurement noise. 
If the summed magnitudes surpass an upper limit, the channel is flagged 
as corrupt. 

Algorithm 1. Real-time corrupt diagnostic detection algorithm.

The detection performance, delay, and robustness are determined by 
three parameters:  

• tdetect, the length of time window over which the summation of the 
jumps magnitude is performed. The defined time window influences 
the detection quality and the computational requirement. If the time 
window is chosen too short, the algorithm is not capable of detecting 
channels that go corrupt slowly, if the time window is taken too 
large, the risk of false positives increases. Furthermore, the infor
mation about the jumps is saved in a matrix which size increases with 
tdetect. The value for tdetect was chosen to be 0.5 [s]. 

Fig. 3. Block diagram of the dynamic state 
observer for the electron density profile. The 
orange blocks were present in the previous 
version of the observer. Striped blocks have 
been adapted with respect to [15] and green 
blocks were introduced in the work presented 
in this paper. The underlying mathematical 
equations are summarized in Appendices A.1 
and A.2 and references therein. The tuning of 
the Kalman filter parameters used in this work 
can be found in Appendix A.4. (For interpreta
tion of the references to color in this figure 
legend, the reader is referred to the web version 
of this article.)   

Fig. 4. Comparison of the temperature dependent recombination cross-section 
(9) and the approximation by 〈σν〉rec(Te,b). 
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• x an integer. The algorithm is based on the euclidean division of the 
residual (14) by an integer multiple of the fringe density x× nfringe, 

zk = q × x × nfringe + r, (10)  

with zk the divident, x × nfringe the divisor, q the quotient and r the 
remainder. A multiple of the fringe density was chosen as divisor for 
the euclidean division to influence the sensitivity of the detection 
algorithm and avoid detection due to the measurement noise of the 
interferometers, x = 2 was chosen.  

• Δmax the maximum difference between the estimated and measured 
residual over the time window. This parameter influences the 
detection quality and delay. Δmax = 20 was chosen. 

With the chosen parameters, the algorithm can identify the corrupt 
interferometry channels during a discharge. The update with these 
channels can be turned off during the discharge to avoid the corruption 
of the estimated density. As a result, the quality of the density estimation 
is improved. 

5. Density reconstruction in AUG 

In this section, the performance of the extended DSO is presented for 
simulations on experimental discharge data where the original DSO 
failed to give a correct density estimation and online during 
experiments. 

5.1. Worst case scenario: no interferometry 

In a worst case scenario, all the interferometers are corrupted and the 
density estimation should be performed using the model and the 
bremsstrahlung measurements only (without interferometry) and the 
model therefore plays a more important role. In this section we present 
the performance of the DSO in such a scenario and discuss the effect of 
the model changes. 

The worst case was simulated by actively turning off the update with 
interferometers in AUG discharge #36445. The density estimation is 
visualized for three versions of the model in Fig. 5; (b) for the GB model; 
(c) for the empirical transport model with the updated edge sources; (d) 
for the previous version of the model. Using the GB transport model, the 
agreement between the measured Thomson scattering and the estima
tion is good during the flat-top. During ramp-up and ramp-down, the 
density is over estimated by the observer. Without the GB transport 
model, the observation error is larger during flat-top. Additional 
modeling efforts are required for the ramp-up and ramp-down however 
the real-time model extension are promising. It is important to note that 
reliable bremsstrahlung measurements are required for the observer to 
correctly estimate the state. Furthermore, without the GB transport 

Fig. 6. Density reconstruction in AUG discharge #36636, the empirical trans
port model is used. (a) Particle inputs, ICRH power and plasma current are 
shown; (b) reconstructed central density is compared with central Thomson 
scattering measurement point and the volume-averaged density is depicted; (c) 
raw interferometry signals are shown. Channels 1, 2, 0 and 5 exhibit corrupt 
behavior; (d) interferometry signals used by the observer to update the pre
dicted state. On channel H0, red crosses mark the times at which a fringe jump 
is corrected; (e) detection of corrupt interferometry by the real-time detection 
algorithm. All channels are correctly flagged; (f) raw bremsstrahlung mea
surement is shown. 

Fig. 5. Offline density reconstruction for AUG discharge #36445 with different 
model versions. The estimation is performed using solely the model and 
bremsstrahlung channel 2, the update with interferometers was purposefully 
turned off. (a) Particle inputs and plasma current are shown; (b) density 
reconstruction with GB transport model are shown; (c) density reconstruction 
with updated edge sources are shown; (d) density reconstruction with previous 
model is shown. The central densities are compared with central Thomson 
scattering measurement point and the volume-averaged densities are depicted; 
(e) raw bremsstrahlung measurement. 
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model, the performances of the DSO cannot be guaranteed in the worst 
case scenario. 

The changes made to the source terms have improved the shot-to- 
shot performances of the DSO. In Appendix B, the performances of the 
DSO for AUG discharge #36649 are compared for the prior version of 
the observer and the new version with the updated edge sources. The 
changes made to the recombination have eliminated the need for 
discharge specific scaling of the recombination deposition. However, the 
changes made to the ionization did not succeed in reducing the sensi
tivity of the model to the linear scaling parameter. For the simulations 
presented in this paper dion = 0.0008 was used. Additional modeling 
efforts are required to remove this scaling. 

5.2. Density reconstruction in ICRH discharges: AUG discharge #36636 

ICRH leads to extensive interferometry corruption in a large number 
of discharges, for example in AUG shot #36636, which is shown in 
Fig. 6. Channels H1, H2, H0 and H5 go corrupt at respective times t =

1.677 [s], t = 2.1 [s], t = 4.8 [s] and t = 2.65 [s]. This can be seen in Fig. 6 
(c) on the raw interferometry data or in Fig. 6(d) on the filtered signals. 

The detection algorithm correctly detects the corrupt interferometry 
channels, see Fig. 6(e). Small peaks can be observed in the estimated 
densities at t = 2 [s] and t = 4.8 [s]. These can be related to the 
detection delay of channel H1 and H0, see Fig. 6(d). For channel H0, 
fringe jumps occur between t = 4 s and t = 4.8 [s]. The fringe jumps are 
corrected by the fringe jump detection [16] (see red crosses in Fig. 6(d)). 
The channel goes corrupt at t = 4.8 [s] and is correctly flagged as at t =

4.85 [s] by the corrupt diagnostic detection algorithm but the detection 
delay leads to the small peak in the estimated density. If the peaks are to 

Fig. 7. Real-time online density reconstruction in AUG discharge #37766, the 
empirical transport model is used. In this shot, the reconstructed central density 
was used as controlled output for a density feedback controller. (a) Particle 
inputs, ICRH power and plasma current are shown; (b) reconstructed central 
density is compared with central Thomson scattering measurement point and 
the volume-averaged density is depicted; (c) raw interferometery signals are 
shown. Channels 1 and 2 exhibit corrupt behavior; (d) interferometry signals 
used by the observer to update the predicted state; (e) detection of corrupt 
interferometry by the real-time detection algorithm. Channels 1 and 2 are 
correctly flagged. 

Table 1 
Diagonal entries of the measurement covariance matrix.  

Parameter Value Description 

RFIR
k  

H1: 1.8× 10− 2  

FIR measurement covariance 

H2: 1.8× 10− 2  

H0: 1.8× 10− 2  

H4: 3.2× 10− 2  

H5: 1.8× 10− 2   

RBRD
k  

BRD 1: 0.1  
Bremmstr measurement covariance BRD 2: 0.1   

Fig. 8. Process covariance matrices. (Left panel) State covariance matrix. 
(Right panel) Disturbance covariance matrix. 

Fig. 9. Offline density reconstruction for AUG discharge #36649 with different 
model versions. The estimation is performed using solely the model and 
bremsstrahlung channel 2, the update with interferometers was purposefully 
turned off. (a) Particle inputs and plasma current are shown; (b) density 
reconstruction with previous model is shown; (c) density reconstruction with 
updated edge sources are shown. The central densities are compared with 
central Thomson scattering measurement point and the volume-averaged den
sities are depicted; (e) raw bremsstrahlung measurement. 
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be avoided, the detection algorithm can be made tighter. However, this 
would reduce the robustness with respect to measurement noise and 
modeling uncertainties. 

After t = 4.85 [s], the observer relies on the prediction made by the 
model, the bremsstrahlung measurements and interferometry channel 4 
to estimate the density which leads to a slight underestimation of the 
central density. The peaks in the estimated densities at t = 9.5 [s] coin
cide with the peak on the second bremsstrahlung channel. 

5.3. Online observer performances in AUG discharge #37766 

The new version of the DSO was implemented on the real-time 
Discharge Control System (DCS) of AUG [38] and used during experi
ments. In this section, the online real-time density reconstruction by the 
updated version of the observer are presented. Note that the same al
gorithm is used as in Section 5.2, but that the computation is now 
perform in real-time during the experiment. Additional information 
about the real-time implementation can be found in Appendix C. 

The changes made to the observer in this work have been imple
mented on the real-time control system of AUG and used for density 
reconstruction in the first campaign of 2020. The online density esti
mation by the observer during AUG discharge #37766 is shown in Fig. 7. 
The applied ICRH power and discharge set-up is similar to that of 
discharge #36636 and interferometry channel 1 and 2 go corrupt at 
respective times t = 1.7 [s] and t = 3.7 [s]. The corrupt diagnostic algo
rithm correctly flags the two channels as corrupt and their signals are 
excluded from the update for the remainder of the discharge. A small 
negative dip in the reconstructed density is observer at t = 3.7 [s], this is 
caused by the update with the signal from the corrupt channel 2 before 
the real-time algorithm flags it. A good agreement between the recon
structed central density and the central Thomson scattering point can be 
seen in frame (b). 

6. Conclusion and outlook 

In AUG discharges where ICRH is employed, the interferometers are 
susceptible to experience fast drifts in the measured line-integrated 
density. This resulted in false density reconstruction by the previous 
dynamic state observer. 

In this work, a systematic improvement procedure of the observer for 
the electron density in AUG is presented. Improvements have been made 
to the prediction model and an additional diagnostic handling procedure 
was introduced. Real-time computed, physics-based semi-heuristic 
transport coefficients were introduced and the edge processes were 
updated. These changes improved the shot-to-shot performances of the 
prediction model. The inclusion of the real-time computed transport 
coefficients improved the performances in the worst case scenario such 
that these were sufficient for density control even with all 

interferometers lost. 
An algorithm is introduced that uses the working principles of an EKF 

to detect the corrupted interferometery channels. It is found that the 
algorithm is capable of reliably detecting the corrupted interferometry 
channels and that the detection is robust to fringe jumps, modeling 
uncertainties and measurement noise. A detection delay is however 
present that leads to small peaks in the reconstructed density. 

The density reconstruction in simulations and experiments with the 
improved observer are given. In the improved observer, the information 
provided by the detection algorithm is used to turn off the update with 
the corrupt interferometers. It is shown that the quality and the reli
ability of the real-time density reconstruction is significantly improved. 
The density reconstruction in ICRH discharges where corrupt behavior 
occurs is shown to be sufficient for density feedback control. The new 
version of the observer has been implemented on the real time control 
platform in AUG and has been used during the 2020 campaign to 
perform previously unfeasible control experiments [39]. 

In view of larger tokamaks such as ITER, Thomson scattering should 
be included in the density observer. These measurements contain profile 
information and are predicted to be available in real-time on future 
tokamaks. As a first step, the DSO should be extended to allow for 
Thomson scattering measurements to be used in the update. The dif
ferences in estimation performances with and without Thomson scat
tering can than be studied offline after a discharge as the measurements 
are not yet available in real-time. The study of the observer’s perfor
mances with this diagnostic would be a valuable proof of principle for 
the application of the observer on larger devices. 

Furthermore, to avoid the peaks in the density reconstruction caused 
by the detection delay, it is relevant to study if faster detection can be 
achieved by either using the measurement residuals of neighboring in
terferometers or if neural networks can be trained for detection. 
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Appendix A. Kalman filtering 

This appendix gives a quick overview of Kalman filtering theory and the application to the density profile reconstruction problem. 

A.1 Kalman filter 

A linear quadratic estimator or Kalman filter (KF) [40,41] is an algorithm combining dynamic knowledge about a system, available measurements 
and actuator inputs to estimate the state of a system with linear dynamics. For processes that cannot be described by linear dynamics the extended 
Kalman filter (EKF) can be used. Stochastic description of the measurements and model prediction as well as weighted averaging allow the EKF to deal 
with uncertainty related to measurement noise and to some extend with random external factors, modeling errors or processes not captured by the 
model. The algorithm works in discrete time, therefore for an observer running for t ∈ [t0, tend] the time is discretized by t(k) = hk with h the step size 
and k the time step index. Let k be the time instance of observation and k − 1 the previous time step. The EKF assumes that the real physical dynamics 
of the system evolves following (11). 

xk = Fkxk− 1 + Bkuk + wk (11a) 
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yk = Hkxk− 1 + Dkuk + vk (11b) 

Information about the transition and input dynamics are captured respectively in matrices Fk and Bk. The output model and influence of the input 
on the outputs are captured in matrices Hk and Dk. Note that all these matrices can be time varying. The stochastic behavior of measurement and 
process noises are modeled in vk and wk as zero-mean Gaussian’s white noise with respective covariance matrices Rk and Qk such that vk ∼ 𝒩(0,Rk)

and wk ∼ 𝒩(0,Qk). The estimation of the system’s state at the next time step can be broken down in two steps: the prediction and the update step. 

A.1.1 Prediction step 
Based on the most likely state at the previous time step x̂k− 1|k− 1 and the actuator inputs at the present time uk the one step ahead predicted state 

x̂k|k− 1 and outputs ŷk|k− 1 at time step k are defined by (12). 

x̂k|k− 1 = Fk x̂k− 1|k− 1 + Bkuk (12a)  

ŷk|k− 1 = Hk x̂k− 1|k− 1 + Dkuk (12b)  

Based on the one step ahead state prediction and the process covariance matrix Qk the a priori estimate covariance is defined in (13). This state 
estimate covariance Pk|k− 1 is a measure of trust the observer has in the prediction. 

Pk|k− 1 = FkPk− 1|k− 1F⊤
k + Qk (13)  

A.1.2 Update step 
Let us call the observer output, the diagnostics signals, at time k, yk. The residual or error is the difference between the predicted measurement 

ŷk|k− 1 and the diagnostics measurement at that time step yk, see (14). 
The innovation covariance, the covariance of the residual, is computed based on the covariance of the predicted state and the measurement 

covariance matrix Rk following (15). 

zk = yk − Hk x̂k|k− 1
⏟̅̅̅̅ ⏞⏞̅̅̅̅ ⏟

ŷk|k− 1

(14)  

Sk = HkPk|k− 1H⊤
k + Rk (15)  

Kk = Pk|k− 1H⊤
k S− 1

k (16)  

Based on the state estimate covariance Pk|k− 1, the output matrix Hk and the measurement covariance Rk the estimate covariance Sk is computed with 
(15). The estimate covariance or the innovation covariance Sk and the output map are used to compute the Kalman gain (16). The updated predicted 
state estimate along side the a posteriori estimate covariance are computed based on the Kalman gain and the innovation residual computed 
respectively in (16) and (14). 

x̂k|k = x̂k|k− 1 + Kkzk (17a)  

Pk|k = (I − KkHk)Pk|k− 1 (17b)  

A.1.3 Process and measurement covariance 
The implementation of the Kalman filter requires the estimation of the measurement noise and the accuracy of the modeling. Data based tech

niques exist to derive the measurement covariances such as autocovariance least-squares (ALS) [42]. However in general the choice and tuning of the 
covariance matrices are decision to ensure convergence speed, noise and accuracy of the state estimation [15,41]. In RAPDENS, the matrices Qk and Rk 
are tuned manually, without the data based fitting techniques. 

A.2 Extended Kalman filter 

The Kalman filter presented in the previous subsection is applied for systems where the state and outputs can be derived by a linear combination of 
the previous state and the inputs. In case a system cannot be represented accurately by a linear model, the extended Kalman filter is applied. In this 
case the system evolves following (18), with f and h non-linear functions of the previous state and input. 

xk = fk(xk− 1, uk) + wk (18)  

yk = hk(xk− 1, uk) + vk (19)  

The prediction step is performed using the non-linear equations (18) and (19). However these functions cannot be directly used for the update step. It 
is assumed that the functions f and h can be approximated using first order Taylor expansion [41] around the previous state. The matrices Fk and Hk 
used for the computations in (13)–(16) and (17a) are derived using a first order Taylor approximation around the previous estimate state or the 
estimated state (20) and (21). 
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Fk =
∂fk

∂x
|x=xk− 1|k− 1

(20)  

Hk =
∂hk

∂x
|x=xk|k− 1

(21)  

A.3 RAPDENS: density reconstruction 

In the RAPDENS EKF, the heuristic model used to compute the one step ahead prediction is composed of a 1D PDE for the plasma density profile 
(ne(ρ, t)) and two 0D ODE for the vacuum (Nvacuum(t)) and wall (Nwall(t)) particle inventories. The full state equations for the RAPDENS EKF are 
presented in (22)–(25) 

xx
k = f (pk− 1, xx

k− 1) + Bζζk− 1 + Bduk− 1 + wx
k− 1 (22)  

ζk = ζk− 1 + wζ
k− 1 (23)  

dk = dk− 1 + Δk− 1 (24)  

yk = C(pk)xk + δdk + vk (25)  

With xx
k the physical state vector, ζk the additional disturbance vector. dk the predicted fringe jump vector is assumed to be equal to the number of 

fringe jump at the previous time step and Δk is a stochastic variable with E[Δk] = 0 and yk the predicted measurements. The vector pk is composed of 
external factors, assumed known at each time, such as plasma current, geometrical information (plasma volume V′ , G0, G1) and information about the 
regime (L-mode or H-mode) of the plasma. 

The final state vector xk of the EKF is composed of the physical states and the disturbances ζ such that xk =
[
xx

k ζk
]⊤. The function f(pk− 1, xx

k− 1)

and matrix Bd are a result of the discretization of the model and the matrix Bζ is chosen to be [Im×m,0m×2]. The physical states to be predicted by the 
observer are the electron density profile and the wall and vacuum inventories. The electron density ne(ρ, t) is discretized both spatially and in time. The 
spatial discretization is performed using a set of basis function Λα (cubic B-splines with finite support [43]) with spline coefficients bα (26). Time 
discretization is achieved using trapezoidal method. 

ne(ρ, t) =
∑m

α=0
Λα(ρ)bα(t) (26)  

These discretizations are explained in more detail in [15,section 2.2.6 and appendices 2.A and 2.B]. The physical state vector xx
k is composed of the 

time-varying spline coefficients b(t) and the particle inventories Nwall and Nvacuum (27) 

xx
k = [ b1 ⋯ bm Nwall Nvacuum ]

⊤ (27)  

The disturbances ζk are a measure for unmodeled processes, unaccounted particles sources and errors in the diagnostics models for the bremsstrahlung 
and the CO2 interferometer. 

ζk = [ ζ1 ⋯ ζm ζC02 ζbrt ]
⊤ (28) 

The matrices Fk, Bk and Hk used for the update step are outlined in (29). The function f is linearized around the previous state while the dis
turbances are assumed to be unchanged with respect to the previous time step. 

Fk =

⎡

⎢
⎣

∂f
∂xk

|pk ,̂xk|k
Bζ

0 Im×m

⎤

⎥
⎦Bk =

[
Bd
0

]

Hk = [C(pk) 0 ] (29) 

The inputs are the particle source of neutral beam injection (NBI), pellets and valves. 

uk =

⎡

⎣
ΓNBI
Γpellet
Γvalve

⎤

⎦ (30)  

The available diagnostics for the update step are the 5 DCN interferometers and the two bremsstrahlung (radiation) measurements. Note that no 
profile information is derived from the radiation measurements [16], the profile information is mainly derived from the dynamic model and the DCN 
interferometers. Geometrical information about the plasma is required for the model and the diagnostics model, therefore they take input from a 
real-time equilibrium solver. 

A.4 Kalman filter parameters 

The Kalman filter parameters used for the density estimations presented in this paper are presented in this appendix. The measurement covariance 
matrix Rk is constructed as a diagonal matrix. The diagonal entries and the corresponding diagnostic are given in Table 1. The process covariance Qx

k 
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matrix is Toeplitz with descending first row. The disturbance covariance matrix Qζ
k is constructed as the product of a diagonal and a Toeplitz matrix. 

The used matrices are depicted in Fig. 8. For the design choices of these matrices the reader is referred to [15,section 2.3.3]. 

Appendix B. Reduced shot-to-shot difference 

In this appendix the density reconstruction in an additional discharge is shown. The worst case scenario, where all interferometers are lost, is 
simulated by actively turning off the update with the interferometers. In Fig. 9, the DSO performances are compared in AUG discharge #36649. In 
Fig. 9(b), the prior model is used for the prediction step. In Fig. 9(c), the model with updated source terms is used. 

Appendix C. Implementation on real-time control system 

The used hardware for the real-time computation are 2 Intel® Xeon® Gold 6146 at 3.2 GHz implemented in a FUJITSU server PRIMERGY RX2540 
M4 with 192 GB of RAM. The operating system is RedHawk Linux 8.0.1. For information about the AUG Discharge Control System (DCS) architecture 
we refer to [38]. The real-time code is generated with SIMULINK auto-generation. No parallelization is used in the implementation. 

Using this architecture, the computation of a single time step (with cycle time of Ts = 1.5 ms) of the entire dynamic state observer, i.e., signal 
acquisition, prediction step, corrupt diagnostic detection and update step takes on average ≈0.5 ms. This satisfies the computational requirements for 
the real-time control derived in [15]. 
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