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## Topological aspects of linear dynamic networks: Identifiability and identification

Summary

Due to advances in current technology, many engineering systems are becoming increasingly complex and encompass numerous subsystems which are spatially interconnected and achieve sophisticated tasks via interaction. Such complex systems are typically referred to as dynamic networks, which appear in various applications such as multi-robot coordination, transportation networks, power grids, gene networks, and brain networks.

In the design, analysis, and control of dynamic networks, dynamic models are commonly used to describe their behavior. The existing network models typically consist of a mathematical expression and the corresponding graphical representation, which contains vertices and edges to encode the network topology. Considering a network as a representation of causal dependencies among manifest signals, the so-called module representation is a popular modeling framework for dynamic networks in the system identification domain. In this representation, vertices represent the internal signals, and directed edges denote transfer functions, also referred to as modules, that represent the causal relations among the internal signals. This thesis will adhere to the module framework and addresses a number of open problems in the data-driven modeling of complex dynamic networks, utilizing graph-theoretical analysis as a key enabling technique.

Identifiability is a fundamental property in network identification and deals with the question whether a network model can be uniquely identified from measured data. This uniqueness is desired, for example, when the physical interpretation of network models is important. In addition, a particular version of network identifiability, i.e. the so-called generic identifiability, is an important focus of this thesis, since it has been shown in the literature that the concept of generic identifiability allows for attractive graphical analysis based on the topological information of dynamic networks only. However, the existing graphical analysis also has several limitations. It does not consider noise information nor the possible appearance of prior known local components in the network, while these extra ingredients are of practical importance and can lead to less conservative identifiability conditions.

In this thesis, the existing graphical analysis is first extended to address the above limitations, in the special setting where all the internal signals in a network are measured. The obtained path-based conditions show that the generic identifiability of modules depends on the network topology and the location of the external signals, i.e. the measured excitation signals and the
unmeasured noises. Furthermore, while the obtained conditions are sufficient for generic identifiability in parametric model sets, they are shown to become necessary conditions when nonparametric model sets are considered. To address the necessity of the identifiability conditions for non-parametric model sets, a different notion of genericity is introduced such that the concept of generic identifiability is not limited to finite-dimensional spaces and thus can be applied to non-parametric model sets as well.

In the setting where all the internal signals are measured, the above path-based conditions show that the generic identifiability of network modules requires a sufficient number of external excitation signals. While the conditions provide efficient means to verify identifiability, they cannot be used to address the synthesis question, i.e. where to allocate additional excitation signals such that network modules become identifiable? This problem has only been considered in the literature for very particular network topologies. To address the synthesis problem in a general setting, novel graphical conditions are developed in this thesis based on the path-based condition, by exploiting the graphical concept of disconnecting sets and a novel graphical concept called pseudotrees. In these new conditions, the disconnecting sets and pseudotrees provide explicit information regarding where excitation signals should be allocated, which motivates several synthesis approaches that can allocate excitation signals to achieve generic identifiability automatically.

While the previous results are limited to the situation where all the internal signals in a network are measured, they are also extended in this thesis to the setting where not all internal signals are measured or excited, i.e. the so-called partial measurement and partial excitation setting. Novel graphical conditions for generic identifiability are developed, which show that generic identifiability depends on the network topology and the location of the external signals and the measured internal signals. The above information motivates several synthesis approaches for the allocation of additional actuators and sensors to achieve generic identifiability. In addition, the above identifiability results also lead to novel indirect identification methods that can estimate the local dynamics of the network consistently.

All the previous graphical results related to identifiability are based on a pre-specified network topology. This topological information may come from the prior knowledge or simply the modeling assumptions of the user. In many practical situations, it is desired to estimate this topological information from the data of dynamic networks. This topology identification problem itself is also important in various applications, such as in biological systems.

To address the topology identification problem, a novel Bayesian approach is developed in this thesis. In this approach, the subsystems of a network are modeled as Gaussian processes with hyperparameters, which are estimated by the expectation-maximization algorithm. Then a Bayesian model selection criterion and a forward-backward search algorithm are employed, such that a (local) optimal topology is selected. Numerical analysis shows the effectiveness of the method. The important advantage of this method is that it does not require any tuning
effort from the user.
While the above Bayesian approach estimates the network topology from a single data set, it is further extended to infer network typologies from multiple data sets. This extension is motivated by the practical situations where multiple data sets are collected from groups of subjects. More importantly, the developed method is applied to the inference of brain connectivity based on the fMRI data collected from 16 subjects, in order to reveal the topological changes in brain networks after extensively listening to Mozart's music. The above exploratory study shows the potential effects of Mozart's music on the cognitive processing of the subjects. It also demonstrates the effectiveness of the developed Bayesian approach.

With the above results on the topological analysis, synthesis for identifiability, and topology identification, there are still many challenges and open questions. In the setting with partial measurement and excitation, the synthesis problem for the generic identifiability of a full network still lacks a satisfactory solution. For the topology identification problem, how to quantify and control the errors of the topology estimate are also important open questions.
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## 1

## Introduction

## i．i Motivation

The scientific field of system identification concerns data－driven modeling problems of dynamic systems［90］．Since in many situations constructing models from first principles only is costly or even infeasible，the measured data collected during the operation of the system can be exploited to aid the modeling procedure．Data－driven methods can be helpful for estimating unknown parameters of the obtained physical models，i．e．grey－box identification，or models can be com－ pletely obtained from data possibly without physical interpretation，i．e．black－box identification． Then the obtained models can be used for analysis，design，and control of the considered engi－ neering systems．The tools developed in the system identification community have been used for various applications，such as aerospace［73］，vehicles［6］，motion systems［111］，biological networks［1］，process control［184］，and power grids［183］．

The classical methods in system identification concern relatively simple configurations such as open－loop and closed－loop multivariate systems［90］．However，current engineering systems have increasing complexities and typically consist of a large number of subsystems that interact with each other to achieve sophisticated tasks．These so－called networked systems，or dynamic networks，appear in many domains and require developments of new data－driven modeling tools to cope with the system complexities．

Intelligent Transportation Systems (ITSs) for road transportation form representative examples of networked systems $[5,51]$. Based on the advances in communication networks and computing, ITSs gather data and provide services to many entities involved in transportation, which promotes vehicle-to-vehicle and vehicle-to-infrastructure communications. In this case, a transportation network is established where vehicles and infrastructure are connected together and make decisions cooperatively. Enormous data can be collected from transportation networks, which leads to many new problems that rely on data-driven techniques, such as traffic flow prediction [146], identification of subsystems and the network [84], and the estimation of missing data from the network [9].

The power grids also form a complex network. Clean energy sources such as wind and solar energy, new loads including electric vehicles, and distributed energy storage such as batteries and ice storage are added into the power grid. These new sources and loads provide a more sustainable energy supply, but they also increase the complexity of the power grid and cause voltage fluctuations that influence system operations. Therefore, it is important to develop new technologies for control, optimization, and monitoring of the power grid to achieve sustainable energy supply, i.e. creating the so-called autonomous energy grid (AEG) [79]. AEGs rely on the decomposition of the complex power network into scalable small blocks which can form independent microgrids when isolated from the whole grid. When these blocks are interconnected, they should achieve optimal operations via information sharing and cooperation. To achieve AEGs, it is important to take advantage of the data obtained from the operation of AEGs. These data-driven techniques concern, for example, the identification of unknown parameters and network topology [8], and fault detection [22].

There are also many other networked systems that face challenging data-driven modeling problems, e.g. the topology identification of gene networks and brain networks [54, 92], and the data-driven modeling of social networks [144].

The above networked systems and the associated data-driven modeling problems require developments of new techniques in the field of system identification to go beyond the classical simple configurations. Therefore, this thesis is devoted to the data-driven modeling problems of dynamic networks. These problems concern the estimation (of characteristics) of networked models from measured data. The obtained models can then be used for the analysis[54], design [86], and control [176] of networks. Since models play central roles in these problems, different types of models for dynamic networks will first be introduced and discussed. Then a particular model type will be motivated, and the related data-driven modeling problems will be introduced.

## I. 2 Network models

## I.2.I INTRODUCTION

Analysis, monitoring, and control of dynamic networks require the knowledge of how the systems behave, and this knowledge is typically formulated into mathematical models which are inherently present in almost all fields of engineering and physics. While in the control community there are interests in the data-driven control without first obtaining a model [20, 71], the model-based control framework is still predominant.

Models for dynamic networks typically contain two components, including a graphical representation and a corresponding set of mathematical expressions. The graphical representation contains vertices that are connected by either directed or undirected edges, and the graph is used to encode the network topology, i.e. how the local entities are interconnected. Examples of network graphs can be found in Figure 1.1.


Figure 1.1: Examples of graphical representations for two dynamic networks with directed edges in (a) and undirected edges in (b).

Depending on the considered physical system and the modeling framework, the vertices and the edges in the network graphs can represent different objects, and the underlying mathematical models that describe the behavior of the network are also different. For example, a vertex in a graph can represent a time series, a random variable, or a local subsystem in different modeling frameworks. In this section, several different modeling frameworks of dynamic networks from various domains will be briefly discussed.

## I.2.2 Probabilistic graphical models

Probabilistic graphical models (PGMs) consist of a joint distribution and a graph, where the graph encodes the structure, typically the conditional independence and dependence, of the joint distribution [82]. One representative example of PGMs is the Bayesian network [78]. Particularly, the dynamic Bayesian network (DBN) is of interest due to its ability to model dynamic networks [104]. One example of a graph for a DBN can be found in Figure 1.2(a), where each
vertex denotes a random variable, e.g., $x(1)$ is the first time instance of the time series $x(t)$, and the edges denote the conditional dependence among the random variables.

(a)

(b)

Figure 1.2: In (a), an example of a DBN is shown for two time instances of the time series $x(t)$ and $y(t)$. In (b), there is a cycle around $x(1)$ and $y(1)$.

Overall, the graph in Figure 1.2(a) represents the structure of a joint distribution of the four random variables, i.e. $\{x(1), x(2), y(1), y(2)\}$, and more importantly, the graph shows that the joint distribution has a structure of conditional independence such that

$$
P(x(1), x(2), y(1), y(2))=P(y(2) \mid x(2)) P(x(2) \mid x(1)) P(y(1) \mid x(1)) P(x(1)),
$$

where $P(x(2) \mid x(1))$ appears since only $x(1)$ has a directed edge to $x(2)$. The advantage of PGMs is that, by exploiting the graphical representation such as depicted in Figure 1.2, a complex joint distribution can be decomposed into a set of simpler conditional distributions.

In addition, graphs of Bayesian networks are typically defined to be acyclic [78], otherwise, the product of the conditional distributions represented by the graph does not lead to a joint distribution. Consider the example in Figure 1.2(b) which encodes two conditional distributions $P(y(1) \mid x(1))$ and $P(x(1) \mid y(1))$. It can be found that their product

$$
P(y(1) \mid x(1)) P(x(1) \mid y(1))
$$

does not lead to the joint distribution of $x(1)$ and $y(1)$.
Since a PGM is essentially a joint distribution together with a graph that encodes the distribution's structure, it can be applied to a large number of real-world problems, as long as a joint distribution can serve the modeling purpose. Examples include visual tracking in the computer vision community, the navigation of robotics, speech recognition, and fault diagnosis of complex systems [78].

## I.2.3 Structural equation models

Structural equation models (SEMs) can also be used to model dynamic networks [113, 114]. An example of an SEM can be found in Figure 1.3, where the first two time instances of time series $x(t)$ and $y(t)$ are represented graphically, and $e(t)$ and $v(t)$ denote unmeasured noise processes. Therefore, each vertex still denotes a single time instance from a time series.


Figure 1.3: An example of SEM for time series $x(t)$ and $y(t)$ with noise processes $e(t)$ and $v(t)$.

The model corresponding to Figure 1.3 consists of four functions which describe the behavior of $x(1), x(2), y(1)$ and $y(2)$ :

$$
\begin{align*}
x(1) & =f_{1}(e(1)), y(1)=f_{2}(x(1), v(1)), \\
x(2) & =f_{3}(x(1) \cdot e(2)), y(2)=f_{4}(x(2), v(2)) . \tag{1.1}
\end{align*}
$$

It can be found that the directed edges in Figure 1.3 encode the functional dependencies among the variables, e.g., $y(2)$ is a function of $v(2)$ and $x(2)$ since there are directed edges from $v(2)$ and $x(2)$ to $y(2)$.

Compared to DBNs in a probabilistic setting, SEMs make use of functional dependencies. It can be shown that under some conditions, the SEM in Figure 1.3 can represent a joint distribution over $x(1), x(2), y(1)$ and $y(2)$, and the distribution satisfies the conditional independence among the four variables encoded by the graph [113, Theorem 1.4.1]. Therefore, the SEM induces a Bayesian network in this case.

## I.2.4 Vector autoregressive model and its variants

The vector autoregressive (VAR) model is one of the most common models for describing the evolution of the signals collected from dynamic networks [149]. Consider a vector of three time series $x(t)=\left[x_{1}(t) x_{2}(t) x_{3}(t)\right]^{\top}$, an example of a VAR model is

$$
\begin{equation*}
x(t)=\sum_{i=1}^{n} A_{i} x(t-i)+e(t), \tag{1.2}
\end{equation*}
$$

where $A_{i}$ is a matrix of real coefficients, $n$ is a positive integer and denotes the number of time lags in the model, and $e(t)$ is a vector of uncorrelated noise processes. The above model is used to study how the present value of $x(t)$ depends on its past values, and a causal interpretation can be assigned to this model based on the so-called Granger causality, i.e. $x_{3}(t)$ is not caused by $x_{1}(t)$ if
$x_{3}(t)$ does not depend on the past values of $x_{1}(t)$ [50, 63]. In addition, a graphical representation of a VAR model can also be formulated, such as the one in Figure 1.4 [50], where each vertex denotes a time series in the vector $x(t)$, and the edges denote the dependencies among these time series. For example, there is no directed edge between $x_{1}$ and $x_{2}$, which means that the $(1,2)$-th and (2,1)-th entries of $A_{i}$ are zero in (1.2), for all $i$.


Figure 1.4: A graphical representation of a VAR model with three time series.

Compared to the graphical representations in Figures 1.2 and 1.3, a vertex in Figure 1.4 denotes a complete time series instead of one time instance of the time series. However, the above difference is simply caused by how the graphical representation is defined, and a graph like the one in Figure 1.3 can also be used to represent a VAR model. In addition, the close relationship between VAR models and SEMs can be observed by comparing (1.1) and (1.2).

The VAR model has several variants, e.g. the autoregressive moving-average model [149], and they have various applications such as in financial and economic time series analysis and biological networks [127].

## I.2.5 Module networks

As an extension of the classical closed-loop setting in the system and control community, i.e. an interconnection of a plant and a controller in the feedback loop, networks of transfer functions, also referred to as module networks, have been introduced to model systems with increasing complexity [152]. This modeling framework is discussed here through a real-world example.


Figure 1.5: A platoon of three vehicles with $x_{i}$ being the $i$-th vehicle's relative position. Vehicle 0 is leading the platoon and is controlled by a human driver, while the other vehicles autonomously follow its preceding vehicle with a safe distance.

In Figure 1.5, a platoon of three vehicles is shown, where vehicle 1 and vehicle 2 follow their preceding vehicles autonomously with a safe distance, while the leading vehicle is controlled by a human driver. To achieve the automatic following, each follower is equipped with sensors to measure the relative distance with respect to its preceding vehicle and then adjusts its acceleration
by using the onboard controller. The control architecture of the two followers, i.e. vehicles 1 and 2 in Figure 1.5, is shown in Figure 1.6 [107].


Figure 1.6: Control architecture of the two followers vehicles 1 and 2 , where each block, e.g. $G_{1}$, denotes a transfer function. The $i$-th vehicle receives the relative position $x_{i-1}$ and (delayed) acceleration $a_{i-1}$ of the preceding $(i-1)$-th vehicle from sensors or wireless connections. With the above information, the control input $u_{i}$ is calculated by the feedforward controller $F_{i}$ and the feedback controller $C_{i}$, and then $u_{i}$ is applied to the vehicle dynamics $G_{i} . H_{i}$ denotes the desired distance dynamics between two vehicles, and $e_{i}$ represents the error between the current relative distance and the desired relative distance.

From the physical network in Figure 1.5 to its control architecture in Figure 1.6, a set of transfer functions is obtained and interconnected to model the evolution of the signals in the physical system. In order to model physical networks such as the vehicle platoon using transfer functions in a more compact way, a graph-based representation for networks of transfer functions is motivated [152].


Figure 1.7: An example of a module network, where each edge denotes a transfer function and each vertex denotes a time series.

An example of a graph representation of a module network is shown in Figure 1.7, where each vertex denotes a time series, and each directed edge denotes a transfer function, also referred as to modules. $r_{1}(t)$ and $e_{1}(t)$ are the external reference and noise signals, respectively, while $w_{i}(t)$ is the so-called internal signal of a system. The mathematical expression corresponding to Figure 1.7 consists of three equations which model the evolution of the three internal signals:

$$
w_{1}(t)=R_{1}(q) r_{1}(t), w_{2}(t)=H_{2}(q) e_{2}(t), w_{3}(t)=G_{31}(q) w_{1}(t)+G_{32}(q) w_{2}(t),
$$

where $G(q), R(q)$ and $H(q)$ denote the transfer operators represented by the directed edges, and $q$ is the delay operator, i.e. $q^{-1} r(t)=r(t-1)$. The graph in Figure 1.7 encodes the structure
of the model, e.g., $w_{1}(t)$ does not depend on $w_{2}(t)$ in the above equations because there is no directed edge from $w_{2}$ to $w_{1}$. From the diagram in Figure 1.6 to the graph representation in Fig-

Vehicle 2
Vehicle 1


Figure 1.8: A module network representation of the control architecture in Figure 1.6.
ure 1.7 , the main goal is to use a simpler and more compact graphical language to describe the structure of module networks. Figure 1.6 can be easily reformulated into a graphical representation, as shown in Figure 1.8.

## I.2.6 State-space network models

A state-space network model is typically used to describe the behavior of large-scale physical systems using a set of first-order differential equations, see e.g., [29, 35, 100] for an overview. An example of a state-space model for an electric circuit is shown in Figure 1.9(a) from [100], where the capacitors and the resistors have 1 F and $1 \Omega$, respectively. Then according to Kirchhoff's

(a)

(b)

Figure 1.9: An electrical circuit in (a) with $v_{i}$ denoting the voltage and its graphical representation in (b).
current law, the voltage dynamics is given as

$$
\left[\begin{array}{l}
\dot{v}_{1}(t)  \tag{1.3}\\
\dot{v}_{2}(t) \\
\dot{v}_{3}(t)
\end{array}\right]=-L\left[\begin{array}{l}
v_{1}(t) \\
v_{2}(t) \\
v_{3}(t)
\end{array}\right], \text { with } L=\left[\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right]
$$

where the continuous-time dynamics is considered. This is a typical deterministic single-integrator network where the matrix $L$ is the so-called Laplacian matrix representing diffusive couplings
among the state variables [100]. The nonzero pattern of $L$ is reflected in a graph in Figure 1.9(b), where each vertex denotes a voltage value, and an undirected edge exists when there is a resistor connecting the two points. It is shown that the system (1.3) reaches consensus i.e. $\lim _{t \rightarrow \infty}\left(v_{i}(t)-\right.$ $\left.v_{j}(t)\right)=0$, for any initial conditions [85, 126].

In a more general setting, each vertex in a network represents a second-order or higher-order state-space subsystem, see e.g., $[33,34,128,159,182]$. This type of state-space network model has been extensively studied in the system and control community [25, 100]. Particularly, this modeling framework based on state-space models is also widely considered in the control and identification literature, see e.g., $[45,105,153,158,159,178]$.

## I.2.7 Networks of differential equations

Instead of resorting to first-order differential equations, there are modeling frameworks of networked systems, or interconnected systems, using possibly high-order differential equations. We discuss one example called the behavioral model here [18, 174].

(a)

(b)

Figure 1.10: Two dynamic systems $\Sigma_{1}$ and $\Sigma_{2}$ in (a), where each of them has two ports representing two signals of the systems. They are interconnected by the constraint that $w_{2}=w_{3}$ in (b) and then represented by a graph.

Consider two linear time invariant systems $\Sigma_{1}$ and $\Sigma_{2}$ in Figure 1.10(a), where $w_{1}(t)$ and $w_{2}(t)$ denote two trajectories that model the dynamical behavior of $\Sigma_{1}$, and $\Sigma_{2}$ has trajectories $w_{3}(t)$ and $w_{4}(t) . \Sigma_{1}$ is modeled by a differential equation

$$
A_{0}\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t)
\end{array}\right]+A_{1} \frac{d}{d t}\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t)
\end{array}\right]+\cdots+A_{n} \frac{d^{n}}{d t^{n}}\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t)
\end{array}\right]=0
$$

which can be reformulated into a compact form as

$$
\left[\begin{array}{ll}
R_{1}\left(\frac{d}{d t}\right) & R_{2}\left(\frac{d}{d t}\right)
\end{array}\right]\left[\begin{array}{l}
w_{1}(t)  \tag{1.4}\\
w_{2}(t)
\end{array}\right]=0
$$

where $R_{i}\left(\frac{d}{d t}\right)$ is a matrix of differential operators. Similarly, $\Sigma_{2}$ is modeled as

$$
\left[\begin{array}{ll}
Q_{1}\left(\frac{d}{d t}\right) & Q_{2}\left(\frac{d}{d t}\right)
\end{array}\right]\left[\begin{array}{l}
w_{3}(t)  \tag{1.5}\\
w_{4}(t)
\end{array}\right]=0 .
$$

The goal is then to model the networked system consisting of $\Sigma_{1}$ and $\Sigma_{2}$, where the two
subsystems are interconnected physically such that their trajectories must satisfy the following constraint:

$$
w_{2}(t)=w_{3}(t) .
$$

Combining the above constraint and the two models (1.4), (1.5), the obtained network model can be written as

$$
\left[\begin{array}{ccc}
R_{1}\left(\frac{d}{d t}\right) & R_{2}\left(\frac{d}{d t}\right) & 0 \\
0 & Q_{1}\left(\frac{d}{d t}\right) & Q_{2}\left(\frac{d}{d t}\right)
\end{array}\right]\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
w_{4}(t)
\end{array}\right]=0,
$$

where $w_{3}(t)$ is eliminated due to the equality constraint. The corresponding graphical representation is shown in Figure 1.10(b).

In the above modeling framework, each subsystem can be modeled separately and then interconnected to form a network. The interconnection among subsystems can be simply done by concatenating the models of subsystems. This procedure of first obtaining local models and then interconnecting them is much more appealing than directly modeling the complete network.

## I.2.8 Summary of network models

Several model frameworks for modeling dynamic networks have been introduced in this section. The PGMs, SEMs, and VAR models are typically used for data-driven modeling problems, where mappings among the measured signals are of interest and need to be estimated. These models may not have physical interpretation and are commonly used to predict the future trajectories of the considered system. PGMs and SEMs are common model classes in statistics, machine learning, and computer science communities. While they have variants like DBNs to model the dynamic behavior of physical systems, they are typically used to model static phenomena that are not dependent on time. VAR models are popular models for multivariate analysis in statistics and time series analysis, and they can be used for forecasting or analyzing the causal relation among time series [127].

Network models based on state-space models or differential equations are typically motivated by modeling based on physical principles. In addition, it is well known that high-order differential equations can be reformulated into first-order state-space models by introducing extra latent state variables. Therefore, the network topology of state-space networks can express different information from the topology of data-driven models, e.g., the VAR models: While the VAR models represent the interconnection of the measured signals, the state-space networks represent the interconnection between both the measured signals and the extra latent state variables.

Module networks are in a middle ground between the above data-driven models and the models motivated by physics [76]. Transfer functions are used intensively in signal processing, and many techniques for estimating transfer functions originated from time series analysis [57]. From a data-driven perspective, it is also a natural modeling choice to use transfer functions to
encode the causal relationships among the measured signals.
On the other hand, it is well known in the system and control community that there is a close relationship between transfer functions and state-space models. A high-order differential equation can also be reformulated into a transfer function through Laplace transformation. More importantly, many classical control techniques are also based on transfer functions. While these techniques typically consider relatively simple configurations such as the open-loop and the closed-loop settings, transfer function networks go beyond the above settings and incorporate more complex interconnection structures.

In this thesis, we are interested in identifying models that have a physical interpretation. In addition, since the state variables are typically only partially measured, the state-space networks cannot be uniquely identified in this case. Therefore, we will focus on module networks that represent the interconnection among the measured signals. In addition, we will also consider the general situations where there are unmeasured signals in module networks, such that the module networks can cover the state-space networks as special cases. In addition, linear dynamic networks are considered in this thesis, since the understanding of linear networks serves as the basis for the study of more complex nonlinear dynamic networks. From now on, the notion of dynamic networks in this thesis will particularly refer to module networks.

## I. 3 IDENTIFICATION OF DYNAMIC NETWORKS

Data-driven modeling problems of module networks concern the identification of characteristics of module networks, given the measured node signals, e.g., the measured $r(t), w_{1}(t), w_{2}(t)$ and $w_{3}(t)$ in Figure 1.7. Various data-driven modeling problems of dynamic networks can be formulated. We discuss these problems and the related literature in this section. The literature related to the identification of state-space networks will also be briefly discussed, due to the important role of state-space models in the system and control community.

## I.3.I Topology identification

The topology identification problem aims to estimate the graph topology of dynamic networks, e.g. the interconnection structure of Figure 1.7. This is an important problem in various applications, e.g. systems biology [68, 92] and social science [181], where the topology is an important feature to understand the collective behavior of a dynamic network.

The topology identification problem can be formulated as a parameter estimation problem. To reveal the topology, the sparsity of the parameter estimates needs to be enforced such that some of the obtained parameters are zero, which reflects the absence of the corresponding edges in the dynamic network. The literature which approaches the problem from the above perspective includes, e.g., [27, 41, 81, 160, 179].

A different way to identify the topology is to conduct a sequence of correlation, or crossspectrum, tests $[95,96,137]$. The correlation structure among the signals can also reveal the underlying network topology. However, this approach typically cannot recover a unique topology, since there can be a set of equivalent graphs that are not distinguishable by the tests [95, 96].

The topology identification problem also leads to many theoretical challenges for the statistical methods. For example, in topology identification of biological networks, there is typically a limited amount of data compared to the number of unknown parameters, as the data collection is very expensive in these applications, and the network can also be large-scale. The situations like the above one trigger the study of high-dimensional statistics [99, 162], where the finitesample analysis receives considerable interests to provide error bounds on any data length. This is in contrast to the classical asymptotic analysis considered in the parametric system identification, where the parameter dimension is fixed when the data length approaches infinity [90]. Motivated by the results in the high-dimensional statistics, there are recent works that extend the classical asymptotic results in the system identification community to the finite-sample setting [150].

## I.3.2 Single module identification

Identification of a single module is the problem of estimating a single transfer function in a dynamic network. This is motivated by the situations where a local part of the dynamic network is of interest and needs to be estimated.

One way to approach this identification problem is to identify a multiple-input-single-output (MISO) or a single-input-multiple-output model (SIMO) that contains the target module [59, 121, 152]. More interestingly, the freedom of signal selection can be exploited to identify a single module. While the approach based on the MISO model makes use of all the inputs of the MISO model, it is possible to choose other sets of signals. This extra freedom is important, e.g., when some signals in the network cannot be measured. The approaches that exploit the above freedom include, for example, the ones in [47, 88, 97, 98, 123, 168]. In addition, to reduce the experimental cost for single module identification, the design of the optimal power spectrum of the excitation signals has been considered in [103]. There are also works that consider identifying a single subsystem in a network of state-space models [177, 178].

## I.3.3 IDENTIFICATION OF FULL NETWORK DYNAMICS

Identification of the whole dynamic network is a challenging problem as the network can be large-scale. There are some approaches that address this problem by assuming a pre-specified topology [53, 170]. In addition, identification approaches without pre-specified topology have also been developed, e.g. in [27, 41, 67]. In some approaches, network dynamics and its topology are identified jointly, where parameters are estimated to reflect the dynamics, and the parameters
that are equal to zero encode the topology [41]. The identification of a full state-space network has also been addressed in $[66,159]$.

## I.3.4 IDENTIFIABILITY OF DYNAMIC NETWORKS

By contrast to the previous identification methods, the identifiability question is a theoretical problem that concerns whether the stochastic properties, typically the mean and the power spectral density, of the measured signals can be uniquely represented by a network model. If it is not unique, any identification method that relies on these stochastic properties cannot lead to a unique estimate for the dynamic network. This uniqueness is important, e.g., when the network has a physical interpretation. Network identifiability is typically dependent on several structural properties of the module network, such as the network topology, the modeled correlation structure of process noises, the presence and location of external excitation signals, and the availability of measured vertex signals.

Based on the deterministic network reconstruction problems in [3, 62], a novel concept of network identifiability is introduced in an identification setting in [167, 169]. The conditions derived there are rank-based and need to be evaluated for all the models in a model set, which can be hard to be implemented in practice. Then graphical conditions are investigated in [69], and additionally, by exploiting a new concept called generic identifiability, novel path-based conditions are developed in $[13,14,69]$ for the identifiability analysis. These conditions are graph-based and can be tested efficiently by inspecting the network topology only. However, the limitation is that the graphical analysis requires a pre-specified network topology, while this topological information may not be available.

Another important issue is where to allocate actuators and sensors such that network modules become identifiable. This experimental design problem has been considered in [13, 59]. The results in [59] concern both identifiability and identification of a single transfer function in a network, and the results in [13] consider the experimental design issue for full networks with special structures, e.g. trees or loops.

## I. 4 RESEARCH PROBLEM

## I.4.I Open Questions

We have seen many examples of networked systems and different modeling frameworks that can be used to model networked systems. Motivated by the data-driven modeling problems in the system and control community, module networks have been chosen to be the main focus of this thesis. The data-driven modeling problems and the literature related to module networks have also been discussed. However, besides the problems that have been addressed by the literature, there are still many open questions in the data-driven modeling of module networks.

In most literature related to the identification of dynamic networks, the starting point is the transfer function network, based on which a data-driven modeling problem is formulated. However, if the goal is to identify a physical network, the starting point should be a model structure that is obtained from physical laws and typically consists of differential equations. Then a possible way to identify this physical model is to reformulate it into a module network, and then apply the identification methods to the obtained module networks[76]. However, this reformulation typically leads to module networks with special structures and constraints.

As shown in [76], in the module networks obtained from one particular class of physical models, every pair of node signals has a bidirectional connection that represents two transfer functions. More importantly, these two transfer functions are constrained to have the same numerator. The study of modeling such networks, including devising an efficient algorithm to estimate modules subject to the above physical constraint, is still in a relatively rudimentary stage. Moreover, it is also not completely clear how the module network framework is connected with other types of physical networks, e.g. the one in Figure 1.10, and how the undirected connection nature of physical networks can be incorporated into the module network framework with a directed topology in e.g. Figure 1.7.

Another important issue is to identify physical networks with nonlinear dynamics. Almost all of the available results in the literature are based on the assumption that the modules in a network are linear operators. While a preliminary effort has been made in [133] to identify the location of the nonlinear subsystem in a module network, the identification of a single module or a full physical network with nonlinearity is still an open question.

## IDENTIFICATION WITH UNMEASURED SIGNALS

The single module identification problem with unmeasured node signals, e.g., unmeasured $w_{1}(t)$ in Figure 1.7, has been addressed in various literature [ $47,88,97,98,123,168$ ]. The solutions typically rely on exploiting the freedom of signal selection such that only measured signals are used for the identification procedure, or to provide an indication on which signal to measure.

However, the full network identification and the topology identification problems with unmeasured signals have not received much attention. An algorithm has been developed in [185] to obtain a sparse approximation of a network with unmeasured signals. However, many fundamental questions remain open. For example, when there are unmeasured signals, under what conditions can the dynamics or the topology of a full network be identified?

## Identification with multiple experiments

In some practical situations, there can be data sets collected from different experiments on the same physical network [65]. It can be beneficial to take advantage of all the available data for
identifying the network topology or dynamics. This identification problem with multiple data sets is considered in [180], however, in a simple setting where the network topology stays invariant over different experiments. Many important issues require further investigation. For instance, a physical network under different experiments may need to be represented by module networks with different network topologies. How to combine the different module networks to obtain an estimate of the underlying physical network is still waiting for a satisfactory solution.

## Advanced topology identification

Despite the existing approaches for topology identification, there are many advanced aspects of the topology identification problem that have not been addressed in the literature. The methods in the topology identification literature typically require certain tuning parameters to decide the sparsity pattern of the topology estimate, .e.g., the threshold value or the regularization parameter $[95,96,137,137,160]$. These tuning parameters are critical for the approaches to achieve a good performance. However, in many cases it is not clear how to choose these parameters in an optimal way, and thus they are commonly chosen in an ad hoc manner. In addition, the abovementioned methods do not take into account available prior knowledge of dynamic networks, e.g., the stability of the modules as exploited in the kernel-based system identification methods [117]. While there is one Bayesian approach that can incorporate this prior knowledge [41], the resulting approach is rather complex and consists of multiple stages as it aims for joint estimation of both the dynamics and the network topology. Therefore, it is attractive to develop topology identification approaches that do not require any tuning effort from the user as well as incorporate the available prior knowledge.

## Topological analysis and synthesis for identifiability

The existing identifiability literature has addressed the analysis question for identifiability, i.e. under what conditions is a transfer function network identifiable [13, 14, 69, 83, 157, 169, 171]? With a concept of generic identifiability, attractive path-based conditions are developed in [14, 69] such that identifiability can be verified by only inspecting the network topology. These conditions show that generic identifiability can be achieved if there are sufficient measured node signals and measured external excitation signals. However, the original notion of generic identifiability in [14, 69] does not consider noise information nor the possible appearance of prior known local components in the network, while the above information may make the identifiability conditions significantly less conservative. In addition, the classical identifiability concept [90] is typically formulated as a property of a model set such that the models in the model set, which is later used for an identification procedure, can be distinguished. However, the above consideration of model sets is not incorporated into the notion of generic identifiability introduced in [14, 69], since this notion is formulated on the basis of a single network model and its
network topology. Preliminary efforts to address the above limitations are made in [171] to formulate a generic identifiability concept on the basis of model sets; however, the other issues have not been addressed. Therefore, there is a need for further investigation in the graphical analysis for identifiability.

Moreover, while the results in the above literature focus on the verification of identifiability, there is no comprehensive approach for the synthesis problem, i.e. what actions can the user take to achieve identifiability when a network model is not identifiable? Some preliminary aspects of the above synthesis problem have been addressed in [13, 59], which show that identifiability can be achieved by allocating additional actuators and sensors. However, the experimental setup in [59] for identifying a single module is relatively simple, where all the inputs of the module's output need to be measured and excited. On the other hand, the synthesis problem for identifiability of a full network is addressed in [13], and it is shown that the required graphical tools for this problem are very different from the tools in [59] for identifiability synthesis of a single module. However, the results in [13] are limited to networks with special network topology, e.g. trees. Therefore, the synthesis problems for both local modules and a full network in more general situations need to be investigated. In addition, besides allocating sensors and actuators, other actions may also be taken to achieve identifiability, e.g. modifying the network topology by removing and adding edges, or combining data from multiple experiments.

## I.4.2 Problem formulation

As discussed in the previous subsection, there are various open problems in the data-driven modeling of transfer function networks. It is intractable to address all these problems in this thesis, and thus essential problems are selected to formulate the main question of this thesis.

Identifiability is one fundamental problem and serves as a pre-requirement for the identification methods. Before applying an identification method, it is important to first analyze identifiability to ensure that different network models are distinguishable by the identification method. Due to its fundamental importance, the topological analysis and synthesis for identifiability are chosen to be two of the core research topics in this thesis.

Furthermore, topology identification is an important problem in various applications. It also has a close relation with the identifiability study, as the graphical results of identifiability are based on pre-specified network topology. This topological information may not be available for the user, and thus one way to obtain it is to identify the topology from data. Therefore, this thesis will also address some advanced aspects of the topology identification problem.

The above choices of problems lead to the main research question of this thesis.
How to exploit the topological information of dynamic networks for achieving identifiability and how to identify this topological information from data?

The above topology identification problem and identifiability problem are interdependent. In topology identification, a model set associated with a complete graph, where every pair of signals is interconnected, should be used for the estimation, as there is no prior information about the topology. This complete graph leads to a large number of to-be-estimated parameters, which may make the network topology not identifiable. On the other hand, the graphical analysis of identifiability requires the specification of the topology. Therefore, when there are no other means to specify the topology for the identifiability study, an iterative procedure of topology identification and topological identifiability analysis may be required in practice.

## I. 5 Formulation of sub-Problems

The main research question can be further analyzed and decomposed into a set of sub-questions, as shown in the following subsections.

## I.s.i Sub-question 1

There are two important aspects of the identifiability study, i.e. the topological analysis and the synthesis for identifiability. The topological analysis aspect concerns the development of graphical conditions on the network topology to verify identifiability for a given module network. If the module network is not identifiable, the synthesis aspect concerns the development of tools that can achieve network identifiability, e.g., by allocating additional actuators and sensors. In addition, graphical tools for the identifiability analysis are instrumental for the development of synthesis tools.

Therefore, the first sub-question concerns the topological analysis for network identifiability.
Under what conditions on the network topology are modules in a linear dynamic network identifiable?

In this sub-question, the network topology depends on the interconnection of the internal (node) signals and also on the location and the appearance of actuators and sensors. Following the preliminary efforts in [171], the particular focus of this sub-question is to extend the existing concept of generic identifiability and the related graphical conditions for identifiability in [14, 69] to incorporate the concepts of model sets, the prior known local components, and the noise information.

In large-scale networks, there can be prior knowledge about the local components of the module network, and thus it is important to take advantage of this knowledge in the identifiability analysis. Furthermore, noise information is also important in many applications, e.g., biological networks [54, 92], where there may be only observational data collected without the userprovided excitation signals. Since external excitation signals are required to achieve identifiabil-
ity, it is necessary in this case to exploit the noises as the excitation sources for the identifiability analysis.

## I.S.2 Sub-Question 2

With the fundamental graphical results from the solution to sub-question 1 , synthesis approaches for identifiability will be further developed. Various actions may be taken to achieve identifiability. For example, the existing analysis results indicate that identifiability requires sufficient excitation signals and measured signals [169]. Therefore, additional actuators and sensors can be allocated to achieve identifiability. Another possibility is to modify the network topology, as the existing results show that identifiability can be guaranteed if the network topology satisfies certain conditions [13, 14, 69, 157]. However, it is not clear what the physical interpretation is when the topology of a module network is modified.

Therefore, this thesis will focus on synthesis procedures that achieve identifiability by allocating additional sensors and actuators. This leads to the second sub-question of this thesis.

Where to allocate actuators and sensors such that modules in a network are identifiable?

## I.5.3 Sub-question 3

The previous sub-questions exploit the topological information to develop synthesis approaches for identifiability. In this sub-question, the topology identification problem will be addressed to identify the topological information from data.

In the existing topology identification methods, the methods based on correlation or crossspectrum tests typically rely on an enormous amount of data to achieve accurate results [95, 96, 137]. However, when the network is large-scale, the data for topology identification is typically limited relative to the size of the network. On the other hand, other methods, which do not rely on those tests, do not address the advanced aspects in the topology identification problem, including how to choose the tuning parameters and the incorporation of available prior knowledge. Therefore, novel topology identification methods will be investigated to address the above issues.

How to identify the network topology without the need for tuning efforts while including the available prior knowledge?

In particular, we will focus on the topology identification problem from a Bayesian point of view in this thesis, due to the capability of the Bayesian framework to incorporate prior knowledge. The developed method will also be exploited to address a practical problem, where the goal is to infer the topological changes in brain networks caused by Mozart's music. This problem is
important for understanding the effect of music on human brains, a topic that is of interest in the neuroscience community, and the result also demonstrates the effectiveness of the developed topology identification method.

## I. 6 Structure of thesis

This thesis is organized as follows.
Chapter 2 - Preliminaries. In this chapter the dynamic network model and other important concepts, such as identifiability, are introduced formally.

Chapter 3 - Identifiability with full measurement: Analysis. The sub-question 1 is addressed in a special setting where all node signals in the network are measured. Based on the notions of generic identifiability [14, 69] and global identifiability [169], a new version of generic identifiability concept is formulated by incorporating the concept of model sets and a different notation of genericity based on the open and dense sets in a topological space. Then the existing path-based conditions in $[14,69]$ for generic identifiability are extended for the new generic identifiability concept. More importantly, the obtained path-based conditions incorporate additionally the prior known local modules and the noise information, compared to the original results in [14, 69].

The material of this chapter is based on the following papers:

- S.Shi, X. Cheng and P. M. J. Van den Hof. "Generic identifiability of subnetworks in a linear dynamic network: the full measurement case." Submitted to Automatica, 2020.
- S.Shi, X. Cheng and P. M. J. Van den Hof. "On the genericity concept in identifiability of linear dynamic networks." report, 2021.

Chapter 4 - Identifiability with full measurement: Synthesis. Sub-question 2 is considered in the setting where all node signals in networks are measured. Novel synthesis procedures to allocate excitation signals are developed to achieve generic identifiability of local modules, by exploiting the graphical conditions in Chapter 3 and the concept of disconnecting sets. Furthermore, the synthesis problem for a full network is also addressed by exploiting a novel graphical concept called pseudotrees, which leads to a novel synthesis approach to achieve the generic identifiability of a full network.

The material of this chapter is based on the following papers:

- S.Shi, X. Cheng and P.M.J. Van den Hof. "Excitation allocation for generic identifiability of a single module in dynamic networks: A graphic approach." The 21st IFAC World Congress, 2020.
- X. Cheng, S.Shi and P. M. J. Van den Hof. "Allocation of Excitation Signals for Generic Identifiability of Dynamic Networks." In Proc. 58th IEEE Conf. Decis Control (CDC), 2019.
- X. Cheng, S.Shi and P. M. J. Van den Hof. "Allocation of Excitation Signals for Generic Identifiability of Linear Dynamic Networks." IEEE Trans. Autom. Control, 67(2), 2022.

The author's contribution: In the above list, the last two works were led by their first author. The author of this thesis assisted the first author and contributed to the development of both the theoretical and the algorithmic parts of the works. In addition, the author of this thesis led the development of an important algorithmic step, i.e. Lemma 5 of the last publication.

Chapter 5 - Identifiability with partial measurement and excitation. This chapter addresses Sub-questions 1 and 2 in a more general setting, where not all node signals are measured nor excited. Both the path-based conditions in Chapter 3 and the synthesis procedures for local modules in Chapter 4 are extended to the partial measurement and excitation setting. It is shown that disconnecting sets provide important information regarding which signals to be measured or excited such that modules in a network are identifiable. This information also leads to novel indirect identification methods for the consistent identification of local modules.

The material of this chapter is based on

- S.Shi, X. Cheng and P. M. J. Van den Hof. "Single module identifiability in linear dynamic networks with partial excitation and measurement." Provisionally accepted by $I E E E$ Trans. Autom. Control, 2020.
- S.Shi, X. Cheng and P. M. J. Van den Hof. "Exploiting unmeasured disturbance signals in identifiability of linear dynamic networks with partial measurement and partial excitation." Accepted abstract in 19th IFAC Symposium on System Identification, 2021.

Chapter 6- Bayesian topology identification. The topology identification problem, i.e. sub-question 3 , is considered in this chapter. As a preliminary step to achieve topology identification with uncertainty quantification, a novel Bayesian model selection approach is developed to obtain a point estimate of the network topology, by modeling the modules in a network as Gaussian processes. The effectiveness of the developed approach is demonstrated in the numerical analysis.

The material of this chapter is based on the following paper:

- S.Shi, G. Bottegal and P. M. J. Van den Hof. "Bayesian topology identification of linear dynamic networks" In Proc. 18th European Control Conference (ECC), p. 2814-2819, 2019.

Chapter 7- Topology identification of brain networks for the Mozart effect. While the algorithm in Chapter 6 provides a topology estimate of a single data set, it is further extended
in this chapter to infer topological changes from a group of data sets. More importantly, the developed approach is applied to a brain network study, in order to reveal the topological changes in brain networks caused by listening to the Mozart's music. Potential changes related to the cognitive processing in the brain networks are observed in the study.

This chapter is based on

- R. J.C. van Esch, S, Shi*, A. Bernas, S. Zinger, A. P. Aldenkamp and P. M. J. Van den Hof. "A Bayesian method for inference of effective connectivity in brain networks for detecting the Mozart effect." Comput. Biol. Med, p. 104055, 2020. *Corresponding author.

The author's contribution: The material of this chapter is joint work with other coauthors and is extended from the MSc project of the first author. The author of this thesis contributed to the development of the Bayesian approach, the supervision of the student, the validation of the results, and reviewing and revising the paper.

Chapter 8-Conclusions and future work. In this chapter conclusions are drawn, and several open problems are discussed.

醉漾轻舟，信流引到花深处。尘缘相误，无计花间住。

## 秦观（宋）

Drunk，at random I float．Along the stream my little boat．By misfor－ tune，among．The flowers I cannot stay long．

Guan Qin（Song dynasty）；Translated by Yuanchong Xu

## 2

## Preliminaries

The linear dynamic network model is introduced in this chapter．Then network identifiabil－ ity is defined，which is one of the core concepts in this thesis．This is followed by the graphical representation of dynamic networks，which serves as the basis for the graphical analysis in the fol－ lowing chapters．Finally，the connections between the linear dynamic network and the network models introduced in Chapter 1 are also investigated．

## 2．I DYNAMIC NETWORK MODEL

The dynamic network describes the causal relationship among an $L$－dimensional internal signal vector $w(t)$ ，a $K$－dimensional deterministic excitation signal vector $r(t)$ ，and an $L$－dimensional signal vector $v(t)$ of zero－mean stationary stochastic processes［152］．The model is formulated as

$$
\begin{align*}
w(t) & =G(q) w(t)+R(q) r(t)+v(t),  \tag{2.1a}\\
w_{\mathcal{C}}(t) & =C w(t), \tag{2.1b}
\end{align*}
$$

where $q^{-1}$ is the delay operator，i．e．$q^{-1} w_{i}(t)=w_{i}(t-1)$ ，and
－$G(q)$ is an $L \times L$ matrix of rational transfer operators，whose entries are referred to as
modules;

- $R(q)$ is an $L \times K$ matrix of rational transfer operators;
- $C \in \mathbb{R}^{m \times L}$ is a binary selection matrix which extracts a subvector $w_{\mathcal{C}}(t)$ from $w(t)$, i.e. $C$ consists of a subset of rows from an $L \times L$ identity matrix;
- Internal signal $w_{\mathcal{C}}(t)$ and excitation signal $r(t)$ are measured;
- Disturbance $\operatorname{signal} v(t)$ is not measured.

As a special case, when $C=I$, i.e. all the internal signals in $w(t)$ are measured, the measurement equation (2.1b) can be omitted. In addition, let $G(z)$ denote the transfer function corresponding to $G(q)$, and

$$
G\left(e^{j \omega}\right), \omega \in[-\pi, \pi]
$$

is the frequency function of $G(z) . G(q)^{*}$ and $G(z)^{*}$ denote $G^{\top}\left(q^{-1}\right)$ and $G^{\top}\left(z^{-1}\right)$, respectively.

A noise model for $v(t)$ can be further introduced as follows. Let $\Phi_{v}(z)$ with dimension $L \times L$ be the (power) spectrum of $v(t)$, defined as

$$
\Phi_{v}(z) \triangleq \sum_{\tau=-\infty}^{\infty} \Xi_{v}(\tau) z^{-\tau}
$$

where $\Xi_{v}(\tau)$ is the auto-covariance function of $v(t)$, i.e.

$$
\Xi_{v}(\tau) \triangleq E\left[v(t) v(t-\tau)^{\top}\right] .
$$

In addition, consider that $\Phi_{v}(z)$ has rank $p \leqslant L$, and $v(t)$ is called a singular disturbance process if $p<L$ holds. Based on the spectral factorization theory, $\Phi_{v}(z)$ admits a decomposition as

$$
\begin{equation*}
\Phi_{\nu}(z)=H(z) \Lambda H(z)^{\star}, \tag{2.2}
\end{equation*}
$$

where

- $\Lambda$ is a real and positive semi-definite matrix with either dimension $L \times L$ or $p \times p$, depending on the chosen spectral factorization method [60, 169];
- $H(z)$ is proper, stable, and has a stable left inverse [169] with a suitable dimension according to $\Lambda$.

Motivated by (2.2), $v(t)$ can be modeled as

$$
\begin{equation*}
v(t)=H(q) e(t) \tag{2.3}
\end{equation*}
$$

where $e(t)$ is a white noise process with covariance matrix $\Lambda$, because $H(q) e(t)$ admits the same spectral density matrix as $v(t)$. The specific spectral factorization in (2.2) and thus the corresponding dimensions of $\Lambda$ and $H(q)$ will be specified in Chapters 3 and 5.

Combining (2.1) with the noise model in (2.3) leads to a complete network model specified by a quintuple

$$
\begin{equation*}
M \triangleq(G(q), R(q), H(q), C, \Lambda) \tag{2.4}
\end{equation*}
$$

on which the following assumptions are made:
Assumption 2.1. (a) $G(q)$ is stable ${ }^{*}$, proper, and hollow;
(b) The network is well-posed in the sense that all principal minors of $\lim _{z \rightarrow \infty}[I-G(z)]$ are non-zero [46];
(c) $[I-G(q)]^{-1}$ is stable;
(d) $H(z)$ is proper, stable, and has a stable left inverse;
(e) $R(q)$ is stable and proper;
(f) $\Lambda$ is real and positive semi-definite.

In Assumption 2.1, $G(q)$ is hollow such that there is no self-loop in the network, i.e. an internal signal does not directly influence itself in (2.1). Furthermore, Assumption 2.1(b) ensures that every principal submatrix of $[I-G(q)]$ has a proper inverse, i.e. every closed-loop transfer function in the dynamic network is proper [46, 131].

The following sets are also defined based on the network model (2.4):

- $\mathcal{W} \triangleq\left\{w_{1}, \cdots, w_{L}\right\}$ is the set of all the internal signals, where the dependency of signal $w_{i}(t)$ on the time index $t$ is omitted for simplicity;
- $\operatorname{Set} \mathcal{C}$ contains all the measured internal signals, i.e. the entries in $w_{\mathcal{C}}(t)$;
- $\mathcal{Z}=\mathcal{W} \backslash \mathcal{C}$ contains all the unmeasured internal signals;
- $\mathcal{R} \triangleq\left\{r_{1}, \cdots, r_{K}\right\}$ is the set of all the excitation signals;
- The signals in vectors $r(t)$ and $e(t)$ are called external signals and are collected into set $\mathcal{X}$.


### 2.2 Model set

Instead of a single network model (2.4), a set of models is typically considered in identification methods that search for an optimal model within the set.

[^0]Definition 2.1. A network model set $\mathcal{M}$ is a set of network models in the form of (2.4) which satisfy Assumption 2.1 and have the same $C$ matrix, i.e. the same measurement scheme.

In many practical situations, a special type of network model set is obtained by a rational parameterization of the entries in $(G(q), R(q), H(q))$. Consider the following two polynomials:

$$
\begin{aligned}
& A(q)=1+a_{1} q^{-1}+\cdots+a_{n_{a}} q^{-n_{a}} \\
& B(q)=q^{-n_{k}}\left(b_{0}+b_{1} q^{-1}+\cdots+b_{n_{b}} q^{-n_{b}}\right)
\end{aligned}
$$

Then each transfer operator, e.g. $G_{j i}(q)$, can be parameterized as

$$
\begin{equation*}
G_{j i}(q, \theta)=\frac{B(q, \theta)}{A(q, \theta)} \tag{2.5}
\end{equation*}
$$

where the parameter vector $\theta$ contains all the coefficients in the polynomials [90]. We say that two transfer operators are parameterized independently if they contain distinct parameters. In addition, entries in the covariance matrix $\Lambda$ can also be parameterized.

Definition 2.2. A parametric model set $\mathcal{M}_{\Theta}$ is defined as

$$
\mathcal{M}_{\Theta}=\{M(\theta) \mid M(\theta)=(G(q, \theta), R(q, \theta), H(q, \theta), C, \Lambda(\theta)), \theta \in \Theta\}
$$

where the transfer operators are parameterized in the form of $(2.5), M(\theta)$ satisfies Assumption 2.1 for all $\theta \in \Theta$, and $\Theta$ is an open and connected subset of $\mathbb{R}^{n}$.

In the above definition, the openness and the connectedness of the parameter space are required such that the parametric model set is well-behaved, i.e. the derivative of the model structure over the parameters is well defined. See [90, Definition 4.3] for more details. Furthermore, we assume that each parameterized transfer function has distinct parameters.

Assumption 2.2. The transfer functions in a parametric network model set are parameterized independently.

Remark 2.1. A parametric model set $\mathcal{M}_{\Theta}$ is a particular type of model set, and thus the notation $\mathcal{M}$ may refer to a parametric model set or a model set that does not depend on a finite-dimensional parameter. A model set $\mathcal{M}$ that does not depend on a finite-dimensional parameter is referred to as a non-parametric model set.

### 2.3 Network identifiability

Motivated by identification procedures where different models in a model set are compared and then an optimal one is selected, the classical identifiability concept concerns the ability to distinguish different models in the model set [90] such that the identification procedures can obtain a
unique model. Following the above classical identifiability concept, global network identifiability for dynamic networks is introduced in an identification setting in [167, 169], as a property that reflects the ability to distinguish between network models in a network model set. There is also another version of network identifiability called generic identifiability which is based on a single network and its network topology [14, 69]. This concept will be discussed in Section 3.2.

Firstly, to compare different models, we define the equality of transfer matrices by following [90]: two transfer matrices $G_{1}(q)$ and $G_{2}(q)$ are said to be equal if

$$
G_{1}\left(e^{j \omega}\right)=G_{2}\left(e^{j \omega}\right), \text { for almost all } \omega .
$$

Then identifiability is defined based on the external-to-internal mapping (MIMO system) of a network model (2.1):

$$
\begin{equation*}
w_{\mathcal{C}}(t)=C T(q) R(q) r(t)+C T(q) H(q) e(t), \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
T(q) \triangleq[I-G(q)]^{-1} . \tag{2.7}
\end{equation*}
$$

Based on the above model, $w_{\mathcal{C}}(t)$ is a quasi-stationary signal with its mean as

$$
\begin{equation*}
E\left[w_{\mathcal{C}}(t)\right]=C T(q) R(q) r(t), \tag{2.8}
\end{equation*}
$$

and its covariance function as

$$
\Xi_{\bar{v}}(\tau)=E\left[\bar{v}(t) \bar{v}(t-\tau)^{\top}\right], \text { where } \bar{v}(t) \triangleq C T(q) H(q) e(t),
$$

and the expectation operator $E$ is with respect to the white noise $e(t)$. Then the z-transform of the covariance function $\Xi_{\bar{v}}(\tau)$ leads to the spectrum $C \Phi(z) C^{\top}$ of $\bar{v}(t)$, where

$$
\begin{equation*}
\Phi(z) \triangleq T(z) H(z) \Lambda H(z)^{\star} T(z)^{\star} . \tag{2.9}
\end{equation*}
$$

The mean (2.8) and the spectrum $C \Phi(z) C^{\top}$ contain the statistical second-order properties of the measured internal signals. These properties are uniquely specified by the measured $w_{\mathcal{C}}(t)$ and $r(t)$. Furthermore, under certain conditions on $r(t)$, the mean (2.8) also determines a unique mapping $C T(q) R(q)$.

Proposition 2.1. If the power spectrum $\Phi_{r}\left(e^{j \omega}\right)$ of $r(t)$ satisfies

$$
\begin{equation*}
\Phi_{r}\left(e^{j \omega}\right)>0, \text { for almost all } \omega \in[-\pi, \pi], \tag{2.10}
\end{equation*}
$$

then the mean (2.8) determines a unique mapping $C T(q) R(q)$.

Proof. Let $F(q)=C T(q) R(q)$, and consider the same mean under two mappings $F_{1}(q)$ and $F_{2}(q)$, i.e.

$$
F_{1}(q) r(t)=F_{2}(q) r(t) .
$$

This means the spectrum of $\bar{F}(q) r(t)$ is zero for almost all $\omega$, where $\bar{F}(q)=F_{1}(q)-F_{2}(q)$. Thus, it holds that

$$
\int_{-\pi}^{\pi} \bar{F}\left(e^{j \omega}\right) \Phi_{r}\left(e^{j \omega}\right) \bar{F}\left(e^{j \omega}\right)^{\star} d \omega=0 .
$$

Combining the above equation and (2.10) shows that $\bar{F}\left(e^{j \omega}\right)$ is zero for almost all $\omega$, and thus $F_{1}(q)=F_{2}(q)$.
$r(t)$ is said to be persistently exciting if (2.10) is satisfied. Under this condition, measured signals $w_{\mathcal{C}}(t)$ and $r(t)$ lead to unique objects $C T(q) R(q)$ and $C \Phi(z) C^{\top}$. Therefore, the identifiability concept introduced in [169] concerns whether the above objects further lead to a unique network model.

Definition 2.3. Given a parametric network model set $\mathcal{M}_{\Theta}$, consider $M\left(\theta_{0}\right) \in \mathcal{M}_{\Theta}$ and the following implication:

$$
\left.\begin{array}{rl}
C T\left(q, \theta_{0}\right) R\left(q, \theta_{0}\right) & =C T\left(q, \theta_{1}\right) R\left(q, \theta_{1}\right)  \tag{2.11}\\
C \Phi\left(z, \theta_{0}\right) C^{\top} & =C \Phi\left(z, \theta_{1}\right) C^{\top}
\end{array}\right\} \Rightarrow G_{j i}\left(q, \theta_{0}\right)=G_{j i}\left(q, \theta_{1}\right)
$$

for all $M\left(\theta_{1}\right) \in \mathcal{M}_{\Theta}$. Then module $G_{j i}$ is globally identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if the implication (2.11) holds for all $M\left(\theta_{0}\right) \in \mathcal{M}_{\Theta}$.

The above definition concerns the statistical second-order properties of the measured signals, while higher-order properties or the full distribution are not considered, since the mean and the spectrum are the typical objects of interest in system identification methods. The above definition also extends trivially to multiple modules by replacing $G_{j i}$ in (2.11) with the objects of interest. If all the modules in $G(q)$ are globally identifiable, it is said that the model set $\mathcal{M}$ or the full network is globally identifiable.

When a model set is globally identifiable and if $r(t)$ is persistently exciting, a unique model can be found by an identification method that relies on the second-order properties of the measured signals. This uniqueness is important, for example, when the network model has a physical interpretation. However, some models, e.g. models with latent variables such as a state-space model [132], are inherently not identifiable. In this case, one may choose to accept that a model set is not identifiable and thus accept the non-uniqueness.

Remark 2.2. The concept in Definition 2.3 considers the identifiability of a module (transfer function) instead of the identifiability of its parameters. Given the unique rational transfer function, the identifiability of its parameters is a classical topic and can be achieved by appropriate parameterization of this transfer function as shown in [90, Section 4.6].

### 2.4 Graphical representation

### 2.4.I BASIC GRAPHICAL CONCEPTS

A graphical representation can be used to encode the topological information of a network model set or a network model. Relevant graphical concepts are first introduced in this subsection.

A directed graph $\mathcal{G}$ is defined as $\mathcal{G} \triangleq(\mathcal{V}, \mathcal{E})$, where $\mathcal{V} \triangleq \mathcal{W} \cup \mathcal{X}$ is a set of vertices representing both the internal signals and the external signals, and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ denotes a set of directed edges between the vertices. Note that $w_{i}(t)$ denotes both a signal and a vertex in $\mathcal{G}$, and it is often written as $w_{i}$ for the simplicity of notation. In addition, this thesis mainly considers simple graphs, i.e. $\mathcal{E}$ does not contain any edge of the form $\left(w_{i}, w_{i}\right)$, and there exists maximally one directed edge from one vertex to another vertex.

In $\mathcal{G}$ a directed edge from $w_{i}$ to $w_{j}$, denoted by $\left(w_{i}, w_{j}\right)$, is called an in-coming edge of $w_{j}$ and an out-going edge of $w_{i}$. In this case, $w_{i}$ is also called an in-neigbbor of $w_{j}$, and $w_{j}$ is an outneighbor of $w_{i}$. The out-degree of $w_{i}$ is the total number of out-neighbors of $w_{i}$. A source is a vertex without any in-neighbors, and likewise, a sink is a vertex without any out-neighbors. A (directed) path from $w_{i}$ to $w_{j}$ is a sequence of vertices and out-going edges starting from $w_{i}$ to $w_{j}$ without repeating any vertex. If a path from $w_{i}$ to $w_{j}$ exists, $w_{j}$ is also said to be reachable by $w_{i}$. The length of a path is the number of edges in the path. Note that a single vertex is also regarded as a directed path with length zero. In a path, internal vertices are the vertices excluding the starting and the ending vertices. A (directed) cycle or loop around $w_{i}$ is a sequence of vertices and out-going edges from $w_{i}$ to $w_{i}$, in which only the starting and the ending vertices are repeated. A directed simple graph $\mathcal{G}$ is connected if the underlying undirected graph, obtained by replacing all the directed edges of $\mathcal{G}$ with undirected edges, is connected, i.e., in the undirected graph, there is an undirected path between any pair of vertices.

Two directed paths are called vertex disjoint if they do not share any vertex, including the starting and ending vertices, otherwise, they intersect. They are internally vertex disjoint if they do not share any internal vertex. Similarly, two sets of paths $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ are said to be vertex disjoint if every path in $\mathcal{P}_{1}$ is vertex disjoint with the paths in $\mathcal{P}_{2}$. Given two subsets of vertices $\mathcal{V}_{1}$ and $\mathcal{V}_{2}, b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}$ denotes the maximum number of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$. A vertex set $\mathcal{D}$ is called a $\mathcal{V}_{1}-\mathcal{V}_{2}$ disconnecting set, or equivalently a disconnecting set from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$, if it intersects with all the paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$. Note that $\mathcal{D}$ may also include vertices in $\mathcal{V}_{1} \cup \mathcal{V}_{2}$. It is a minimum disconnecting set if it has the minimum cardinality among all $\mathcal{V}_{1}-\mathcal{V}_{2}$ disconnecting sets [135].

The duality between vertex disjoint paths and disconnecting sets is explained in the following result.

Theorem 2.1 (Menger's theorem [135]). Let $\mathcal{V}_{1}, \mathcal{V}_{2}$ be two subsets of vertices in a directed graph.

The maximum number of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$ equals the cardinality of a minimum disconnecting set from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$.

The concepts of disconnecting sets and vertex disjoint paths are further illustrated in the following example.

Example 2.1. Consider the directed graph in Figure 2.1, where two vertex sets $\mathcal{V}_{1}=\left\{w_{1}, w_{2}, w_{3}\right\}$ and $\mathcal{V}_{2}=\left\{w_{7}, w_{8}, w_{9}\right\}$ are indicated by blue circles. The goal is to find a set of maximum number of vertex disjoint paths $\mathcal{P}$ and a minimum disconnecting set $\mathcal{D}$ from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$.


Figure 2.1: In this directed graph, the two red paths form a set of maximum number of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$. Set $\left\{w_{6}, w_{7}\right\}$, i.e. the two red vertices, is a minimum $\mathcal{V}_{1}-\mathcal{V}_{2}$ disconnecting set.

Consider the paths from $w_{1} \in \mathcal{V}_{1}$ to the vertices in $\mathcal{V}_{2}$. It can be found that $w_{1}$ only has two paths to $w_{7}$ which pass through either $w_{4}$ or $w_{5}$. These two paths are not vertex disjoint because they share the starting vertex $w_{1}$ and the ending vertex $w_{7}$. This shows that the paths from $w_{1}$ and $w_{7}$ only contribute one vertex disjoint path to $\mathcal{P}$, i.e. the upper red path in Figure 2.1. Similarly, even if there are multiple paths from $\left\{w_{2}, w_{3}\right\}$ to $\left\{w_{8}, w_{9}\right\}$, all of them share the common vertex $w_{6}$. Thus, these paths also contribute only one vertex disjoint path to $\mathcal{P}$, i.e. the lower red path in Figure 2.1. Based on the above observations, there are maximally two vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$, i.e. $b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}=2$. One choice of $\mathcal{P}$ is to collect path $w_{1} \rightarrow w_{5} \rightarrow w_{7}$ and path $w_{2} \rightarrow w_{6} \rightarrow w_{8}$, i.e. the two red paths in Figure 2.1; however, this choice is not unique.

For the minimum disconnecting set $\mathcal{D}$, one choice is $\mathcal{D}=\left\{w_{6}, w_{7}\right\}$, i.e. the two red vertices in Figure 2.1. It can be found that if $\left\{w_{6}, w_{7}\right\}$ is removed, there is no directed path from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$. Therefore, $\left\{w_{6}, w_{7}\right\}$ is a disconnecting setfrom $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$. In addition, the set is minimum according to the Menger's theorem, since its cardinality equals $b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}$. Note that the choice for a minimum disconnecting set may not be unique, and a different choice in this example can be $\left\{w_{1}, w_{6}\right\}$.

The following important property of disconnecting sets will also be used [69].
Lemma 2.1. For a directed graph and given a $\mathcal{V}_{1}-\mathcal{V}_{2}$ disconnecting set $\mathcal{D}$, consider the division of all the vertices $\mathcal{V}$ into three disjoint sets $\mathcal{S} \cup \mathcal{D} \cup \mathcal{P}$ as follows: set $\mathcal{S}$ contains all the vertices reachable by $\mathcal{V}_{1}$ without intersecting with $\mathcal{D}$, and $\mathcal{P}=\mathcal{V} \backslash(\mathcal{D} \cup \mathcal{S})$. Then It holds that no directed edge exists from $\mathcal{S}$ to $\mathcal{P}$.

The above result has an important algebraic consequence. Consider a square matrix $A$ that encodes the topology of a directed graph, i.e., $A_{j i}$ is zero if and only if the directed edge $(i, j)$ does not exist. Then given a disconnecting set $\mathcal{D}$ from a vertex set $\mathcal{V}_{1}$ to another vertex set $\mathcal{V}_{2}$ in the above directed graph, $A$ can be permuted as

$$
\left[\begin{array}{clc}
A_{\mathcal{P P}} & A_{\mathcal{P D}} & 0  \tag{2.12}\\
A_{\mathcal{D P}} & A_{\mathcal{D D}} & A_{\mathcal{D S}} \\
A_{\mathcal{S P}} & A_{\mathcal{S D}} & A_{\mathcal{S S}}
\end{array}\right],
$$

where sets $\mathcal{P}, \mathcal{S}$ are formulated as in Lemma 2.1 , and the submatrix $\mathcal{A}_{\mathcal{D} \mathcal{P}}$ collects all the entries in $A$ that represent the directed edges from $\mathcal{P}$ to $\mathcal{D}$. More importantly, there is a block zero in (2.12) which denotes the submatrix $A_{\mathcal{P} \mathcal{S}}$, since there is no directed edge from $\mathcal{S}$ to $\mathcal{P}$ according to Lemma 2.1. The sparsity pattern of the permuted $A$ in (2.12) induced by a disconnecting set can facilitate the graphical analysis for identifiability and will be exploited in Section 4.2.2.

### 2.4.2 Graphs of model sets and dynamic networks

Recall that in graph $\mathcal{G}$, its vertices represent both the internal signals and the external signals in a dynamic network. The directed graph $\mathcal{G}$ can thus be used to encode the following structural information of a model set $\mathcal{M}$. Certain entries in $G(q), R(q)$, and $H(q)$ may have fixed values for all models in $\mathcal{M}$, based on the prior knowledge or simply on the user's modeling assumptions. For example, the absence of an interconnection between internal signals is represented by a fixed 0 in $G(q)$ for all models in $\mathcal{M}$; some entries in $G(q)$ may be particularly designed controllers that are fixed and known.

- The fixed entries in the transfer matrices are also called known entries;
- The entries that are not fixed are called unknown entries.

Note that the known entries include the fixed zeros and the known non-zero entries in the matrices of the models. In addition, all the network models in a network model set have the same fixed entries.

Based on the fixed entries, a directed graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ associated with the model set $\mathcal{M}$ satisfies that an edge exists in $\mathcal{G}$ if and only if the corresponding entry in $G(q), R(q)$ and $H(q)$ is not fixed to be zero. For example, the directed edge from $w_{i}$ to $w_{j}$ exists if and only if $G_{j i}(q)$ is not fixed to be zero in $\mathcal{M}$, and similarly, a directed edge from $e_{i}$ to $w_{j}$ exists if and only if $H_{j i}(q)$ is not fixed to be zero in $\mathcal{M}$. In addition, the set of edges $\mathcal{E}$ can be decomposed into two disjoint subsets as $\mathcal{E}=\mathcal{E}_{1} \cup \mathcal{E}_{2}$, where $\mathcal{E}_{1}$ contains the edges representing the unknown entries of the transfer matrices in $\mathcal{M}$, and $\mathcal{E}_{2}$ consists of the edges representing the known non-zero entries.

Example 2.2. Consider a graph of a network model set $\mathcal{M}$ in Figure 2.2, where there are three
internal signals, one excitation signal $r_{1}(t)$, and one noise signal $e_{2}(t)$. Therefore, $\mathcal{M}$ contains network models with $3 \times 3$ matrix $G(q), 3 \times 1$ matrix $R(q)$ and $3 \times 1$ matrix $H(q)$.


Figure 2.2: A graph of a network model set $\mathcal{M}$, where the signals represented by green vertices, i.e. $w_{1}(t)$, $w_{3}(t)$ and $r_{1}(t)$, are measured. The double-lined edge $\left(w_{2}, w_{3}\right)$ represents the known non-zero entry $G_{32}^{0}$ in $\mathcal{M}$, while the other edges denote the unknown entries.

Since the edge from $w_{2}$ to $w_{1}$ does not exist in the graph, module $G_{12}(q)$ in $G(q)$ is fixed to be zero for all the models in $\mathcal{M}$. In addition, the module $G_{32}(q)$, represented by the double-lined edge, has a fixed non-zero value for all the models in $\mathcal{M}$. Since the internal signals $w_{1}(t)$ and $w_{3}(t)$ are measured, the $C$ matrix in (2.1b) can also be determined as

$$
C=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Similarly, the information regarding the other entries of the matrices in $\mathcal{M}$ can be read from the graph. It can be found that the graph denotes a model set that contains models with the following structure:

$$
\begin{aligned}
& {\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
w_{3}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & 0 \\
G_{21}(q) & 0 & 0 \\
G_{31}(q) & G_{32}^{0}(q) & 0
\end{array}\right]\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
w_{3}(t)
\end{array}\right]+\left[\begin{array}{c}
R_{1}(q) \\
0 \\
0
\end{array}\right] r_{1}(t)+\left[\begin{array}{c}
0 \\
H_{2}(q) \\
0
\end{array}\right] e_{2}(t),} \\
& {\left[\begin{array}{l}
w_{1}(t) \\
w_{3}(t)
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
w_{1}(t) \\
w_{2}(t) \\
w_{3}(t)
\end{array}\right],}
\end{aligned}
$$

where $G_{32}^{0}(q)$ 's superscript denotes that this entry takes a fixed value over different models in $\mathcal{M}$.
Note that in the graph $\mathcal{G}$ of a model set $\mathcal{M}$, the absence of one edge leads to a stronger restriction on $\mathcal{M}$ than the existence of one edge. For example, in Figure 2.2, while the absence of edge $\left(w_{2}, w_{1}\right)$ enforces $G_{12}(q)$ to be zero for all the models in $\mathcal{M}$, the existing edge ( $w_{1}, w_{2}$ ) allows models in $\mathcal{M}$ to have different values for module $G_{21}(q)$, possibly including $G_{21}(q)=0$.

A parametric model set $\mathcal{M}_{\Theta}$ is a model set obtained from parameterization, and thus the graphical representation also applies to $\mathcal{M}_{\Theta}$. In $\mathcal{M}_{\Theta}$, its unknown entries are parameterized
as functions of the parameters, while the known (fixed) entries, either zero or non-zero, do not depend on the parameters because they have fixed values.

### 2.5 Notations and definitions

Some basic notations and definitions are first collected here, and these notations will be used intensively in the identifiability study in Chapters 3, 4 and 5.

Recall the defined sets in Section 2.1. In addition, we define the following sets for a model set $\mathcal{M}$ and its associated graph based on the known and unknown entries:

- Set $\mathcal{W}_{j}^{-}$contains all the internal signals that have unknown directed edges (modules) to $w_{j}$;
- $\mathcal{W}_{i}^{+}$contains all the internal signals to which $w_{i}$ has unknown directed edges;
- Let $\mathcal{X}_{j}$ include all the external signals that do not have any unknown edge to $w_{j}$;
- For a set of vertices $\overline{\mathcal{V}}$ in $\mathcal{G}$, let the set $\overline{\mathcal{N}}_{\overline{\mathcal{V}}}^{+}$contain all the out-neighbors of the vertices in $\overline{\mathcal{V}}$.

For two sets $\mathcal{V}_{1}$ and $\mathcal{V}_{2}, \mathcal{V}_{1} \backslash \mathcal{V}_{2}$ denotes the set substraction, i.e.

$$
\mathcal{V}_{1} \backslash \mathcal{V}_{2} \triangleq\left\{x \in \mathcal{V}_{1} \mid x \notin \mathcal{V}_{2}\right\}
$$

In our notation, the dependency of signals on $t$ is often omitted. In the proofs, the dependency of transfer operators on $q$ and $\theta$ is often omitted for the simplicity of notation.

Recall from Section 2.1 that $\mathcal{X}$ is the set of all the external signals. A vertex $w_{i}$ is said to be directly excited by a vertex $x_{i} \in \mathcal{X}$ if there is a directed edge from $x_{i}$ to $w_{i}$, and $w_{i}$ is (indirectly) excited by $x_{i}$ if there exists a path from $x_{i}$ to $w_{i}$. Similarly, $w_{i}$ is said to be indirectly measured if it has a path to a measured internal signal.

In addition, recall (2.6) and define

$$
\begin{equation*}
T_{\mathcal{W} \mathcal{R}}(q) \triangleq T(q) R(q), X(q) \triangleq[R(q) \quad H(q)], \text { and } T_{\mathcal{W X}}(q) \triangleq T(q) X(q) \tag{2.13}
\end{equation*}
$$

Therefore, $T_{\mathcal{W X}}(q)$ denotes the mapping in (2.6) from all the external signals in $\mathcal{X}$ to all the internal signals in $\mathcal{W}$. Given two subsets $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}$, we use $T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q)$ to represent the mapping from the external signals in $\overline{\mathcal{X}}$ to the internal signals in $\overline{\mathcal{W}}$, i.e. the submatrix of $T_{\mathcal{W X}}(q)$ whose rows and columns correspond to the elements in $\overline{\mathcal{W}}$ and $\overline{\mathcal{X}}$, respectively. When the set contains a single element, e.g. $\overline{\mathcal{W}}=\left\{w_{j}\right\}, T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)$ is simply written as $T_{j \overline{\mathcal{X}}}(q)$.

The above notion for submatrices applies to other matrices and vectors similarly. For example, given subsets $\overline{\mathcal{W}}_{1}$ and $\overline{\mathcal{W}}_{2}$ of $\mathcal{W}, G_{\overline{\mathcal{W}}_{1} \overline{\mathcal{W}}_{2}}(q)$ and $T_{\overline{\mathcal{W}}_{1} \overline{\mathcal{W}}_{2}}(q)$ denote the submatrices of $G(q)$
and $T(q)$ whose rows and columns correspond to the subsets. Similarly, $w_{\mathcal{C}}(t)$ denotes a subvector of $w(t)$ whose components correspond to the elements in $\mathcal{C}$, i.e. the measured internal signals.

Furthermore, given any transfer matrix or spectrum $A(z)$, the notation $A^{\infty}$ is defined as

$$
A^{\infty} \triangleq \lim _{z \rightarrow \infty} A(z)
$$

A square transfer matrix $A(z)$ is said to be monic if $A^{\infty}$ is an identity matrix. It is said to be minimum-phase if both this transfer matrix and its inverse are proper and stable.

The concept of the absence of algebraic loops is often used.
Definition 2.4. Given a network model set $\mathcal{M}$, it is said to have no algebraic loop if there exists a permutation matrix $P$ such that for all models in $\mathcal{M}, P G^{\infty} P^{\top}$ is lower triangular.

The above definition requires a single $P$ matrix to work for all the elements in $\mathcal{M}$. Similarly, we can also consider the absence of algebraic loops for a single network model.

### 2.6 CONNECTIONS TO OTHER NETWORK MODELS

### 2.6.I Introduction

Several different network models have been discussed in Section 1.2; however, their connections have not been formulated. After having the relevant background for dynamic networks in the previous sections, we establish the connections between the dynamic network model and other network models in Section 1.2. In particular, the VAR model, the SEM model and the Bayesian network will be considered. Building these connections can be helpful for understanding the relevant literature and extending techniques from other domains to the identification of dynamic networks.

For simplicity, a special network model $(G(q), R(q), H(q), I, \Lambda)$ is considered in this subsection, where $C=I, \Lambda \in \mathbb{R}^{L \times L}$ is non-singular, $H(q)$ is diagonal and monic, and there is no external excitation, i.e. $R(q)=0$. In addition, instead of the direct connection between the network model and the models in Section 1.2, the connection between the predictor model of the network model and the models in Section 1.2 is established. Thus, the predictor model of the dynamic network is first introduced [90].

Consider the $j$-th row of the network model

$$
\begin{equation*}
w_{j}(t)=\sum_{i \in \mathcal{I} \backslash\{j\}} G_{j i}(q) w_{i}(t)+H_{j}(q) e_{j}(t), \tag{2.14}
\end{equation*}
$$

where $\mathcal{I}=\{1, \cdots, L\}$ and $H_{j}(q)$ is the $j$-th entry on the main diagonal of $H(q)$. Then it can
be reformulated as

$$
\begin{equation*}
w_{j}(t)=\hat{w}_{j}(t)+e_{j}(t) \tag{2.15}
\end{equation*}
$$

where

$$
\hat{w}_{j}(t)=\left[1-H_{j}(q)^{-1}\right] w_{j}(t)+\sum_{i \in \mathcal{I} \backslash\{j\}} H_{j}(q)^{-1} G_{j i}(q) w_{i}(t) .
$$

Since $H(q)$ is monic, $1-H_{j}(q)^{-1}$ is strictly proper and thus the power series expansion of $\hat{w}(t)$ is

$$
\begin{equation*}
\hat{w}_{j}(t)=\sum_{k=1}^{\infty} h_{j}^{(k)} w_{j}(t-k)+\sum_{i \in \mathcal{I} \backslash\{j\}} \sum_{k=0}^{\infty} g_{j i}^{(k)} w_{i}(t-k), \tag{2.16}
\end{equation*}
$$

where $g_{j i}^{(k)}$ is the $k$-th impulse response coefficient of $H_{j}(q)^{-1} G_{j i}(q)$, and $h_{j}^{(k)}$ is the $k$-th impulse response coefficient of $\left[1-H_{j}(q)^{-1}\right] . \hat{w}_{j}(t)$ is the so-called one-step-ahead predictor [90], since it can predict $w_{j}(t)$ given the past and the present values of $w_{i}(t)$, and the past values of $w_{j}(t)$, as shown in (2.16). Model (2.15) is referred to as a predictor network associated with the network model (2.14).

The predictor model is used extensively in the so-called prediction-error methods (PEMs) for identifying dynamic systems [90]. By exploiting the predictor model obtained from (2.14), the goal of PEMs is to find the optimal parameters such that the error between $w_{j}(t)$ and its prediction $\hat{w}_{j}(t)$ is minimized. Therefore, what matters in the end is the predictor $\hat{w}_{j}(t)$ and thus (2.15) of the network, while the original network model (2.14) only serves as a vehicle to arrive at the expression for (2.15) [89]. In this section, the connections between the predictor (2.15) and the different network models in Section 1.2 will be studied.

### 2.6.2 VAR mODEL

When the modules in $G(q)$ are strictly proper, it holds that $g_{j i}^{(0)}=0$ in (2.16). Then combining (2.15) with (2.16), for all $j$, into a matrix form leads to

$$
\begin{equation*}
w(t)=\sum_{k=1}^{\infty} A^{(k)} w(t-k)+e(t) \tag{2.17}
\end{equation*}
$$

where $A^{(k)}$ contains all the $k$-th impulse response coefficients in (2.16) for $j \in \mathcal{I}$. Based on the above model and (1.2), it can be found that (2.15) is an infinite-order VAR model.

Therefore, if the impulse responses in (2.17) are truncated to a finite order $n$, all techniques for estimating a VAR model can be applied to the estimation of (2.15). Conversely, the techniques developed for estimating (2.15) with the power series expansion can also be used for a VAR model.

### 2.6.3 SEM

Recall the structural equation models (SEMs) in Section 1.2.3. In general, an SEM model consists of a set of equations

$$
\begin{equation*}
x_{j}=f_{j}\left(\mathcal{P}_{j}, v_{j}\right), j \in\{1, \cdots, L\} \tag{2.18}
\end{equation*}
$$

where $\mathcal{P}_{j}$ is a subset of $\left\{x_{1}, \cdots, x_{L}\right\}$ whose elements determine the value of $x_{j}$, and $v_{j}$ is a disturbance term [113]. In addition, a directed graph $\mathcal{G}_{S}$ associated with an SEM model can be obtained by using vertices to denote the variables in $\left\{x_{1}, \cdots, x_{L}\right\}$ and drawing one edge from $x_{i}$ to $x_{j}$ if $x_{i} \in \mathcal{P}_{j}$.

Model (2.15) can be reformulated into the following SEM model:

$$
\begin{equation*}
w_{j}(t)=f_{j, t}\left(\mathcal{P}_{j, t}, e_{j}(t)\right), j \in \mathcal{I} \text { and } t \in\{1, \cdots, N\}, \tag{2.19}
\end{equation*}
$$

where set $\mathcal{P}_{j, t}$ contains the present and the past values of $w_{i}(t)$ and the past values of $w_{j}(t) ; N$ denotes the time index of the final measurement of $w(t)$, and it is assumed that $w(t)=0$ for all $t \leqslant 0$. Furthermore, the graph $\mathcal{G}_{S}$ associated with the above model can be obtained, where, for example, $w_{i}(t-1)$ and $w_{i}(t)$ are represented by two vertices, and the edge from $w_{i}(t-1)$ to $w_{j}(t)$ exists if $w_{i}(t-1)$ is in $\mathcal{P}_{j, t}$. The important difference between the graph $\mathcal{G}_{S}$ and the graph $\mathcal{G}$ in Section 2.4 is that a vertex in $\mathcal{G}$ represents a complete signal, while a vertex in $\mathcal{G}_{S}$ denotes a time instance of the signal.

### 2.6.4 BAYESIAN NETWORKS

An equivalence between (2.15) and the Bayesian network can also be obtained. In the graph $\mathcal{G}_{S}$, let $P a_{j}$ or $P a\left(x_{j}\right)$ denote the set of parents of $x_{j}$, i.e. the vertices that have directed edges to $x_{j}$. Then the Bayesian network is defined as follows.

Definition 2.5. Let $\mathcal{G}_{S}$ be a directed acyclic graph where each vertex denotes a random variable $x_{j}$, $j \in\{1, \cdots, L\}$. Let $P$ denote a joint distribution over all the above random variables. A Bayesian network is a pair $\left(P, \mathcal{G}_{S}\right)$ such that the joint distribution $P$ can be expressed as

$$
P\left(x_{1}, \cdots, x_{L}\right)=\prod_{j=1}^{L} P\left(x_{j} \mid P a_{j}\right)
$$

Then the equivalence between the SEM model and the Bayesian network can be first exploited as follows.

Lemma 2.2. If model (2.18) satisfies the following assumptions:

- the corresponding graph $\mathcal{G}_{S}$ is acyclic,
- $v_{j}$ are jointly independent with probability distribution $P\left(v_{j}\right)$,
then (2.18) induces a joint distribution $P\left(x_{1}, \cdots, x_{L}\right)$ that satisfies

$$
P\left(x_{1}, \cdots, x_{L}\right)=\prod_{j=1}^{L} P\left(x_{j} \mid P a_{j}\right)
$$

Proof. This result follows from [113, Definition 1.2.2] and [113, Theorems 1.2.7, 1.4.1].
The above theorem states that an SEM and its associated graph leads to a Bayesian network if the graph is acyclic and the disturbances are independent. Since (2.15) also leads to an SEM model (2.19), an equivalence between (2.15) and the Bayesian network can be obtained.

Theorem 2.2. Consider(2.15)fort $\in\{1, \cdots, N\}$ with $w(t)=0$ fort $<1$. If(2.15) also satisfies the following conditions:

- the network model does not have any algebraic loop;
- The random variables in $\left\{e_{j}(t) \mid j \in \mathcal{I}\right.$ and $\left.t \in\{1, \cdots, N\}\right\}$ are mutually independent with probability distribution $P\left(e_{j}(t)\right)$,
then (2.15) induces a joint distribution $P\left(\left\{w_{i}(t), \cdots, w_{L}(t)\right\}_{t=1}^{N}\right)$ which satisfies

$$
P\left(\left\{w_{i}(t), \cdots, w_{L}(t)\right\}_{t=1}^{N}\right)=\prod_{t=1}^{N} \prod_{j=1}^{L} P\left(w_{j}(t) \mid P a\left(w_{j}(t)\right)\right)
$$

where $\mathrm{Pa}\left(w_{j}(t)\right)$ contains the parents of $w_{j}(t)$ in the graph $\mathcal{G}_{S}$ associated with (2.19).
Proof. We only need to prove that (2.19) satisfies the conditions in Lemma 2.2.
To prove that $\mathcal{G}_{S}$ is acyclic, we consider each subgraph $\mathcal{G}_{t}$ of $\mathcal{G}_{S}$ independently, where $\mathcal{G}_{t}$ contains only the vertices of $\mathcal{G}_{S}$ with time instance $t$ and their corresponding edges. Since directed edges can only point from the past to the present, no cycle in $\mathcal{G}$ can contain both vertices in $\mathcal{G}_{t-1}$ and vertices in $\mathcal{G}_{t}$, and thus cycles can only exist within the subgraph $\mathcal{G}_{t}$, for some $t$. In addition, the graphical structure of $\mathcal{G}_{t}$ is determined by the sparsity pattern of $G^{\infty}$, based on (2.16). Since $G^{\infty}$ can be permuted to be lower triangular, $\mathcal{G}_{t}$ must be acyclic for all $t$, which means $\mathcal{G}_{S}$ is also acyclic. Finally, as $e_{j}(t)$ is independent over $j$ and $t$, all the conditions in Lemma 2.2 are satisfied, which concludes the proof.

The above theorem shows that the predictor network (2.15) induces a Bayesian network under certain conditions. In addition, the absence of algebraic loops in a network model also means that the associated graph $\mathcal{G}_{S}$ is acyclic, where each vertex denotes one time instance of a signal instead of a complete signal as in the graph $\mathcal{G}$ introduced in Section 2.4. When the graph $\mathcal{G}_{S}$ is "folded" such that each vertex represents a complete signal instead, the obtained graph can still contain cycles.

If (2.15) is parameterized with a parameter vector $\theta$, Theorem 2.2 has an important application when the maximum likelihood estimator of (2.15) is considered. In this case, Theorem 2.2 shows that the log-likelihood function

$$
\log P\left(\left\{w_{i}(t), \cdots, w_{L}(t)\right\}_{t=1}^{N} \mid \theta\right)
$$

can be further decomposed into independent terms, which simplifies the maximum likelihood estimation problem significantly.

### 2.7 Conclusions

The basic background for linear dynamic networks has been introduced in this chapter. Compared to the classical MIMO model which considers the mapping from the input to the output, the network model further captures the causal relationship between the output signals. When a set of network models is considered for identification, network identifiability is an important property ensuring that different network models in the set can be distinguished given the stochastic properties of the measured signals. Based on the identifiability concept and the topological information of a model set, graphical conditions will be investigated in the coming chapters to verify the identifiability of a model set.

Finally, connections between the predictor model of a dynamic network and network models from other domains have been studied. It is shown that under some conditions, the predictor model induces a VAR model, an SEM model, or a Bayesian network. This relation allows for the possible extensions of the estimation techniques for other network models to the identification problems in dynamic networks.

People clap hands so glad，laughing to say we＇re mad．What if we＇re free． Or in bigh glee？

Kezhuang Liu（Song dynasty）；Translated by Yuanchong Xu

## 3

## Identifiability with full measurement：

## Analysis

## 3．I Introduction

In this chapter，graph－based conditions for the analysis of network identifiability are investi－ gated in the situation where all the internal signals are measured．In the literature，there are three notions of network identifiability，namely，global identifiability in Definition 2.3 that re－ quires all the models to be distinguishable from the other models in a model set［157，167，169］ ＊；generic identifiability［14，69］，which means that almost all models can be distinguished from the other models；and generic local identifiability that requires models to be distinguishable from other models in a neighborhood［83］．It has been shown in［14，69］that by consider－ ing generic identifiability，the algebraic conditions for identifiability can be reformulated into path－based conditions on the graph of the network models，which largely simplifies the analy－ sis．Note that generic local identifiability is a weaker notion than generic identifiability，and its graph－theoretical characterization remains an open question．In this thesis，we focus on global identifiability and generic identifiability of dynamic networks．

[^1]Network identifiability is typically dependent on several structural properties of the model set, such as the network topology, the modeled correlation structure of process noises, the presence and location of external excitation signals, and the availability of measured internal signals. Conditions for network identifiability have been analyzed for different problem settings. In [14, 69, 157], all internal signals are excited by external excitation signals, while only a subset of internal signals is measured. In contrast, the analysis in $[169,171]$ assumes that all internal signals are measured, while a subset of them is excited. Recent contributions [13, 83] also address the combined situation.

In this chapter our objective is to derive path-based conditions for generic identifiability of a subset of modules (a subnetwork) in the network, while we assume all the internal signals in the network to be available for measurement, i.e. $C=I$ in (2.1) and thus (2.1b) is omitted. The results are presented in [140] and will serve as a foundation for the graphical identifiability analysis and synthesis in Chapters 4 and 5 .

To analyze this problem, we start with the concept of generic identifiability as presented in [14, 69], since this allows for attractive graphical conditions. However, this concept in [14, 69] is defined as a property of a network model, while in the conventional system identification theory, identifiability is defined as a property of a model set, and then identification methods are implemented to compare models in the set and then select the optimal one. In line with the global identifiability concept in Definition 2.3 from [169], a different generic identifiability concept was presented in [171] based on a parametric model set, in which models can be distinguished from other models with the parameter value in a prescribed parameter space excluding a subset with measure zero. However, the notion of measure zero is defined on a finite-dimensional space [112], and thus the generic identifiability concept in [14, 69] is essentially limited to finitedimensional parameters. This limitation becomes an issue as infinite-dimensional parameters are required for formulating the necessary conditions for the model-set-based generic identifiability.

This issue is addressed in this chapter by reconsidering the notion of generic identifiability defined in a topological space, where the genericity is defined on the basis of an open and dense subset in the topological space. This new approach allows us to consider models with infinitedimensional parameters so that sufficient and necessary graphical conditions for the model-setbased generic identifiability can be derived. Furthermore, compared to the original concept of generic identifiability from [14], the following attractive features are incorporated into the model-set-based generic identifiability: (a) the effect of unmeasured disturbance signals in the network is considered; (b) modules in the network that are a priori known to the user and thus do not need to be identified are incorporated.

The chapter proceeds as follows. After introducing basic notations and definitions in Section 2.5 , the existing concepts of generic identifiability and their limitations are discussed in Section 3.2, which motivates a different notion of generic identifiability in Section 3.3. Then algebraic conditions and path-based conditions are developed in Section 3.4 and Section 3.5,
respectively. This chapter is concluded in Section 3.6, and some of the proofs are collected in Section 3.7.

### 3.2 EXISTING CONCEPTS OF GENERIC IDENTIFIABILITY AND

 THEIR LIMITATIONSThe concept of generic identifiability has been exploited in [7] for multivariate autoregressive models and was first introduced in [14, 69] for dynamic networks in the setting where all the internal signals are excited. Here, for consistency of the presentation, we reinterpret the concept from $[14,69]$ in a dual setting where all the internal signals are measured. Given a directed graph with $\mathcal{W}$ as the vertex set, a network matrix $G(q)$ is said to be consistent with this graph if the absence of the directed edge from $w_{i}$ to $w_{j}$ implies $G_{j i}(q)=0$. Conversely, a graph is associated with $G(q)$ if $G_{j i}(q) \neq 0$ implies that an edge from $w_{i}$ and $w_{j}$ exists. Let $G^{0}(q)$ denote a particular network matrix. Then the following definition of generic identifiability is directly obtained from [69, Definition 1].

Definition 3.1. A network matrix $G^{0}(q)$ is generically identifiable from the set of excitation signals $\mathcal{R}$ iffor any rational transfer matrix parameterization $G(q, \theta)$ consistent with the directed graph associated with $G^{0}(q)$, it holds that

$$
\begin{equation*}
[I-G(q, \theta))]^{-1} R(q)=[I-\bar{G}(q)]^{-1} R(q) \Rightarrow G(q, \theta)=\bar{G}(q), \tag{3.1}
\end{equation*}
$$

for almost all $\theta$ in $\mathbb{R}^{n}$, where $\bar{G}(q)$ is any network matrix consistent with the graph.
The above concept is to distinguish $\bar{G}(q)$ from almost all $G(q, \theta)$ consistent with the underlying graph, and it extends trivially to the single module case, where $G_{j i}(q, \theta)$ and $\bar{G}_{j i}(q)$ are considered instead in the right-hand side (RHS) of (3.1). The notion of almost all $\theta$ in Definition 3.1 refers to all $\theta$ except a set of measure zero in $\mathbb{R}^{n}$. Recall the mapping $T_{\mathcal{W X}}(q)$ defined in (2.13) and its submatrices. Then for the concept in Definition 3.1, a sufficient and necessary condition for generic identifiability can be obtained, based on the proof of [69, Theorem V.1].

Corollary 3.1. Consider any subset $\overline{\mathcal{W}}_{j} \subseteq \mathcal{W}_{j}^{-}, G_{j \overline{\mathcal{W}}_{j}}^{0}(q)$ is generically identifiable if and only if the following two conditions hold:

$$
\begin{aligned}
\operatorname{rank}\left[T_{\overline{\mathcal{W}}_{j} \mathcal{R}}(q, \theta)\right] & =\left|\overline{\mathcal{W}}_{j}\right|, \text { and } \\
\operatorname{rank}\left[T_{\mathcal{W}_{j}^{-} \mathcal{R}}(q, \theta)\right] & =\operatorname{rank}\left[T_{\overline{\mathcal{W}}_{j} \mathcal{R}}(q, \theta)\right]+\operatorname{rank}\left[T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{R}}(q, \theta)\right],
\end{aligned}
$$

for almost all $\theta$ in $\mathbb{R}^{n}$.
The concept of generic identifiability in Definition 3.1 is essentially based on the graph induced by the matrix $G^{0}(q)$. This concept is not defined on a particular parametric model set
like Definition 2.3, and instead, it concerns all possible parametric model sets with the same topology. In addition, if we consider a particular parameterization $G(q, \theta)$ instead of any parameterization as stated in Definition 3.1, then (3.1) will have an asymmetry when comparing $G(q, \theta)$ and $\bar{G}(q)$, because $\bar{G}(q)$ does not depend on $\theta$ and thus may not belong to the considered parametric model set as $G(q, \theta)$. This asymmetry in the definition is in contrast to the typical application of the identifiability concept in the identification procedure, where models from the same parametric model set are compared.

Furthermore, Definition 3.1 concerns only the mapping $[I-G(q)]^{-1} R(q)$ from $r(t)$ to $w(t)$, while the information regarding the noise signals, i.e. the power spectrum of the noises as considered in Definition 2.3, is not incorporated. The noise information is important in many practical situations, e.g., in $[95,156]$ where the data is collected without the user's intervention and thus does not contain any $r$ signal.

Due to the above limitations, we consider an alternative concept of generic identifiability from [171] which is obtained by combining Definition 2.3 and the genericity concept from [14, 69]. In addition, the concept in [171] is slightly reformulated here to incorporate more explicitly the genericity notion from [14, 69].

Definition 3.2. Given a parametric network model set $\mathcal{M}_{\Theta}$, consider $M\left(\theta_{0}\right) \in \mathcal{M}_{\Theta}$ and the following implication:

$$
\left.\begin{array}{rl}
T\left(q, \theta_{0}\right) R(q) & =T\left(q, \theta_{1}\right) R(q)  \tag{3.3}\\
\Phi\left(z, \theta_{0}\right) & =\Phi\left(z, \theta_{1}\right)
\end{array}\right\} \Rightarrow G_{j i}\left(q, \theta_{0}\right)=G_{j i}\left(q, \theta_{1}\right)
$$

for all $\theta_{1} \in \Theta$. Then $G_{j i}(q, \theta)$ is generically identifiable from $(w, r)$ if the implication (3.3) bolds for almost all $\theta_{0} \in \Theta$.

Compared to Definition 3.1, Definition 3.2 defines model-set-based generic identifiability as a property of a parametric model set $\mathcal{M}_{\Theta}$. Moreover, the noise spectrum $\Phi(z)$ in (2.9) that encodes the second moment of the measured signal $w(t)$ is included in Definition 3.2 as a basis for the identifiability analysis. Note that the original formulation of Definition 3.2 in [171] concerns genericity in the model space, i.e. for almost all $M\left(\theta_{0}\right) \in \mathcal{M}_{\Theta}$ instead of for almost all $\theta_{0}$ in the parameter space as stated in Definition 3.2. The genericity notion in the model space requires a different definition from the measure zero in the parameter space, since the concept of measure zero is not defined for the infinite-dimensional model space [112]. However, this genericity notion in model space is not specified in [171]. In addition, the genericity notion, that is actually used in the results of [171], is in the parameter space, as shown in [171, Corollary 2]. Therefore, we have reformulated the original definition in [171] into Definition 3.2 where the genericity notion in the parameter space is considered.

To exploit spectrum $\Phi(z)$ for the identifiability analysis, we need to specify the noise model $(H(z), \Lambda)$ and thus the particular spectral factorization method for $\Phi_{v}(z)$ in (2.2). Recall that
$\Phi_{v}(z)$ has rank $p \leqslant L$, and the following noise model is considered in [169]:

## Assumption 3.1. The noise model of all elements in $\mathcal{M}$ satisfies that

- $H(q) \in \mathbb{R}(q)^{L \times p}$ is proper, stable, full rank, and is structured such that its upper $p \times p$ block matrix is minimum-phase and monic;
- $\Lambda \in \mathbb{R}^{p \times p}$ is real and positive definite.

The above choice of noise model is rather general, since any $\Phi_{v}(z)$ admits a spectral factorization (2.2) with $H(q)$ and $\Lambda$ satisfying the properties in Assumption 3.1 [169, Lemma 1]. Then with the following mild assumption, $\Phi(z)$ in Definition 3.2 can be exploited such that (3.3) is simplified.

Assumption 3.2. Model set $\mathcal{M}$ satisfies at least one of the following two conditions:
(a) $G(q)$ matrices of the models in $\mathcal{M}$ are strictly proper;
(b) $\mathcal{M}$ bas no algebraic loop, and $\Phi_{v}^{\infty}$ is diagonal for all models in $\mathcal{M}$.

Then with Assumption 3.2, the following result can be obtained.
Proposition 3.1 ([169]). Given a network model set $\mathcal{M}_{\Theta}$ that satisfies Assumptions 3.1 and 3.2, implication (3.3) is equivalently formulated as

$$
T_{\mathcal{W X}}\left(q, \theta_{0}\right)=T_{\mathcal{W X}}\left(q, \theta_{1}\right) \Rightarrow G_{j i}\left(q, \theta_{0}\right)=G_{j i}\left(q, \theta_{1}\right),
$$

for all $\theta_{1} \in \Theta$.
The attractive feature of the above result is that $T_{\mathcal{W X}}(q, \theta)$ can now be taken as a starting point for analyzing identifiability. Recall the set $\mathcal{X}_{j}$ defined in Section 2.5 , and then an identifiability result similar to Corollary 3.1 can be obtained, whose proof is analogous to the proof of [69, Theorem V.1] and thus omitted.

Lemma 3.1. Consider the notion of generic identifiability in Definition 3.2 and any subset $\overline{\mathcal{W}}_{j} \subseteq$ $\mathcal{W}_{j}^{-}$. Let $\mathcal{M}_{\Theta}$ be a parametric model set satisfying Assumptions 3.1 and 3.2. Then $G_{j j \bar{W}_{j}}(q)$ is generically identifiable in $\mathcal{M}_{\Theta}$ from $(w, r)$ if

$$
\begin{align*}
\operatorname{rank}\left[T_{\overline{\mathcal{N}}_{j} \mathcal{X}_{j}}(q, \theta)\right] & =\left|\overline{\mathcal{W}}_{j}\right| \text {, and }  \tag{3.4a}\\
\operatorname{rank}\left[T_{\mathcal{W}_{j}^{-} \mathcal{X}_{j}}(q, \theta)\right] & =\operatorname{rank}\left[T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}(q, \theta)\right]+\operatorname{rank}\left[T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}(q, \theta)\right] \tag{3.4b}
\end{align*}
$$

hold for almost all $\theta_{0} \in \Theta$.

Note that the mappings from both $r$ and $e$, i.e. the vertices in $\mathcal{X}_{j}$, to $\overline{\mathcal{W}}_{j}$ are considered in Lemma 3.1, which provides a more relaxed condition for generic identifiability than Corollary 3.1. This is achieved by exploiting the spectrum $\Phi(z)$ in Definition 3.2 under Assumptions 3.1 and 3.2. The incorporation of the noise information is also of practical importance, since in many cases no measured $r$ signal is available, e.g., when the data is observational and collected without the user's intervention as considered in [96, 138, 156]. However, Lemma 3.1 only provides a sufficient condition, in contrast to the necessary and sufficient condition in Corollary 3.1. The generic identifiability concept in Definition 3.2 leads to an issue when the necessity is considered in Lemma 3.1, as discussed as follows.

To verify the necessity of (3.4) in Lemma 3.1, we need to show that there exists a different network model $M_{2}$ which belongs to $\mathcal{M}_{\Theta}$ and is not distinguishable from $M\left(\theta_{1}\right)$, when (3.4) are not satisfied for $\theta_{1}$. An additional assumption is then required such that $M_{2}$ is an element of $\mathcal{M}_{\Theta}$. This extra assumption considered in [169, Theorem 2] is to make set $\mathcal{M}_{\Theta}$ sufficiently large, i.e., every parameterized transfer function in $\mathcal{M}_{\Theta}$ covers all possible transfer functions. However, to satisfy this assumption, the dimension of $\theta$ should approach infinity, which contradicts the concept of genericity from [69] in both Definitions 3.1 and 3.2, where the definition of measure zero is restricted to finite-dimensional parameters [112]. Therefore, the necessity in Lemma 3.1 cannot be achieved by the notion of genericity in [69] and parametric model sets $\mathcal{M}_{\Theta}$.

Since the necessity of the identifiability conditions requires an infinite dimensional parameter, we need to analyze identifiability in parametric model sets and in non-parametric model sets separately. For the non-parametric model sets, in contrast to Definitions 3.1 and 3.2, we introduce a different notion of genericity in this chapter such that the notion is not limited to finite-dimensional parameters. More importantly, with the above notion, we will show that a sufficient and necessary condition for the model-set-based identifiability can be obtained for non-parametric model sets. On the other hand, since parametric model sets depend on finitedimensional parameters, we will show that only sufficient conditions for the model-set-based identifiability can be obtained for parametric model sets. We will also summarize the above results to obtain conditions that are valid for generic identifiability in both parametric model sets and non-parametric model sets.

### 3.3 Generic identifiability: Revisit

The limitation of the generic identifiability concept in Definition 3.2 is mainly due to the finitedimensional parameter space, such that the necessity in Lemma 3.1 cannot be achieved. Therefore, we consider a different genericity notion in a topological space for non-parametric model sets [148].

This genericity notion is defined based on the concept of open and dense sets [7, 130]. Consider a metric space $(\mathcal{A}, d)$, where $\mathcal{A}$ is a set and $d$ is a metric function. An open ball of center
$x_{0} \in \mathcal{A}$ and radius $r>0$, where $r$ is a real number, is defined as

$$
\mathcal{B}\left(x_{0}, r\right) \triangleq\left\{x \in \mathcal{A} \mid d\left(x, x_{0}\right)<r\right\} .
$$

Then a subset $\mathcal{A}_{1} \subseteq \mathcal{A}$ is said to be open, if for any $x_{0} \in \mathcal{A}_{1}$, there exists a $r>0$ such that $\mathcal{B}\left(x_{0}, r\right) \subseteq \mathcal{A}_{1}$. Therefore, the openness reflects the robustness of the subset, such that a small perturbation of its element still leads to an element in the set. Furthermore, $\mathcal{A}_{1}$ is said to be dense in the metric space $\mathcal{A}$ if every open ball of $\mathcal{A}$ contains an element in $\mathcal{A}_{1}$. The denseness shows that $\mathcal{A}_{1}$ is universal, i.e., an element in $\mathcal{A}$ either belongs to $\mathcal{A}_{1}$, or an arbitrarily small perturbation of the element can lead to an element in $\mathcal{A}_{1}$.

Then the following notion of genericity and "almost all" is considered for non-parametric model sets.

Definition 3.3. Given a metric space $(\mathcal{A}, d)$, a property is said to bold generically in $\mathcal{A}$, or bold for almost all points in $\mathcal{A}$, if there exists an open and dense subset $\overline{\mathcal{A}}$ in the metric space such that all points in $\overline{\mathcal{A}}$ bave the property.

To define generic identifiability based on the above genericity notion, we consider a metric space $(\mathcal{M}, d)$ with a network model set $\mathcal{M}$ and its metric function $d\left(M_{1}, M_{2}\right)$, where for any two models $M_{1}$ and $M_{2}$ in $\mathcal{M}$, the metric $d\left(M_{1}, M_{2}\right)$ is defined to be equal

$$
\left\|\left(\left\|G_{1}(z)-G_{2}(z)\right\|_{\infty},\left\|R_{1}(z)-R_{2}(z)\right\|_{\infty},\left\|H_{1}(z)-H_{2}(z)\right\|_{\infty},\left\|\Lambda_{1}-\Lambda_{2}\right\|_{\infty}\right)\right\|_{1}
$$

where $\|\cdot\|_{1}$ and $\|\cdot\|_{\infty}$ denote $l_{1}$-norm of a vector and the $H_{\infty}$ norm of a transfer matrix, respectively. Note that the $C$ matrix does not appear in the definition of the metric as all the models in $\mathcal{M}$ have the same $C$ matrix, as defined in Definition 2.1. For simplicity, we use $\mathcal{M}$ without the metric $d$ to represent the metric space throughout this thesis. Then we introduce the following definition of generic identifiability by considering the metric space $\mathcal{M}$, rather than the parameter space of $\mathcal{M}_{\Theta}$.

Definition 3.4. Given a non-parametric network model set $\mathcal{M}$, consider $M_{0} \in \mathcal{M}$ and the following implication: For all $M_{1} \in \mathcal{M}$,

$$
\left.\begin{array}{rl}
C T_{0}(q) R(q) & =C T_{1}(q) R_{1}(q)  \tag{3.5}\\
C \Phi_{0}(z) C^{\top} & =C \Phi_{1}(z) C^{\top}
\end{array}\right\} \Rightarrow G_{j i, 0}(q)=G_{j i, 1}(q)
$$

where $G_{j i, 0}(q)$ and $G_{j i, 1}(q)$ denote the module $G_{j i}(q)$ in $M_{0}$ and $M_{1}$, respectively. Then $G_{j i}(q)$ is generically identifiable from $\left(w_{\mathcal{C}}, r\right)$ if the implication (3.5) holds for almost all $M_{0} \in \mathcal{M}$, or equivalently, for all $M_{0}$ in an open and dense subset of $\mathcal{M}$.

The above definition considers the non-parametric model sets that are not limited to finitedimensional parameters. Even if we consider the case where $C=I$ in this chapter, Definition 3.4
is formulated in a general form by incorporating the $C$ matrix. With the new concepts, sufficient and necessary conditions for generic identifiability will be developed.

Remark 3.1. The concept of generic identifiability in Definition 3.4 also extends trivially to a parametric model set $\mathcal{M}_{\Theta}$. In this case, $G_{j i}(q, \theta)$ is generically identifiable if the implication (3.3) holds for almost all $\theta_{0} \in \Theta$. For the notion of almost all in the parameter space, we can consider either all $\theta_{0} \in \Theta$ except a set of Lebesgue measure zero or all $\theta_{0}$ in an open and dense subset of $\Theta$.

Remark 3.2. Definition 3.4 also extends trivially to global identifiability: $G_{j i}(q)$ is globally identifiable from ( $w_{\mathcal{C}}, r$ ) if the implication (3.5) holds for all $M_{0} \in \mathcal{M}$.

When $C=I$, the noise spectrum $\Phi(z)$ in Definition 3.4 can be exploited analogously as in Proposition 3.1 under Assumptions 3.1 and 3.2. Therefore, instead of $T(q) R(q)$ and $\Phi(z)$ in Definition 3.4, the mapping $T_{\mathcal{W X}}(q)$ can be taken as a starting point for analyzing generic identifiability in the sense of Definition 3.4.

Corollary 3.2. Consider a network model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, and $C=I$. Then implication (3.5) is equivalently formulated as for all $M_{1} \in \mathcal{M}$,

$$
T_{\mathcal{W X}, 0}(q)=T_{\mathcal{W X}, 1}(q) \Rightarrow G_{j i, 0}(q)=G_{j i, 1}(q)
$$

### 3.4 Algebraic CONDITIONS

Sufficient conditions for the generic identifiability of modules in a parametric model set, in the sense of Remark 3.1, have been presented in Lemma 3.1. When the genericity notion based on open and dense subsets is concerned, we only need to interpret the notion of almost all in Lemma 3.1 based on open and dense sets. However, as discussed in Section 3.2, the necessity of (3.4) in Lemma 3.1 requires an additional assumption, i.e. every entry in the model set covers all possible transfer functions. This assumption requires an infinite-dimensional parameter, and thus we need to analyze the necessity for non-parametric model sets. In addition, the above assumption makes the model set unnecessarily large, and thus we will also develop a less conservative condition as follows.

To introduce this condition, we first define a new model set associated with $\mathcal{M}$.
Definition 3.5. Given a non-parametric model set $\mathcal{M}, \mathcal{M}_{0}$ associated with $\mathcal{M}$ is a set that contains all the network models such that:

- $\mathcal{M}_{0}$ bas the same fixed entries as in $\mathcal{M}$;
- $\mathcal{M}_{0}$ satisfies Assumption 3.1 if $\mathcal{M}$ satisfies Assumption 3.1;
- $\mathcal{M}_{0}$ bas the same feedthrough structure as $\mathcal{M}$ if $\mathcal{M}$ satisfies Assumption 3.2, i.e., (i) $G(q)$ of all the models in $\mathcal{M}_{0}$ is strictly proper if $\mathcal{M}$ satisfies Assumption 3.2(a), and (ii) if $\mathcal{M}$ satisfies Assumption 3.2(b), $\mathcal{M}_{0}$ and $\mathcal{M}$ satisfy Assumption 3.2(b) under the same permutation matrix as described in Definition 2.4.

The above construction of $\mathcal{M}_{0}$ means that $\mathcal{M}_{0}$ is the largest model set that shares the same properties, i.e. the same fixed entries and feedthrough structure, with $\mathcal{M}$. With the set $\mathcal{M}_{0}$, we introduce the following topological condition on $\mathcal{M}$.

Assumption 3.3. Consider a non-parametric model set $\mathcal{M}$ and its associated $\mathcal{M}_{0}, \mathcal{M}$ is a nonempty open subset of $\mathcal{M}_{0}$.

Note that the rank condition in Lemma 3.1 can only be shown as a sufficient condition for parametric model sets and generic identifiability in the sense of Remark 3.1. This sufficient condition also extends trivially to non-parametric model sets and the generic identifiability concept in Definition 3.4. More importantly, we can show that the rank condition is necessary by considering non-parametric model sets under Assumption 3.3 and the generic identifiability concept in Definition 3.4.

Theorem 3.1. Let $\mathcal{M}$ be a non-parametric model set satisfying Assumptions 3.1 and 3.2, and consider any subset $\overline{\mathcal{W}}_{j} \subseteq \mathcal{W}_{j}^{-}$. Then $G_{j} \overline{\mathcal{W}}_{j}(q)$ is generically identifiable in $\mathcal{M}$ from $(w, r)$ if

$$
\begin{align*}
\operatorname{rank}\left[T_{\mathcal{W}_{j} \mathcal{X}_{j}}(q)\right] & =\left|\overline{\mathcal{W}}_{j}\right|, \text { and }  \tag{3.6a}\\
\operatorname{rank}\left[T_{\mathcal{W}_{j}^{-} \mathcal{X}_{j}}(q)\right] & =\operatorname{rank}\left[T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}(q)\right]+\operatorname{rank}\left[T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}(q)\right] \tag{3.6b}
\end{align*}
$$

hold for almost all $M \in \mathcal{M}$. If $\mathcal{M}$ additionally satisfies Assumption 3.3, the above rank conditions are also necessary for the generic identifiability of $G_{j} \bar{W}_{j}(q)$.

The proof of the above theorem is presented in Section 3.7.
We have obtained rank conditions for generic identifiability in parametric model sets as shown in Lemma 3.1 and in non-parametric model sets as shown in Theorem 3.1. While the rank tests in the above results require computing the inverse of $I-G(q)$, these tests can be further simplified without the need to invert $I-G(q)$.

Lemma 3.2. Consider a dynamic network and any subsets $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}$. Define the matrix $F(\overline{\mathcal{W}}, \overline{\mathcal{X}})$ as

$$
F(\overline{\mathcal{W}}, \overline{\mathcal{X}}) \triangleq\left[\begin{array}{ll}
(G(q)-I)_{\mathcal{W}(\mathcal{W} \backslash \overline{\mathcal{W}})} & X_{\mathcal{W} \overline{\mathcal{X}}}(q) \tag{3.7}
\end{array}\right]
$$

Then it holds that

$$
\begin{equation*}
\operatorname{rank}\left[T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q)\right]=\operatorname{rank}[F(\overline{\mathcal{W}}, \overline{\mathcal{X}})]+|\overline{\mathcal{W}}|-L, \tag{3.8}
\end{equation*}
$$

where $L$ is the total number of internal signals.

Proof. Recall that $T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}=C(I-G)^{-1} \bar{X}$, where $\bar{X}=X_{\mathcal{W} \overline{\mathcal{X}}}$ and $C$ is a selection matrix that extracts the rows of $(I-G)^{-1}$ corresponding to $\overline{\mathcal{W}}$. Define

$$
\bar{F}=\left[\begin{array}{cc}
G-I & \bar{X}  \tag{3.9}\\
C & 0
\end{array}\right]
$$

then according to [154], we have

$$
\bar{F}=\left[\begin{array}{cc}
I & 0 \\
C(G-I)^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
G-I & 0 \\
0 & C(I-G)^{-1} \bar{X}
\end{array}\right]\left[\begin{array}{cc}
I & (G-I)^{-1} \bar{X} \\
0 & I
\end{array}\right] .
$$

According to the above equation, $\operatorname{rank}(\bar{F})=\operatorname{rank}\left(T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}\right)+L$. Based on (3.7) and (3.9), $F$ is obtained from $\bar{F}$ by removing the columns in $\bar{F}$ that correspond to the nonzero entries of $C$, and these columns are linearly independent in $F$ due to the structure of $C$. Then it follows that $\operatorname{rank}(F)=\operatorname{rank}(\bar{F})-|\overline{\mathcal{W}}|$, which proves the result.

Based on (3.8), the rank conditions in Theorem 3.1 can be reformulated straightforwardly as follows.

Proposition 3.2. Consider a non-parametric network model set and the matrix $F$ defined in (3.7). The conditions (3.6) in Theorem 3.1 are equivalently reformulated as $F\left(\overline{\mathcal{W}}_{j}, \mathcal{X}_{j}\right)$ is full row rank and

$$
\operatorname{rank}\left[F\left(\mathcal{W}_{j}^{-}, \mathcal{X}_{j}\right)\right]=\operatorname{rank}\left[F\left(\overline{\mathcal{W}}_{j}, \mathcal{X}_{j}\right)\right]+\operatorname{rank}\left[F\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}, \mathcal{X}_{j}\right)\right]-L,
$$

for almost all $M \in \mathcal{M}$.
A similar result to the above one can be obtained for parametric model sets, by combining (3.4) and (3.8). Thus, efficient rank tests for identifiability can be conducted without the need to invert $I-G(q)$.

### 3.5 Path-based conditions

### 3.5.I PATH-BASED CONDITIONS FOR NON-PARAMETRIC MODEL SETS

It is attractive to derive graph-based conditions for identifiability when considering complex networks, since these conditions can be tested efficiently by inspecting the network topology rather than analyzing the dynamics of the network. Here, we first derive path-based conditions for non-parametric model sets and the concept of generic identifiability in Definition 3.4. In this setting, we are able to derive necessary and sufficient path-based conditions.

As shown in [14, 69], when a parametric model set is considered as in Definition 3.2, pathbased conditions can be obtained from Lemma 3.1 by using the following path-rank relationship [14, 69]: for all $\theta$ except a set of measure zero, it holds that

$$
\begin{equation*}
b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}=\operatorname{rank}\left[T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q, \theta)\right], \tag{3.10}
\end{equation*}
$$

where $b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ denotes the maximum number of vertex disjoint paths from $\overline{\mathcal{X}}$ to $\overline{\mathcal{W}}$ in the graph associated with the parametric model set. Equation (3.10) is an attractive result since it shows opportunities to conduct the rank tests in the identifiability conditions, e.g. the ones in Theorem 3.1, in a graphical way.

However, (3.10) only holds when finite-dimensional models are considered since this result is based on the property of analytic functions defined on finite-dimensional spaces, as shown in the proof of [69, Lemma V.2] and [102]. In addition, (3.10) has been derived for the particular situation where $X(q)=I$, and there is no non-zero fixed/known modules in the model set.

The issues caused by known transfer functions and non-parametric models are explained in the following example.

Example 3.1. Firstly, we recall the path-rank relation (3.10) from [14, 69] for parametric model sets. Consider two parametric network model sets whose graphs are indicated in Fig. 3.1, where the model set in (b) contains known non-zero modules, indicated by the double-lined arrows. In addition, assume $R_{11}(q)=R_{22}(q)=1$ to match the setting in [14, 69] such that (3.10) is applicable.

(a)

(b)

Figure 3.1: Two network model sets where (b) contains known modules (double-lined edges) while (a) has only unknown modules.

Then for the model set in Fig. 3.1(a), it holds $b_{\left\{r_{1}, r_{2}\right\} \rightarrow\left\{w_{3}, w_{4}\right\}}=2$, i.e. there exist maximally two paths, e.g., $r_{1} \rightarrow w_{1} \rightarrow w_{3}$ and $r_{2} \rightarrow w_{2} \rightarrow w_{4}$, that are vertex disjoint. According to (3.10), this implies that

$$
\operatorname{rank}\left[T_{\left\{w_{3}, w_{4}\right\}\left\{1_{1}, r_{2}\right\}}(q, \theta)\right]=2,
$$

for all $\theta$ except a set of measure zero. This can also be seen from

$$
\begin{equation*}
\operatorname{det}\left[T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q, \theta)\right]=G_{31}(q, \theta) G_{42}(q, \theta)-G_{41}(q, \theta) G_{32}(q, \theta) . \tag{3.11}
\end{equation*}
$$

As each module is an analytic function of independent parameters, the determinant is a nonconstant analytic function of $\theta$ and thus only vanishes on a set of measure zero. This matches with (3.10) that $b_{\left\{r_{1}, r_{2}\right\} \rightarrow\left\{w_{3}, w_{4}\right\}}=\operatorname{rank}\left[T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q, \theta)\right]=2$ for almost all $\theta$.

However, $T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q, \theta)$ may not be full rank in the situation of Fig. 3.1(b) if the known modules $G_{31}^{0}(q), G_{42}^{0}(q), G_{41}^{0}(q), G_{32}^{0}(q)$ take values such that

$$
\begin{equation*}
G_{31}^{0}(q) G_{42}^{0}(q)-G_{41}^{0}(q) G_{32}^{0}(q)=0 \tag{3.12}
\end{equation*}
$$

Then $\operatorname{det}\left[T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q, \theta)\right]=0$ for all parameter values, and thus the path-rank relation in (3.10) fails.

In addition, if Fig. 3.1(a) denotes a non-parametric model set instead, (3.11) is not a function of a finite-dimensional parameter, and thus the reasoning in (3.11) based on parametric model sets with a finite-dimensional parameter does not apply.

As shown in Example 3.1, the presence of known transfer functions may cause equality in (3.10) to fail. To circumvent this, an additional condition is introduced based on the concept of structural rank.

Definition 3.6 ([145]). The structural rank of a matrix is the maximum rank of all matrices with the same nonzero pattern. A matrix has full structural rank if it can be permuted so that the diagonal bas no zero entries.

The property of structural full rank depends solely on the sparsity pattern of the matrix and does not depend on the numerical values of the entries. In order to characterize and exclude the situations caused by fixed modules as presented in Example 3.1, we introduce the following regularity condition on the known entries.

Assumption 3.4. In model set $\mathcal{M}$, the rank of any submatrix of $[G(q)-I X(q)]$, that contains only known entries, is equal to its structural rank.

The above assumption prevents the fixed/known modules in the model set from inducing a loss of generic rank. For example, recall (3.12) where the mapping

$$
T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q)=\left[\begin{array}{ll}
G_{31}^{0}(q) & G_{32}^{0}(q) \\
G_{41}^{0}(q) & G_{42}^{0}(q)
\end{array}\right]
$$

is singular even if it has a full structural rank, and this singular mapping causes the path-rank relationship in (3.10) to fail as discussed in Example 3.1. However, since $T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q)$ is a submatrix of $[G(q)-I X(q)]$, Assumption 3.4 prevents the situation in (3.12) and thus the mapping $T_{\left\{w_{3}, w_{4}\right\}\left\{r_{1}, r_{2}\right\}}(q)$ will always be full rank under this assumption.

With Assumption 3.4 and then as a first step to obtain the path-rank relation for non-parametric model sets with fixed entries, the following result can be formulated.

Lemma 3.3. Consider a non-parametric model set $\mathcal{M}$ thatsatisfies Assumption 3.3 and 3.4. Then for any subsets $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}, T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)$ is full rank for almost all $M \in \mathcal{M}$ if and only if $F(\overline{\mathcal{W}}, \overline{\mathcal{X}})$, as defined in (3.7), has full structural rank.

The proof of Lemma 3.3 is presented in Section 3.7, where the instrumental Lemma 3.7 plays an important role. This result suggests that testing the generic rank of $T_{\overline{\mathcal{W}} \mathcal{X}}(q)$ does not require to check the numerical values of the network matrices, while only the sparsity pattern of $F(\overline{\mathcal{W}}, \overline{\mathcal{X}})$ needs to be investigated. Then due to the connection between the graph of a model set and $F$ 's sparsity pattern, this result allows us to formulate the equivalence between generic rank and vertex disjoint paths that also applies to non-parametric model sets with known modules.

Theorem 3.2. Consider a non-parametric model set $\mathcal{M}$ that satisfies Assumptions 3.3 and 3.4. Then for any subsets $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}$, the transfer matrix $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)$ satisfies

$$
b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}=\operatorname{rank}\left[T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)\right] \text { for almost all } M \in \mathcal{M}
$$

Proof. With Lemma 3.3, the proof of this theorem is then analogous to the proof of Proposition V. 1 in [69]: For $\operatorname{rank}\left(T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}\right) \geqslant b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ generically, consider a subgraph of the network containing all the vertices but only the edges of the paths from a set of maximum number vertex disjoint paths from $\overline{\mathcal{X}}$ to $\overline{\mathcal{W}}$. Let $\overline{\mathcal{X}}_{1} \subseteq \overline{\mathcal{X}}$ and $\overline{\mathcal{W}}_{1} \subseteq \overline{\mathcal{W}}$ denote the starting and ending vertices of the vertex disjoint paths, respectively. The obtained subgraph's stucture can then be encoded by matrices $A$ and $B$ with only zeros and ones, where $A_{j i}=1$ and $B_{k n}=1$ if and only if $G_{j i}$ and $X_{k n}$ denote the edges in the subgraph, respectively. Then following the same analysis of Proposition V. 1 in [69], we can show that $C(I-A)^{-1} B_{\mathcal{W} \overline{\mathcal{X}}_{1}}$ is a permutation matrix and thus has full rank that equals $b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$, where $C$ is a binary matrix that extracts rows of $(I-A)^{-1}$ corresponding to $\overline{\mathcal{X}}_{1}$. Then following Lemma 3.2 similarly, it holds that

$$
\left[\begin{array}{ll}
(A-I)_{\mathcal{W}\left(\mathcal{W} \backslash \overline{\mathcal{W}}_{1}\right)} & B_{\mathcal{W} \overline{\mathcal{X}}_{1}}
\end{array}\right]
$$

is full rank, and thus $F\left(\overline{\mathcal{W}}_{1}, \overline{\mathcal{X}}_{1}\right)$ defined in (3.7) is structural full rank. Then based on Lemma 3.3, $T_{\overline{\mathcal{W}}_{1} \overline{\mathcal{X}}_{1}}$ is generically full rank that equals $b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$, and thus $\operatorname{rank}\left(T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}\right) \geqslant b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ generically.

For $\operatorname{rank}\left(T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}\right) \leqslant b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ generically, a minimum $\overline{\mathcal{X}}-\overline{\mathcal{W}}$ disconnecting set can be considered as in [69], which leads to permuted network matrices with block zeros (as also explored later in (4.10)). Then the proof can be achieved similarly as in [69]. Note that [69] requires its Lemma V. 2 to ensure the invertibility of certain submatrix $I-G_{\bar{W}_{1} \overline{\mathcal{W}}_{1}}$, which is guaranteed by Assumption 2.1(b) in this work and thus the lemma is not needed.

By combining Theorem 3.1 and Theorem 3.2, we can now formulate the path-based condition for generic identifiability, that follows immediately from the previous results.

Theorem 3.3. Consider a non-parametric model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.3 and 3.4, and let $\overline{\mathcal{W}}_{j}$ be any subset of $\mathcal{W}_{j}^{-}$. Then the modules in $G_{j} \overline{\mathcal{W}}_{j}(q)$ are generically identifiable in $\mathcal{M}$ from ( $w, r$ ) if and only if the following conditions hold for the graph associated with $\mathcal{M}$ :

$$
\begin{align*}
& b_{\mathcal{X}_{j} \rightarrow \overline{\mathcal{W}}_{j}}=\left|\overline{\mathcal{W}}_{j}\right|, \text { and }  \tag{3.13a}\\
& b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=b_{\mathcal{X}_{j} \rightarrow \overline{\mathcal{W}}_{j}}+b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}} \tag{3.13b}
\end{align*}
$$

In the above theorem, condition (3.13a) requires that all the inputs of the target modules are excited by external signals through vertex disjoint paths. In addition, (3.13b) ensures that the excitation signals for the inputs of interest $\overline{\mathcal{W}}_{j}$ and the other inputs $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ of $w_{j}$ are independent.

Similar to [69], generic identifiability can be analyzed by inspecting path-based properties of $\mathcal{G}$ only. Given $\mathcal{G}$, standard graphical algorithms are available for computing the maximum number of vertex disjoint paths [135]. Note that the conditions (3.13) are similar to the ones in [69], but now applied to a different situation. Besides the handling of fixed (known) modules in the model set, the result is obtained for the notion of generic identifiability in Definition 3.4 and more importantly, the non-parametric model sets that are not limited to a finite-dimensional parameter space. In addition, the set $\mathcal{X}_{j}$ contains both measured excitation signals and unmeasured noise signals, which is in contrast to [69] where only measured excitation signals are considered. Thus, to satisfy the graphical conditions in Theorem 3.3, the noises can compensate for a possible lack of excitation signals, which significantly relaxes the requirement on the number of measured excitation signals for generic identifiability.

### 3.5.2 Path-based conditions for parametric model sets

As shown in [69], the path-rank relation (3.10) can also lead to a path-based condition similar to Theorem 3.3 for a parametric model set with the corresponding identifiability concept in Remark 3.1. This result in [69] concerns the genericity notion based on the concept of measure zero and does not take into account the prior known modules in the network, as illustrated in Example 3.1. Therefore, we extend (3.10) from [69] to incorporate the genericity concept based on open dense sets and the prior known modules in the parametric model set by making use of Assumption 3.4.

Proposition 3.3. Consider a parametric model set $\mathcal{M}_{\Theta}$ that satisfies Assumptions 2.2 and 3.4, any subsets $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}$. The transfer matrix $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q, \theta)$ satisfies

$$
\begin{equation*}
b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}=\operatorname{rank}\left[T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q, \theta)\right] \text { for all } \theta \in \tilde{\Theta} \subseteq \Theta \tag{3.14}
\end{equation*}
$$

where set $\tilde{\Theta}$ satisfies the following properties:

1. $\tilde{\Theta}$ is an open and dense subset of $\Theta$ and

Proof. The rank-path relationship with property (2) follows analogously from [69] and the proof of Theorem 3.2 to deal with the prior known entries by exploiting Assumption 3.4. The main tool in [69] is based on the openness and connectedness of $\Theta$, and the property of the zero set of complex analytic functions [64, Corollary 10].

To prove the result with property 1 , let $\mathbb{C}_{1} \subset \mathbb{C}$ denote the complex region outside of the unit circle, and let $\bar{\Theta}$ denote the set of parameters such that $\operatorname{det}[F(z, \theta)]=0$ for all $z \in \mathbb{C}_{1}$. Then we only need to modify Lemma 3.7 by proving that if $\operatorname{det}[F(z, \theta)]$ is not constant zero, it becomes zero (as a function of $z$ ) only for a closed and nowhere dense subset of $\Theta$, and then the result follows similarly as the proofs of Lemma 3.3 and Theorem 3.2. The above proof can be achieved by contradiction as follows. Assuming that $\bar{\Theta}$ is not a closed nowhere dense set, then $\bar{\Theta}$ must contain a limit point of $\bar{\Theta}$. As $\operatorname{det}[F(z, \theta)]$ is a complex analytic function in $\mathbb{C}_{1} \times \bar{\Theta}$, it holds that $\operatorname{det}[F(z, \theta)]=0$ for all $(z, \theta) \in \mathbb{C}_{1} \times \Theta$ by the identity theorem [2] and the openness and connectedness of $\Theta$, which contradict that it is not constant zero. This concludes that $\operatorname{det}[F(z, \theta)]$ is zero (as a function of $z$ ) only for a closed and nowhere dense subset of $\Theta$ if it is not constant zero, and thus $\tilde{\Theta}=\Theta \backslash \bar{\Theta}$ is open and dense in $\Theta$.

It can be found that the path-rank relation in (3.14) holds for both the genericity notion based on Lebesgue measure and the notion based on open and dense sets. In addition, by combining Lemma 3.1 and Proposition 3.3, the path-based condition in Theorem 3.4 can be obtained as a sufficient condition for the concept of generic identifiability in Remark 3.1 for $\mathcal{M}_{\Theta}$, with either the genericity notion based on the measure zero or the one based on open dense sets.

Corollary 3.3. Consider a parametric model set $\mathcal{M}_{\Theta}$ that satisfies Assumptions 2.2, 3.1, 3.2 and 3.4, module $G_{j i}(q)$ is generically identifiable in $\mathcal{M}_{\Theta}$ from $(w, r)$ if $(3.13)$ bold for the graph associated with $\mathcal{M}_{\Theta}$.

However, the necessity in the above result cannot be achieved since Assumption 3.3 is still required, leading to an infinite-dimensional parameter and thus a non-parametric model set.

### 3.5.3 Path-based conditions: summary

Since the path-based conditions (3.13) are sufficient for the generic identifiability of modules in both non-parametric model sets, as shown in Theorem 3.3, and parametric model sets, as shown in Corollary 3.3, we will merge the above graphical results to obtain a more compact result that is valid for both parametric and non-parametric model sets.

Firstly, we summarize the different assumptions in Theorem 3.3 and Corollary 3.3 on parametric and non-parametric model sets into a single assumption. Recall from Remark 2.1 that a model set $\mathcal{M}$ may refer to either a non-parametric model set or a parametric model set.

Assumption 3.5. Given a network model set $\mathcal{M}$,
(a) if $\mathcal{M}$ is a non-parametric model set, it satisfies Assumption 3.3;
(b) If $\mathcal{M}$ is a parametric model set, it satisfies Assumptions 2.2.

The above different assumptions are required because the identifiability analysis of the parametric model sets lies in the parameter space, while the analysis of the non-parametric model sets depends on the model space. Then Theorem 3.3 for non-parametric model sets and Corollary 3.3 for parametric model sets can be summarized into a more compact result.

Theorem 3.4. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5, and let $\overline{\mathcal{W}}_{j}$ be any subset of $\mathcal{W}_{j}^{-}$. Then the modules in $G_{j \bar{W}}^{j}(q)$ are generically identifiable in $\mathcal{M}$ from $(w, r)$ if the following conditions hold for the graph associated with $\mathcal{M}$ :

$$
\begin{align*}
& b_{\mathcal{X}_{j} \rightarrow \overline{\mathcal{W}}_{j}}=\left|\overline{\mathcal{W}}_{j}\right|, \text { and }  \tag{3.15a}\\
& b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=b_{\mathcal{X}_{j} \rightarrow \overline{\mathcal{W}}_{j}}+b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}} . \tag{3.15b}
\end{align*}
$$

If $\mathcal{M}$ is additionally a non-parametric model set, the above conditions are also necessary for the generic identifiability of $G_{j \bar{W}_{j}}(q)$.

The above result applies to both parametric and non-parametric model sets, where the necessity of the path-based conditions can be achieved when a non-parametric model set, that satisfies Assumption 3.3, is concerned. It is important to keep in mind that the generic identifiability of non-parametric model sets is based on the genericity notion in the model space, while the generic identifiability of parametric model sets is based on the genericity notion in the parameter space.

Example 3.2. Consider a network model set with its graph depicted in Figure 3.2(a). The modules $G_{54}^{0}(q)$ and $G_{21}^{0}(q)$ are known, and there are two external signals $e_{1}$ and $r_{4}$. The goal is to analyze the generic identifiability of all the modules in Figure 3.2(a) using Theorem 3.4. To this end, we need to check conditions (3.15) with $\mathcal{W}_{j}^{-}=\overline{\mathcal{W}}_{j}$ for all $j$, and thus in this special case, (3.15) can be reformulated equivalently as

$$
\begin{equation*}
b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=\left|\mathcal{W}_{j}^{-}\right| . \tag{3.16}
\end{equation*}
$$

The internal signals that have unknown in-coming modules are $w_{5}$ and $w_{3}$, while the in-coming module $G_{21}^{0}(q)$ of $w_{2}$ is known, and $w_{4}$ does not have any internal signal as an in-neighbor. Therefore, we only need to verify condition (3.16) for $j=5$ and $j=3$.

When $j=5$, we have $\mathcal{W}_{5}^{-}=\left\{w_{2}, w_{3}\right\}$ which contains the internal signals having unknown directed edgesto $w_{5}$. In addition, $\mathcal{X}_{5}=\left\{e_{1}, r_{4}\right\}$ since the two external signals do not have unknown edges to $w_{5}$. There are maximally two vertex disjoint paths from $\mathcal{X}_{5}$ to $\mathcal{W}_{5}$, i.e. the path from $e_{1}$ via $w_{1}$ to $w_{2}$ and the one from $r_{4}$ via $w_{4}$ to $w_{3}$, denoted by the red paths in Figure 3.2(a). Since $b_{\mathcal{X}_{5} \rightarrow \mathcal{W}_{5}}=\left|\mathcal{W}_{5}\right|=2$, the identifiability condition (3.16) bolds for $j=5$.

Similarly, when $j=3$, we have $\mathcal{X}_{3}=\left\{e_{1}, r_{4}\right\}$ and $\mathcal{W}_{3}^{-}=\left\{w_{1}, w_{4}\right\}$. It then bolds that $b_{\mathcal{X}_{3} \rightarrow \mathcal{W}_{3}^{-}}=\left|\mathcal{W}_{3}\right|=2$, where the two vertex disjoint paths from $\mathcal{X}_{3}$ to $\mathcal{W}_{3}$, i.e. the paths $\left(e_{1}, w_{1}\right)$

(a)

(b)

Figure 3.2: The graph of a network model set with $G_{54}^{0}$ and $G_{21}^{0}$ (double-lined edges) known. All the signals represented by green vertices are measured.
and $\left(r_{4}, w_{4}\right)$, are shown in red in Figure 3.2(b). This concludes the generic identifiability of all the unknown modules and thus the full network in Figure 3.2.

It can be found from Example 3.2 that by utilizing Theorem 3.4, generic identifiability can be verified graphically given the modeling assumptions on the topology of the network model set. This verification can be done efficiently since it is fully graphical and does not rely on the dynamics of the network models.

An important special case of Theorem 3.4 concerns identifiability of a single target module $G_{j i}(q)$, i.e. $\overline{\mathcal{W}}_{j}=\left\{w_{i}\right\}$. The identification of a single module has received considerable attention [48,52,59, 152], and the following identifiability condition for a single module is a prerequisite for the single module identification methods.

Corollary 3.4. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5. Then module $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $(w, r)$ if the following conditions hold for the graph associated with $\mathcal{M}$ :

$$
\begin{aligned}
& b_{\mathcal{X}_{j} \rightarrow\left\{w_{i}\right\}}=1, \text { and } \\
& b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=b_{\mathcal{X}_{j} \rightarrow\left\{w_{i}\right\}}+b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}} .
\end{aligned}
$$

If $\mathcal{M}$ is additionally a non-parametric model set, the above conditions are also necessary for generic identifiability of $G_{j i}(q)$.

In the above result, the condition $b_{\mathcal{X}_{j} \rightarrow\left\{w_{i}\right\}}=1$ is equivalent to the condition that there is a directed path from $\mathcal{X}_{j}$ to $w_{i}$.

### 3.6 Conclusions

The identifiability analysis for non-parametric model sets and parametric model sets has been investigated separately in this chapter. For the non-parametric model sets, a different notion of
genericity based on open and dense sets in a topological space has been introduced, and this notion is not limited to finite-dimensional parameters. With this genericity notion, sufficient and necessary algebraic and path-based conditions for generic identifiability are derived. Compared to the existing graphical results, these conditions also address the appearance of prior known modules and take advantage of noises as excitation sources. When a parametric model set with finite-dimensional parameters is considered, the formulated conditions for generic identifiability become only sufficient. Finally, the above identifiability results are combined into path-based conditions that are valid for the generic identifiability in both non-parametric and parametric model sets.

### 3.7 Appendix

### 3.7.I Proof of Theorem 3.I

We first prove the following lemma which is instrumental for establishing the necessity in this theorem.

Lemma 3.4. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.1 and 3.2 and its associated set $\mathcal{M}_{0}$. If $M_{0} \in \mathcal{M}$ does not satisfy (3.6), then for any positive real number $r$, there exists another model $M_{1}$ such that (i) $M_{1}$ differs from $M_{0}$ only in $G_{j \bar{W}_{j}^{-}}(q)$; (ii) $M_{1} \in \mathcal{M}_{0}$; (iii) $0<$ $d\left(M_{0}, M_{1}\right)<r ;(i v) M_{1}$ and $M_{0}$ lead to the same mapping $T_{\mathcal{W X}}(q)$.

Proof. Recall the set $\mathcal{X}_{j},(2.7)$, , (2.13) and for the simplicity of notation, we omit the dependency of transfer operators on $q$. Consider $j$ th row of $(I-G) T_{\mathcal{W X}}=X$ and its columns corresponding to signals in $\mathcal{X}_{j}$, and after permutation, it leads to

$$
\left[\begin{array}{lllll}
-G_{j j} \bar{W}_{j} & -G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)} & -G_{j \widetilde{W}_{j}} & 1 & 0
\end{array}\right] T_{\star \mathcal{X}_{j}}=X_{j},
$$

where $X_{j}$ is a known vector by the definition of $\mathcal{X}_{j}, G_{j \widetilde{w}_{j}}$ contains all the known non-zero entries in the $j$ th row of $(I-G)$. Thus, the above equation leads to

$$
\left[\begin{array}{ll}
-G_{j j} \overline{\mathcal{W}}_{j} & -G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)}
\end{array}\right]\left[\begin{array}{c}
T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}  \tag{3.18}\\
T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}
\end{array}\right]=P,
$$

where $P=X_{j}-T_{j \mathcal{X}_{j}}+G_{j \widetilde{W}_{j}} T_{\widetilde{W}_{j} \mathcal{X}_{j}}$ is given. Then based on Corollary 3.2, generic identifiability concerns if a unique vector $G_{j} \overline{\mathcal{W}}_{j}$ can be obtained given $T_{\mathcal{W X}}$ and $P$, for almost all models in $\mathcal{M}$.

Consider the network matrix $G_{0}$ in $M_{0}$ and (3.6a). If $T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}$ formulated from $M_{0}$ is not full rank, then according to (3.6a), there exists a nonzero transfer vector $Q$ such that $Q T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}=0$ and thus

$$
\left[\begin{array}{ll}
-\left(G_{j\left(\overline{\mathcal{W}}_{j}\right.}+F Q\right) & -G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)}
\end{array}\right]\left[\begin{array}{c}
T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}  \tag{3.19}\\
T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}
\end{array}\right]=P,
$$

where $F$ is any non-zero scalar transfer operator. Consider now a new network model $M_{1}$ with network matrix $G_{1}$, which is obtained from $M_{0}$ by replacing only $G_{j \mathcal{W}_{j}}$ in $G_{0}$ by $G_{j} \overline{\mathcal{W}}_{j}+F Q$. Our goal is then to show that there exists an $F$, such that the obtained new network model $M_{1}$ satisfies conditions $(i),(i i),(i i i)$ and (iv). Note that by construction, $M_{1}$ already satisfies $(i)$ and (iv) for any non-zero $F$.

To show that there exists an $F$ such that condition (ii) holds, we need to find an $F$ such that: $G_{1}$ satisfies Assumptions 2.1 (a), (b), (c) and Assumption 3.2; $G_{1}$ has the same feedthrough structure as $G_{0}$; and $G_{1}$ has the same fixed entries as $G_{0}$. It can be found that $F$ can be chosen as $F=a F_{1}$, where $a$ is an arbitrarily small positive real number and $F_{1}$ satisfies the following conditions: $F_{1}$ is stable and has zeros equal all unstable poles of $Q$; it has a delay of sufficiently high order such that $F_{1} Q$ is strictly proper. Then with $F=a F_{1}$, it is straightforward that $G_{1}$ satisfies Assumption 2.1(a), (b), Assumption 3.2 and the conditions on its feedthrough structure and its fixed entries. Furthermore, $G_{1}$ can be shown to satisfy the Assumption 2.1(c) with $F=$ $a F_{1}$ as follows. As $\left(I-G_{0}\right)^{-1}$ is stable, $1 / \operatorname{det}\left(I-G_{0}\right)$ is also stable. Based on the Laplace formula, it holds that

$$
\frac{1}{\operatorname{det}\left(I-G_{0}\right)}=\frac{1}{1+\left[\sum_{i=1}^{L}(-1)^{i+j} g_{j i} M_{j i}-1\right]}
$$

where $M_{j i}$ is the $(j, i)$ minor of $I-G_{0}$ and $g_{j i}$ is the $(j, i)$ entry of $I-G_{0}$. Define that $L \triangleq$ $\sum_{i=1}^{L}(-1)^{i+j} g_{j i} M_{j i}-1$, and based on the Nyquist stability theorem, the Nyquist plot of $L(j \omega)$ for $\omega \in \mathbb{R}$ in the complex domain does not encircle point $(-1,0)$, because $I-G_{0}$ is stable and thus $L$ is stable.

Now consider $G_{1}$, which differs from $G_{0}$ only in the $j$ th row. It holds that

$$
\operatorname{det}\left(I-G_{1}\right)=\sum_{i=1}^{L}(-1)^{i+j}\left(g_{j i}+a\left[F_{1} G_{1}\right]_{i}\right) M_{j i},
$$

where $\left[F_{1} G_{1}\right]_{i}$ denotes the $i$ th entry of vector $F_{1} G_{1}$ and $\left[F_{1} G_{1}\right]_{i}=0$ for some $i$. Similarly,

$$
\frac{1}{\operatorname{det}\left(I-G_{1}\right)}=\frac{1}{1+\bar{L}(z)},
$$

where $\bar{L} \triangleq L+a \sum_{i=1}^{L}(-1)^{i+j}\left[F_{1} G_{1}\right]_{i} M_{j i}$. As the Nyquist plot of $L(j \omega)$ does not encircle $(-1,0)$ and $a$ is arbitrarily small, the real part and the imaginary part of $\bar{L}(j \omega)-L(j \omega)$ is arbitrarily small for all $\omega$, and thus the Nyquist plot of $\bar{L}(j \omega)$ also does not encircle $(-1,0)$. This means that there exists $F=a F_{1}$ such that $1 / \operatorname{det}\left(I-G_{1}\right)$ and consequently $\left(I-G_{1}\right)^{-1}$ are stable because $G_{1}$ is stable. This concludes that with $F=a F_{1}, G_{1}$ satisfies Assumptions 2.1(c), and thus $M_{1}$ satisfies condition (ii). Finally, for condition (iii), with $F=a F_{1}, d\left(M_{1}, M_{0}\right)=\left\|G_{1}-G_{0}\right\|_{\infty}=$ $a\|\Delta\|_{\infty}$, where $\Delta$ is a matrix contains the vector $F_{1} Q$ and has all the other entries as zeros. As $a$ is arbitrarily small, $\left\|G_{1}-G_{0}\right\|_{\infty}$ can also be made arbitrarily small, which concludes the proof
for the case that $T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}$ is not full row rank.
Secondly, consider (3.6b) and assume that the following holds:

$$
\operatorname{rank}\left(T_{\mathcal{W}_{j}^{-} \mathcal{X}_{j}}\right)<\operatorname{rank}\left(T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}\right)+\operatorname{rank}\left(T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}\right) .
$$

Then there exist a vector in the row space of $T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}$ which is linearly dependent on the row space of $T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}$. Equivalently, this means that there exist two non-zero vectors $Q_{1}$ and $Q_{2}$ such that $Q_{1} T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}+Q_{2} T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}}=0$, and thus it holds that

$$
\left[-\left(G_{j} \overline{\mathcal{W}}_{j}+F Q_{1}\right) \quad-\left(G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)}+F Q_{2}\right)\right]\left[\begin{array}{c}
T_{\overline{\mathcal{W}}_{j} \mathcal{X}_{j}} \\
T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}
\end{array}\right]=P,
$$

where $F$ is any non-zero scalar transfer operator. Now, let $M_{1}$ be a new model obtained from $M_{0}$ by replacing $G_{j} \overline{\mathcal{W}}_{j}$ and $G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)}$ in $G_{0}$ with $G_{j \bar{W}_{j}}+F Q_{1}$ and $G_{j\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right)}+F Q_{2}$, respectively. Then similarly, there always exists a $F$ such that $M_{1} \in \mathcal{M}_{0}$, and $d\left(M_{1}, M_{0}\right)$ is positive and arbitrary small.

With the above lemma, we prove the necessity in this theorem under Assumption 3.3. As $\mathcal{M}$ is an open set of $\mathcal{M}_{0}$, for any $M \in \mathcal{M}$, there exists an open ball $B\left(M, r_{0}\right)$ in $\mathcal{M}_{0}$ that is a subset of $\mathcal{M}$. Let $\overline{\mathcal{M}}$ be any open and dense subset of $\mathcal{M}$. If the rank conditions are not satisfied for $M \in \overline{\mathcal{M}}$, there exists another model $M_{1} \in \mathcal{M}_{0}$ that satisfies $0<d\left(M_{1}, M\right)<r_{0}$ and is not distinguishable from $M$, i.e. $M_{1}$ and $M$ lead to the same mapping $T_{\mathcal{W X}}(q)$. Thus, $M_{1} \in \mathcal{B}\left(M, r_{0}\right) \subseteq \mathcal{M}$, which contradicts generic identifiability.

### 3.7.2 Proof of Lemma 3.3

Before proceeding to the proof of Lemma 3.3, some preliminary results on structural rank are presented. Consider a block matrix whose entries are either zeros or distinct indeterminates

$$
K=\left[\begin{array}{cc}
A-I & B  \tag{3.20}\\
C & D
\end{array}\right]
$$

where $A$ is hollow, $A$ and $D$ are of dimensions $L \times L$ and $m \times m$, respectively. Here $L$ or $m$ is allowed to be zero.

Lemma 3.5. If $K$ in (3.20) is not structural full rank, then $K$ can be permuted as

$$
\left[\begin{array}{ll}
\bar{A} & 0  \tag{3.21}\\
\bar{C} & \bar{D}
\end{array}\right],
$$

where $\bar{A}$ bas dimension $k_{1} \times\left(k_{1}-1\right)$ for some $k_{1} \geqslant 1$.

Proof. The non-zero structure of $K$ can be characterized by a graph $\overline{\mathcal{G}}:=(\overline{\mathcal{V}}, \overline{\mathcal{E}})$ with $\overline{\mathcal{V}}:=\overline{\mathcal{W}} \cup$ $\overline{\mathcal{X}} \cup \overline{\mathcal{Y}}$, where $\mathcal{W}=\left\{w_{1}, \cdots, w_{L}\right\}, \overline{\mathcal{X}}=\left\{x_{1}, \cdots, x_{m}\right\}$, and $\mathcal{Y}=\left\{y_{1}, \cdots, y_{m}\right\}$ correspond to the rows/columns of $A$, the columns of $B$ and the rows of $C$, respectively. Besides, a directed edge $(j, i) \in \overline{\mathcal{E}}:=\overline{\mathcal{V}} \times \overline{\mathcal{V}}$ if and only if $K_{i j}$ is non-zero. When $K$ is not structural full rank, it follows from [154] that $b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}<|\overline{\mathcal{X}}|=m$ in $\overline{\mathcal{G}}$. Then, from Theorem 2.1, there exists a $\overline{\mathcal{X}}-\overline{\mathcal{W}}$ disconnecting set $\mathcal{D}$ with $|\mathcal{D}|=m-1$ in $\overline{\mathcal{G}}$. Note that with $\mathcal{D}$ and based on Lemma 2.1, we can divide $\overline{\mathcal{V}}$ into three disjoint sets $\mathcal{D}, \mathcal{S}$ and $\mathcal{P}$ with $|\mathcal{S}|+|\mathcal{P}|=L+m+1$. Moreover, there is no edge from $\mathcal{S}$ to $\mathcal{P}$, where $\mathcal{S} \subseteq \overline{\mathcal{W}} \cup \overline{\mathcal{X}}, \mathcal{P} \subseteq \overline{\mathcal{W}} \cup \overline{\mathcal{Y}}$. Thus, from the definition of $\overline{\mathcal{E}}$, we can find a permutation of $K$ in the form of (3.21) with a zero block, whose rows and columns correspond to $\mathcal{P}$ and $\mathcal{S}$, respectively. Furthermore, the column dimension of $\bar{A}$ is computed as $L+m-|\mathcal{S}|=|\mathcal{P}|-1$, which completes the proof.

Lemma 3.6. Let the non-zero entries of $K$ in (3.20) be divided into two disjoint sets $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. If $\operatorname{det}(K)$ does not depend on the entries in $\mathcal{P}_{1}$, then

$$
\operatorname{det}(K)=(-1)^{j} \prod_{i=1}^{l} \operatorname{det}\left(A_{i}\right), \text { for some } l \geqslant 1, j \in\{0,1\}
$$

where $A_{i}$ is a square submatrix of $K$ that contains only non-zero entries in $\mathcal{P}_{2}$.
Proof. When $\mathcal{P}_{1}=\emptyset$, the proof is trivial. Now suppose $\mathcal{P}_{1} \neq \emptyset$, and consider the cofactor expansion formula of $\operatorname{det}(K)$, which contains a term $b \operatorname{det}(\bar{B})$ with $\operatorname{det}(\bar{B})$ the cofactor of the nonzero entry $b \in \mathcal{P}_{1}$. Since $\operatorname{det}(K)$ does not depend on $b$, we obtain $\operatorname{det}(\bar{B})=0$, i.e., $\bar{B}$ is not structural full rank. Then it follows from Lemma 3.5 that $K$ can be be permuted as

$$
\left[\begin{array}{cc}
\star & \left.\begin{array}{cc}
\bar{B}_{11} & 0 \\
\bar{B}_{21} & \bar{B}_{22}
\end{array}\right]
\end{array}\right]:=\left[\begin{array}{cc}
\tilde{A} & 0 \\
\tilde{C} & \tilde{D}
\end{array}\right],
$$

with square matrices $\tilde{A}$ and $\tilde{D}$, and $\tilde{C}$ containing $b$. Then, we have

$$
\operatorname{det}(K)= \pm \operatorname{det}(\tilde{A}) \operatorname{det}(\tilde{D})
$$

which does not depend on $b$. Here, the sign $\pm$ depends on the permutation. If $\tilde{A}$ or $\tilde{D}$ contains other entries in $\mathcal{P}_{1}$, the above analysis can be applied recursively, which proves the lemma.

With the above results based on the structural rank, we need one additional lemma which is instrumental for the proof of Lemma 3.3.

Lemma 3.7. Given a model set $\mathcal{M}$ that satisfies Assumption 3.3, and consider any $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and any $\overline{\mathcal{X}} \subseteq \mathcal{X}$ with $|\overline{\mathcal{W}}|=|\overline{\mathcal{X}}| . \operatorname{If} \operatorname{det}[F(\overline{\mathcal{W}}, \overline{\mathcal{X}})]$ is not constant zero (as a function of the unknown entries), $F(\overline{\mathcal{W}}, \overline{\mathcal{X}})$ is full rank for almost all $M$ in $\mathcal{M}$.

Proof. Consider the set $\mathcal{M}_{0}$ corresponding to $\mathcal{M}$ in Assumption 3.3. Since $C=I$, and $\Lambda$ i.e. the fifth coordinate of $M$ in (2.4), does not influence the rank of $F$, we only need to consider the first three coordinates, i.e. $\bar{M} \triangleq(G, R, H)$. Let $\overline{\mathcal{M}}_{0}$ denote the projection of $\mathcal{M}_{0}$ on its first three coordinates. Let $\mathcal{F}$ denote the set of elements in $\overline{\mathcal{M}}_{0}$ with full $\operatorname{rank} F$. We aims to prove if $\operatorname{det}[F(\overline{\mathcal{W}}, \overline{\mathcal{X}})]$ is not constant zero, $\mathcal{F}$ is an open dense subset of $\overline{\mathcal{M}}_{0}$. Then this gives $F$ full rank for almost all elements in $\mathcal{M}_{0}$ and thus in $\mathcal{M}$, since the intersection of the open set $\mathcal{M}$ and any open dense subset of $\mathcal{M}_{0}$ is also open and dense in $\mathcal{M}$.

If $\operatorname{det}(F)$ is a non-zero constant as a function of $\bar{M} \in \overline{\mathcal{M}}_{0}, F$ is full $\operatorname{rank}$ for all $\bar{M}$ in $\overline{\mathcal{M}}_{0}$ and thus the lemma holds. Then we focus on the case where $\operatorname{det}(F)$ is not a constant and show that $\mathcal{F}$ is open and dense in $\overline{\mathcal{M}}_{0}$.

For denseness, consider any network $\bar{M} \in \overline{\mathcal{M}}_{0}$ whose $F$ is not full rank, i.e. $\operatorname{det}(F)=0$. Then consider an open ball in $\overline{\mathcal{M}}_{0}$ denoted as $\mathcal{B}(\bar{M}, \varepsilon)$ with any radius $\varepsilon>0$, and we aim to prove the existence of a different model $\bar{M}_{1}$ in $\mathcal{B}(M, \varepsilon)$ such that $\operatorname{det}\left(F_{1}\right)$, which is formulated on $\bar{M}_{1}$, is non-zero. Firstly consider a model $\bar{M}_{2} \in \overline{\mathcal{M}}_{0}$ whose corresponding $F$ matrix is full rank, and we define $\Delta \triangleq \bar{M}_{2}-\bar{M}$ with $d(\Delta, \mathbf{0})=\delta$, where $\delta$ is some positive real number, and $\mathbf{0}$ denotes a model with all entries being zeros. Then we formulate a new model as $\bar{M}_{1}(\gamma)=\gamma \Delta+$ $\bar{M}$, which depends on a real number $\gamma$. It is clear that $\bar{M}_{1}(1)=\bar{M}_{2}$, and thus the $\operatorname{det}(F)$ of $\bar{M}_{1}(1)$ is non-zero. Similarly, $\operatorname{det}(F)$ of $\bar{M}_{1}(0)$ is zero. This shows that the analytic function $h(z, \gamma)$, obtained from $\operatorname{det}(F)$ formulated on $\bar{M}_{1}(\gamma)$, is not constant on $\mathbb{C} \times \mathbb{R}$. Then by the property of non-constant analytic functions, there exists $\gamma_{0} \in(0, \varepsilon / \delta)$, such that $h\left(z, \gamma_{0}\right)$ and thus $\operatorname{det}(F)$ of $\bar{M}_{1}\left(\gamma_{0}\right)$ is non-zero. In addition, it holds that $d\left(\bar{M}_{1}\left(\gamma_{0}\right), \bar{M}\right)=d\left(\gamma_{0} \Delta, 0\right)=\gamma_{0} \delta<\varepsilon$, where the second equality holds as the definition of the metric function after Definition 3.3 is based on norms. This shows that $\bar{M}_{1}\left(\gamma_{0}\right) \in \mathcal{B}(\bar{M}, \varepsilon)$, and recall that the $F$ matrix formulated on $\bar{M}_{1}\left(\gamma_{0}\right)$ is full rank. This concludes the proof for denseness.

For openness, given any $\overline{\mathcal{W}}$ and $\overline{\mathcal{X}}$, denote the corresponding $\|\operatorname{det}(F(M))\|_{\infty}$ as a function $f$ from $\overline{\mathcal{M}}_{0}$ to $\mathbb{R}$. As $f$ is a composition of continuous functions, i.e. the determinant function and the norm, $f$ is also continuous. It also holds that the set $\mathcal{F}$ equals $f^{-1}((0,+\infty))$. Moreover, by the property of a continuous function, i.e. the preimage of an open interval is open, $f^{-1}((0,+\infty))$ is an open subset of $\overline{\mathcal{M}}_{0}$. This concludes both openness and denseness.

Finally, with all the above preliminary lemmas, Lemma 3.3 can be proved as follows.
Proof. Without loss of generality, consider that $|\overline{\mathcal{W}}| \leqslant|\overline{\mathcal{X}}|$, and thus $T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}$ being full generic rank implies that its square submatrix $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}_{1}$ is full rank generically for some $\mathcal{X}_{1}$. Denote $\left|\overline{\mathcal{X}}_{1}\right|=$ $m$, and use $\bar{F}$ to represent $F\left(\overline{\mathcal{W}}, \overline{\mathcal{X}}_{1}\right)$. It holds that $\bar{F}$ is generically full rank if and only if $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}_{1}$ is generically full rank based on (3.8), and $\bar{F}$ is structural full rank if and only if $F$ is structural full rank. Therefore, the proof aims to prove that $\bar{F}$ is structural full rank if and only if it is generically full rank. Let $a_{i j}$ denote the $(i, j)$ entry of $\bar{F}$. The "if" part is clear as being structural full rank is a necessary condition for being full rank generically. For the "only if" part, consider
now all the summands in the Leibnitz formula for $\operatorname{det}(\bar{F})$. If $\bar{F}$ is structural full rank, without loss of generality, $\operatorname{det}(\bar{F})$ contains a term according to a permutations $\bar{\sigma}$ of $[1, \cdots, L+m]$ as

$$
\begin{equation*}
a \prod_{i=p+1}^{L+m} a_{\bar{\sigma}(i) i} \neq 0 \tag{3.22}
\end{equation*}
$$

for some $p \geqslant 0$, where $\sigma(i)$ denotes the $i$-th index in the permutation, and $a$ is the product of all unknown entries in the term and also contains the maximum number of unknown entries among the other permutations of $[1, \cdots, L+m]$. In addition, the summation of all terms with the common factor $a$ in $\operatorname{det}(\bar{F})$ equals

$$
\begin{equation*}
a \operatorname{det}\left(\bar{F}_{\{\bar{\sigma}(p+1), \cdots, \bar{\sigma}(L+m)\}\{p+1, \cdots, L+m\}}\right) . \tag{3.23}
\end{equation*}
$$

Denote the above submatrix of $\bar{F}$ as $F_{1}$. Then the determinant of $\bar{F}$ is proved to be non-zero (as a function of unknown entries) by showing that the term (3.23) is non-zero as follows. As (3.22) contains the maximum number of unknown entries compared to the other permutations, $\operatorname{det}\left(F_{1}\right)$ does not dependent on the unknown entries when considered as a polynomial of $F_{1}$ 's all non-zero entries. Based on Lemma 3.6, (3.23) can be reformulated as

$$
\begin{equation*}
(-1)^{j} a \prod_{i=1}^{l} \operatorname{det}\left(A_{i}\right) \tag{3.24}
\end{equation*}
$$

for some $l \geqslant 1$ and $j \in\{0,1\}$, where $A_{i}$ contains only known transfer functions and is square submatrix of $F_{1}$ and thus of $\bar{F}$. As (3.24) contains the non-zero term (3.22) after expansion, $A_{i}$ is structural full rank and thus full rank by Assumption 5, for all $i$. This means that $\operatorname{det}\left(F_{1}\right)$ is non-zero, and thus $\operatorname{det}(\bar{F})$ contains the non-zero term (3.23) and is not constant zero. Then based on Lemma 3.7, $\bar{F}$ is full rank for almost all $M \in \mathcal{M}$, which concludes the proof.

## 4

## Identifiability with full measurement：

 Synthesis
## 4．I Introduction

The results in Chapter 3 and the related graphical results in［14，69，157］for identifiability fo－ cus on the analysis question，i．e．under what conditions modules in a network are（generically） identifiable？However，none of these conditions has referred to the synthesis problem，that is： where to allocate excitation or measurement signals to achieve network identifiability？Prelim－ inary results to achieve identifiability of a full network in［13］are limited to special network structures，e．g．trees．While the allocation of excitation signals has been considered in the iden－ tification literature for identifying local modules，e．g．，in［48，59，122，152，168］，these results do not consider the identifiability aspect and typically depend on the particular identification method under consideration．

To the best of our knowledge，the synthesis problem for a general dynamic network has not been addressed in the literature so far．Actually，such a synthesis problem has more realistic sig－ nificance in the identification of dynamic networks，since it determines the cost of identification experiments in networks．This becomes the motivation of this chapter．

[^2]In this chapter, we address the synthesis problem for the situation where all the internal signals are measured, and our goal is to develop synthesis approaches to allocate excitation signals (actuators) such that a subset of modules or a full network becomes generically identifiable. The synthesis procedures for identifiability of a subnetwork, i.e. a subset of modules, and identifiability of a full network are discussed separately since they require different graphical tools.

For the synthesis problem for a subnetwork, a novel graphical condition for generic identifiability of a subnetwork is developed, by exploiting the concepts of disconnecting sets. Compared to the existing path-based condition, the new result makes explicit suggestions regarding which internal signals should be excited for generic identifiability. Based on that information, a novel synthesis approach is developed to allocate excitation signals, such that generic identifiability of a subnetwork can be achieved.

When the synthesis problem for a full network is concerned, a more compact synthesis approach can be developed based on a novel graphical concept, called pseudotrees. A new analysis result for generic identifiability of a full network is obtained, which shows that identifiability can be achieved if the full network is covered by pseudotrees, and a root of each pseudotree is excited. This leads to a novel synthesis procedure to achieve generic identifiability of a full network, by first decomposing a network into a set of pseudotrees and then allocating signals to excite these pseudotrees.

This chapter is organized as follows. The novel analysis result for a subnetwork is presented in Section 4.2, and the synthesis procedure for a subnetwork is developed in Section 4.3. Then the concept of pseudotrees is introduced in Section 4.4, which leads to a synthesis approach for identifiability of a full network in Section 4.5. Some of the proofs are collected in Section 4.7.

### 4.2 DISCONNECTING-SET-BASED CONDITIONS FOR SUBNETWORK IDENTIFIABILITY

### 4.2.I GENERIC IDENTIFIABILITY BASED ON DISCONNECTING SETS

The graphical condition in Theorem 3.4 can be applied to analyzing generic identifiability in a given model set. However, it does not explicitly indicate where to allocate external signals such that a particular set of modules becomes generically identifiable. To solve this synthesis question, a new analytic result is developed in this section by exploring the duality between vertex disjoint paths and disconnecting sets, as also indicated in [69]. In this section, we will exploit this relationship in a novel way for subnetwork generic identifiability, while providing a solution to the synthesis question as well. This synthesis question will be addressed in more detail in Section 4.3.

Recall the Menger's theorem in Theorem 2.1, from which the generic identifiability condition in Theorem 3.4 can be reformulated using the concept of disconnecting sets.

Corollary 4.1. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5, and let $\overline{\mathcal{W}}_{j}$ be any subset of $\mathcal{W}_{j}^{-}$. The conditions (3.15) hold if and only if

$$
\begin{align*}
& \left|\mathcal{D}_{2}\right|=\left|\overline{\mathcal{W}}_{j}\right|, \text { and } \\
& \left|\mathcal{D}_{1}\right|=\left|\mathcal{D}_{2}\right|+\left|\mathcal{D}_{3}\right|, \tag{4.1}
\end{align*}
$$

where $\mathcal{D}_{1}, \mathcal{D}_{2}$ and $\mathcal{D}_{3}$ are minimum $\mathcal{X}_{j}-\mathcal{W}_{j}^{-}, \mathcal{X}_{j}-\overline{\mathcal{W}}_{j}$ and $\mathcal{X}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting sets, respectively.

The relevance of disconnecting sets and generic identifiability is further illustrated in the following example.


Figure 4.1: Generic identifiability of $G_{41}$ is considered (thick line). $G_{41}$ is not generically identifiable in (a) but becomes generically identifiable in (b) if an extra signal $r_{2}$ is allocated at $w_{2}$.

Example 4.1. Given the network model in Figure 4.1(a), where $G_{41}$ is the target module. In this setting, $\mathcal{X}_{4}=\left\{r_{1}\right\}, \mathcal{W}_{4}^{-}=\left\{w_{1}, w_{2}, w_{3}\right\}$ and $\overline{\mathcal{W}}_{4}=\left\{w_{1}\right\}$. Minimum disconnecting sets in Corollary 4.1 are then $\mathcal{D}_{1}=\mathcal{D}_{2}=\left\{w_{1}\right\}, \mathcal{D}_{3}=\left\{w_{2}\right\}$, where $\mathcal{D}_{3}$ is a disconnecting set from $\left\{w_{1}\right\}$ to the other in-neighbors of $w_{4}$, i.e., $\left\{w_{2}, w_{3}\right\}$. The module $G_{41}$ is not generically identifiable in Figure 4.1(a) since (4.1) is not satisfied. To achieve generic identifiability of $G_{41}$, an extra excitation signal $r_{2}$ can be allocated at $w_{2}$, which changes $\mathcal{D}_{1}$ to $\left\{w_{1}, w_{2}\right\}$ and thus (4.1) are satisfied. This is shown in Figure 4.1(b). It can also be verified that $b_{\mathcal{X}_{4} \rightarrow \mathcal{W}_{4}}=b_{\mathcal{X}_{4} \rightarrow \mathcal{W}_{4} \backslash\left\{w_{1}\right\}}+1$, which implies that $G_{41}$ is generically identifiable according to Theorem 3.4.

It is observed from this example that generic identifiability of $G_{j i}$ is achieved when the vertices in a disconnecting set from $\left\{w_{i}\right\}$ to the other in-neighbors of $w_{j}$ are excited. This observation is generalized to obtain a new graphical condition based on disconnecting sets.

Theorem 4.1. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5, and let $\overline{\mathcal{W}}_{j}$ be any subset of $\mathcal{W}_{j}^{-}$. The conditions (3.15) bold if and only if the following two equivalent conditions hold:

1. There exists a $\mathcal{X}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set $\mathcal{D}$ such that

$$
b_{\mathcal{X}_{j} \rightarrow \overline{\mathcal{W}}_{j} \cup \mathcal{D}}=|\mathcal{D}|+\left|\overline{\mathcal{W}}_{j}\right| .
$$

2. There exist a set of external signals $\overline{\mathcal{X}}_{j} \subseteq \mathcal{X}_{j}$ and a $\overline{\mathcal{X}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set $\mathcal{D}$ such that

$$
\begin{equation*}
b_{\overline{\mathcal{X}}_{j} \rightarrow \overline{\mathcal{W}}_{j} \cup \mathcal{D}}=|\mathcal{D}|+\left|\overline{\mathcal{W}}_{j}\right| . \tag{4.2}
\end{equation*}
$$

The proof of the above theorem is presented in Section 4.7. In the above result, condition 1 is more similar to Theorem 3.4 than condition 2 as all signals in $\mathcal{X}_{j}$ are considered in condition 1; on the other hand, condition 2 shows that there is extra freedom in considering a subset of signals in $\mathcal{X}_{j}$. In addition, compared to Theorem 3.4, Theorem 4.1 explicitly states that the signals in $\overline{\mathcal{W}}_{j} \cup \mathcal{D}$ should be indirectly excited, i.e. there are vertex disjoint paths from external signals $\overline{\mathcal{X}}_{j}$ to $\overline{\mathcal{W}}_{j} \cup \mathcal{D}$. The above information will be helpful for the design of synthesis approaches to allocate excitation signals.

Condition 2 of Theorem 4.1 is visualized in Figure 4.2, and this condition implies that $\mathcal{D}$ is also a disconnecting set from the inputs of the target modules $\overline{\mathcal{W}}_{j}$ to the other inputs $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ of $w_{j}$. In addition, to guarantee generic identifiability of the target modules, condition 2 shows that $\overline{\mathcal{W}}_{j}$ and $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ should receive independent excitation provided by the external signals, which have paths via $\mathcal{D}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$. Moreover, each input of the target modules should be excited by a distinct excitation signal.


Figure 4.2: Visualization of condition 2 in Theorem 4.1, where $\tilde{\mathcal{W}}_{j}$ collects all inputs of $w_{j}$ through known modules.

### 4.2.2 Algebraic interpretation of disconnecting sets

From Lemma 2.1, a disconnecting set in a graph separates its vertex set into several disjoint subsets. This graph separation also leads to a factorization of the external-to-internal mappings for the associated dynamic network.

Theorem 4.2. Consider a network model $M$ with the induced graph $\mathcal{G}$ and a disconnecting set $\mathcal{D} \subseteq \mathcal{V}$ from $\overline{\mathcal{X}} \subseteq \mathcal{X}$ to $\overline{\mathcal{W}} \subseteq \mathcal{W}$. Then there exists a proper transfer matrix $K(q)$ such that

$$
\begin{equation*}
T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q)=K(q) T_{\mathcal{D} \overline{\mathcal{X}}}(q) . \tag{4.3}
\end{equation*}
$$

The transfer matrix $K(q)$ can be explicitly expressed as follows:
The $\overline{\mathcal{X}}-\overline{\mathcal{W}}$ disconnecting set $\mathcal{D}$ divides all vertices in three disjoint sets, i.e. $\mathcal{V}=\mathcal{S} \cup \mathcal{D} \cup \mathcal{P}$, according to Lemma 2.1, on the basis of which the following sets are defined: $\overline{\mathcal{W}}_{D}=\overline{\mathcal{W}} \cap \mathcal{D}$, $\overline{\mathcal{W}}_{P}=\overline{\mathcal{W}} \cap \mathcal{P}, \overline{\mathcal{X}}_{D}=\overline{\mathcal{X}} \cap \mathcal{D}, \mathcal{D}_{w}=\mathcal{W} \cap \mathcal{D}, \mathcal{D}_{x}=\mathcal{X} \cap \mathcal{D}, \mathcal{P}_{w}=\mathcal{W} \cap \mathcal{P}$. Consider $T_{\mathcal{D} \overline{\mathcal{X}}}$ to be ordered in three block rows, according to the decomposition of $\mathcal{D}=\mathcal{D}_{w} \cup \overline{\mathcal{X}}_{\mathcal{D}} \cup\left(\mathcal{D}_{x} \backslash \overline{\mathcal{X}}_{\mathcal{D}}\right)$. Then

$$
K=\left[\begin{array}{cc}
{\left[\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right)^{-1}\right]_{\mathcal{W}_{P \star}}} & 0  \tag{4.4}\\
0 & C
\end{array}\right]\left[\begin{array}{ccc}
G_{\mathcal{P}_{w} \mathcal{D}_{w}} & X_{\mathcal{P}_{w} \overline{\mathcal{X}}_{D}} & 0 \\
I & 0 & 0
\end{array}\right]
$$

where $C$ is a selection matrix that extracts the rows of $T_{\mathcal{D}_{w}} \overline{\mathcal{X}}$ corresponding to $\overline{\mathcal{W}}_{D}$.
The proof of the above theorem is presented in Section 4.7. The decomposition in (4.3) means that if all paths from $\overline{\mathcal{X}}$ to $\overline{\mathcal{W}}$ intersect with $\mathcal{D}$, then the signals in $\mathcal{D}$ act as auxiliary signals that contain all information, that is relevant for $\overline{\mathcal{W}}$, from $\overline{\mathcal{X}}$. It is easier to interpret $K(q)$ matrix in a special case where $\overline{\mathcal{W}}_{D}=\mathcal{D}_{x} \backslash \overline{\mathcal{X}}_{\mathcal{D}}=\emptyset$, which leads to

$$
K(q)=\left[\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right)^{-1}\right]_{\overline{\mathcal{W}}_{P \star}}\left[\begin{array}{ll}
G_{\mathcal{P}_{w} \mathcal{D}_{w}} & X_{\mathcal{P}_{w} \overline{\mathcal{X}}_{D}}
\end{array}\right] .
$$

In this special case, it holds that $\mathcal{D}=\mathcal{D}_{w} \cup \overline{\mathcal{X}}_{D}$ and $\overline{\mathcal{W}}_{P}=\overline{\mathcal{W}}$. Then similar to the mapping $T_{\mathcal{W X}}(q)=[I-G(q)]^{-1} X(q)$ in a network model with graph $\mathcal{G}$, the above $K(q)$ matrix can thus be interpreted as an external-to-internal mapping from $\mathcal{D}$ to $\overline{\mathcal{W}}$ in a subgraph of $\mathcal{G}$, where $\mathcal{P}_{w}$ contains all the internal signals and $\mathcal{D}$ contains the external signals of the subgraph.

Using the factorization result of Theorem 4.2, if condition 1 of Theorem 4.1 holds, then the $\mathcal{X}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set $\mathcal{D}$ ensures a factorization as

$$
T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \mathcal{X}_{j}}(q)=K(q) T_{\mathcal{D} \mathcal{X}_{j}}(q)
$$

Then it can be relatively simple to show how the conditions in Theorem 4.1 directly relate to the original rank conditions in Theorem 3.1, based on the path-rank relation in Theorem 3.2.

In addition, we also show that the factorization result (4.3) is a very attractive result that leads to a generalized indirect identification method for identifying $G_{j j} \overline{\mathcal{W}}_{j}$. Let us first consider the following corollary of Theorem 4.2.

Corollary 4.2. Consider a network model with all fixed modules being zero and any subset $\overline{\mathcal{W}}_{j} \subseteq$ $\mathcal{W}_{j}^{-}$. Let $\mathcal{D}$ be a $\overline{\mathcal{W}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set such that $\mathcal{D} \cap \overline{\mathcal{W}}_{j}=\emptyset$. Let $\mathcal{X}_{1}$ denote the set of all external signals that do not have directed edge to $w_{j}$. If there exists a set $\overline{\mathcal{X}} \subseteq \mathcal{X}_{1}$ such that $\left[\begin{array}{c}T_{\overline{\mathcal{W}}_{j} \overline{\mathcal{X}}}(q) \\ T_{\mathcal{D} \overline{\mathcal{X}}}(q)\end{array}\right]$ has full row rank and $\mathcal{D}$ is also a $\overline{\mathcal{X}}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set, then

$$
G_{j \overline{\mathcal{W}}_{j}}(q)=T_{j \overline{\mathcal{X}}}(q)\left[\begin{array}{c}
T_{\overline{\mathcal{W}}_{j} \overline{\mathcal{X}}}(q)  \tag{4.5}\\
T_{\mathcal{D} \overline{\mathcal{X}}}(q)
\end{array}\right]^{\dagger}\left[\begin{array}{c}
I_{\left|\overline{\mathcal{W}}_{j}\right|} \\
0
\end{array}\right],
$$

where $(\cdot)^{\dagger}$ denotes the matrix's right inverse, and $I_{\left|\mathcal{W}_{j}\right|}$ is an identity matrix with dimension $\left|\overline{\mathcal{W}}_{j}\right|$. Proof. From Theorem 4.2, there exists $K$ such that $K T_{\mathcal{D} \overline{\mathcal{X}}}=T_{\left(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \overline{\mathcal{X}}}$. In addition, $w_{j} \notin \mathcal{D}$ and $\mathcal{D} \cap \overline{\mathcal{W}}_{j}=\emptyset$ hold, as the later is necessary for the matrix being full row rank. Then recall the $j$ th row of $(I-G) T_{\mathcal{W X}}=X$, and after permutation we have

$$
\left[\begin{array}{llll}
-G_{j j} \bar{w}_{j} & -G_{j\left(w_{j}^{-} \backslash \bar{w}_{j}\right)} K & 1 & 0
\end{array}\right]\left[\begin{array}{c}
T_{\overline{\mathcal{W}_{j}}, \overline{\mathcal{X}}} \\
T_{\mathcal{D}} \overline{\mathcal{X}} \\
T_{j \bar{\chi}} \\
\star
\end{array}\right]=X_{j \overline{\mathcal{X}}},
$$

where $X_{j \bar{\chi}}=0$ as $\overline{\mathcal{X}}$ has no directed edge to $w_{j}$. Thus the above equation leads to (4.5).
The expression (4.5) shows an immediate opportunity to estimate $G_{j{ }_{j}}(q)$ on the basis of a selected set of measured internal signals. In the situation that all the signals in $\overline{\mathcal{X}}$ are measured excitation signals $r$, the transfer functions on the right hand side of (4.5) can all be estimated through so-called open-loop identification methods, on the basis of measured signals in $\overline{\mathcal{X}} \cup \overline{\mathcal{W}}_{j} \cup$ $\mathcal{D} \cup\left\{w_{j}\right\}$. This method is a generalization of the "classical" indirect method of identification, see e.g. [59], where all inputs of $w_{j}$ are measured and directly excited to estimate a single module, i.e. $\overline{\mathcal{W}}_{j}=\left\{w_{i}\right\}$. That situation can be characterized by the choice $\mathcal{D} \cup \overline{\mathcal{W}}_{j}=\mathcal{W}_{j}^{-}$, i.e. all in-neighbors of $w_{j}$ except $w_{i}$ are selected into the disconnecting set. The generalization of this indirect method now allows for a more flexible choice of signals as well as more flexibility in providing excitation signals $r$ for estimating $G_{j \bar{W}}^{j}$.

The rank condition that is formulated in Corollary 4.2 can be verified in a generic sense by requiring that

$$
\begin{equation*}
b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}_{j} \cup \mathcal{D}}=\left|\overline{\mathcal{W}}_{j}\right|+|\mathcal{D}| . \tag{4.6}
\end{equation*}
$$

In other words: there should be sufficient vertex disjoint paths from the measured external excitation signals in $\overline{\mathcal{X}}$ to the internal signals in $\overline{\mathcal{W}}_{j}$ and $\mathcal{D}$.

### 4.2.3 Relation with the parallel path and loop condition

In dynamic network analysis and identification, there is a recurring condition that plays an important role in the selection of a set of measured internal signals that is sufficient for identifying a single target module $G_{j i}(q)$ in the network. The condition was first formulated in [48], as the parallel path and loop condition which selects a set of internal signals as follows:

Determine a set of internal signals $\mathcal{D}$ according to:

- Every parallel path from $w_{i}$ to $w_{j}$, i.e. a path that is not the edge $G_{j i}(q)$, passes through an internal vertex in $\mathcal{D}$, and
- Every loop around $w_{j}$ passes through a vertex in $\mathcal{D}$.

If in a network where all signals $w_{i}, w_{j}$ and $\mathcal{D}$ are retained, and all other internal signals are eliminated (immersed), e.g., because they can not be measured, then in the obtained immersed network that leaves the signals $w_{i}, w_{j}$ and $\mathcal{D}$ invariant, the target module $G_{j i}(q)$ remains invariant too. As a result, the parallel path and loop condition has become an important tool for selecting internal signals to be measured for identification of a single module, see e.g. also [122, 168], where the network abstraction is introduced in the latter reference as a generalization of network immersion.

It can be shown that the parallel path and loop condition has a very strong link to the disconnecting set-based results on generic identifiability in Theorem 4.1 and its later implication in Corollary 4.3 , when a single module is concerned, i.e. $\overline{\mathcal{W}}_{j}=\left\{w_{i}\right\}$.

Proposition 4.1. Consider a model set with graph $\mathcal{G}$ in which all non-zero modules in $G(\theta)$ are unknown. Consider the module $G_{j i}(q)$ and a set of internal signals $\mathcal{D}$ with $\left\{w_{i}\right\} \notin \mathcal{D}$. Then $\mathcal{D}$ is an $\left\{w_{i}\right\}-\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ disconnecting set if and only if $\mathcal{D}$ contains an internal vertex in every parallel path from $w_{i}$ to $w_{j}$ and a vertex in every loop around $w_{j}$.

The proof of the above result is presented in Section 4.7. The above connection between disconnecting sets and the parallel path and loop condition is preliminarily investigated in [48, Proposition 9], where disconnecting sets are also referred to as separating sets; however, the connection established in [48] requires a modification of the graph $\mathcal{G}$ by splitting the vertices. In addition, the parallel path and loop condition is equivalently formulated into the search of two disconnecting sets in [48], which is less compact than Proposition 4.1 where only a single disconnecting set is needed.

While the parallel path and loop condition has served as a means for selecting internal signals to be measured for identifying $G_{j i}(q)$, it can also be used to select internal signals to be externally excited for single module identifiability, according to the results of Theorem 4.1. Moreover, in the situation of considering the identification of a set of modules, i.e. $\left|\overline{\mathcal{W}}_{j}^{-}\right|>1$, the verification whether multiple parallel paths are covered by a selection of internal signals can now be very effectively executed by an algorithm that constructs a (minimum) disconnecting set between the appropriate vertices.

### 4.3 Signal allocation for subnetwork identifiability

If $G_{j \bar{W}_{j}}(q)$ is not generically identifiable in a given network model set, extra excitation signals can be allocated by users to achieve generic identifiability of $G_{j j} \bar{W}_{j}(q)$. This section aims to tackle this synthesis problem by means of exploiting condition 2 in Theorem 4.1.

Consider a network model set with a set of initial external signals $\mathcal{X}_{j}^{0}$ that do not have unknown directed edges to $w_{j}$. The synthesis problem aims to allocate a minimum number of additional excitation signals $\mathcal{X}_{j}^{a}$ such that the generic identifiability of $G_{j \overline{W_{j}}}(q)$ is guaranteed.

In this synthesis problem, it is assumed that if $r_{k}$ is allocated directly at the output of interest $w_{j}$, its corresponding transfer function $R_{j k}$ is known.

This main idea for designing synthesis approaches follows from condition 2 of Theorem 4.1, however, in a reversed order. While the condition considers the existence of a $\overline{\mathcal{X}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set $\mathcal{D}$ given $\overline{\mathcal{X}}_{j}$, the synthesis approaches find a set $\mathcal{D}$ first and then construct $\overline{\mathcal{X}}_{j}$ by allocating signals, such that $\mathcal{D}$ becomes a $\overline{\mathcal{X}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set and (4.2) is satisfied. An initial choice for a set $\mathcal{D}$ can be motivated on the basis of the following corollary.

Corollary 4.3. Assume that one of the conditions in Theorem 4.1 is satisfied, it holds that $\mathcal{D}$ is a $\overline{\mathcal{X}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set if and only if it is a $\overline{\mathcal{W}}_{j} \cup \overline{\mathcal{X}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set subject to $\mathcal{D} \cap \overline{\mathcal{W}}_{j}=\emptyset$.

Proof. The "if" part is trivial. The "only if" part is proved by contradiction. If $\mathcal{D}$ is not a $\overline{\mathcal{W}}_{j}-$ $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set, i.e. there exists a path from $\overline{\mathcal{W}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ which does not intersect with $\mathcal{D}$, then there is also a path from $\mathcal{X}$ (or $\overline{\mathcal{X}}_{j}$ ) via $\overline{\mathcal{W}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ and the path does not intersect with $\mathcal{D}$, which contradicts that $\mathcal{D}$ is a disconnecting set. $\mathcal{D} \cap \overline{\mathcal{V}}_{2}=\emptyset$ is trivial.

As shown in Figure 4.2, the above result indicates that a $\overline{\mathcal{W}}_{j}-\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ disconnecting set $\mathcal{D}$ subject to $\mathcal{D} \cap \overline{\mathcal{W}}_{j}=\emptyset$ can be computed first, which is independent of the external signals. Then according to (4.2), extra excitation signals can be allocated such that the signals in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$ are excited, and $\mathcal{D}$ becomes a disconnecting set from the allocated signals to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$.

As the number of required excitation signals depends on the cardinality of the disconnecting set, a minimum disconnecting set is desired. Additionally, based on Corollary 4.3, a minimum disconnecting set $\mathcal{D}$ subject to $\overline{\mathcal{W}}_{j} \cap \mathcal{D}=\emptyset$ needs to be found. As standard graphical algorithms for computing minimum disconnecting sets do not take into account any constraint, we redefine the disconnecting set so as to make standard algorithms applicable. Recall the notation in Section 2.5 that $\overline{\mathcal{N}}_{\overline{\mathcal{V}}}^{+}$denotes the set of all the out-neighbors of the vertices in a set $\overline{\mathcal{V}}$.

Proposition 4.2. Consider a model set $\mathcal{M}$ with its associated graph $\mathcal{G}$. For any subset $\overline{\mathcal{X}}_{j} \subseteq \mathcal{X}_{j}$, a minimum disconnecting set $\mathcal{D}$ from $\overline{\mathcal{W}}_{j} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ subject to $\overline{\mathcal{W}}_{j} \cap \mathcal{D}=\emptyset$ is a minimum disconnecting set from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$.
Proof. We will first show that for any vertex set $\mathcal{D}$ subject to $\overline{\mathcal{W}}_{j} \cap \mathcal{D}=\emptyset, \mathcal{D}$ is a disconnecting set from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ if and only if it is also a disconnecting set from $\overline{\mathcal{W}}_{j} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$. The "only if" part holds because if $\mathcal{D}$ intersects with all the paths from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$, then it also intersects with the paths from $\overline{\mathcal{W}}_{j} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$. For the "if" part, since $\overline{\mathcal{W}}_{j} \cap \mathcal{D}=\emptyset$ and $\mathcal{D}$ intersects with all the paths from $\overline{\mathcal{W}}_{j} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$, those paths from $\overline{\mathcal{W}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ must intersect with $\mathcal{D}$ at their internal vertices or ending vertices. Since the first internal vertices of the paths belong to set $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+}$, then $\mathcal{D}$ is also a disconnecting set from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$.

Having the above result, the proposition is proved by showing that a minimum disconnecting set $\mathcal{D}$ from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \overline{\mathcal{X}}_{j}$ to $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ does not contain $\overline{\mathcal{W}}_{j}$, because if it does, it remains a disconnecting set after $\overline{\mathcal{W}}_{j}$ is excluded, which contradicts the minimality of $\mathcal{D}$.

Based on the above proposition, a minimum disconnecting set $\mathcal{D}$ from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+}$to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ can be computed for the synthesis problem, which now is an unconstrained problem and thus can be solved by standard graphic algorithms, e.g. the Ford-Fulkerson algorithm [135]. Then the following synthesis result can be derived from Theorem 4.1(2) and Corollary 4.3.

Corollary 4.4. Consider a network model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5. Given any minimum disconnecting set $\mathcal{D}$ from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+}$to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$, assigning distinct excitation signals to every vertex in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$ leads to the generic identifiability of $G_{j \mathcal{W}_{j}}(q)$ in $\mathcal{M}$ from $(w, r)$.

Proof. Let $\mathcal{X}_{j}^{a}$ denote the set of allocated signals, and it holds that $\mathcal{X}_{j}^{a} \subseteq \mathcal{X}_{j}$ in the obtained model set after allocation, i.e. $\mathcal{X}_{j}^{a}$ has no unknown direct edge to $w_{j}$. As these signals are allocated directly at $\mathcal{D} \cup \overline{\mathcal{W}}_{j}, \mathcal{D}$ is a $\overline{\mathcal{N}}_{\overline{\mathcal{N}}_{j}^{+}}^{+} \cup \mathcal{X}_{j}^{a}-\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ and thus a $\overline{\mathcal{W}}_{j} \cup \mathcal{X}_{j}^{a}-\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ disconnecting set, based on Proposition 4.2. In addition, equation (4.2) clearly holds under $\overline{\mathcal{X}}_{j}=\mathcal{X}_{j}^{a}$. Thus, Theorem 4.1(2) is satisfied under $\overline{\mathcal{X}}_{j}=\mathcal{X}_{j}^{a}$ and the given $\mathcal{D}$.

The above result leads to an approach with a simple implementation. However, it does not consider the initially existing signals $\mathcal{X}_{j}^{0}$, which can potentially reduce the number of additional excitation signals. Moreover, the signals are directly allocated at the vertices in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$. To make use of $\mathcal{X}_{j}^{0}$ and to explore the freedom to allocate the signals, a more comprehensive method is introduced in Algorithm 1. Also, note that $\mathcal{X}_{j}^{0}$ may contain both measured excitation signals and unmeasured noise signals.

Given a network model set with the target modules in $G_{j{ }_{j}}(q)$ and the pre-existing external signals $\mathcal{X}_{j}^{0}$, Algorithm 1 computes a minimum disconnecting set $\mathcal{D}$ from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \mathcal{X}_{j}^{0}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$ first and then removes the vertices in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$ that are already excited by $\mathcal{X}_{j}^{0}$ via vertex disjoint paths. Then the algorithm allocates additional excitation signals to excite the remaining vertices in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$ through vertex disjoint paths. The validity of Algorithm 1 is shown in the following result.

Theorem 4.3. Given a network model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5. In the returned model set of Algorithm 1 with the allocated excitation signals, $G_{j \bar{W}_{j}}(q)$ is generically identifiable from $(w, r)$.

Proof. From step 1 to 2 in Algorithm 1, by construction, if $|\mathcal{P}|=\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|$, equation (4.2) holds with $\overline{\mathcal{X}}_{j}=\mathcal{X}_{j}^{0}$, and thus the modules are generically identifiable in the original model set $\mathcal{M}$.
When $|\mathcal{P}|<\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|$, based on Theorem 4.1, we need to allocate extra $\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|-|\mathcal{P}|$ signals, such that: (i) there are $\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|-|\mathcal{P}|$ vertex disjoint paths from these signals to $\left(\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right) \backslash \overline{\mathcal{D}}$,

```
Algorithm 1 Signal allocation for a single module
INPUT: A model set \(\mathcal{M}\) with graph \(\mathcal{G}\), the target modules \(G_{j} \overline{\mathcal{W}}_{j}\), and a set of initial external
signals \(\mathcal{X}_{j}^{0}\);
OUTPUT: A new model set \(\mathcal{M}_{\text {out }}\) with its graph \(\mathcal{G}_{\text {out }}\) and the allocated signals.
    Compute a minimum disconnecting set \(\mathcal{D}\) from \(\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \mathcal{X}_{j}^{0}\) to \(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\);
    Based on Lemma 4.3, compute a set of paths \(\mathcal{P}\) that contains the maximum number of
    vertex disjoint paths from \(\mathcal{X}_{j}^{0}\) to \(\mathcal{D} \cup \overline{\mathcal{W}}_{j}\), while the paths are internally vertex disjoint with
    \(\mathcal{D} \cup \overline{\mathcal{W}}_{j} ;\)
    Let \(\overline{\mathcal{D}} \subseteq \mathcal{D} \cup \overline{\mathcal{W}}_{j}\) denote all the ending vertices of the paths in \(\mathcal{P}\);
    if \(|\mathcal{P}|<\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|\) then
        Find the largest set \(\overline{\mathcal{W}} \subseteq \mathcal{W}\) such that \(\mathcal{D}\) is a disconnecting set from \(\overline{\mathcal{W}}\) to \(\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\);
        Build a subgraph \(\overline{\mathcal{G}} \subseteq \mathcal{G}\) by removing all the vertices and edges of the paths in \(\mathcal{P}\);
        Find a set \(\mathcal{W}_{\text {exp }} \subseteq \overline{\mathcal{W}}\) such that in \(\overline{\mathcal{G}}\), there are \(\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|-|\mathcal{P}|\) vertex disjoint paths from
        \(\mathcal{W}_{\text {exp }}\) to \(\left(\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right) \backslash \overline{\mathcal{D}}\);
        In \(\mathcal{G}\), assign distinct excitation signals to every vertex in \(\mathcal{W}_{\text {exp }}\), which leads to a new model
        set \(\mathcal{M}_{\text {out }}\) with a new graph \(\mathcal{G}_{\text {out }}\);
        Return \(\mathcal{M}_{\text {out }}\) with the graph \(\mathcal{G}_{\text {out }}\);
    else
        \(\mathcal{M}_{\text {out }} \leftarrow \mathcal{M}\) and \(\mathcal{G}_{\text {out }} \leftarrow \mathcal{G}\);
        Return \(\mathcal{M}_{\text {out }}\) with the graph \(\mathcal{G}_{\text {out }}\).
    end if
```

and these paths are also vertex disjoint with $\mathcal{P}$; (ii) $\mathcal{D}$ remains a disconnecting set from the added signals to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$. Then we can find in the algorithm, step 5 guarantees (ii), and steps 3, 6, 7 and 8 guarantee (i). This concludes the proof.

Remark 4.1. In Algorithm 1, the excitation signals do not need to be allocated directly at the vertices in $\mathcal{D} \cup \overline{\mathcal{W}}_{j}$. It suffices when they reach these vertices through vertex disjoint paths from excitation locations elsewhere in the network. In addition, the obtained experimental setup in Algorithm 1 may not be unique.

Algorithm 1 and the synthesis approach in Corollary 4.4 guarantee the minimum number of allocated signals when $\mathcal{X}_{j}^{0}=\emptyset$, as a minimum disconnecting set is used. When $\mathcal{X}_{j}^{0} \neq \emptyset$, the following bound on the number of additionally required signals can be derived based on Algorithm 1.

Corollary 4.5. Given a network model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4 and 3.5. Let $\mathcal{X}_{j}^{0}$ denote the set of initial external signals that have no unknown directed edge to $w_{j}$. Let $\mathcal{D}$ be a minimum disconnecting set from $\overline{\mathcal{N}}_{\overline{\mathcal{W}}_{j}}^{+} \cup \mathcal{X}_{j}^{0}$ to $\mathcal{W}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}$, and let c denote the number of additional excitation signals available for allocation. The number of additional excitation signals
c is sufficient to make $G_{j} \bar{w}_{j}(q)$ generically identifiable if

$$
c \geqslant\left|\mathcal{D} \cup \overline{\mathcal{W}}_{j}\right|-b_{\mathcal{X}_{j}^{0} \rightarrow \mathcal{D} \cup \overline{\mathcal{W}}_{j}} .
$$

The procedure of Algorithm 1 is illustrated in the following example for the case where $\overline{\mathcal{W}}_{j}$ only contains a single vertex.

Example 4.2. For the network model set in Figure 4.3(a), the problem is to allocate excitation signals such that $G_{73}(q)$ becomes generically identifiable. All the internal signals are measured in this model set, and module $G_{75}(q)$ is known. In addition, it holds that $\mathcal{W}_{7}^{-}=\left\{w_{3}, w_{4}, w_{6}, w_{8}\right\}$ which contains all the inputs of $w_{7}$ through unknown modules.


Figure 4.3: An example of allocating signals for generic identifiability of $G_{73}$ (thick line) using Algorithm 1 with a known module $G_{75}$ (double-lined edge). Starting from the network model set, a disconnecting set $\left\{w_{4}, w_{7}\right\}$ (red vertices) from $\left\{w_{3}, e\right\}$ to $\left\{w_{4}, w_{6}, w_{8}\right\}$ is computed in (a). Since there already exists an external signal $e$ which has a path to $w_{4}$, a vertex in the disconnecting set, we only need to add $r_{1}$ and $r_{8}$ as in (b), which achieves generic identifiability of $G_{73}$.
$\mathcal{X}_{7}^{0}=\{e\}$ is the only external signal that is initially present. Firstly, a disconnecting set from $\mathcal{X}_{7}^{0} \cup\left\{w_{3}\right\}=\left\{w_{3}, e\right\}$ to $\mathcal{W}_{7}^{-} \backslash\left\{w_{3}\right\}=\left\{w_{4}, w_{6}, w_{8}\right\}$ is constructed as $\mathcal{D}=\left\{w_{4}, w_{7}\right\}$, indicated by the red vertices in Figure 4.3(a). Based on Theorem 4.1, the generic identifiability of $G_{73}(q)$ requires three vertex disjoint paths from external signals to $\mathcal{D} \cup\left\{w_{3}\right\}=\left\{w_{3}, w_{4}, w_{7}\right\}$, while $\mathcal{D}$ remains a disconnecting set from the external signals to $\mathcal{W}_{7} \backslash\left\{w_{3}\right\}$. Following step 2 in Algorithm 1, we find a pathe $\rightarrow w_{4}$ from $\mathcal{X}_{7}^{0}$ to $\mathcal{D} \cup\left\{w_{3}\right\}$ (colored blue in Figure 4.3(a)). Thus we only need to allocate extra excitation signals from which there are two vertex disjoint paths to $\left\{w_{3}, w_{7}\right\}$, and the two paths should be vertex disjoint with $e \rightarrow w_{4}$. As in step 5 , the potential locations to allocate excitation signals is $\overline{\mathcal{W}}=\left\{w_{1}, w_{2}, w_{3}, w_{4}, w_{5}, w_{7}\right\}$, which satisfies that $\mathcal{D}$ remains a disconnecting set from $\overline{\mathcal{W}}$ to $\mathcal{W}_{7}^{-} \backslash\left\{w_{3}\right\}$. After removing pathe $\rightarrow w_{4}$ as in step 6 , we choose $\mathcal{W}_{\text {exp }}=\left\{w_{1}, w_{5}\right\} \subseteq \overline{\mathcal{W}}$ to be excited by $r_{1}$ and $r_{5}$, as shown in Figure 4.3(b).

According to Theorem 4.1, $G_{73}(q)$ is indeed generically identifiable in Figure 4.3(b): There exists a disconnecting set $\mathcal{D}=\left\{w_{4}, w_{7}\right\}$ from $\mathcal{X}_{7}=\left\{r_{1}, r_{5}, e\right\}$ to $\mathcal{W}_{7}^{-} \backslash\left\{w_{3}\right\}=\left\{w_{4}, w_{6}, w_{8}\right\}$ such
that $b_{\mathcal{X}_{7} \rightarrow \mathcal{D} \cup\left\{w_{3}\right\}}=3$, i.e. there are maximally three vertex disjoint paths from $\mathcal{X}_{7}$ to $\mathcal{D} \cup\left\{w_{3}\right\}$, as indicted by the blue paths in Figure 4.3(b). Note that in this example, the choice of excitation locations, i.e. the set $\mathcal{W}_{\text {exp }}$, is not unique, e.g., choosing $\mathcal{W}_{\text {exp }}=\left\{w_{3}, w_{7}\right\}$ to be excited can also achieve the generic identifiability of $G_{73}(q)$.

When the generic identifiability of a subset of modules with different outputs is of interest, i.e. the modules in $G_{j} \bar{w}_{j}(q)$ for some $j \in\{1, \cdots, L\}$, Algorithm 1 can be applied recursively to achieve the generic identifiability of $G_{j j} \bar{w}_{j}$ for each $j$. If the generic identifiability of the full network is concerned, a more compact graphical approach for signal allocation can be developed in the following sections.

### 4.4 Disjoint Pseudotree Covering

The synthesis approaches in the previous sections can naturally be extended to address the generic identifiability of a full network, by applying the synthesis algorithm to each local MISO subsystem such that $G_{j} w_{j}(q)$ is generically identifiable for every $j$. However, such a local procedure may allocate redundant excitation signals and increase the experimental cost for the synthesis of a full network, since each MISO subsystem is considered independently and the connection between different MISO subsystems is overlooked.

To develop a synthesis tool that does not require the above vertex-wise procedure, we will first introduce a novel graph concept in this section, called pseudotrees, and relevant results on disjoint pseudotree covering. Then in Section 4.5, a new characterization of generic identifiability will be presented based on disjoint pseudotrees, which further leads to an excitation signal allocation approach for the generic identifiability of a full network.

We make the result of this section self-contained and independent of the signal allocation problem of dynamic networks. Some basic graphical notations used in the pseudotree-related results are first introduced. Given a directed graph $\mathcal{G}$, we denote $\mathcal{V}(\mathcal{G})$ and $\mathcal{E}(\mathcal{G})$ as the vertex set and edge set of $\mathcal{G}$, respectively. The union of two graphs $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ is denoted by $\mathcal{G} \triangleq \mathcal{G}_{1} \cup \mathcal{G}_{2}$, where $\mathcal{V}(\mathcal{G})=\mathcal{V}\left(\mathcal{G}_{1}\right) \cup \mathcal{V}\left(\mathcal{G}_{2}\right)$ and $\mathcal{E}(\mathcal{G})=\mathcal{E}\left(\mathcal{G}_{1}\right) \cup \mathcal{E}\left(\mathcal{G}_{2}\right)$. The sources and sinks of $\mathcal{G}$ are collected by sets $\mathcal{S}_{\text {ou }}(\mathcal{G})$ and $\mathcal{S}_{\text {in }}(\mathcal{G})$, respectively.

In this section, a novel graph concept called directed pseudotree is introduced.
Definition 4.1. A connected simple directed graph $\mathcal{T}$, with $|\mathcal{V}(\mathcal{T})| \geq 2$, is called a (directed) pseudotree if any vertex in $\mathcal{T}$ has at most one in-neighbor.

The above concept of pseudotrees is an extension of its definition in the undirected case, in which they are also referred to as unicyclic graphs, see e.g., [44, 108]. Particularly, we exclude a singleton vertex being a pseudotree. Analogous to directed tree graphs, the following terminologies are used.


Figure 4.4: Typical examples of pseudotrees, in which roots, internal vertices and leaves are labeled with different colors. Note that a pseudotree may have multiple roots.

Definition 4.2. In a directed pseudotree $\mathcal{T}$, a vertex is called a root if there is exactly one directed path from this vertex to every other vertex in $\mathcal{T}$. Furthermore, a vertex is called a leaf of $\mathcal{T}$ if it has no out-neigbbors in $\mathcal{T}$, and a vertex is an internal vertex of $\mathcal{T}$ if it is neither a root nor a leaf. We denote $\Upsilon(\mathcal{T})$ as the set that collects all the roots of a pseudotree $\mathcal{T}$.

The notion of internal vertices is used with abuse of notation when pseudotrees are concerned. In Figure 4.4, typical examples of pseudotrees are presented, in which the definitions of roots, internal vertices, and leaves are illustrated. Note that the class of directed pseudotrees also includes all directed rooted trees. However, different from the standard definition of trees, a pseudotree can allow for multiple roots, which form a directed circle with all the edges being oriented in the same direction, and outgoing branches from any vertex on this circle are also possible, see the right subplot in Figure 4.4.

Similar to the concept of vertex-disjoint paths, disjoint pseudotrees are defined as follows.
Definition 4.3 (Disjoint pseudotrees). Consider two pseudotrees $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ as subgraphs of a directed graph $\mathcal{G} . \mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are called disjoint in $\mathcal{G}$ if the following two conditions hold.

1. $\mathcal{E}\left(\mathcal{T}_{1}\right) \cap \mathcal{E}\left(\mathcal{T}_{2}\right)=\emptyset$;
2. either $\mathcal{E}_{j} \subseteq \mathcal{E}\left(\mathcal{T}_{1}\right)$ or $\mathcal{E}_{j} \subseteq \mathcal{E}\left(\mathcal{T}_{2}\right), \forall j \in \mathcal{V}\left(\mathcal{T}_{1}\right) \cup \mathcal{V}\left(\mathcal{T}_{2}\right)$, where $\mathcal{E}_{j} \triangleq\left\{(j, i) \in \mathcal{E}\left(\mathcal{T}_{1}\right) \cup\right.$ $\mathcal{E}\left(\mathcal{T}_{2}\right) \mid i$ is an out-neigbbor of $\left.j\right\}$.

The first condition means that $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ do not share any edges, while the second condition means that for each vertex, all its outgoing edges in the two pseudotrees are contained in one and the same pseudotree. As a special case, if both $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are directed rooted trees, then $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ do not share the same root or any common internal vertex. We illustrate the concept of disjoint pseudotrees in Definition 4.3 with the following example.

Example 4.3. In Figure 4.5, we illustrate the conditions for disjoint pseudotrees. In (a) and (b), we decompose the directed graph into two pseudotrees, which do not share any common edges. However,


Figure 4.5: Illustration of disjoint pseudotrees, in which the different pseudotrees are induced by the edges with distinct colors. In (a) and (b), the pseudotrees are not disjoint, since the out-going edges of the gray vertices are assigned to different pseudotrees. In contrast, the pseudotrees in (c) and (d) are characterized as disjoint pairs.
they are not disjoint. In (a) and (b), the two outgoing edges of the internal vertex in the center have been assigned to different pseudotrees, which violates the second condition in Definition 4.3. In contrast, we take a different decomposition of the two networks in (c) and (d), and then the two pseudotrees obtained in (c) and (d) become disjoint.

It is worth noting that the notion of disjoint pseudotrees is closely related to that of vertexdisjoint paths. Consider $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ as two disjoint pseudotrees in $\mathcal{G}$. For any $i \in \mathcal{V}\left(\mathcal{T}_{1}\right) \cap \mathcal{V}\left(\mathcal{T}_{2}\right)$, if $i$ has two or more in-neighbors, then there exist two in-neighbors of $i$ located in $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ separately. Then, due to the fact that distinct pseudotrees cannot share any common root or internal vertex, we can find two vertex-disjoint paths in the union $\mathcal{T}_{1} \cup \mathcal{T}_{2}$ starting from two roots in $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, respectively, to the two distinct in-neighbors of $i$, and each pseudotree contains exactly one path.

Next, the concept of disjoint-edge covering for a directed graph is introduced.
Definition 4.4. Consider a directed graph $\mathcal{G}$, and let $\Pi:=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{n}\right\}$ be a collection of connected subgraphs of $\mathcal{G}$. The edges in a set $\mathcal{E} \subseteq \mathcal{E}(\mathcal{G})$ are covered by $\Pi$, if $\mathcal{E} \subseteq \mathcal{E}\left(\mathcal{T}_{1}\right) \cup \mathcal{E}\left(\mathcal{T}_{2}\right) \cup$ $\ldots \cup \mathcal{E}\left(\mathcal{T}_{n}\right)$, and $\Pi$ is called a covering of $\mathcal{E}$. Moreover, if all the elements in $\Pi$ are pseudotrees, which are disjoint to each other, then $\Pi$ is a disjoint pseudotree covering of $\mathcal{E}$.

The concept of connectedness of the subgraphs is defined in Section 2.4. Relating to the definition of disjoint pseudotree coverings, the following two lemmas are given.

Lemma 4.1. For a directed simple graph $\mathcal{G}$ with $|\mathcal{V}(\mathcal{G})| \geq 2$, there always exists a set of disjoint pseudotrees that cover all the edges in $\mathcal{E}(\mathcal{G})$ or any subset of $\mathcal{E}(\mathcal{G})$.

Proof. To prove this statement, we consider each vertex $j \in \mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})$, with $\mathcal{S}_{\text {in }}(\mathcal{G})$ the set of all the sinks of $\mathcal{G}$. Starting from $j$, we can construct a directed star tree (a special type of pseudotrees) with $j$ as the single root and all its out-neighbors as the leaves. Then, $\left|\mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})\right|$ pseudotrees are formed as a covering of $\mathcal{E}(\mathcal{G})$, which are disjoint, since any two trees do not share a common root or any common internal vertex. For any subset of $\mathcal{E}(\mathcal{G})$, its disjoint pseudotree covering can be found using the similar approach.

Let us define a minimal pseudotree, which only contains one root and all the out-neighbors of this root. By the proof of Lemma 4.1, the maximal number of disjoint pseudotrees that coexist in $\mathcal{G}$ is $\left|\mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})\right|$. Then, the following lemma holds.

Lemma 4.2. Let $\mathcal{G}$ be a simple directed graph. If there exist $k_{1}$ disjoint pseudotrees covering $\mathcal{E}(\mathcal{G})$, with $k_{1}<\left|\mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})\right|$, then there also exist $k_{2}$ disjoint pseudotrees, for any $k_{1}<k_{2} \leq$ $\left|\mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})\right|$, that cover $\mathcal{E}(\mathcal{G})$.

Proof. The maximal number of disjoint pseudotrees that coexist in $\mathcal{G}$ does not exceed $\mid \mathcal{V}(\mathcal{G}) \backslash$ $\mathcal{S}_{\text {in }}(\mathcal{G}) \mid$, where $\mathcal{S}_{\text {in }}(\mathcal{G})$ is the set of the sinks in $\mathcal{G}$. It then requires $k_{1}<\left|\mathcal{V}(\mathcal{G}) \backslash \mathcal{S}_{\text {in }}(\mathcal{G})\right|$, implying that in the $k_{1}$ disjoint pseudotrees, there exists at least one pseudotree $\mathcal{T}_{k}$ which contains at least one internal vertex or contains multiple roots. In both cases, we will show that $\mathcal{T}_{k}$ can be decomposed into two disjoint pseudotrees.

Suppose $\mathcal{T}_{k}$ contains internal vertices. We can always find an internal vertex $i$ with all its outneighbors being the leaves of $\mathcal{T}_{k}$. Define a directed tree $T_{a}$ with $i$ as the root and all its outneighbors as the leaves. Thereby, $\mathcal{T}_{k}$ is decomposed into two a directed tree $T_{a}$ and a pseudotree $\mathcal{T}_{b}$, where $R\left(T_{b}\right):=\Upsilon\left(\mathcal{T}_{k}\right), \mathcal{V}\left(\mathcal{T}_{b}\right) \subseteq\left(\mathcal{T}_{k}\right)$, and $\mathcal{E}\left(T_{b}\right):=\mathcal{E}\left(\mathcal{T}_{k}\right) \backslash \mathcal{E}\left(T_{a}\right)$. Note that $T_{a}$ and $\mathcal{T}_{b}$ are disjoint by Definition 4.3. Moreover, since $T_{a}$ and $\mathcal{T}_{b}$ are subgraphs of $\mathcal{T}_{k}$, which is disjoint to the other trees, $T_{a}$ and $\mathcal{T}_{b}$ are also disjoint to the other pseudotrees. Next, suppose $\mathcal{T}_{k}$ does not contain any internal vertex but multiple roots, i.e., $\left|\Upsilon\left(\mathcal{T}_{k}\right)\right| \geq 2$. In this case, we define the directed tree $T_{a}$, which is rooted at one of $\Upsilon\left(\mathcal{T}_{k}\right)$ and includes all the out-neighbors of this root as the leaves of $T_{a}$. Then, similar to the previous case, we can partition $\mathcal{T}_{k}$ into two disjoint pseudotrees, which are disjoint to the other pseudotrees in $\mathcal{G}$. Therefore, in the above cases, $\mathcal{E}$ can be covered by $k_{1}+1$ disjoint pseudotrees. The statement of this lemma follows by iteratively applying the above reasoning for all $k_{2} \geq k_{1}+1$.

The above result will be used to design an iterative synthesis approach for signal allocation, as shown in Section 4.5.2 and [38].

### 4.5 Signal allocation for full network identifiabilITY

On the basis of disjoint pseudotree covering, we present a novel approach for the allocation of excitation signals such that the generic identifiability of a full network model set $\mathcal{M}$ is achieved, i.e. all modules are generically identifiable. The key step relies on a partitioning of $\mathcal{G}$ associated with $\mathcal{M}$ into a minimal number of disjoint pseudotrees.

## 4.5.i Generic Identifiability: A Pseudotree Characterization

From Section 4.4 , we notice that there is a clear connection between vertex disjoint paths and disjoint pseudotrees. Thus, a novel characterization for the generic identifiability of a full network is developed using the concept of disjoint pseudotrees, which is used as the theoretical foundation for the follow-up synthesis method. To this end, we first define a new graph associated with a model set $\mathcal{M}$.

Definition 4.5. Given a network model set $\mathcal{M}$ and its associated graph $\mathcal{G}$. Let $\overline{\mathcal{G}}$ be a graph obtained from $\mathcal{G}$ by removing all the known out-going edges of the vertices in $\mathcal{X}$ and after that, removing the vertices in $\mathcal{X}$ which have no out-going edge.

The removal of the known edges from $\mathcal{G}$ in the above definition is because these known edges do not need to be covered by the pseudotree covering. The definition of $\overline{\mathcal{G}}$ is equivalent to the so-called extended network in [38], where only the entries in $G(q)$ and the unknown entries in $R(q)$ and $H(q)$ are represented as directed edges.

Recall that an internal signal is said to be directly excited by an external signal if there exists one directed edge from the external signal to the internal signal in $\mathcal{G}$ associated with $\mathcal{M}$. An external signal is also considered to be directly excited by itself.

Theorem 4.4. Consider a network model set $\mathcal{M}$ that satisfies Assumptions 3.1, 3.2, 3.4, 3.5 and its associated graph $\overline{\mathcal{G}}$ in Definition 4.5. Then the network model set $\mathcal{M}$ is generically identifiable from $(w, r)$ if there exists a disjoint pseudotree covering of $\mathcal{E}(\overline{\mathcal{G}})$, denoted by $\Pi=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{n}\right\}$, such that any pseudotree $\mathcal{T}_{k}$ in this covering satisfies at least one of the following two conditions:

- $\mathcal{T}_{k}$ contains a root that is directly excited in $\mathcal{M}$ by an external signal, and this external signal is distinct from the ones that excite the roots of other pseudotrees;
- For any internal signal in $\mathcal{V}\left(\mathcal{T}_{k}\right)$, denoted by $w_{j}$, it holds in $\mathcal{M}$ that

$$
\begin{equation*}
b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=\left|\mathcal{W}_{j}^{-}\right| . \tag{4.7}
\end{equation*}
$$

The above conditions become also necessary when $\mathcal{M}$ is additionally a non-parametric model set.

Proof. We first prove the 'if' statement. Let $\Pi=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{n}\right\}$ be a set of pseudotrees that cover all the edges in $\overline{\mathcal{G}}$. Note that the disjointness of the pseudotrees in Definition 4.3 implies that the paths in different disjoint pseudotrees are vertex-disjoint, if they have no common starting or ending nodes, and, for any internal signal $w_{j}$ in $\overline{\mathcal{G}}$, the edges from $\mathcal{W}_{j}^{-}$and $\mathcal{X} \backslash \mathcal{X}_{j}$ to $w_{j}$ should belong to distinct pseudotrees. Furthermore, any two disjoint pseudotrees cannot share a common root node.

Now define $\overline{\mathcal{V}}:=\mathcal{V}\left(\mathcal{T}_{m+1}\right) \cup \cdots \cup \mathcal{V}\left(\mathcal{T}_{n}\right)$ that collects the pseudotrees satisfying the second condition, and thus all the in-coming edges of each internal signal $w_{j} \in V(\overline{\mathcal{G}}) \backslash \overline{\mathcal{V}}$ belong to distinct pseudotrees in $\left\{\mathcal{T}_{1}, \cdots, \mathcal{T}_{m}\right\}$. Combining the first condition and the disjointness of the pseudotrees, (4.7) holds for any $w_{j} \in V(\overline{\mathcal{G}}) \backslash \overline{\mathcal{V}}$. Finally, for any vertex $w_{j} \in \overline{\mathcal{V}}$, (4.7) is guaranteed by the second condition, and thus (4.7) holds for any internal signal of $\overline{\mathcal{G}}$ and thus of $\mathcal{G}$. Then according to Theorem 3.4, the full network (and thus all modules) is generically identifiable.

Next, the 'only if' statement is proven. Let the network model set $\mathcal{M}$ be generically identifiable, and we will show that a disjoint pseudotree covering exists and satisfies the condition in this theorem. It is obtained from Lemma 4.1 that we can always find a disjoint pseudotree covering of $\mathcal{E}(\overline{\mathcal{G}})$, denoted by $\Pi=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{n}\right\}$, with $n=\left|V(\overline{\mathcal{G}}) \backslash \mathcal{S}_{\text {in }}(\overline{\mathcal{G}})\right|$, where each pseudotree is only composed of a node as its root and all its out-neighbors as leaves. In these pseudotrees, there must exists a set of pseudotrees $\Pi_{r} \subseteq \Pi$, with $\left|\Pi_{r}\right|=m$ and $0 \leqslant m \leqslant n$, in which every pseudotree has its root that is directly excited by an distinct vertex in $\mathcal{X}$. Then, we only need to prove that the path condition $b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=\left|\mathcal{W}_{j}^{-}\right|$holds, for every internal signal $w_{j} \in \Pi \backslash \Pi_{r}$. This is guaranteed by Theorem 3.4 when the the generic identifiability of all the modules is concerned. That completes the proof.

Note that in the first condition of Theorem 4.4, the pseudotree covering is constructed according to the graph $\overline{\mathcal{G}}$; however, the verification of the excitation sources for the roots of the pseudotrees should be conducted in the model set $\mathcal{M}$, i.e., the removed external signals in $\overline{\mathcal{G}}$ from $\mathcal{G}$ should still be considered.

Theorem 4.4 states that the generic identifiability of a full network can be guaranteed, if a pseudotree covering of the graph $\overline{\mathcal{G}}$ exists where a subset of these pseudotrees has their roots excited, while for the pseudotress without excited roots, their vertices should satisfy the pathbased identifiability condition in (4.7). A special case of this theorem is when all the pseudotrees satisfy the second condition, and then generic identifiability is ensured by (4.7). This path-based condition (4.7) is a special case of the condition in Theorem 3.4 with $\overline{\mathcal{W}}_{j}=\mathcal{W}_{j}^{-}$. However, the more interesting case is when all the pseudotrees satisfy the first condition in Theorem 4.4, which leads to the following sufficient condition for generic identifiability.

Corollary 4.6. Consider the setting of Theorem 4.4. Then the network model set $\mathcal{M}$ is generically identifiable from $(r, w)$ if there exists a set of disjoint pseudotrees covering of $\mathcal{E}(\overline{\mathcal{G}})$, and each pseudotree contains a root that is directly excited by a distinct external signal.


Figure 4.6: Consider $\overline{\mathcal{G}}$ defined in Definition 4.5 of a model set with all the internal signals measured. $r_{5}$ and $r_{4}$ are not represented as vertices according to the definition of $\overline{\mathcal{G}}$ because all their out-going edges are known (double-lined edges). $\overline{\mathcal{G}}$ is decomposed into 5 disjoint pseudotrees, which are highlighted with different colors. Since each pseudotree contains a root that is excited by a distinct external signal, this model set is generically identifiable.

The above condition is sufficient for the generic identifiability of a full network and obtained from the first condition in Theorem 4.4. The second condition in Theorem 4.4 is needed when we have more disjoint pseudotrees in a covering than necessary, such that only a subset of pseudotrees need their roots to be directly excited. Then the vertices in the remaining pseudotrees only need to satisfy (4.7).

Corollary 4.6 is related to the graphical conditions for structural controllability of linear statespace models [42, 87], where to achieve controllability, the graph of a state-space model needs to be covered by paths from inputs to states and cycles. However, we should note that controllability and the identifiability concept of this work are essentially different properties of different models, which consequently leads to different graphical conditions. These graphical conditions have similarities as all of them are derived based on rank tests.

Corollary 4.6 is illustrated in Example 4.4.
Example 4.4. Consider a five-vertex model set whose associated graph $\overline{\mathcal{G}}$, that is defined in Definition 4.5, is depicted in Figure 4.6. The graph $\overline{\mathcal{G}}$ can be covered by five disjoint psendotrees. Observe that each pseudotree has a root that is directly excited by a distinct external signal. For example, $e_{1}$, as a root of one pseudotree, is excited by itself. Similarly, the root $w_{5}$ in the red pseudotree is excited by $r_{5}$. Thus, the condition in Corollary 4.6 is satisfied, and we conclude that the dynamic network model set $\mathcal{M}$ in Figure 4.6 is generically identifiable.

While Theorem 3.4 can also be used to test the generic identifiability of a full network by verifying the path-based condition (4.7) for each vertex, Corollary 4.6 provide a more integrated condition for characterizing the generic identifiability of a full network. The major advantage of this pseudotree covering condition in Corollary 4.6 over the path-based condition in Theorem 3.4 is that, rather than providing a vertex-wise analysis, it has the potential for the synthesis problem that we are interested in.

Corollary 4.6 clearly suggests an approach to address the synthesis problem by finding the minimal number of disjoint pseudotrees in the network that cover all the edges in $\overline{\mathcal{G}}$. At this point, we relate the synthesis problem to a combinatorial optimization problem. Then if the
roots of a subset of those pseudotrees are not excited, additional excitation signals can be allocated to excite these roots.


Figure 4.7: Consider $\overline{\mathcal{G}}$ in Figure 4.6 without excitation signals $r_{4}$ and $r_{5}$. The goal is to allocate extra $r$ signals to achieve the generic identifiability of the full network. Four disjoint pseudotrees are needed to cover all the edges of this graph. Thus, in addition to the white noise excitatons $e_{1}, e_{2}$ and $e_{3}$, only one external excitation signal is required to achieve the generic identifiability of the network, and assigning this excitation signal to either vertex $w_{1}$ or $w_{2}$ will lead to this result, e.g., a signal $r_{2}$ is allocated at $w_{2}$.

For a simple network consisting of only a few vertices, we may immediately obtain the minimal number of disjoint pseudotrees and then allocate excitation signals such that the generic identifiability of the full network is achieved, see Figure 4.7. However, when a more complicated graph is considered, a systematic approach is required to decompose a graph into a set of disjoint pseudotrees, or ideally, a minimum number of pseudotrees. Thus, in the next subsection, we discuss such an algorithmic procedure.

### 4.5.2 Excitation Allocation: A Pseudotree Merging Approach

In this section, we briefly discuss one algorithmic procedure to decompose a network into disjoint pseudotrees and then to allocate additional excitation signals such that the generic identifiability of all modules can be achieved. One more advanced algorithm and the relevant details can be found in [38].

To find a set of disjoint pseudotrees that covers all the edges in $\overline{\mathcal{G}}$, we devise a simple graph merging algorithm. Lemma 4.1 indicates that for any directed graph $\overline{\mathcal{G}}$, we can always find a disjoint minimal pseudotree covering,

$$
\begin{equation*}
\Pi_{0}=\left\{\mathcal{T}_{1}^{(0)}, \mathcal{T}_{2}^{(0)}, \ldots, \mathcal{T}_{\left|\Pi_{0}\right|}^{(0)}\right\} \tag{4.8}
\end{equation*}
$$

where each minimal pseudotree is rooted at a vertex in $V(\overline{\mathcal{G}}) \backslash \mathcal{S}_{\text {in }}(\overline{\mathcal{G}})$, with $\mathcal{S}_{\text {in }}$ the set of sinks in $\overline{\mathcal{G}}$. Here, $\left|\Pi_{0}\right|=|V(\overline{\mathcal{G}})|-\left|\mathcal{S}_{\text {in }}(\overline{\mathcal{G}})\right|$. In other words, each vertex, besides the sinks, is the root of its own pseudotree, consisting of all its out-going edges. The proposed approach starts with $\Pi_{0}$ as the initial disjoint pseudotree covering, and we then implement a specific strategy to recursively merge the pseudotrees to reduce the number of pseudotrees, until there are no mergeable pseudotrees in a covering. As a relevant and necessary concept, the mergeability of pseudotrees is defined as follows.

Definition 4.6 (Mergeability). Consider two disjoint tpseudotrees $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ and $\mathcal{V}\left(\mathcal{T}_{1}\right) \cap \mathcal{V}\left(\mathcal{T}_{2}\right) \neq$ Ø. We say that $\mathcal{T}_{1}$ is mergeable to $\mathcal{T}_{2}$ if

1. the union of $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, i.e., $\left(\mathcal{V}\left(\mathcal{T}_{1}\right) \cup \mathcal{V}\left(\mathcal{T}_{2}\right), \mathcal{E}\left(\mathcal{T}_{1}\right) \cup \mathcal{E}\left(\mathcal{T}_{2}\right)\right)$, is also a pseudotree,

## 2. and there is a directed path from every root of $\mathcal{T}_{2}$ to every vertex in $\mathcal{T}_{1}$.

If $\mathcal{T}_{1}$ is mergeable to $\mathcal{T}_{2}$ then the roots of $\mathcal{T}_{2}$ remain the roots of the merged pseudotree. The mergeability of a pseudotree $\mathcal{T}_{1}$ to $\mathcal{T}_{2}$ requires that $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ do not share any common leaf and internal vertex. As a result, merging $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ yields a new pseudotree $\mathcal{T}_{3}$, where the roots of $\mathcal{T}_{2}$ remain roots in $\mathcal{T}_{3}$. Note that $\mathcal{T}_{1}$ being mergeable to $\mathcal{T}_{2}$ does not necessarily mean that $\mathcal{T}_{2}$ is also mergeable to $\mathcal{T}_{1}$. We say $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are mergeable if $\mathcal{T}_{1}$ is mergeable to $\mathcal{T}_{2}$ or $\mathcal{T}_{2}$ is also mergeable to $\mathcal{T}_{1}$.

Then an algorithm can be introduced to merge the pseudotrees in the initial covering $\Pi_{0}$, such that the number of pseudotrees and thus the required excitation signals for allocation are reduced. Here we consider a simple greedy procedure, where we randomly start with a pseudotree in $\Pi_{0}$, e.g. $\mathcal{T}_{1}^{(0)}$, and then merge it with other mergeable pseudotrees recursively, until merging is not possible. Then another pseudotree can be chosen to repeat the above procedure until there is no pseudotree in the covering that can be further merged. This will lead to a final set of disjoint pseudotrees $\Pi$.

Finally, for each pseudotree in $\Pi$, we can test if there exists a root that is excited by an initially present external signal. If not, an additional excitation signal can be allocated at one root of the pseudotree. It is clear that the above procedure can lead to a generically identifiable model set, according to Corollary 4.6.

The above procedure is an illustrative example of an algorithm for obtaining a pseudotree covering and then allocating excitation signals. This approach may not lead to a minimum number of disjoint pseudotrees and thus a minimum number of allocated excitation signals. A more advanced merging algorithm is developed in [38], where an attractive algebraic implementation of the algorithm is also obtained ${ }^{*}$.

It is noted that a subsequent procedure can be taken after signal allocation according to the pseudotree covering, that is to perform the vertex-wise tests in Theorem 3.4 to check if the full network remains generically identifiable when an allocated excitation signal is removed. This procedure can remove the redundant excitation signals and further decrease the experimental cost, see the details in [38].

[^3]
### 4.6 Conclusions

In this chapter, the sub-question 2 in Section 1.5 , i.e. where to allocate excitation signals such that subnetworks and a full network become generically identifiable, is investigated in the special setting where all the internal signals are measured. For the synthesis problem for subnetworks, a novel analysis result is obtained by exploiting the concept of disconnecting sets. Compared to the path-based condition, the disconnecting-set-based condition explicitly states which signals should be excited. With the above information, a synthesis approach is developed to allocate excitation signals such that the generic identifiability of subnetworks can be achieved. In contrast to the experimental setup in [59] where excitation signals need to be directly allocated at the inputs of the target modules, the developed synthesis approach allows for the extra freedom to allocate the excitation signals elsewhere in the network and consequently, it can achieve an experimental setup with fewer excitation signals than the setup in [59].

When the synthesis problem for a full network is concerned, the novel graphical concept of pseudotree is developed and exploited. Firstly, an analysis result based on pseudotrees is obtained, which shows that the generic identifiability of a full network is ensured if all the edges are covered by disjoint pseudotrees whose roots are excited. Based on the above result, a pseudotree merging algorithm is developed to decompose a dynamic network into a set of disjoint pseudotrees and then allocate excitation signals to achieve generic identifiability. In contrast to the results in [13], the developed approach can be applied to general network topologies in the situation where all the internal signals are measured.

### 4.7 Appendix

### 4.7.I Proof of Theorem 4.I

Theorem 4.1 is established by two graphical results.
Lemma 4.3. In a simple directed graph, given a set $\mathcal{P}$ of vertex disjoint paths from vertex set $\mathcal{V}_{1}$ to a vertex set $\mathcal{V}_{2}$, there exists a set $\mathcal{P}_{\text {new }}$ of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$ such that $\left|\mathcal{P}_{\text {new }}\right|=|\mathcal{P}|$ and the paths in $\mathcal{P}_{\text {new }}$ are internally vertex disjoint with $\mathcal{V}_{1} \cup \mathcal{V}_{2}$.

Proof. We prove the lemma by showing that there always exists a $\mathcal{P}_{\text {new }}$ by modifying the paths in $\mathcal{P}$. Let $w_{i} \rightarrow w_{j}$ be an arbitrary path in $\mathcal{P}$ which contains an internal vertex in $\mathcal{V}_{1} \cup \mathcal{V}_{2}$, then we can always replace $w_{i} \rightarrow w_{j}$ by its subpath which contains a starting vertex in $\mathcal{V}_{1}$ and an ending vertex in $\mathcal{V}_{2}$, while the other vertices in the subpath are not in $\mathcal{V}_{1} \cup \mathcal{V}_{2}$. This includes the special case that the obtained subpath has no internal vertex. Applying the above modification to all the paths in $\mathcal{P}$ which contain internal vertices in $\mathcal{V}_{1} \cup \mathcal{V}_{2}$, we obtain $\mathcal{P}_{\text {new }}$, with $\left|\mathcal{P}_{\text {new }}\right|=|\mathcal{P}|$, in which all the paths are still vertex disjoint.

In a second lemma, a new graphical result is presented to reformulate the path-based condition in Theorem 3.4 in terms of disconnecting sets.

Lemma 4.4. Consider a simple directed graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ and its any two vertex sets $\mathcal{V}_{1}, \mathcal{V}_{2}$ with a subset $\overline{\mathcal{V}}_{2} \subseteq \mathcal{V}_{2}$. The following statements are equivalent:

1. $b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}=\left|\overline{\mathcal{V}}_{2}\right|$ and $b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}=b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}+b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \mid \overline{\mathcal{V}}_{2}}$;
2. there exists a $\mathcal{V}_{1}-\mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}$ disconnecting set $\mathcal{D}$ such that

$$
\begin{equation*}
b_{\mathcal{V}_{1} \rightarrow \mathcal{D} \cup \overline{\mathcal{V}}_{2}}=|\mathcal{D}|+\left|\overline{\mathcal{V}}_{2}\right| ; \tag{4.9}
\end{equation*}
$$

3. there exist $\overline{\mathcal{V}}_{1} \subseteq \mathcal{V}_{1}$ and a $\overline{\mathcal{V}}_{1}-\mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}$ disconnecting set $\mathcal{D}$ such that

$$
b_{\overline{\mathcal{V}}_{1} \rightarrow \bar{\nu}_{2} \cup \mathcal{D}}=|\mathcal{D}|+\left|\overline{\mathcal{V}}_{2}\right| .
$$

Proof. We first prove that (1) holds if and only if (2) holds. Based on Lemma 4.3, let $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}$ denote a set of maximum number of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$ that are internally vertex disjoint with $\mathcal{V}_{1} \cup \mathcal{V}_{2}$.

If (2) holds, there exist $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}$ with cardinality $\left|\overline{\mathcal{V}}_{2}\right|$ and $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{D}}$ with cardinality of $|\mathcal{D}|$, and the paths in the above two sets are vertex disjoint. A new set $\mathcal{B}_{\mathcal{D} \rightarrow \mathcal{V}_{2} \backslash \bar{V}_{2}}$ can also be introduced and is vertex disjoint with both $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}$ and $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{D}}$, because if not vertex disjoint, a path from $\mathcal{V}_{1}$ to $\mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}$ will exist and do not intersect with $\mathcal{D}$, contradicting $\mathcal{D}$ as a disconnecting set. Thus, a set of maximum number of vertex disjoint paths $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}}$ can be formulated by linking a subset of paths in $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{D}}$ and all paths in $\mathcal{B}_{\mathcal{D} \rightarrow \mathcal{V}_{2} \backslash \bar{\nu}_{2}}$. Such concatenation is always feasible as $\left|\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{D}}\right|=|\mathcal{D}|$, and the obtained $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}}$ is also vertex disjoint with $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}$. Since $b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}} \leqslant b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}+b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \backslash \bar{\nu}_{2}}$ always holds, $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}$ with cardinality $\left|\overline{\mathcal{V}}_{2}\right|$ and $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2} \backslash \bar{\nu}_{2}}$ together form a set of maximum number of vertex disjoint paths from $\mathcal{V}_{1}$ to $\mathcal{V}_{2}$, which proves (1).

If (1) holds, let $\mathcal{D}$ be a minimum $\mathcal{V}_{1}-\mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}$ disconnecting set, and we have $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2}}$ with cardinality $\left|\overline{\mathcal{V}}_{2}\right|$ and $\mathcal{B}_{\mathcal{V}_{1} \rightarrow \mathcal{D}}$ with cardinality $|\mathcal{D}|$ which are vertex disjoint. Thus the above two sets together form a set of vertex disjoint paths from $\mathcal{V}_{1}$ to $\overline{\mathcal{V}}_{2} \cup \mathcal{D}$, which leads to

$$
b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2} \cup \mathcal{D}} \geqslant|\mathcal{D}|+\left|\overline{\mathcal{V}}_{2}\right| .
$$

As $b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2} \cup \mathcal{D}}$ is upper bounded by $|\mathcal{D}|+\left|\overline{\mathcal{V}}_{2}\right|$, it then holds that $b_{\mathcal{V}_{1} \rightarrow \overline{\mathcal{V}}_{2} \cup \mathcal{D}}=|\mathcal{D}|+\left|\overline{\mathcal{V}}_{2}\right|$, which leads to $(1) \Longleftrightarrow(2)$.

Then we show that (2) is equivalent to (3). The implication $(2) \Longrightarrow$ (3) is straightforward by letting $\overline{\mathcal{V}}_{1}=\mathcal{V}_{1}$. For $(3) \Longrightarrow(2)$, if (3) holds, then $\mathcal{D}_{1}=\mathcal{D} \cup\left(\mathcal{V}_{1} \backslash \overline{\mathcal{V}}_{1}\right)$ becomes a $\mathcal{V}_{1}-\mathcal{V}_{2} \backslash \overline{\mathcal{V}}_{2}$ disconnecting set, and $b_{\mathcal{V}_{1} \rightarrow \mathcal{D}_{1} \cup \overline{\mathcal{V}}_{2}}=\left|\mathcal{D}_{1}\right|+\left|\overline{\mathcal{V}}_{2}\right|$ holds since a single vertex can be regarded to have a path to itself, which concludes the proof.

Eventually, based on Lemma 4.4 and Theorem 3.4, Theorem 4.1 is obtained.

### 4.7.2 Proof of Theorem 4.2

According to Lemma 2.1, the disconnecting set separates all the vertices in the graph into three disjoint sets as $\mathcal{V}=\mathcal{S} \cup \mathcal{D} \cup \mathcal{P}$, while there is no directed edge from $\mathcal{S}$ to $\mathcal{P}$. In addition, each set may contain both internal signals and external signals, i.e. $\mathcal{S}=\mathcal{S}_{x} \cup \mathcal{S}_{w}, \mathcal{D}=\mathcal{D}_{x} \cup \mathcal{D}_{w}$ and $\mathcal{P}=\mathcal{P}_{x} \cup \mathcal{P}_{w}$, and it holds that $\overline{\mathcal{X}} \subseteq \mathcal{S}_{x} \cup \mathcal{D}_{x}$ and $\overline{\mathcal{W}} \subseteq \mathcal{D}_{w} \cup \mathcal{P}_{w}$. Algebraically, the above statements mean that there exist permuted network matrices such that

$$
\begin{align*}
G & =\left[\begin{array}{ccc}
G_{\mathcal{S}_{w} \mathcal{S}_{w}} & G_{\mathcal{S}_{w} \mathcal{D}_{w}} & G_{\mathcal{S}_{w} \mathcal{P}_{w}} \\
G_{\mathcal{D}_{w} \mathcal{S}_{w}} & G_{\mathcal{D}_{w} \mathcal{D}_{w}} & G_{\mathcal{D}_{w} \mathcal{P}_{w}} \\
0 & G_{\mathcal{P}_{w} \mathcal{D}_{w}} & G_{\mathcal{P}_{w} \mathcal{P}_{w}}
\end{array}\right], X=\left[\begin{array}{ccc}
X_{\mathcal{S}_{w} \mathcal{S}_{x}} & X_{\mathcal{S}_{w} \mathcal{D}_{x}} & X_{\mathcal{S}_{w} \mathcal{P}_{x}} \\
X_{\mathcal{D}_{w} \mathcal{S}_{x}} & X_{\mathcal{D}_{w} \mathcal{D}_{x}} & X_{\mathcal{D}_{w} \mathcal{P}_{x}} \\
0 & X_{\mathcal{P}_{w} \mathcal{D}_{x}} & X_{\mathcal{P}_{w} \mathcal{P}_{x}}
\end{array}\right], \\
T_{\mathcal{W X}}= & {\left[\begin{array}{lll}
T_{\mathcal{S}_{w} \mathcal{S}_{x}} & T_{\mathcal{S}_{w} \mathcal{D}_{x}} & T_{\mathcal{S}_{w} \mathcal{P}_{x}} \\
T_{\mathcal{D}_{w} \mathcal{S}_{x}} & T_{\mathcal{D}_{w} \mathcal{D}_{x}} & T_{\mathcal{D}_{w} \mathcal{P}_{x}} \\
T_{\mathcal{P}_{w} \mathcal{S}_{x}} & T_{\mathcal{P}_{w} \mathcal{D}_{x}} & T_{\mathcal{P}_{w} \mathcal{P}_{x}}
\end{array}\right], } \tag{4.10}
\end{align*}
$$

where, for example, $T_{\mathcal{S}_{w} \mathcal{D}_{x}}$ denotes the mapping from $\mathcal{D}_{x}$ to $\mathcal{S}_{w}$. Based on the above structure and the equation $(I-G) T_{\mathcal{W X}}=X$, our goal is to find a proper matrix $K$ such that $T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}=$ $K T_{\mathcal{D} \overline{\mathcal{X}}}$.

Firstly, considering the division of the sets $\mathcal{D}$ and $\overline{\mathcal{X}}$, the mapping $T_{\mathcal{D} \overline{\mathcal{X}}}$ can be re-written as

$$
T_{\mathcal{D} \overline{\mathcal{X}}}=\left[\begin{array}{cc}
T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{S}} & T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{D}}  \tag{4.11}\\
0 & I \\
0 & 0
\end{array}\right]
$$

where $\overline{\mathcal{X}}_{S}=\overline{\mathcal{X}} \cap \mathcal{S}_{x}, \overline{\mathcal{X}}_{D}=\overline{\mathcal{W}} \cap \mathcal{D}_{x}$, and the identity matrix is the mapping $T_{\overline{\mathcal{X}}_{D} \overline{\mathcal{X}}_{D}}$. Note that the rows of the bottom block matrices in (4.11) correspond to the vertices in $\mathcal{D}_{x} \backslash \overline{\mathcal{X}}_{D}$. In addition, $T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}$ can be written as

$$
T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}=\left[\begin{array}{c}
T_{\overline{\mathcal{W}}_{P} \overline{\mathcal{X}}}  \tag{4.12}\\
T_{\overline{\mathcal{W}}_{D} \overline{\mathcal{X}}}
\end{array}\right],
$$

where $\overline{\mathcal{W}}_{P}=\overline{\mathcal{W}} \cap \mathcal{P}_{w}$ and $\overline{\mathcal{W}}_{D}=\overline{\mathcal{W}} \cap \mathcal{D}_{w}$. Thus, it is clear that

$$
T_{\overline{\mathcal{W}}_{D} \overline{\mathcal{X}}}=C\left[\begin{array}{ll}
T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{S}} & T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{D}} \tag{4.13}
\end{array}\right],
$$

where $C$ is a selection matrix that extracts the rows of $\left[\begin{array}{ll}T_{\mathcal{D}_{w}} \overline{\mathcal{X}}_{S} & T_{\mathcal{D}_{w}} \overline{\mathcal{X}}_{D}\end{array}\right]$ corresponding to $\overline{\mathcal{W}}_{D}$.

In addition, from the permuted matrices and the equation $(I-G) T_{\mathcal{W X}}=X$, it holds that

$$
T_{\mathcal{P}_{w} \mathcal{S}_{x}}=\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right)^{-1} G_{\mathcal{P}_{w} \mathcal{D}_{w}} T_{\mathcal{D}_{w} \mathcal{S}_{x}},
$$

where $I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}$ is invertible and inversely proper because $I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}$ is proper and the network is well-posed, i.e. $\lim _{z \rightarrow \infty} \operatorname{det}\left(I-G_{\mathcal{P}_{w}} \mathcal{P}_{w}(z)\right) \neq 0$. The above equation leads to

$$
\begin{equation*}
T_{\overline{\mathcal{W}}_{p} \overline{\mathcal{X}}_{s}}=\bar{K} T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{s}}, \tag{4.14}
\end{equation*}
$$

where $\bar{K}=\left[\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right)^{-1}\right] \overline{\mathcal{W}}_{P \star} G_{\mathcal{P}_{w} \mathcal{D}_{w}}$. Then combining the above equation with (4.11), (4.12) and (4.13) leads to

$$
\begin{aligned}
T_{\overline{\mathcal{W}} \overline{\mathcal{X}}} & =\left[\begin{array}{ll}
T_{\overline{\mathcal{W}}_{P} \overline{\mathcal{X}}_{S}} & T_{\overline{\mathcal{W}}_{P} \overline{\mathcal{X}}_{D}} \\
T_{\overline{\mathcal{W}}_{D} \overline{\mathcal{X}}_{S}} & T_{\overline{\mathcal{W}}_{D} \overline{\mathcal{X}}_{D}}
\end{array}\right]=\left[\begin{array}{ccc}
\bar{K} & T_{\overline{\mathcal{W}}_{P} \overline{\mathcal{X}}_{D}}-\bar{K} T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{D}} & 0 \\
C & 0
\end{array}\right] \\
& \times\left[\begin{array}{cc}
T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{S}} & T_{\mathcal{D}_{w} \overline{\mathcal{X}}_{D}} \\
0 & I \\
0 & 0
\end{array}\right]=K T_{\mathcal{D} \overline{\mathcal{X}}} .
\end{aligned}
$$

The formulation of the above $K$ matrix can be further simplified. Based on the permuted matrices and the equation $(I-G) T_{\mathcal{W X}}=X$, it holds

$$
\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right) T_{\mathcal{P}_{w} \mathcal{D}_{x}}-G_{\mathcal{P}_{w} \mathcal{D}_{w}} T_{\mathcal{D}_{w} \mathcal{D}_{x}}=X_{\mathcal{P}_{w} \mathcal{D}_{x}} .
$$

Thus, we can conclude that

$$
K=\left[\begin{array}{ccc}
\bar{K} & {\left[\left(I-G_{\mathcal{P}_{w} \mathcal{P}_{w}}\right)^{-1}\right]_{\overline{\mathcal{W}}_{P} \not} X_{\mathcal{P}_{w}} \overline{\mathcal{X}}_{D}} & 0  \tag{4.15}\\
C & 0 & 0
\end{array}\right],
$$

where $\bar{K}$ is defined in (4.14); $C$ is defined in (4.13) and its rows correspond to $\overline{\mathcal{W}}_{D}$; the columns of the last block column in (4.15) correspond to $\mathcal{D}_{x} \backslash \overline{\mathcal{X}}_{D}$. Note that certain block matrices in $K$ may disappear depending on if the corresponding set of signals is empty.

### 4.7.3 Proof of Proposition 4.I

Before proving the proposition, we first prove that there exists a directed path from $w_{i}$ to $\mathcal{W}_{j}^{-} \backslash$ $\left\{w_{i}\right\}$ if and only if there exist a parallel path from $w_{i}$ to $w_{j}$ or a cycle around the output $w_{j}$. Note that $\mathcal{G}$ is a simple graph, i.e. there is no self-loop such as ( $w_{i}, w_{i}$ ), and no parallel directed edges from one vertex to another vertex. For "if" part, if there exists a parallel path from $w_{i}$ to $w_{j}$, this parallel path must intersect with $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$. Then we can find a directed path from $w_{i}$ to one vertex in $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ as a subpath of the parallel path. If a cycle around $w_{j}$ exists, it must also intersect with $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$, and thus the cycle contains a subpath from $w_{j}$ to one vertex in
$\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$. Linking this subpath and the edge $\left(w_{i}, w_{j}\right)$ leads to a path from $w_{i}$ to $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$. For "only if" part, for any directed path from $w_{i}$ to $w_{k} \in \mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$, if the path does not contain edge $\left(w_{i}, w_{j}\right)$, then combining the path and the edge $\left(w_{k}, w_{j}\right)$ will create a parallel path. If the path contains $\left(w_{i}, w_{j}\right)$, then combining the path and the edge $\left(w_{k}, w_{j}\right)$ while excluding $\left(w_{i}, w_{j}\right)$ will lead to a cycle around $w_{j}$. This concludes the relationship between the parallel paths, the cycles around the output and the paths from $w_{i}$ to $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$.

Then based on the above result, the "only if" of the proposition is straightforward. For the "if" part, if we collect an internal vertex from each parallel path and a vertex from cycles around the output into $\mathcal{D}, \mathcal{D}$ then must disconnect from $w_{i}$ to $\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$.

莫思身外无穷事，且尽生前有限杯。

## 杜甫（唐）

Don＇t brood on the endless troubles beyond the immediate，and finish the limited number of cups in the time while you＇re alive． Fu Du （Tang dynasty）

## 5

## Identifiability with partial measurement and excitation

## 5．I Introduction

In Chapters 3 and 4，the identifiability analysis and synthesis have been addressed in the setting where all the internal signals are measured，and only a subset of them is excited．However，in some practical situations，it is not feasible to measure all the internal signals，which motivates the study in this chapter on the identifiability analysis and synthesis in a more general setting， where not all internal signals are measured and not all of them are excited，also referred to as the partial measurement and partial excitation setting．

The identifiability concept concerns the uniqueness of network modules given the available external－to－internal mappings，where the availability is decided by the scheme of excitation and measurement in the dynamic network．Therefore，the main challenge of the identifiability study in the partial measurement and excitation setting is to decide which signals to measure or to ex－ cite，such that the available external－to－internal mappings can lead to unique network modules． Compared to the full measurement case where the mappings from the external signals to all the internal signals are available，only the mappings from the external signals to a subset of internal

[^4]signals, i.e. the measured internal signals, are available in the current setting.
To the best of the author's knowledge, $[13,83]$ are the only works considering identifiability in this setting so far. Preliminary results for local identifiability are presented in [83]; however, systematic graphical analysis has not been developed, and local identifiability is a weaker notion than generic identifiability. Sufficient conditions for generic identifiability are developed in [13], which require a sufficient number of excitation signals to achieve generic identifiability. However, only measured excitation signals are considered in [13], while the contribution of the unmeasured noise signals is not exploited as excitation sources for identifiability as done in [169] and Theorem 3.4 for the full measurement case. In addition, the main result in [13] is not fully graphical as it also requires the availability of certain mappings from excitation signals to node signals, and thus the conditions cannot be tested solely based on the network topology. Special network structures, i.e. trees and loops, are then considered in [13] such that the required mappings are obtainable; however, how to handle networks with more general topology is not considered yet.

In this chapter the concept of generic identifiability in Definition 3.4 and the concept of global identifiability in Remark 3.2 are considered. We generalize the results in [169] and the previous chapters significantly from the full measurement setting to the setting with partial measurement and partial excitation. In particular, we focus on the identifiability of a single module, and then the results can be extended trivially to a subset of modules. We also address the limitations of [13] by exploiting unmeasured noises as excitation sources and by developing fully graphical identifiability conditions. Additionally, the model sets considered are allowed to contain a priori known/fixed modules.

In Section 5.3 we show how unmeasured noise signals can serve as excitation sources for identifiability analysis. This is done by introducing a concept of equivalence between network models and by developing a novel network model structure. Due to the excitation contributed by the noise signals, a smaller number of measured excitation signals is needed for network identifiability, compared to the result in [13].

More importantly, with the developed model structure, this work develops a series of novel graphical sufficient conditions to analyze both global and generic identifiability of a single module with different excitation and measurement schemes in Sections 5.4, 5.5 and 5.6. With the obtained conditions, single module identifiability can be checked by only inspecting the topology of the dynamic network. It is worth emphasizing that the conditions presented in this chapter cover all possible cases in identifying a single module in a network. In addition, the graphical conditions further lead to comprehensive synthesis approaches in Section 5.7, for excitation and sensor allocation to achieve identifiability, and indirect identification methods for single module estimation in Section 5.8. All the above results also extend to multiple modules, i.e. subnetworks, from the same MISO or SIMO subsystem of the network. The proofs of the technical results are collected in Section 5.10.

### 5.2 Problem formulation

Identifiability conditions of network modules typically require a sufficient number of $r$ signals as excitation sources. Moreover, it is shown in Proposition 3.1 that when all the internal signals are measured, i.e. $C=I$ in (2.1), the spectrum matrix $\Phi(z)$ in (2.9) admits a unique spectral factor $T(q) H(q)$ under Assumptions 3.1 and 3.2 [169]. In this case, implication (3.5) can be equivalently simplified by considering $(T(q) R, T(q) H(q))$ in the left-hand side (LHS) instead of $(T(q) R, \Phi(z))$, as shown in Corollary 3.2. Since the mapping from the noises to the internal signals is used for identifiability analysis, the noises play the same role as $r(t)$ for the identifiability analysis, and the appearance of $e$ signals can compensate for a lack of $r$ signals to achieve identifiability.

However, in the setting with partial excitation and measurement, where only a subset of internal signals is excited by $r$ signals and only a subset of internal signals is measured, i.e. $C \neq I$ in (2.1), the above result does not apply anymore as only the submatrix $C \Phi(z) C^{\top}$ of $\Phi(z)$ is taken as a starting point for the identifiability analysis. Thus, the first question is to investigate how noise signals can be used as excitation sources for the identifiability analysis in the current setting.

More importantly, this work further aims to develop graphical conditions to verify global and generic identifiability of modules by only inspecting the graph of the model set. In these graphical conditions, both $r$ and unmeasured noise signals can be used as excitation sources for identifiability tests.

Note that throughout this chapter, we consider that each $r$ signal influences a single internal signal, and $R$ in the network model (2.1) is a binary selection matrix that decides which internal signals are influenced by $r(t)$, i.e. $R$ contains a subset of columns of an $L \times L$ identity matrix. Thus, by post-multiplying a matrix $A$ by $R$, i.e. $A R$, a subset of columns in $A$ can be extracted. Then it is clear that $T_{\mathcal{W R}}(q)=T(q) R$ in (2.13) consists of a subset of columns in $T(q)$. In addition, we consider the situation where the measured internal signals are affected by a fullrank process noise.

Assumption 5.1. The power spectrum $C \Phi(z) C^{\top}$ bas full rank.
Recall from Section 2.1 that set $\mathcal{Z}$ contains all the unmeasured internal signals, and without loss of generality, in this chapter $w$ in (2.1) is considered to be ordered as

$$
w=\left[\begin{array}{l}
w_{\mathcal{C}} \\
w_{\mathcal{Z}}
\end{array}\right],
$$

where $w_{\mathcal{C}}$ and $w_{\mathcal{Z}}$ are vectors that contain the measured internal signals and the unmeasured ones, respectively. Accordingly, $C$ in (2.1) is partitioned as $C=\left[\begin{array}{ll}I & 0\end{array}\right]$.

### 5.3 EQUIVALENT NETWORK FOR NOISE EXCITATION

Identifiability in Definition 3.4 concerns the uniqueness of a single module given the mapping $C T(q) R$ and the spectrum $C \Phi(z) C^{\top}$. In this section, in order to exploit the noise signals as excitation sources, we introduce a novel network model structure to model the data without loss of generality. With this model structure, $C \Phi(z) C^{\top}$ admits a unique spectral factor $C T(q) \tilde{H}(q)$ for a transformed noise model $\tilde{H}(q)$. Therefore, implication (3.5) can be equivalently simplified by considering the uniqueness of a single module given $(C T(q) R, C T(q) \tilde{H}(q))$ instead of $\left(C T(q) R, C \Phi(z) C^{\top}\right)$, which means that the unmeasured noises can act as excitation sources for the identifiability analysis.

### 5.3.I Noise spectrum analysis and equivalent networks

We introduce the novel model structure by exploiting a concept of network equivalence. The objects $C T(q) \operatorname{Rr}(t)$ and $C \Phi(z) C^{\top}$ reflect the mean and the power spectral density of the measured process $w_{\mathcal{C}}$. These objects encode all the stochastic properties of interest, i.e. the first and the second moments, for the measured processes $\left(w_{\mathcal{C}}, r\right)$. Therefore, this motivates the concept of network equivalence by extending [168, Definition 4] to the setting with partial measurement.

Definition 5.1. Two network models $M_{1}$ and $M_{2}$ are said to be (observationally) equivalent if it bolds that

$$
C_{1} T_{1}(q) R_{1}=C_{2} T_{2}(q) R_{2}, \text { and } C_{1} \Phi_{1}(z) C_{1}^{\top}=C_{2} \Phi_{2}(z) C_{2}^{\top},
$$

and this equivalence is denoted by $M_{1} \sim M_{2}$.
The above concept of equivalence characterizes two network models that can be used to model the same measured processes $\left(w_{\mathcal{C}}, r\right)$, because given measured $r$, the stochastic process $w_{\mathcal{C}}$ in two equivalent models has the same mean $C T(q) R r$ and power spectrum $C \Phi(z) C^{\top}$. Thus, a network model $M$ can be replaced by an equivalent network model to represent the same measured processes. Note that $G_{1}(q)$ and $G_{2}(q)$ from two equivalent models may have different dimensions, e.g. a model $M$ and its immersed network where $w_{\mathcal{Z}}$ is eliminated [48, 168], and thus, the matrices $C_{1}$ and $R_{1}$ can also be different from $C_{2}$ and $R_{2}$.

Furthermore, it can be found that any network model admits the following equivalent model with the same $G(q), R$ and $C$ matrices, by exploiting the noise spectrum $C \Phi(z) C^{\top}$.

Theorem 5.1. For any network model $M=(G(q), R, H(q), C, \Lambda)$, there exists an equivalent network model as

$$
\tilde{M} \triangleq\left(G(q), R,\left[\begin{array}{cc}
\tilde{H}^{\star}(q) & 0 \tag{5.1}
\end{array}\right]^{\star}, C, \tilde{\Lambda}\right)
$$

where $\tilde{H}(q) \in \mathbb{R}(q)^{m \times m}$, with $m$ denoting the number of measured internal signals, is minimum phase and monic; $\tilde{\Lambda} \in \mathbb{R}^{m \times m}$ is positive semi-definite. In addition,

- if $M$ satisfies Assumption 5.1, $(\tilde{H}(q), \tilde{\Lambda})$ is unique with positive definite $\tilde{\Lambda}$;

Based on the above result, the measured process ( $w_{\mathcal{C}}, r$ ) that is modeled by $M$ can be equivalently modeled by $\tilde{M}$ in (5.1), which has the same matrices $G(q), R, C$, and the structure of the noise model in $\tilde{M}$ implies that the unmeasured internal signals are noise-free in $\tilde{M}$. In addition, $\tilde{M}$ has a transformed white noise signal $\tilde{e}$ with the covariance matrix $\tilde{\Lambda}$. This noise model is simpler than the one in $M$, and more importantly, $\tilde{M}$ keeps the $G(q)$ matrix invariant as in $M$. This invariance is important for the identifiability analysis and the identification of network modules.

The equivalence between $M$ and $\tilde{M}$ is obtained due to the freedom in transforming the unmeasured internal signals and modeling the noises, since $C T(q) R$ and $C \Phi(z) C^{\top}$ only reflect the properties of the measured processes. Therefore, $\tilde{M}$ may describe different unmeasured processes from $w_{\mathcal{Z}}$ in $M$ due to the possible change in its stochastic properties. However, for the simplicity of notation, we still use $w_{\mathcal{Z}}$ and $\mathcal{X}$ to denote the unmeasured internal signals and the external signals in $\tilde{M}$, respectively.

Furthermore, in the equivalent model $\tilde{M}$ obtained from $M$, its noise model $\tilde{H}(q)$ admits a block diagonal structure if a particular noise model is chosen for $M$ by employing the following spectral factorization of the disturbance spectrum $\Phi_{v}(z)$ in (2.2) :

$$
\begin{equation*}
\Phi_{v}(z)=H(z) H(z)^{\star}, \tag{5.2}
\end{equation*}
$$

where $H(z)$ has dimension $L \times p$ with $p$ denoting the rank of $\Phi_{v}(z)$ [60]. The above spectral factorization suggests a noise model for $M$ with $H(q)$ having dimension $L \times p$ and an identity covariance matrix with dimension $p$, i.e. $\Lambda=I$.

Given a network model $M$ with the above noise model, the noise model $\tilde{H}(q)$ of its equivalent network $\tilde{M}$ also has a special block diagonal structure, if the signal vector $w_{\mathcal{C}}$ is ordered according to the so-called confounding variables in the graph associated with $M$ [122].

Definition 5.2. In a dynamic network, a noise signal $e_{k}$ is called a confounding variable of $w_{i}$ and $w_{j}$ if $e_{k}$ has directed paths to $w_{i}$ and $w_{j}$ via only unmeasured internal vertices or with length one. In this case, $w_{i}$ and $w_{j}$ are also said to be confounded by $e_{k}$.

Without loss of generality, the measured internal signal vector $w_{\mathcal{C}}$ in $M$ can be ordered such that the measured internal signals confounded by the same noise signals are grouped together: All the measured internal signals are divided into disjoint subsets as $\mathcal{C}=\cup_{i=1}^{k} \mathcal{S}_{i}$ such that two measured internal signals from two different disjoint sets are not confounded by the same noise signal. Then if $w_{\mathcal{C}}$ is ordered as

$$
w_{\mathcal{C}}=\left[\begin{array}{c}
w_{\mathcal{S}_{1}}  \tag{5.3}\\
\vdots \\
w_{\mathcal{S}_{k}}
\end{array}\right]
$$

the noise model $\tilde{H}(q)$ has a block diagonal structure as follows.

Corollary 5.1. Consider any network model $M$ with its covariance matrix $\Lambda=I \in \mathbb{R}^{p \times p}$ and the noise model $H(q)$ of dimension $L \times p$ as in (5.2). If the measured internal signal vector $w_{C}$ in $M$ is ordered according to (5.3), then $M$ admits an equivalent network $\tilde{M}$ as in (5.1), whose $\tilde{H}(q)$ and noise covariance matrix $\tilde{\Lambda}$ bave a block diagonal structure as

$$
\tilde{H}(q)=\operatorname{diag}\left(\tilde{H}_{\mathcal{S}_{1}}(q), \cdots, \tilde{H}_{\mathcal{S}_{k}}(q)\right), \text { and } \tilde{\Lambda}=\operatorname{diag}\left(\tilde{\Lambda}_{\mathcal{S}_{1}}, \cdots, \tilde{\Lambda}_{\mathcal{S}_{k}}\right),
$$

where $\tilde{H}_{\mathcal{S}_{i}}(q) \in \mathbb{R}(q)^{\left|\mathcal{S}_{i}\right| \times\left|\mathcal{S}_{i}\right|}$ and $\tilde{\Lambda}_{\mathcal{S}_{i}} \in \mathbb{R}^{\left|\mathcal{S}_{i}\right| \times\left|\mathcal{S}_{i}\right|}$.
In addition to the result in Theorem 5.1, Corollary 5.1 provides a direct connection between the sparsity pattern of the noise model in $\tilde{M}$ and the network topology of $M$ under the special noise model suggested by (5.2).

### 5.3.2 EQUIVALENT NETWORK FOR HANDLING NOISE EXCITATION

Since a network $M$ and its equivalent model $\tilde{M}$ in (5.1) contain the same $G(q)$ matrix, both of them can be used to model the same data set, i.e. the measured $\left(w_{\mathcal{C}}, r\right)$, for the identification of modules in the dynamic network (2.1). In the previous section, it is discussed that $\tilde{M}$ in (5.1) can potentially be a better option due to its simpler noise model. In this section, we further show that the particular noise model of $\tilde{M}$ is also beneficial for the identifiability analysis.

From now on, we use $\mathcal{M}$ to specifically refer to a set of models in the form of (5.1) in this chapter. It can be found that the implication (3.5) for $\mathcal{M}$ can be further simplified under mild conditions.

Proposition 5.1. For a network model set $\mathcal{M}$ that satisfies Assumptions 3.2 and 5.1, implication (3.5) for $\mathcal{M}$ can be equivalently formulated as

$$
\begin{equation*}
C T_{\mathcal{W X}, 0}(q)=C T_{\mathcal{W X}, 1}(q) \Rightarrow G_{j i, 0}(q)=G_{j i, 1}(q) \tag{5.4}
\end{equation*}
$$

for all $M_{1} \in \mathcal{M}$.
The above result indicates that both the mappings from $r$ and $\tilde{e}$ to the measured internal signals can be used for analyzing identifiability in $\mathcal{M}$, and thus the unmeasured noise signal $\tilde{e}$ plays the same role as the measured $r(t)$ for the identifiability analysis. In this case, we say that $\tilde{e}$ signals act as excitation sources for the identifiability analysis. Proposition 5.1 is an extension of Proposition 3.1 to the partial measurement and partial excitation setting.

Proposition 5.1 shows another advantage of $\tilde{M}$ over a general network model $M$ in network identification with partial measurement and partial excitation. These two models are equivalent to describe the same data and contain the same modules; however, the set $\mathcal{M}$ of models in the form of $\tilde{M}$ allows us to exploit the noise spectral density through Proposition 5.1, such that the noise signals can act as excitation signals for identifiability analysis. In contrast, identifiability in
a model set of models in the form of $M$ involves $C \Phi C^{\top}$ and the mapping from $r$ to $w_{\mathcal{C}}$, i.e. only $r$ signals can be used as excitation signals, as also considered in [13, 69]. Therefore, in this chapter, we regard $\tilde{M}$ as the standard model for network identification in the partial measurement and partial excitation setting.

### 5.4 Necessary graphical conditions

From now on, we focus on the development of graphical conditions for identifiability in $\mathcal{M}$ that contains models in the form of $\tilde{M}$. Particularly, we focus on the identifiability of a single module.

Necessary and sufficient graphical conditions for the generic identifiability of a single module are obtained in [69] for the full excitation case and in Chapter 3 for the full measurement case. When the setting with partial measurement and partial excitation is considered, the existing necessary conditions from the above works for the full measurement or full excitation setting naturally remain necessary conditions for the current setting. Recall the notations in Section 2.5 and that the necessity of the graphical conditions can be achieved by non-parametric model sets as in Theorem 3.4. Then the necessary conditions are as follows.

Lemma 5.1. Consider a non-parametric model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1. Then module $G_{j i}(q)$ is generically identifiable from $\left(w_{\mathcal{C}}, r\right)$ only if the following conditions are satisfied:

1. $b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-}}=1+b_{\mathcal{X}_{j} \rightarrow \mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}} ;$
2. $b_{\mathcal{W}_{i}^{+} \rightarrow \mathcal{C}}=1+b_{\mathcal{W}_{i}^{+} \backslash\left\{w_{j}\right\} \rightarrow \mathcal{C}}$;
3. Each signal in $\left\{w_{i}, w_{j}\right\}$ is measured or is directly excited by a vertex in $\mathcal{X}$.

Proof. Condition 1 is obtained from the necessity in Theorem 3.4 when $\overline{\mathcal{W}}_{j}=\left\{w_{i}\right\}$, and the second condition is the dual result as investigated in [69]. The final condition is analogous to [13, Theorem III.2].

Lemma 5.1 implies a necessary number of measured signals and external signals, including $r$ and $\tilde{e}$, for identifiability. This is because the scheme of measurement and excitation decides the sparsity pattern of matrices $C, R, H(q)$, and thus further influences the mapping $C T(q) X(q)$ in Proposition 5.1. The formulation of set $\mathcal{X}_{j}$ indicates that the noises, which have unknown directed edges to $w_{j}$, are not helpful for the identifiability of $G_{j i}(q)$. Note that compared to Theorem 3.4, Assumption 3.1, which requires the noise model to be structured such that its upper block is minimum-phase and monic, is dropped in Lemma 5.1, since the noise model of $\tilde{M}$ under Assumption 5.1 already satisfies Assumption 3.1.

The graphical conditions can be easily tested using graphical algorithms to compute the maximum number of vertex disjoint paths. However, the conditions are not suitable for designing
synthesis approaches for excitation and sensor allocation, since they do not specify explicitly which signals are necessary to be excited and measured. Thus, following the results in Chapter 4 , the above path-based conditions can be equivalently formulated in terms of disconnecting sets.

Lemma 5.2. Consider the setting of Lemma 5.1,

1. condition 1 bolds if and only if there exists a $\mathcal{X}_{j}-\mathcal{W}_{j}^{-} \backslash\left\{w_{i}\right\}$ disconnecting set $\mathcal{D}$ such that

$$
b_{\mathcal{X}_{j} \rightarrow\left\{w_{i}\right\} \cup \mathcal{D}}=|\mathcal{D}|+1 ;
$$

2. condition 2 holds if and only if there exists a $\mathcal{W}_{i}^{+} \backslash\left\{w_{j}\right\}-\mathcal{C}$ disconnecting set $\mathcal{D}_{c}$ such that

$$
b_{\left\{w_{j}\right\} \cup \mathcal{D}_{c} \rightarrow \mathcal{C}}=\left|\mathcal{D}_{c}\right|+1
$$

Proof. The first result follows from Lemma 4.4 and condition (1) of Lemma 5.1. The last result is the dual situation.

In the above lemma, the first result shows that the signals in $\left\{w_{i}\right\} \cup \mathcal{D}$ are necessary to be excited by $r$ and $\tilde{e}$ directly or indirectly. In addition, the second result specifies that the signals in $\left\{w_{j}\right\} \cup \mathcal{D}_{c}$ should be either measured or indirectly measured, i.e. they are not measured but have vertex disjoint paths to measured internal signals.

However, the necessary conditions in Lemma 5.1 are not sufficient to verify identifiability. This also means that the requirements on excitation signals and on measured internal signals are not separable for identifiability, i.e. first allocating excitation signals according to the results for the full measurement case and then selecting measured signals according to the results for the full excitation case are not sufficient for the identifiability in the current setting.

### 5.5 Sufficient conditions: Both input and output meaSURED OR EXCITED

In this section, sufficient graphical conditions are developed to verify global and generic identifiability of a single module in $\mathcal{M}$ for the situation, where the input and the output of the target module are both measured or both directly excited. As shown in Proposition 5.1, identifiability concerns the uniqueness of network modules given $C T_{\mathcal{W X}}(q)$. In the special cases where $C=I$ or $R=I$, identifiability of modules relates to the rank of submatrices in $T_{\mathcal{W X}}(q)$ as shown in $[14,69]$ and Chapter 3. Consider the case where $C=I$ as an example, and recall from Section 2.5 that

$$
T_{\mathcal{W X}}(q) \triangleq[I-G(q)]^{-1} X(q)
$$

Then the rank condition is analyzed on the basis of the relation

$$
\begin{equation*}
[I-G(q)] T_{\mathcal{W X}}(q)=X(q) \tag{5.5}
\end{equation*}
$$

based on which, the identifiability of modules in $G(q)$ can be formulated as the uniqueness of solutions for entries in $G(q)$ given matrix $T_{\mathcal{W X}}(q)$, which is thus connected to $T_{\mathcal{W X}}(q)$ 's rank and can also be tested using the following graphical rank tests.

Lemma 5.3. Consider a network model set $\mathcal{M}$ that satisfies Assumptions 3.4 and 3.5, and let $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)$ denote a submatrix of $T_{\mathcal{W X}}(q)$ with its rows and columns corresponding to $\overline{\mathcal{W}} \subseteq \mathcal{W}$ and $\overline{\mathcal{X}} \subseteq \mathcal{X}$, respectively. It holds that

1. $\operatorname{rank}\left[T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)\right]=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ generically;
2. $\operatorname{rank}\left[T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}(q)\right]=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}$ globally if the set of maximum number of vertex disjoint paths from $\overline{\mathcal{X}}$ to $\mathcal{W}$ is unique, and the transfer functions contained in these paths are non-zero for all models in $\mathcal{M}$.

Proof. The first result is from Theorem 3.2 for non-parametric model sets and from Proposition 3.3 for parametric model sets. The global rank has been investigated in [157] in terms of the unique (constrained) set of vertex disjoint paths. Note that the assumption for non-zero transfer functions is implicit in [157].

In the above result, when a parametric model set is considered, the genericity should be understood as the genericity notion in the parameter space, that is either based on the Lebesgue measure or the open and dense sets, as shown in Section 3.5.2. The above result shows that the generic and the global rank of $T_{\mathcal{W X}}(q)$ in $\mathcal{M}$ can be found by counting the maximum number of vertex disjoint paths. In addition, we define a new notation $\bar{b} \overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}$ for the global rank test in Lemma 5.3, i.e. the equality $\bar{b} \overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}=a$ implies that $\bar{b}_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}}=a$, and the set of maximum number of vertex disjoint paths is unique, while the transfer functions contained in those paths are non-zero for all the models in the set.

In contrast to (5.5), when $C \neq I$ and $R \neq I$, we have $T_{\mathcal{C X}}(q)=C[I-G(q)]^{-1} X(q)$ instead, where $[I-G(q)]^{-1}$ cannot be moved to the LHS to obtain a system of linear equations as in (5.5) in general. Thus in this work, we consider identifiability of a single module in several special situations, depending on whether its input or output is measured. For each situation, identifiability conditions can still be connected to the rank of $T_{\mathcal{W X}}(q)$ and further to the graphical rank tests in Lemma 5.3.

Even if each of the considered cases is limited to a specific situation and these cases cannot be combined into a single result, they together cover all the situations for single module identification in the partial measurement and partial excitation setting.

### 5.5.I Measured input and output

A sufficient condition is first derived for the verification of single module identifiability in the situation where both the input and the output of $G_{j i}(q)$ are measured.

Recall $T_{\mathcal{W X}}(q) \triangleq[I-G(q)]^{-1} X(q)$ where $X(q) \triangleq\left[\begin{array}{ll}R(q) & H(q)] \text {. Then consider the }\end{array}\right.$ equation $[I-G(q)] T_{\mathcal{W X}}(q)=X(q)$, whose $j$ th row can be permuted to obtain

$$
\left[\begin{array}{llll}
-G_{j i} & -G_{j \mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}} & 1 & 0
\end{array}\right]\left[\begin{array}{c}
T_{i \mathcal{X}}  \tag{5.6}\\
T_{\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \mathcal{X}} \\
T_{j \mathcal{X}} \\
\star
\end{array}\right]=X_{j \star},
$$

where for simplicity we omit its dependency on $q, X_{j \star}$ denotes the $j$ th row vector of $X$, and set $\mathcal{N}_{j}^{-}$contains the in-neighbors of $w_{j}$ in $\mathcal{W}$ for now and will be formally defined later. The modules contained in the $j$ th row of $G(q)$ are shown as blue blocks in Figure 5.1. Identifiability of $G_{j i}(q)$ concerns the uniqueness of $G_{j i}(q)$ in (5.6) given the mappings in $C T_{\mathcal{W X}}(q)$.

If all internal signals are measured, i.e. $C=I$, all the external-to-internal mappings in (5.6) are given by $T_{\mathcal{W X}}(q)=C T_{\mathcal{W X}}(q)$, and thus in (5.6), we can analyze the uniqueness for $G_{j i}(q)$ given $T_{\mathcal{W X}}(q)$, as investigated in Chapter 3. However, when only a subset of internal signals is measured, $C T_{\mathcal{W X}}(q)$ only consists of a subset of rows in $T_{\mathcal{W X}}(q)$. Although $T_{i \mathcal{X}}(q)$ and $T_{j \mathcal{X}}(q)$ in (5.6) are submatrices of $C T_{\mathcal{W X}}(q)$ due to measured $w_{i}$ and $w_{j}$, the mapping $T_{\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \mathcal{X}}(q)$ may not be directly avaliable, i.e. it may not be a submatrix of $C T_{\mathcal{W X}}(q)$, because the signals in $\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}$ may not be measured.

To address the unavailability of $T_{\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \mathcal{X}}(q)$, the following result is instrumental, which is an extension of Theorem 4.2.

Lemma 5.4. For any network model set $\mathcal{M}$ that satisfies Assumptions 3.4, 3.5 with a disconnecting set $\mathcal{D} \subseteq \mathcal{W} \cup \overline{\mathcal{X}}$ from any $\overline{\mathcal{X}} \subseteq \mathcal{X}$ to any $\overline{\mathcal{W}} \subseteq \mathcal{W}$, there exists a proper transfer matrix $K(q)$ such that

$$
\begin{equation*}
T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q)=K(q) T_{\mathcal{D} \overline{\mathcal{X}}}(q) . \tag{5.7}
\end{equation*}
$$

In addition, it holds that

- $K(q)$ is full column rank generically if $b_{\mathcal{D} \rightarrow \overline{\mathcal{W}}}=|\mathcal{D}|$;
- $K(q)$ is full column rank globally if $\bar{b}_{\mathcal{D} \rightarrow \overline{\mathcal{W}}_{1}}=|\mathcal{D}|$ for some $\overline{\mathcal{W}}_{1} \subseteq \overline{\mathcal{W}}$.

The above result shows that if an appropriate disconnecting set $\mathcal{D}$ from $\mathcal{X}$ to $\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}$ is chosen, as in Figure 5.1, $T_{\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \mathcal{X}}(q)$ can be factorized into $K(q) T_{\mathcal{D} \mathcal{X}}(q)$ for some $K(q)$. This factorization together with (5.6) leads to

$$
\left[\begin{array}{ll}
G_{j i} & G_{j w_{j}^{-} \backslash\left\{w_{i}\right\}} K
\end{array}\right]\left[\begin{array}{c}
T_{i \mathcal{X}}  \tag{5.8}\\
T_{\mathcal{D X}}
\end{array}\right]=T_{j \mathcal{X}}-X_{j \star},
$$

and thus the uniqueness of $G_{j i}(q)$ is ensured if $\left[\begin{array}{c}T_{i \mathcal{X}}(q) \\ T_{\mathcal{D X}}(q)\end{array}\right]$ is full row rank and the signals in
$\mathcal{D} \cup\left\{w_{i}, w_{j}\right\}$ are measured, i.e. the mappings $T_{i \mathcal{X}}, T_{D \mathcal{X}}$ and $T_{j \mathcal{X}}$ are submatrices of $C T_{\mathcal{W} \mathcal{X}}$ and thus available. This shows that only the signals in $\mathcal{D} \cup\left\{w_{i}, w_{j}\right\}$ need to be measured for the identifiability of $G_{j i}$, instead of measuring all the internal signals as in Chapters 3 and 4.

The above requirement for full row rank can be reformulated into a path-based condition using Lemma 5.3, i.e. $\mathcal{D}$ is indirectly excited by a set $\overline{\mathcal{X}}$ of external signals as in Figure 5.1. In addition, the requirement for measuring $\mathcal{D}$ can be further relaxed by the indirect measurement of $\mathcal{D}$, i.e. $\mathcal{D}$ has paths to a set $\overline{\mathcal{C}}$ of measured internal signals as in Figure 5.1.


Figure 5.1: Visualization of a situation where $G_{j i}$ is generically identifiable. $G_{j}^{*}$ represents the other in-coming modules of $w_{j}$, and the dashed edges represent directed paths. The set $\mathcal{N}$ contains all the measured internal signals that have known directed edges (double-lined edges) to the output $w_{j}$.

The above reasoning for identifiability analysis can be generalized. Before introducing this result, we first define an important set of signals:

- Let set $\mathcal{N}_{j}^{-}$contain the signals in $\mathcal{W}_{j}^{-}$and additionally the unmeasured internal signals that have known directed edges to $w_{j}$.

As shown in Figure 5.1, $\mathcal{N}_{j}^{-}$contains a subset of in-neighbors of $w_{j}$. When all the non-zero modules are unknown, we have $\mathcal{N}_{j}^{-}=\mathcal{W}_{j}^{-}$which simply contains all the incoming internal signals of $w_{j}$.

Then the following graphical result can be obtained from the generalization of the reasoning in (5.8).

Theorem 5.2. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1. Then $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ iffor some $\overline{\mathcal{X}} \subseteq \mathcal{X}_{j}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C} \backslash\left\{w_{i}\right\}$, there exists a $\overline{\mathcal{X}}-\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}$ disconnecting set $\mathcal{D} \subseteq \mathcal{W}$ such that

1. $b_{\overline{\mathcal{X}} \rightarrow\left\{w_{i}\right\} \cup \mathcal{D}}=|\mathcal{D}|+1$;
2. $b_{\mathcal{D} \rightarrow \overline{\mathcal{C}}}=|\mathcal{D}|$.
3. $w_{i}$ and $w_{j}$ are in $\mathcal{C}$.

The above result is visualized in Figure 5.1 for the special case where $w_{j} \notin \overline{\mathcal{C}}$, for simplicity. It shows that to identify $G_{j i}(q)$, instead of measuring and exciting all the inputs of the MISO subsystem that contains $G_{j i}(q)$, we only need to indirectly excite and measure the signals in $\mathcal{D} \cup$ $\left\{w_{i}\right\}$. The difficulty in applying the above result may arise from the need to search for the subsets $\overline{\mathcal{X}}$ and $\overline{\mathcal{C}}$, which, however, cannot be avoided due to the coupling between the excitation signals and the measured signals that are relevant to the identifiability of $G_{j i}(q)$.

Compared to Theorem 4.1 where the signals in $\left\{w_{i}\right\} \cup \mathcal{D}$ are excited when all the internal signals are measured, Theorem 5.2 provides a generalization which only requires the signals in $\left\{w_{i}, w_{j}\right\} \cup \mathcal{D}$ to be measured. Moreover, $\mathcal{D}$ can also be measured indirectly as in condition (2), i.e. $\mathcal{D}$ itself is not measured but has vertex disjoint paths to the measured signals in $\overline{\mathcal{C}}$.

This indirect measurement of $\mathcal{D}$ also appears in the network identification method of [123]. For the consistent estimation of $G_{j i}(q)$, the method requires the indirect measurement of the signals that block the so-called parallel paths from $w_{i}$ to $w_{j}$ and the loops around $w_{j}$, while these signals actually coincide with $\mathcal{D}$ as shown in Proposition 4.1. Thus, the considered experimental setup in [123] matches the one in Theorem 5.2.

Remark 5.1. Based on the connection between the unique set of vertex disjoint paths and the global rank of transfer matrices as formulated in Lemma 5.3, Theorem 5.2 can be modified to address global identifiability by considering $\bar{b}_{\overline{\mathcal{X}} \rightarrow\left\{w_{i}\right\} \cup \mathcal{D}}$ and $\bar{b}_{\mathcal{D} \rightarrow \overline{\mathcal{C}}}$ instead.

Theorem 5.2 has a potential application for signal and sensor allocation, as it explicitly states that the signals in $\left\{w_{i}\right\} \cup \mathcal{D}$ should be (indirectly) excited as in condition (1), and the signals in $\mathcal{D}$ should be (indirectly) measured as in condition (2). However, it can be difficult to analyze a given model set as it needs to search for a disconnecting set. Thus, an equivalent path-based version of Theorem 5.2 is developed.

Proposition 5.2. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1. $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ iffor some $\overline{\mathcal{X}} \subseteq \mathcal{X}_{j}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C} \backslash\left\{w_{i}\right\}$, it holds that

1. $b_{\overline{\mathcal{X}} \rightarrow \mathcal{N}_{j}^{-} \cup \overline{\mathcal{C}}}=b_{\overline{\mathcal{X}} \rightarrow\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}}+1$;
2. $b_{\overline{\mathcal{X}} \rightarrow\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}}=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}}$;
3. $w_{i}$ and $w_{j}$ are in $\mathcal{C}$.

Compared to Theorem 5.2, the above result avoids the search for a disconnecting set and thus is easier for analyzing identifiability. However, it is less informative than Theorem 5.2 since it does not specify explicitly where to allocate excitation signals and sensors for single module identifiability. The results in this subsection are illustrated in the following example.

Example 5.1. Consider a model set $\mathcal{M}$ in Figure 5.2 with the target module $G_{21}(q)$ and the measured internal signals $\mathcal{C}=\left\{w_{1}, w_{2}, w_{3}, w_{6}\right\}$. It can be found that $\mathcal{N}_{2}^{-}=\left\{w_{1}, w_{4}\right\}$, which does
not include the in-neighbor $w_{3}$ of $w_{2}$ since $w_{3}$ is measured and has a known edge to $w_{2}$. In addition, we have $\mathcal{X}_{2}=\left\{\tilde{e}_{1}, r_{4}, r_{5}\right\}$ because these external signals do not bave an unknown edge to $w_{2}$. The goal is then to verify the generic and global identifiability of $G_{21}(q)$ using the graphical conditions.


Figure 5.2: Identifiable $G_{21}(q)$ (thick edge) with only green internal signals measured and one known module $G_{23}(q)$ (doublelined edge).

By taking $\overline{\mathcal{X}}=\left\{\tilde{e}_{1}, r_{5}\right\}$ and $\overline{\mathcal{C}}=\left\{w_{6}\right\}$, it holds that $\left\{w_{5}\right\}=\mathcal{D}$ is a $\overline{\mathcal{X}}-\left(\mathcal{N}_{2}^{-} \backslash\left\{w_{1}\right\}\right) \cup \overline{\mathcal{C}}$ disconnecting set, as indicated by a red vertex in Figure 5.2. Thus, condition (1) of Theorem 5.2 is satisfied as there are two vertex disjoint patbs $\tilde{e}_{1} \rightarrow w_{1}$ and $r_{5} \rightarrow w_{5}$, indicated by the red arrows in Figure 5.2. In addition, condition (2) also holds because of the green path $w_{5} \rightarrow w_{6}$. Then based on Theorem 5.2, $G_{21}(q)$ is generically identifiable. The conditions in Proposition 5.2 can be verified similarly with the chosen $\overline{\mathcal{X}}$ and $\overline{\mathcal{C}}$.

If the transfer functions are non-zero in all the models of the model set, $G_{21}(q)$ is also globally identifiable as the set of maximum number of vertex disjoint paths from $\left\{\tilde{e}, r_{5}\right\}$ to $\left\{w_{1}, w_{5}\right\}$ and the one from $w_{5}$ to $w_{6}$ are unique.

Next, we extend the result in Proposition 5.2 from a single module to a subnetwork, i.e. a subset of in-coming modules of $w_{j}$.

Corollary 5.2. Consider a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, and any subset $\overline{\mathcal{W}}_{j} \subseteq \mathcal{W}_{j}^{-}$. Then $G_{j} \overline{\mathcal{W}}_{j}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if for some $\overline{\mathcal{X}} \subseteq \mathcal{X}_{j}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C} \backslash \overline{\mathcal{W}}_{j}$, it holds that

1. $b_{\overline{\mathcal{X}} \rightarrow \mathcal{N}_{j}^{-} \cup \overline{\mathcal{C}}}=b_{\overline{\mathcal{X}} \rightarrow\left(\mathcal{N}_{j}^{-} \backslash \overline{\mathcal{W}}_{j}\right) \cup \overline{\mathcal{C}}}+b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}_{j}}$ and $b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{W}}_{j}}=\left|\overline{\mathcal{W}}_{j}\right|$;
2. $\left.b_{\overline{\mathcal{X}} \rightarrow\left(\mathcal{N}_{j}^{-}\right.} \backslash \overline{\mathcal{W}}_{j}\right) \cup \overline{\mathcal{C}}=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}}$.
3. $\overline{\mathcal{W}}_{j} \cup\left\{w_{j}\right\}$ is a subset ofC.

Proof. The proof is analogous to the proof of Proposition 5.2 and can be based on the proof of Theorem 5.2. In this case, we only need to replace $G_{j i}$ with $G_{j i \overline{\mathcal{W}}_{j}}$ and $T_{i \overline{\mathcal{X}}}$ with $T_{\overline{\mathcal{W}}_{j} \overline{\mathcal{X}}}$ in (5.19). Then the rank condition implied by the first path-based condition leads to a unique solution for $G_{j} \bar{W}_{j}$.

The above result is a generalization of Theorem 3.4 to the partial measurement setting. In addition, Corollary 5.2 is related to [13, Theorem IV.4] which also specifies sufficient conditions
for the generic identifiability of $G_{j j} \bar{w}_{j}(q)$, in a setting without known non-zero modules and with only $r$ signals as excitation sources for identifiability analysis. In addition, the theorem in [13] not only contains a graphical condition but also requires the prior knowledge for certain submatrices of $T_{\mathcal{W X}}(q)$. When all the non-zero modules are unknown and only $r$ signals are considered as excitation sources for the identifiability analysis, the graphical condition there is equivalent to the first condition in Corollary 5.2, while the corollary further specifies the graphical conditions, under which the required submatrices of [13, Theorem IV.4] can be obtained.

### 5.5.2 Excited input and output

In the previous section, it is assumed that both the input and the output of a module are measured, which may not be feasible in some practical situations. This motivates us to consider the situation where the input or the output can be unmeasured, with the cost that they are directly excited.

In this case, instead of starting with the equation $[I-G(q)] T_{\mathcal{W X}}(q)=X(q)$ as in (5.6), we analyze identifiability using the $i$-th column of $C=T_{\mathcal{C W}}(q)[I-G(q)]$, where $T_{\mathcal{C W}}(q)=$ $C T(q)$. Unlike (5.6) which treats $G_{j i}(q)$ in the corresponding MISO subsystem, we takes a dual perspective now and analyze $G_{j i}(q)$ in the corresponding SIMO subsystem, as shown in Figure 5.3, where the two blue blocks denote the module $G_{j i}(q)$ and the other out-going modules of $w_{i}$. Thus, a dual result of Lemma 5.4 can be obtained.

Lemma 5.5. For any network model set $\mathcal{M}$ that satisfies Assumptions 3.4, 3.5 with a disconnecting set $\mathcal{D} \subseteq \mathcal{W}$ from any $\overline{\mathcal{X}} \subseteq \mathcal{X}$ to any $\overline{\mathcal{W}} \subseteq \mathcal{W}$, there exists a proper transfer matrix $K(q)$ such that

$$
\begin{equation*}
T_{\overline{\mathcal{W}} \overline{\mathcal{X}}}(q)=T_{\overline{\mathcal{W}} \mathcal{D}}(q) K(q) . \tag{5.9}
\end{equation*}
$$

Additionally, it bolds that

- $K(q)$ is full row rank generically if $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}=|\mathcal{D}|$;
- $K(q)$ is full row rank globally if $\bar{b}_{\overline{\mathcal{X}}_{1} \rightarrow \mathcal{D}}=|\mathcal{D}|$ for some $\overline{\mathcal{X}}_{1} \subseteq \overline{\mathcal{X}}$.

In view of analyzing the generic identifiability of $G_{j i}(q)$ when its input and output are directly excited, the above result allows us to find an appropriate disconnecting set $\mathcal{D}$, as shown in Figure 5.3. It can then be found that $G_{j i}(q)$ is generically identifiable, if the signals in $\mathcal{D}$ are indirectly excited by a set $\overline{\mathcal{X}}$ of external signals and indirectly measured, i.e. $\mathcal{D}$ has vertex disjoint paths to a set $\overline{\mathcal{C}}$ of measured signals. This is illustrated in Figure 5.3 and can be formalized as follows.

To introduce the identifiability results, we first define an important set:

- Let $\mathcal{N}_{i}^{+}$contain the signals in $\mathcal{W}_{i}^{+}$, defined in Section 2.5 , and additionally the internal signals, to which $w_{i}$ have known directed edges and that are not directly excited by vertices in $\mathcal{X}$ whose out-degree is one and the only out-going edge is known.


Figure 5.3: Visualization of a situation where $G_{j i}$ is generically identifiable, and its input and output are directly excited. $G_{i}^{*}$ represents the other out-going modules of $w_{i}$, and the dashed edges represent directed paths. The set $\mathcal{N}$ contains the internal signals to which $w_{i}$ have known directed edges, and every vertex in $\mathcal{N}$ is excited by a vertex in $\mathcal{X}$ through a known edge.
$\mathcal{N}_{i}^{+}$contains a subset of out-going neighbors of $w_{i}$, as shown in Figure 5.3. When all the modules are unknown, we have $\mathcal{N}_{i}^{+}=\mathcal{W}_{i}^{+}$which simply contains all the out-neighbors of $w_{i}$. The formulation of $\mathcal{N}_{i}^{+}$excludes any output $w_{k}$ of $w_{i}$, if there exists a $x_{k} \in \mathcal{X}$ that has out-degree one and has a known directed edge to $w_{k}$. This is because the edge ( $w_{i}, w_{k}$ ) does not influence the identifiability problem when it is known and $w_{k}$ is directly excited.

Then the following result can be obtained.
Theorem 5.3. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if two vertices $x_{i}$ and $x_{j}$ exist in $\mathcal{X}$, which bave out-degree 1 and known directed edges to $w_{i}$ and $w_{j}$ respectively, and for some $\overline{\mathcal{X}} \subseteq \mathcal{X} \backslash\left\{x_{j}\right\}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C}$, there exists a $\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\} \cup \overline{\mathcal{X}}-\overline{\mathcal{C}}$ disconnecting set $\mathcal{D} \subseteq \mathcal{W}$ such that

1. $b_{\left\{w_{j}\right\} \cup \mathcal{D} \rightarrow \overline{\mathcal{C}}}=|\mathcal{D}|+1$;
2. $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}=|\mathcal{D}|$.

Proof. The proof is analogous to Theorem 5.2 by considering the $i$-th column of $C=T_{\mathcal{C W}}(I-$ $G)$. Note that the analysis requires the availability of $T_{\mathcal{C} i}$ and $T_{\mathcal{C} j}$. The mapping $T_{\mathcal{C} i}$ can be obtained from $C T X$ under the existence of $x_{i}$, i.e. when $w_{i}$ is directly excited by $x_{i}$. $x_{i}$ can be either a measured signal $r_{i}$ or a noise signal $\tilde{e}_{i}$ : Firstly, $r_{i}$ always has out-degree one, and it is clear that $T_{\mathcal{C} i}$ is a submatrix of $C T R$. On the other hand, when $\tilde{e}_{i}$ has out-degree one and an known directed edge to $w_{i}$, its corresponding column $H_{\star i}$ in $H$ has only one non-zero entry that is also known. Therefore, $T_{\mathcal{C}_{i}}$ can be obtained from $C T H_{\star i}$ as well. Similarly, $T_{\mathcal{C}_{j}}$ can also be obtained from $C T X$ under the existence of $x_{j}$.

Theorem 5.3 is visualized in Figure 5.3. It shows that to identify $G_{j i}(q)$, instead of measuring and exciting all the outputs of the SIMO subsystem that contains $G_{j i}(q)$, it is sufficient to
measure and excite the signals in $\mathcal{D} \cup\left\{w_{j}\right\}$ indirectly. The existence of $x_{i}$ and $x_{j}$ in Theorem 5.3 requires the input $w_{i}$ and the output $w_{j}$ of the target module to be directly excited, by either $r$ signals or $e$ signals that only have one known out-going edge. The above direct excitation for $w_{i}$ and $w_{j}$ ensures that the mappings $T_{\mathcal{C} i}$ and $T_{\mathcal{C}_{j}}$, which are required for the identifiability analysis, can be obtained from $C T(q) X(q)$.

Theorem 5.3 is also a dual result of Theorem 5.2: while Theorem 5.3 considers the input and the output to be directly excited, Theorem 5.2 assumes them to be measured; in addition, the graphical conditions of the two results have a similar structure. The result can also be extended to address global identifiability by requiring that the sets of maximum number of vertex disjoint paths are unique. In addition, a path-based formulation of Theorem 5.3 can also be obtained, which is analogous to Proposition 5.2.

Proposition 5.3. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if two vertices $x_{i}$ and $x_{j}$ exist in $\mathcal{X}$, which have outdegree 1 and known directed edges to $w_{i}$ and $w_{j}$ respectively, and for some $\overline{\mathcal{X}} \subseteq \mathcal{X} \backslash\left\{x_{j}\right\}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C}$, it holds that

$$
\text { 1. } b_{\mathcal{N}_{i}^{+} \cup \overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}}=b_{\mathcal{N}_{i}^{+}} \backslash\left\{w_{j}\right\} \cup \overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}+1 \text {; }
$$

2. $b_{\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\} \cup \overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}}=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}}$.

While Proposition 5.3 is a dual result of Proposition 5.2, it allows us to analyze identifiability in a completely different setting, as illustrated in the following example.

Example 5.2. Consider the identifiability of $G_{21}(q)$ in $\mathcal{M}$ as shown in Figure 5.4, where only the $r$ signals, $w_{4}, w_{5}$, and $w_{7}$ are measured, while $\left\{w_{1}, w_{2}\right\}$ is directly excited by $\left\{r_{1}, \tilde{e}_{2}\right\}$. It holds that $\mathcal{N}_{1}^{+}=\left\{w_{2}, w_{3}, w_{5}\right\}$, and furthermore, we can choose $\overline{\mathcal{X}}=\left\{\tilde{e}_{5}, r_{6}\right\}$ and $\overline{\mathcal{C}}=\left\{w_{4}, w_{5}, w_{7}\right\}$.


Figure 5.4: Identifiability of $G_{21}(q)$ is considered (thick line) in $\mathcal{M}$ with both input and output unmeasured, while $w_{2}$ is directly excited by $\tilde{e}_{2}$ via a known edge (double-arrow edge)

It can be found that $\left\{w_{3}, w_{5}\right\}=\mathcal{D}$ is a $\left(\mathcal{N}_{1}^{+} \backslash\left\{w_{2}\right\}\right) \cup \overline{\mathcal{X}}-\overline{\mathcal{C}}$ disconnecting set, as indicated by the red vertices in Figure 5.4. In addition, condition (1) of Theorem 5.3 is satisfied since
there are three vertex disjoint paths, including $w_{3} \rightarrow w_{7}, w_{2} \rightarrow w_{4}$, and $w_{5}$ itself, indicated by the green edges in Figure 5.4. Condition (2) is then satisfied because there are two vertex disjoint paths indicated by the red edges, including $r_{6} \rightarrow w_{3}$ and $\tilde{e}_{5} \rightarrow w_{5}$, which concludes the generic identifiability of $G_{21}(q)$. Note that $r_{6}$ excites $w_{3}$ indirectly through a path.

Since the above sets of maximum number of vertex disjoint paths are unique, $G_{21}(q)$ is also globally identifiable.

Remark 5.2. When the identifiability of multiple modules $G_{\mathcal{W}_{i}}(q)$ from one SIMO subsystem is considered, where $\overline{\mathcal{W}}_{i} \subseteq \mathcal{W}_{i}^{+}$, the results in this subsection can be extended in a straightforward way by considering $\overline{\mathcal{W}}_{i}$ instead of the single output $w_{j}$, which is similar to the extension in Corollary 5.2

The above remark leads to a graphical result that is related to [13, Theorem IV.2], which also considers the identifiability of multiple modules from one SIMO model. However, [13, Theorem IV.2] is not fully graphical as it requires the availability of certain mappings, and it considers neither known modules nor the excitation contributed by unmeasured noises.

### 5.6 Sufficient conditions: Measured input or output WITH INDIRECT EXCITATION

Even if Proposition 5.3 considers the most general measurement scheme, it requires $w_{i}$ and $w_{j}$ to be directly excited. When $w_{i}$ (or $w_{j}$ ) is measured, it is not necessary to directly excite $w_{i}$ (or $w_{j}$ ), as shown in the last condition of Lemma 5.1. In this section, we develop graphical identifiability conditions for the situation where either $w_{i}$ or $w_{j}$ is measured and not directly excited.

We first consider the case where the input $w_{i}$ is unmeasured and the output $w_{j}$ is measured, and the measured $w_{j}$ may not be directly excited by $r$ or $\tilde{e}$. As in (5.6), the mapping $T_{i \mathcal{X}}(q)$ is not a submatrix of $C T(q) X(q)$ as $w_{i}$ is unmeasured, and thus $T_{i \mathcal{X}}(q)$ needs to be represented by available mappings via an appropriately chosen disconnecting set, which can be motivated by the following example:

Example 5.3. Consider the network model set in Figure 5.5(a) where the identifiability of $G_{21}(q)$ is of interest while $w_{1}$ is unmeasured. Since the mapping from $r_{1}$ to $w_{1}$ is known to be $1, G_{21}(q)$ can be uniquely recovered from the available external-to-internal mapping from $r_{1}$ to $w_{2}$.

In Figure 5.5(b) there is a loop around $w_{1}$, and the mapping from $r_{1}$ to $w_{2}$ is

$$
T_{w_{2} r_{1}}(q)=\frac{G_{21}(q)}{1-G_{13}(q) G_{31}(q)},
$$

and thus $G_{21}(q)$ cannot be recovered from $T_{w_{2} r_{1}}(q)$ alone as in Figure 5.5(a). However, the loop


Figure 5.5: Two network model sets with $G_{21}(q)$ as the target module and $w_{1}$ unmeasured. $G_{21}(q)$ is generically and globally identifiable in both cases under measured signals (green).
transfer can be found as

$$
T_{w_{3} r_{3}}(q)=\frac{1}{1-G_{13}(q) G_{31}(q)},
$$

and thus $G_{21}(q)=T_{w_{2} r_{1}}(q) T_{w_{3} r_{2}}^{-1}(q)$, where both mappings are available because $w_{3}$ and $w_{2}$ are measured.

As shown in the above example, it is important to measure and excite the vertices in the loops around the unmeasured input, in order to achieve the identifiability of the module under consideration. This observation can be generalized as follows.

Theorem 5.4. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, suppose that $w_{j}$ is measured but $w_{i}$ cannot be measured. Let set $\mathcal{N}_{i}^{*}$ contain all the in-neighbors of $w_{i}$ in $\mathcal{W}$. Module $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if a vertex $x_{i} \in \mathcal{X}_{j}$ exists, which has out-degree one and a known edge to $w_{i}$, and for some $\overline{\mathcal{X}} \subseteq \mathcal{X}_{j} \backslash\left\{x_{i}\right\}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C}$, there exists a $\overline{\mathcal{X}} \cup\left\{x_{i}\right\}-\mathcal{N}_{i}^{*} \cup\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}$ disconnecting set $\mathcal{D} \subseteq \mathcal{W}$ such that

1. $b_{\overline{\mathcal{X}} \cup\left\{x_{i}\right\} \rightarrow \mathcal{D} \cup\left\{w_{i}\right\}}=1+|\mathcal{D}|$;
2. $b_{\mathcal{D} \rightarrow \overline{\mathcal{C}}}=|\mathcal{D}|$.

In the above result, the disconnecting set intersects with the paths from $x_{i}$ to $\mathcal{N}_{i}^{*}$, which implies that all the loops around $w_{i}$ are blocked by the disconnecting set $\mathcal{D}$, matching the observation from Example 5.3. Therefore, this result is an extension of Theorem 5.2 to the setting with unmeasured input by additionally blocking all the loops around the unmeasured input.

In addition, both Theorem 5.3 and Theorem 5.4 can be used to analyze the identifiability of $G_{j i}(q)$ with unmeasured input and measured output, while Theorem 5.4 provides the extra freedom that $w_{j}$ does not need to be directly excited.

Then the corresponding path-based formulation of Theorem 5.4 can also be derived.
Corollary 5.3. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, suppose that $w_{j}$ is measured but $w_{i}$ cannot be measured. Module $G_{j i}(q)$ is generically identifiable if a vertex
$x_{i} \in \mathcal{X}_{j}$ exists, which has out-degree one and a known edge to $w_{i}$, and for some $\overline{\mathcal{X}} \subseteq \mathcal{X}_{j} \backslash\left\{x_{i}\right\}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C}$, the following conditions hold:

1. $b_{\overline{\mathcal{X}} \cup\left\{x_{i}\right\} \rightarrow \mathcal{N}_{i}^{*} \cup \mathcal{N}_{j} \cup \overline{\mathcal{C}}}=1+b_{\overline{\mathcal{X}} \cup\left\{x_{i}\right\} \rightarrow \mathcal{N}_{i}^{*} \cup\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}} ;$
2. $b_{\overline{\mathcal{X}} \cup\left\{x_{i}\right\} \rightarrow \mathcal{N}_{i}^{*} \cup\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}}=b_{\overline{\mathcal{X}} \cup\left\{x_{i}\right\} \rightarrow \overline{\mathcal{C}}}$.

The above result can also be extended trivially to a subset of in-coming modules of $w_{j}$, which is similar to the extension in Corollary 5.2.

For the situation where the input $w_{i}$ is measured while the output $w_{j}$ is unmeasured, the requirement for the direct excitation for $w_{i}$ in Theorem 5.3 can also be relaxed. Here we start with the analysis in a SIMO problem as in Section 5.5.2. When the direct excitation for $w_{i}$ is not present, the mapping $T_{\mathcal{C} i}(q)$ is thus not given by $C T_{\mathcal{W X}}(q)$. However, based on Lemma 5.5, we can simply require a disconnecting set $\mathcal{D}$ from $\left\{w_{i}\right\}$ to $\mathcal{C}$, and then $T_{\mathcal{C} i}(q)$ is represented by $T_{\mathcal{C D}}(q) K(q)$ for some $K(q)$, where $T_{\mathcal{C D}}(q)$ can be obtained in certain way.

Theorem 5.5. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, suppose that for module $G_{j i}(q)$, its input w $w_{i}$ is measured while output $w_{j}$ is unmeasured. Then $G_{j i}(q)$ is generically identifiable in $\mathcal{M}$ from $\left(w_{\mathcal{C}}, r\right)$ if a vertex $x_{j} \in \mathcal{X}$ exists, which has out-degree one and a known edge to $w_{j}$, and for some $\overline{\mathcal{X}} \subseteq \mathcal{X} \backslash\left\{x_{j}\right\}$ and $\overline{\mathcal{C}} \subseteq \mathcal{C}$ with $w_{i} \in \overline{\mathcal{C}}$, there exists a $\left(\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}\right) \cup$ $\overline{\mathcal{X}} \cup\left\{w_{i}\right\}-\overline{\mathcal{C}}$ disconnecting set $\mathcal{D} \subseteq \mathcal{W}$ such that

1. $b_{\left\{w_{j}\right\} \cup \mathcal{D} \rightarrow \overline{\mathcal{C}}}=|\mathcal{D}|+1$;
2. $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}=|\mathcal{D}|$.

Note that since $w_{i} \in \overline{\mathcal{C}}$, the disconnecting set in the above result must contain $w_{i}$. This result generalizes Theorem 5.3 to address the situation where the input is measured but has an indirect excitation source, while the input needs to be directly excited in Theorem 5.3. The above generalization is achieved by additionally blocking the paths from $w_{i}$ to $\overline{\mathcal{C}}$ using the disconnecting set, compared to Theorem 5.3. Furthermore, the result in Theorem 5.5 can be extended to analyzing global identifiability as in Remark 5.1 and the identifiability of a subnetwork, i.e. a subset of out-going modules of $w_{i}$ in this case, as in Remark 5.2. A path-based formulation of Theorem 5.5 can be also obtained analogously as in Corollary 5.3,

### 5.7 Actuator and sensor allocation for identifiabilITY

The results in the previous sections provide analysis results for verifying identifiability for a given configuration of measured and excited signals. In order to extend these results for addressing the synthesis problem, i.e. allocating sensors and actuators to achieve identifiability, we extend the reasoning in Section 4.3 as follows.

Depending on whether the input or the output of a module is measured, Theorems 5.2, 5.3, 5.4 and 5.5 explicitly require the signals in the disconnecting sets to be excited and measured to guarantee single module identifiability. Therefore, the idea is to first compute a disconnecting set and then allocate actuators and sensors accordingly. However, the disconnecting sets in the theorems cannot be computed before the excitation signals $\overline{\mathcal{X}}$ and the measured signals $\overline{\mathcal{C}}$ are specified. Thus, we first provide necessary conditions for the disconnecting sets that do not rely on external and measured signals.

Corollary 5.4. For a model set $\mathcal{M}$ that Assumptions 3.2, 3.4, 3.5 and 5.1,

- if it satisfies the conditions in Theorem 5.2 with disconnecting set $\mathcal{D}_{1}$, then $\mathcal{D}_{1}$ is also a $\left\{w_{i}\right\}$ -$\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}$ disconnecting set;
- if it satisfies the conditions in Theorem 5.3 with disconnecting set $\mathcal{D}_{2}$, then $\mathcal{D}_{2}$ is also a $\mathcal{N}_{i}^{+} \backslash$ $\left\{w_{j}\right\}-\left\{w_{j}\right\}$ disconnecting set;
- if it satisfiesthe conditions in Theorem 5.4 with disconnecting set $\mathcal{D}_{3}$, then $\mathcal{D}_{3}$ is also a $\left\{w_{i}\right\}$ $\mathcal{N}_{i}^{*} \cup\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right)$ disconnecting set;
- if it satisfies the conditions in Theorem 5.5 with disconnecting set $\mathcal{D}_{4}$, then $\mathcal{D}_{4}$ is also a $\left(\mathcal{N}_{i}^{+} \backslash\right.$ $\left.\left\{w_{j}\right\}\right) \cup\left\{w_{i}\right\}-\left\{w_{i}, w_{j}\right\}$ disconnecting set;

Proof. The proof is analogous to the proof of Corollary 4.3.
After the above disconnecting sets are computed, excitation signals and sensors can be allocated to achieve the identifiability of $G_{j i}(q)$. Following the theorems, we illustrate the synthesis approaches in Table 5.1 for different cases depending on whether the input or the output can be measured. For each situation, we specify how the disconnecting set is constructed and which signals are to be excited or measured.

Taking Case 2 in Table 5.1 as an example, a $\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}-\left\{w_{j}\right\}$ disconnecting set $\mathcal{D}$ that satisfies $w_{j} \notin \mathcal{D}$ is first computed. Then for actuator and sensor allocation, each signal in $\mathcal{D} \cup\left\{w_{i}, w_{j}\right\}$ is directly excited by a distinct $r$ signal, and all signals in $\mathcal{D}$ are measured. In addition, the output $w_{j}$ is indirectly measured, which is also required in Case 4.

The indirect measurement of $w_{j}$ in Cases 2 and 4 means that $w_{j}$ has a path to a measured vertex $w_{k}$, and more importantly, based on Theorems 5.3 and 5.5 , we choose $w_{k}$ in the following way: $w_{k} \in \mathcal{C} \backslash\left\{w_{j}\right\}$ is an internal signal such that the computed $\mathcal{D}$ is also a $\mathcal{N}_{i}^{+} \backslash\left\{w_{i}\right\}-\left\{w_{k}\right\}$ disconnecting set in Case 2 or a $\left(\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}\right) \cup\left\{w_{i}\right\}-\left\{w_{k}\right\}$ disconnecting set in Case 4; in addition, there exists a path from $w_{j}$ to $w_{k}$ that is vertex disjoint with $\mathcal{D}$.

The synthesis approaches can be justified in the following result.
Theorem 5.6. For a model set $\mathcal{M}$ that satisfies Assumptions 3.2, 3.4, 3.5 and 5.1, consider each case in Table 5.1. If the disconnecting set $\mathcal{D}$ is formulated and the excitation signals and sensors are allocated according to Table 5.1, module $G_{j i}(q)$ is generically identifiable.

Table 5.1: Different synthesis approaches for identifiability of $G_{j i}(q)$.
$\left.\left.\begin{array}{|l|l|l|l|l|}\hline & \begin{array}{l}\text { Case 1: Measured } w_{i} \\ \text { and } w_{j}\end{array} & \begin{array}{l}\text { Case 2: Excited } w_{i} \text { and } \\ w_{j}\end{array} & \begin{array}{l}\text { Case 3: unmeasured } w_{i} \\ \text { and measured } w_{j}\end{array} & \begin{array}{l}\text { Case 4: measured } w_{i} \\ \text { and unmeasured } w_{j}\end{array} \\ \hline \begin{array}{l}\text { Disconnecting } \\ \text { set } \mathcal{D}\end{array} & \begin{array}{l}\left\{w_{i}\right\}-\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \\ \text { with } w_{i} \notin \mathcal{D}\end{array} & \begin{array}{l}\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}-\left\{w_{j}\right\} \\ \text { with } w_{j} \notin \mathcal{D}\end{array} & \begin{array}{l}\left\{w_{i}\right\}-\mathcal{N}_{i}^{*} \cup\left(\mathcal{N}_{j}^{-} \backslash\right. \\ \left.\left\{w_{i}\right\}\right) \text { with } w_{i} \notin \mathcal{D}\end{array} & \begin{array}{l}\left(\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}\right) \\ \left\{w_{i}\right\}-\left\{w_{i}, w_{j}\right\}\end{array} \\ w_{j} \notin \mathcal{D}\end{array}\right] \begin{array}{l}\text { with }\end{array}\right\}$

Proof. In Case 1, the allocated $r$ signals form a set $\overline{\mathcal{X}}$, and $\mathcal{D}$ forms a set $\overline{\mathcal{C}}$. It is straightforward that the obtained $\overline{\mathcal{X}}, \overline{\mathcal{C}}$ and $\mathcal{D}$ together satisfy the conditions in Theorem 5.2. In Case 2, the $r$ signals that directly excite $\mathcal{D}$ form the set $\overline{\mathcal{X}}$, and $\mathcal{D} \cup\left\{w_{k}\right\}$ forms the set $\overline{\mathcal{C}}$ where $w_{k}$ is the indirect measurement of $w_{j}$. Then due to the chosen $w_{k}$ and the direct excitation and measurement of $\mathcal{D}$, the conditions of Theorem 5.3 are satisfied. The proofs for the other two cases follow analogously and thus are omitted.

When computing the disconnecting set in the above approaches, a minimum disconnecting set can be found by standard graphical algorithms [135]. Also note that in the obtained model set in Cases 1 and 3, module $G_{j i}(q)$ is globally identifiable as all the relevant signals are directly exited and measured, and thus Theorems 5.3 and 5.4 are satisfied with the unique sets of the maximum number of vertex disjoint paths. Global identifiability of $G_{j i}(q)$ in the other two cases depends on the chosen indirect measurement $w_{k}$ for $w_{j}$.

Example 5.4. Consider the target module $G_{21}(q)$ in the network model set in Figure 5.6(a), where there is one known module $G_{41}^{0}(q)$, and $w_{4}$ is excited by a noise signal e through a known edge. Assuming that the input $w_{1}$ and the output $w_{2}$ of the target module cannot be measured, i.e. Case 2 in Table 5.1, the goal is to allocate additional rsignals and sensors to achieve the generic identifiability of $G_{21}(q)$.

Firstly, it can be found that $\mathcal{N}_{1}^{+}=\left\{w_{3}, w_{2}\right\}$ according to the definition of $\mathcal{N}_{1}^{+}$in Section 5.5.2, since $w_{4}$ is directly excited by $e_{4}$. Then based on Case 2 in Table 5.1, a $\mathcal{N}_{1}^{+} \backslash\left\{w_{2}\right\}-\left\{w_{2}\right\}$ disconnecting set can be constructed as $\mathcal{D}=\left\{w_{3}\right\}$, indicated by the red vertex in Figure 5.6(b). Then the target module $G_{21}(q)$ becomes generically identifiable, if the input $w_{1}$, the output $w_{2}$ and $\mathcal{D}$ are excited, and an indirect measurement of $w_{2}$ exists, i.e. $w_{5}$ in this case since $w_{2}$ only has a path to $w_{5}$. The obtained experimental setup is shown in Figure 5.6(b).

Furthermore, like the extension made in Corollary 5.2 , the synthesis approaches for Cases 1 and 3 can be extended trivially to deal with a subset of in-coming modules of $w_{j}$; and the ones for Cases 2 and 4 can also be extended to consider a subset of out-going modules of $w_{i}$, as noted in Remark 5.2.

For simplicity, the developed synthesis approaches in this section do not take advantage of the initially present external signals, while these signals may also contribute to the identifiability of

(a)

(b)

Figure 5.6: The target module $G_{21}(q)$ in (a) becomes generically identifiable after the additional actuators and sensors are allocated as in (b).
$G_{j i}(q)$ and thus reduce the number of additional signals required for the allocation. In addition, the $r$ signals are directly allocated at the signals in the disconnecting sets in Table 5.1; however, the freedom of allocating these $r$ signals elsewhere such that they have vertex disjoint paths to the disconnecting sets is not exploited. This limitation could be addressed by extending the synthesis approaches in Table 5.1 to more advanced approaches similar to Algorithm 1 for the full measurement case. The difficulty of the above extension lies in the interdependence between the excitation signals and the measured signals.

### 5.8 INDIRECT IDENTIFICATION METHODS

The disconnecting-set-based results in Theorems 5.2, 5.3, 5.4 and 5.5 also suggest several indirect identification methods through which the module of interest $G_{j i}(q)$ can actually be estimated in the situation that the identifiability conditions are satisfied through external excitation signals $r$ only. $r$ signals are required for the indirect identification because the mappings from the $r$ signals to the measured internal signals can be estimated consistently.

The identification algorithms can be retrieved from the following result, where all the nonzero modules are assumed to be unknown for simplicity.

Proposition 5.4. For $\mathcal{M}$ with all the fixed modules being zeros,

- if it satisfies the conditions in Theorems 5.2 with $w_{j} \notin \mathcal{D}$ and $\overline{\mathcal{X}}$ having no directed edge to $w_{j}$, then for $\mathcal{M}$, it holds generically that

$$
G_{j i}(q)=T_{j \overline{\mathcal{X}}}(q)\left[\begin{array}{c}
T_{i \overline{\mathcal{X}}}(q)  \tag{5.10}\\
T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}(q)
\end{array}\right]^{\dagger}\left[\begin{array}{l}
1 \\
0
\end{array}\right] ;
$$

- if it satisfies the conditions in Theorem 5.3 with $w_{i} \notin \mathcal{D} \cup \overline{\mathcal{C}}$, it holds generically that

$$
G_{j i}(q)=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{ll}
T_{\overline{\mathcal{C}}_{j}}(q) & T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}(q) \tag{5.11}
\end{array}\right]^{\dagger} T_{\overline{\mathcal{C}} i}(q) ;
$$

- if it satisfies the conditions in Theorem 5.4 with $w_{j} \notin \mathcal{D}, \overline{\mathcal{X}}$ having no directed edge to $w_{j}$, and $x_{i} \in \mathcal{R}$, then it holds generically that

$$
G_{j i}(q)=T_{j \overline{\mathcal{X}}}(q)\left[\begin{array}{c}
\mathbf{e}_{x_{i}}  \tag{5.12}\\
T_{\overline{\mathcal{C}}\left(\overline{\mathcal{X}} \cup\left\{x_{i}\right\}\right)}(q)
\end{array}\right]^{\dagger}\left[\begin{array}{l}
1 \\
0
\end{array}\right],
$$

where $\mathbf{e}_{x_{i}}$ is a standard basis vector which denotes the mapping from $\left(\overline{\mathcal{X}} \cup\left\{x_{i}\right\}\right)$ to $x_{i}$;

- if it satisfies the conditions in Theorem 5.5, it holds generically that

$$
G_{j i}(q)=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{ll}
T_{\overline{\mathcal{C}}_{j}}(q) & T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}(q) \tag{5.13}
\end{array}\right]^{\dagger} C_{\overline{\mathcal{C}}},
$$

where $C_{\overline{\mathcal{C}} i}$ is the submatrix of $C$ whose rows and columns correspond to $\overline{\mathcal{C}}$ and $w_{i}$, respectively.
Proof. (5.10) is obtained from (5.19) where $P=T_{j \overline{\mathcal{X}}}$ under the assumptions that $\overline{\mathcal{X}}$ has no directed edge to $w_{j}$ and there is no known module, and (5.11) is a dual result of (5.10). Similarly, (5.12) is derived from (5.23), and combining (5.24) and (5.25) leads to (5.13).

The four expressions in the above proposition show opportunities to estimate $G_{j i}(q)$ when the set $\mathcal{X}_{j}$ consists of only measured $r$ signals. In this case, all the involved mappings, including $T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}(q), T_{\overline{\mathcal{C}} i}(q)$ and $T_{\overline{\mathcal{C}}_{j}}(q)$, are mappings from measured $r$ signals to measured internal signals, and thus, they can be estimated consistently using the standard open-loop identification methods [90]. Consequently, $G_{j i}(q)$ can also be estimated consistently on the basis of the above expressions. Taking (5.11) as an example, it shows that an estimate of $G_{j i}(q)$ can be obtained from dividing the mapping from $x_{i}$ to $\overline{\mathcal{C}}$ by the mapping from $\left\{x_{j}\right\} \cup \overline{\mathcal{X}}$ to $\overline{\mathcal{C}}$, as visualized in Figure 5.3. Note that these methods can also be generalized to identify multiple modules, which is similar to the extensions in Corollary 5.2 and Remark 5.2.

The methods cover all the possible situations for single module identification depending on whether the input or the output is measured. The particularly interesting case is (5.11) which leads to a method that can estimate $G_{j i}(q)$ even when both its input and output are unmeasured. The methods also do not require measuring the inputs of the MISO subsystem that contains $G_{j i}(q)$, which is a typical choice in the literature such that the MISO subsystem can be estimated to obtain the module estimate [59].

The obtained indirect methods can address significantly more general settings than the existing network identification methods [48,59, 88, 123, 140] which are typically limited to a specific measurement scheme, e.g., both the input and output are measured [ $48,59,123,140]$; or the
input is unmeasured but the output is measured [59, 88]. However, the indirect methods in this chapter require measured $r$ signals as excitation sources, which can lead to a higher experimental cost than some of the existing methods, e.g., the direct method in [48].

### 5.9 CONCLUSIONS

The identifiability conditions for verifying single module identifiability, i.e. sub-question 1 as formulated in Chapter 2, and the synthesis approaches for allocating actuators and sensors to achieve single module identifiability, i.e. sub-question 2 in Chapter 2, are investigated in this chapter in the setting with partial measurement and partial excitation.

For the single module identifiability analysis, in order to exploit the noise excitation for the identifiability tests, the concept of network equivalence is introduced and a novel network model structure is developed. This model structure has a simple noise model and allows us to explore the noise excitation for the identifiability tests.

More importantly, graphical conditions for verifying both the global and generic identifiability of a single module are developed in the case of partial measurement and partial excitation. Given the developed model structure, the graphical conditions regard both measured reference signals and unmeasured noises as excitation sources for the identifiability analysis. It is also shown that disconnecting sets provide the important information regarding which signals should be excited or measured to achieve identifiability. The above information further leads to synthesis approaches, for excitation allocation and sensor allocation to achieve identifiability, and indirect methods for estimating network modules.

Open questions include the extension of the synthesis approaches to take advantage of the initially present external signals and to gain extra freedom to allocate actuators and sensors, since in the current approaches $r$ signals are directly allocated at the signals in the disconnecting set. In addition, the extension of the pseudotree-based synthesis approaches in Chapter 4 to the partial measurement and partial excitation setting may provide more efficient synthesis approaches for the full network identifiability. This extension has been preliminarily considered in [37] for acyclic dynamic networks. It is also attractive to investigate how the identifiability results connect to the existing identification methods, e.g., the ones in [48, 120, 152], which are typically less dependent on the presence of $r$ signals than the indirect methods developed in this chapter.

## 5.Io Appendix

## 5.Io.i Proof of Theorem 5.I

We first exploit the spectrum $C \Phi C^{\top}$ of $M$. Based on the measured signals $w_{\mathcal{C}}$, an immersed network model, which only represents the behavior of the measured signals, can be obtained by
eliminating the unmeasured signals (called immersion or Kron reduction) [48]. To introduce the immersed network, we first define

$$
\begin{aligned}
& \bar{G}=G_{\mathcal{C C}}+G_{\mathcal{C Z}}\left(I-G_{\mathcal{Z Z}}\right)^{-1} G_{\mathcal{Z C}} \\
& \bar{H}=H_{\mathcal{C}}+G_{\mathcal{C Z}}\left(I-G_{\mathcal{Z Z}}\right)^{-1} H_{\mathcal{Z}}
\end{aligned}
$$

and $\bar{R}$ similarly, where, for example, $G_{\mathcal{C} \mathcal{Z}}$ represents the submatrix of $G$ that has its rows and columns corresponding to the signals in $\mathcal{C}$ and $\mathcal{Z}$, respectively. Then the immersed network model after the elimination of unmeasured internal signals has the following form:

$$
w_{\mathcal{C}}=\bar{G} w_{\mathcal{C}}+\bar{R} r(t)+\bar{H} e(t) .
$$

Note that the above model may have non-zero diagonal entries in $\bar{G}$, and $(I-\bar{G})$ has a proper inverse because of Assumption 2.1(b) and consequently ( $I-\bar{G}^{\infty}$ ) being full rank. This model further leads to an external-to-internal mapping:

$$
\begin{equation*}
w_{\mathcal{C}}=(I-\bar{G})^{-1} \bar{R} r(t)+(I-\bar{G})^{-1} \bar{H} e(t) . \tag{5.14}
\end{equation*}
$$

Based on (2.6) and (5.14), it can be found that

$$
\begin{equation*}
C \Phi C^{\top}=(I-\bar{G})^{-1} \bar{H} \Lambda \bar{H}^{*}(I-\bar{G})^{-*}, \tag{5.15}
\end{equation*}
$$

where it holds that

$$
\begin{equation*}
C(I-G)^{-1} C^{\top}=(I-\bar{G})^{-1} . \tag{5.16}
\end{equation*}
$$

In addition, $\bar{H} \Lambda \bar{H}^{\star}$ can be re-factorized into $\tilde{H} \tilde{\Lambda} \tilde{H}^{\star}[60]$, where $(\tilde{H}, \tilde{\Lambda})$ satisfies the properties of this theorem. Note that $(\tilde{H}, \tilde{\Lambda})$ is unique and $\tilde{\Lambda}$ is full rank if Assumption 5.1 is satisfied. This together with (5.15) and (5.16) leads to

$$
C \Phi C^{\top}=C(I-G)^{-1}\left[\begin{array}{c}
\tilde{H} \\
0
\end{array}\right] \tilde{\Lambda}\left[\begin{array}{cc}
\tilde{H}^{\star} & 0
\end{array}\right](I-G)^{-*} C^{\top} .
$$

The above equation implies that the external-to-output mapping of (5.1), i.e.

$$
w_{\mathcal{C}}=C(I-G)^{-1} R r+C(I-G)^{-1}\left[\begin{array}{c}
\tilde{H} \\
0
\end{array}\right] \tilde{e},
$$

leads to the same object $\left(C T R, C \Phi C^{\top}\right)$ as $M$, which concludes that $\tilde{M} \sim M$.

## 5.IO.2 Proof of Corollary 5.I

The existence of the equivalent network model $\tilde{M}$ follows from the proof of Theorem 5.1. In addition, with the ordering of $w_{\mathcal{C}}, \bar{H}$ in (5.15) has a block diagonal structure, and each block corresponds to a set $\mathcal{S}_{i}$, based on the proof of Theorem 1 in [123]. As $\Lambda$ is an identity matrix, $\bar{H} \Lambda \bar{H}^{*}$ is block diagonal, and thus the spectral factorization of each block matrix in $\bar{H} \Lambda \bar{H}^{*}$ leads to block diagonal $\tilde{H}(q)$ and $\tilde{\Lambda}$.

## 5.IO. 3 Proof of Proposition 5.I

For any network model, it holds that

$$
C \Phi_{v}(\theta) C^{\top}=C(I-G)^{-1} H_{p} \tilde{\Lambda} H_{p}^{\star}(I-G)^{-*} C^{\top}
$$

where $H_{p} \triangleq\left[\begin{array}{c}\tilde{H} \\ 0\end{array}\right], \tilde{H}$ is monic and $C=\left[\begin{array}{ll}I & 0\end{array}\right]$. Then the proposition is proved by showing that $C(I-G)^{-1} H_{p}$ and $\tilde{\Lambda}$ can be found uniquely given $C T R$ and $C \Phi C^{\top}$ under Assumption 3.2, and then the two implications are trivially equivalent.

If $G$ is strictly proper under Assumption 3.2(a), $C(I-G)^{-1} H_{p}$ is also monic. Since $C \Phi_{v} C^{\top}$ admits a unique factorization as

$$
C \Phi_{v} C^{\top}=L \Lambda_{p} L^{\star}
$$

where $L$ is monic [58], it holds that $C(I-G)^{-1} H_{p}=L$ and $\tilde{\Lambda}=\Lambda_{p}$. Thus, the uniqueness of $\Lambda$ and $C(I-G)^{-1} H_{p}$ is guaranteed given $C \Phi_{v} C^{\top}$, which concludes the proof under Assumption 3.2(a).

If Assumption 3.2(b) holds, there exists a permutation matrix $P$ such that

$$
C \Phi_{\nu} C^{\top}=\left(C P^{\top}\right) F\left(P H_{p}\right) \tilde{\Lambda}\left(H_{p}^{\star} P^{\top}\right) F^{*}\left(P C^{\top}\right)
$$

where $F \triangleq\left[I-P G^{\infty} P^{\top}\right]^{-1}$ and $F$ is lower unitriangular. As $C P^{\top}$ contains the first $|\mathcal{C}|$ rows of $P^{\top}$, there exists another permutation matrix $\bar{P}$ such that $\bar{P} C P^{\top}$ is in row echelon form. Note that pre-multiplying a square matrix by $\bar{P} C P^{\top}$ extracts a subset of rows in the matrix without re-ordering them. Based on the above facts, consider

$$
\bar{P} C \Phi_{\nu} C^{\top} \bar{P}^{\top}=\left(\bar{P} C P^{\top}\right) F\left(P H_{p} \bar{P}^{\top}\right) \bar{P} \tilde{\Lambda} \bar{P}^{\top}\left(\bar{P} H_{p}^{\star} P^{\top}\right) F^{*}\left(P C^{\top} \bar{P}^{\top}\right),
$$

where

$$
\left(\bar{P} C P^{\top}\right) F\left(P H_{p} \bar{P}^{\top}\right)
$$

is lower unitriangular because the pre- and post-multiplication of $F$ leads to a submatrix of $F$ with rows and columns corresponding to the same indexes. As $\bar{P} C \Phi_{v} C^{\top} \bar{P}^{\top}$ admits a unique
$L D L^{\star}$ decomposition as

$$
\bar{P} C \Phi_{\nu} C^{\top} \bar{P}^{\top}=\bar{L} \Lambda_{p} \bar{L}^{\star}
$$

where $\bar{L}$ is lower unitriangular, $\left(\bar{P} C P^{\top}\right) F\left(P H_{p} \bar{P}^{\top}\right)$ and $\bar{P} \tilde{\Lambda} \bar{P}^{\top}$ can be uniquely determined as

$$
\left(\bar{P} C P^{\top}\right) F\left(P H_{p} \bar{P}^{\top}\right)=\bar{L}, \quad \bar{P} \tilde{\Lambda} \bar{P}^{\top}=\Lambda_{p}
$$

Therefore, $C(I-G)^{-1} H_{p}$ and $\tilde{\Lambda}$ can also be uniquely found given the spectrum matrix, which proves the proposition under Assumption 3.2(b).

### 5.10. 4 Proof of Lemma 5.4

The existence of $K$ is proven in Theorem 4.2. As now $\mathcal{D}$ is a subset of $\mathcal{W} \cup \overline{\mathcal{X}}, K$ has the following form according to Theorem 4.2:

$$
K=\left[\begin{array}{cc}
{\left[\left(I-G_{\mathcal{P P}}\right)^{-1}\right]_{\mathcal{W}_{1} \star} G_{\mathcal{P} \mathcal{D}_{1}}} & {\left[\left(I-G_{\mathcal{P P}}\right)^{-1}\right] \mathcal{W}_{1} \star X_{\mathcal{P} \mathcal{D}_{2}}} \\
C & 0
\end{array}\right],
$$

for some $\mathcal{P} \subseteq \mathcal{W}$ and $\mathcal{W}_{1} \subseteq \mathcal{P}$, and some disjoint sets $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ such that $\mathcal{D}_{1} \cup \mathcal{D}_{2}=\mathcal{D}$; $C$ is a selection matrix that extracts the rows corresponding to $\mathcal{W}_{2}$ from a matrix whose rows correspond to $\mathcal{D}_{1}$, where $\mathcal{W}_{2}=\overline{\mathcal{W}} \cap \mathcal{D}_{1}$.

Note that the $K$ matrix equals the external-to-internal mapping from $\mathcal{D}$ to $\mathcal{P}$ in a subgraph of $\mathcal{G}$, where the vertices in $\mathcal{D}$ are the external signals with all in-coming edges of $\mathcal{D}$ removed, and the signals in $\mathcal{P}$ are internal signals. This characterization of $K$ is clearly seen from its formulation: $\left(I-G_{\mathcal{P} \mathcal{P}}\right)^{-1}\left[\begin{array}{ll}G_{\mathcal{P D}_{1}} & X_{\mathcal{P D}_{2}}\end{array}\right]$ has the same structure as $T_{\mathcal{W X}}$ in (2.13); and the block row [ $\left.C 0\right]$ in $K$ represents the mapping from $\mathcal{D}$ to $\mathcal{W}_{2}$, as $C$ is the mapping from $\mathcal{D}_{1}$ to $\mathcal{W}_{2} \subseteq \mathcal{D}_{1}$, and the zero entries indicate that there is no path between any two distinct vertices in $\mathcal{D}$ when the vertices in $\mathcal{D}$ are externals signals. Thus, the full column rank of $K$ can be evaluated based on Lemma 5.3 for this subgraph.

## 5.Io. 5 Proof of Theorem 5.2

The proof is to show that a unique $G_{j i}$ can be found given $T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}, T_{i \bar{\chi}}$ and $T_{j \overline{\mathcal{X}}}$. Note that by condition (1), $w_{i} \notin \mathcal{D}$ holds. Let set $\mathcal{N}$ contain the remaining in-coming internal signals of $w_{j}$ which are not in $\mathcal{N}_{j}^{-}$, i.e. $\mathcal{N}$ contains the ones that are measured and have known directed edges to $w_{j}$. When $w_{j} \notin \mathcal{D}$, recall the row of $(I-G) T_{\mathcal{W X}}=X$ corresponding to $w_{j}$, and after
permutation we have

$$
\left[\begin{array}{lll}
-G_{j i} & -G_{j \mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}} K_{1} & 1
\end{array}\right]\left[\begin{array}{c}
T_{i \overline{\mathcal{X}}}  \tag{5.17}\\
T_{\mathcal{D} \overline{\mathcal{X}}} \\
T_{j \overline{\mathcal{X}}} \\
\star
\end{array}\right]=\bar{X}+G_{j \mathcal{N}} T_{\mathcal{N} \overline{\mathcal{X}}}
$$

where $\bar{X}$ is a row vector with its columns corresponding to the signals in $\overline{\mathcal{X}}$ and thus is known; $G_{j \mathcal{N}} T_{\mathcal{N} \overline{\mathcal{X}}}$ is also given as the modules in $G_{j \mathcal{N}}$ are known and $\mathcal{N}$ is measured; $K_{1}$ satisfies $K_{1} T_{\mathcal{D} \overline{\mathcal{X}}}=$ $T_{\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\} \overline{\mathcal{X}}}$ based on Lemma 5.4. Furthermore, there exists $K_{2}$ such that $K_{2} T_{\mathcal{D} \overline{\mathcal{X}}}=T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}$, and $K_{2}$ is full column rank generically by condition (2) and Lemma 5.4. This generically leads to

$$
\begin{equation*}
T_{\mathcal{D} \overline{\mathcal{X}}}=K_{2}^{\dagger} T_{\overline{\mathcal{L}} \overline{\mathcal{X}}} \tag{5.18}
\end{equation*}
$$

where ( $)^{\dagger}$ denotes the matrix's left inverse. Then combining the above equation and (5.17) leads to

$$
\left[\begin{array}{ll}
-G_{j i} & -G_{j \mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}} K_{1} K_{2}^{\dagger}
\end{array}\right]\left[\begin{array}{c}
T_{i \overline{\mathcal{X}}}  \tag{5.19}\\
T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}
\end{array}\right]=P
$$

where $P=\bar{X}-T_{j \overline{\mathcal{X}}}+G_{j \mathcal{N}} T_{\mathcal{N} \overline{\mathcal{X}}}$, and the above equation holds generically. In addition, due to conditions (1) and (2), it holds that

$$
b_{\overline{\mathcal{X}} \rightarrow\left\{w_{i}\right\} \cup \overline{\mathcal{C}}}=1+b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}},
$$

and thus

$$
\begin{equation*}
\operatorname{rank}\left(T_{\left(\left\{w_{i}\right\} \cup \overline{\mathcal{C}}\right) \overline{\mathcal{X}}}\right)=1+\operatorname{rank}\left(T_{\overline{\mathcal{C}} \overline{\mathcal{X}}}\right) \tag{5.20}
\end{equation*}
$$

which implies that (5.19) has a unique solution for $G_{j i}$ generically based on Theorem 3.1 and thus also implies the generic identifiability of $G_{j i}$.

When $w_{j} \in \mathcal{D}$, the $j$ th row of $(I-G) T_{\mathcal{W X}}=X$ can be written as follows after permutation:

$$
\left[\begin{array}{lll}
-G_{j i} & -G_{j\left(\left\{w_{j}\right\} \cup \mathcal{N}_{j}^{-} \backslash\left\{w_{i j}\right\}\right)} \bar{K}_{1} & 0
\end{array}\right]\left[\begin{array}{c}
T_{i \bar{X}} \\
T_{\mathcal{D} \overline{\mathcal{X}}} \\
\star
\end{array}\right]=\bar{X}+G_{j \mathcal{N}} T_{\mathcal{N} \bar{X}},
$$

where $\bar{K}_{1} T_{\mathcal{D} \overline{\mathcal{X}}}=T_{\left(\left\{w_{j}\right\} \cup \mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \overline{\mathcal{X}}}$ for some $\bar{K}_{1}$. Note that for the above equation in the special case where $\mathcal{N}=\emptyset, G_{j \mathcal{N}} T_{\mathcal{N} \overline{\mathcal{X}}}$ disappears and $\bar{X}$ becomes non-zero, because $\overline{\mathcal{X}}$ must have a directed edge to $w_{j} \in \mathcal{D}$; otherwise, there exists a path from $\overline{\mathcal{X}}$ to $\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}$ which does not intersect with $\mathcal{D}$ based on condition (1) and thus contradicts that $\mathcal{D}$ is a disconnecting set. Finally, combining the above equation and (5.18) leads to unique $G_{j i}$ generically given $C T_{\mathcal{W} \overline{\mathcal{X}}}$ and the first two conditions.

## 5.Io.6 Proof of Proposition 5.2

We prove this result by showing that the conditions are equivalent to the conditions of Theorem 5.2. Firstly, based on Lemma 4.4, condition (1) is equivalent to condition (1) of Theorem 5.2, and both conditions are satisfied by choosing $\mathcal{D}$ to be a minimum $\overline{\mathcal{X}}-\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}$ disconnecting set. With this choice, $b_{\overline{\mathcal{X}} \rightarrow\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}}=|\mathcal{D}|$ by the Menger's theorem, and $\mathcal{D}$ is also a $\overline{\mathcal{X}}-\overline{\mathcal{C}}$ disconnecting set. Then if condition (2) is satisfied, it holds that

$$
|\mathcal{D}|=b_{\overline{\mathcal{X}} \rightarrow \overline{\mathcal{C}}},
$$

which implies that $\mathcal{D}$ is a minimum $\overline{\mathcal{X}}-\overline{\mathcal{C}}$ disconnecting set by the Menger's theorem, and thus $b_{\mathcal{D} \rightarrow \overline{\mathcal{C}}}=|\mathcal{D}|$, i.e. condition (2) in Theorem 5.2. On the other hand, if condition (2) in Theorem 5.2 holds, there are maximally $|\mathcal{D}|$ vertex disjoint paths from $\overline{\mathcal{X}}$ via $\mathcal{D}$ to $\overline{\mathcal{C}}$, collected into set $\mathcal{P}$. As $\mathcal{D}$ is a minimum $\overline{\mathcal{X}}-\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right) \cup \overline{\mathcal{C}}$ disconnecting set, all the paths from $\overline{\mathcal{X}}$ to $\left(\mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}\right)$ should intersect with the paths in $\mathcal{P}$, which implies condition (2) of this result and thus concludes the proof.

## 5.IO. 7 Proof of Lemma 5.5

The proof is analogous to the proof of Lemma 5.4 with some non-trivial differences that are presented here. Let $\mathcal{S}$ contain all the vertices that is reachable by $\overline{\mathcal{X}}$ without intersecting $\mathcal{D}$, and $\mathcal{P}=\mathcal{V} \backslash(\mathcal{D} \cup \mathcal{S})$. As $\mathcal{D} \subseteq \mathcal{W}, \overline{\mathcal{X}} \subseteq \mathcal{S}$ and $\overline{\mathcal{W}} \subseteq \mathcal{D} \cup \mathcal{P}$ hold. By the definition of the above sets, no edge from $\mathcal{S}$ to $\mathcal{P}$ exists, and thus the submatrix $G_{\mathcal{P}_{w} \mathcal{S}_{w}}=0$, where $\mathcal{P}_{w}=\mathcal{P} \cap \mathcal{W}$ and $\mathcal{S}_{w}=\mathcal{S} \cap \mathcal{W}$. Combining the above fact and $T(I-G)=I$ implies that

$$
T_{\left(\mathcal{P}_{w} \cup \mathcal{D}\right)\left(\mathcal{S}_{w} \cup \mathcal{D}\right)}=T_{\left(\mathcal{P}_{w} \cup \mathcal{D}\right) \mathcal{D}}\left[\begin{array}{ll}
G_{\mathcal{D} \mathcal{S}_{w}}\left(I-G_{\mathcal{S}_{w} \mathcal{S}_{w}}\right)^{-1} & I \tag{5.21}
\end{array}\right],
$$

where the inverse exists and is proper by Assumption 2.1(b).
As $\overline{\mathcal{X}} \subseteq \mathcal{S}$ only has edges to the internal signals in $\mathcal{S}_{w} \cup \mathcal{D}$, it holds that for any $\tilde{\mathcal{W}} \subseteq \mathcal{W}$,

$$
\begin{aligned}
& T_{\tilde{\mathcal{W}} \overline{\mathcal{X}}}=(I-G)_{\tilde{\mathcal{W}} \star}^{-1} X_{\star \overline{\mathcal{X}}} \\
& \quad=(I-G)_{\tilde{\mathcal{W}}\left(\mathcal{S}_{w} \cup \mathcal{D}\right)}^{-1} X_{\left(\mathcal{S}_{w} \cup \mathcal{D}\right) \overline{\mathcal{X}}}=T_{\tilde{\mathcal{W}}\left(\mathcal{S}_{w} \cup \mathcal{D}\right)} X_{\left(\mathcal{S}_{w} \cup \mathcal{D}\right) \overline{\mathcal{X}}} .
\end{aligned}
$$

Denote $\bar{X}=X_{\left(\mathcal{S}_{w} \cup \mathcal{D}\right)} \overline{\mathcal{X}}$, and thus based on the above equation and (5.21), it holds that

$$
T_{\left(\mathcal{P}_{w} \cup \mathcal{D}\right) \overline{\mathcal{X}}}=T_{\left(\mathcal{P}_{w} \cup \mathcal{D}\right) \mathcal{D}}\left[G_{\mathcal{D S}_{w}}\left(I-G_{\mathcal{S}_{w} \mathcal{S}_{w}}\right)^{-1} \quad I\right] \bar{X} .
$$

As $\overline{\mathcal{W}} \subseteq \mathcal{D} \cup \mathcal{P}$, the above equation implies (5.9) with

$$
K=\left[\begin{array}{ll}
G_{\mathcal{D} \mathcal{S}_{w}}\left(I-G_{\mathcal{S}_{w} \mathcal{S}_{w}}\right)^{-1} & I
\end{array}\right] \bar{X} .
$$

Regarding the rank result, the term $K$ denotes an external-to-internal mapping in a subgraph (sub-network) of $\mathcal{G}$ : Consider a subgraph $\overline{\mathcal{G}}$ of $\mathcal{G}$ with only vertices $\overline{\mathcal{X}} \cup \mathcal{S}_{w} \cup \mathcal{D}$, and the edges among these vertices are kept as in $G$, while all the out-going edges of $\mathcal{D}$ are removed. The network matrix $\bar{G}$ of $\overline{\mathcal{G}}$ is given as

$$
\bar{G}=\left[\begin{array}{ll}
G_{\mathcal{S}_{w} \mathcal{S}_{w}} & 0 \\
G_{\mathcal{D S}_{w}} & 0
\end{array}\right],
$$

where the zero block matrices appear as $\mathcal{D}$ has no out-going edges in $\overline{\mathcal{G}}$. Then we have the mapping in $\overline{\mathcal{G}}$ from $\overline{\mathcal{X}}$ to $\mathcal{S}_{w} \cup \mathcal{D}$ as

$$
\bar{T}=(I-\bar{G})^{-1} \bar{X}=\left[\begin{array}{cc}
\star & \star \\
G_{\mathcal{D} \mathcal{S}_{w}}\left(I-G_{\mathcal{S}_{w} \mathcal{S}_{w}}\right)^{-1} & I
\end{array}\right] \bar{X},
$$

which shows that $K$ is a submatrix of $\bar{T}$ and represents the mapping from $\overline{\mathcal{X}}$ to $\mathcal{D}$ in the subnetwork $\overline{\mathcal{G}}$. Therefore, we have $\operatorname{rank}(K)=b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}$ generically in $\overline{\mathcal{G}}$. In addition, as $\mathcal{D}$ is a $\overline{\mathcal{X}}-\overline{\mathcal{W}}$ disconnecting set, it holds that $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}$ in the subgraph equals $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}$ in $\mathcal{G}$, and thus by Lemma 5.3, $K$ is full row rank generically if $b_{\overline{\mathcal{X}} \rightarrow \mathcal{D}}=|\mathcal{D}|$ in $\mathcal{G}$ or globally full row rank if $\bar{b}_{\overline{\mathcal{X}}_{1} \rightarrow \mathcal{D}}=|\mathcal{D}|$ in $\mathcal{G}$ for some $\overline{\mathcal{X}}_{1} \subseteq \overline{\mathcal{X}}$.

## 5.Io. 8 Proof of Theorem 5.4

When $w_{j} \notin \mathcal{D}$, as the conditions imply the first two conditions in Theorem 5.2 with $\overline{\mathcal{X}} \cup\left\{x_{i}\right\}$, we can use part of the proof for Theorem 5.2, while the differences start from (5.19) by replacing $\overline{\mathcal{X}}$ in (5.19) with $\tilde{\mathcal{X}}$, where $\tilde{\mathcal{X}}=\overline{\mathcal{X}} \cup\left\{x_{i}\right\}$. In addition, it can be found that $\mathcal{D} \cup\left\{x_{i}\right\}$ is a $\tilde{\mathcal{X}}-\left\{w_{i}\right\}$ disconnecting set, and thus for some proper $K_{i}$, it holds

$$
T_{i \tilde{\mathcal{X}}}=K_{i}\left[\begin{array}{c}
\mathbf{e}_{x_{i}}  \tag{5.22}\\
T_{\mathcal{D} \tilde{\mathcal{X}}}
\end{array}\right],
$$

where $\mathrm{e}_{x_{i}}$ is a row vector contains one entry as 1 and zeros elsewhere, and it denotes the mapping from $\tilde{\mathcal{X}}$ to $w_{i}$ since $x_{i} \in \tilde{\mathcal{X}}$. Moreover, following the proof of Lemma 5.4, $K_{i}$ is the external-tointernal mapping of a sub-network, where $\mathcal{D} \cup\left\{x_{i}\right\}$ are external signals, and all the in-coming edges of $\mathcal{D}$ are removed. As $\mathcal{D} \cup\left\{x_{i}\right\}$ intersects with all the paths from $w_{i}$ to $\mathcal{N}_{i}^{*}$ in $\mathcal{G}$, the sub-network does not contain any loop around $w_{i}$. This indicates that $K_{i}$ has a special structure as

$$
K_{i}=\left[\begin{array}{ll}
\bar{H} & \bar{K}_{i}
\end{array}\right],
$$

where $\bar{H}$ is the known module from $x_{i}$ to $w_{i}$ in the sub-network, and note that $\bar{H}=1$ if $x_{i}$ is a measured excitation signal. Combining the above equation, (5.22), (5.18) and (5.19) leads to

$$
\left[\begin{array}{ll}
-G_{j i} \bar{H} & \left(-G_{j i} \bar{K}_{i}-G_{j \mathcal{N}_{j}^{-} \backslash\left\{w_{i}\right\}} K_{1}\right) K_{2}^{\dagger}
\end{array}\right]\left[\begin{array}{c}
\mathrm{e}_{x_{i}}  \tag{5.23}\\
T_{\overline{\mathcal{C}} \tilde{X}}
\end{array}\right]=P,
$$

where $\left[\begin{array}{c}\mathbf{e}_{x_{i}} \\ T_{\overline{\mathcal{C}}} \tilde{\mathcal{X}}\end{array}\right]$ denotes the mapping from $\tilde{\mathcal{X}}$ to $\overline{\mathcal{C}} \cup\left\{x_{i}\right\}$. Following a similar reasoning as in the proof of Lemma 5.4, it can be obtained from the two path-based conditions that generically, $G_{j i} \bar{H}$ and thus $G_{j i}$ are obtained uniquely since $\bar{H}$ is known. The proof for the case where $w_{j} \in \mathcal{D}$ can be shown analogously.

### 5.10.9 Proof of Theorem 5.5

Firstly, it holds that $w_{i} \in \mathcal{D}$ since $\overline{\mathcal{C}}$ contains $w_{i}$, and let $\mathcal{N}$ denote the out-neighbors of $w_{i}$ that are not in $\mathcal{N}_{i}^{+}$. Considering the column of $C=T_{\mathcal{C W}}(I-G)$ corresponding to $w_{i}$, and since $\mathcal{D}$ is a $\left(\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}\right) \cup\left\{w_{i}\right\}-\overline{\mathcal{C}}$ disconnecting set, we have

$$
\left[\begin{array}{ll}
T_{\overline{\mathcal{C}} j} & T_{\overline{\mathcal{C}} \mathcal{D}} \bar{K}_{1}
\end{array}\right]\left[\begin{array}{c}
-G_{j i}  \tag{5.24}\\
-G_{\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\} i} \\
1
\end{array}\right]=P,
$$

where $T_{\overline{\mathcal{C}}} \bar{K}_{1}=T_{\overline{\mathcal{C}}\left(\mathcal{N}_{i}^{+} \backslash\left\{w_{j}\right\}\right) \cup\left\{w_{i}\right\}}$ for some $\bar{K}_{1}$ based on Lemma 5.5; and $P=C_{\overline{\mathcal{C}}}+T_{\overline{\mathcal{C}} \mathcal{N}} G_{\mathcal{N} i}$ where $P$ is known and $C_{\overline{\mathcal{C}} i}$ is now non-zero because $w_{i} \in \overline{\mathcal{C}}$. Note that $T_{\overline{\mathcal{C}} j}$ is given by $C T_{\mathcal{W X}}$ due to the existence of $x_{j}$. In addition, it holds that for some $\bar{K}_{2}$

$$
\begin{equation*}
T_{\overline{\mathcal{C}} \mathcal{D}}=T_{\overline{\mathcal{C}} \overline{\mathcal{X}}} \bar{K}_{2}^{\dagger} \tag{5.25}
\end{equation*}
$$

based on Lemma 5.5. Combining the above equation and (5.24), and following the analysis of Theorem 5.2 analogously conclude that unique $G_{j i}$ is guaranteed generically.

The chrysanthemum under the fence of hometown，how many flowers bloom today？

## 6

## Bayesian topology identification

## 6．I Introduction

The topological analysis and synthesis for network identifiability in the previous chapters rely on the pre－specified network topology for a network model set．While this topological information can come from the user＇s modeling assumptions or prior knowledge，in many practical situations it is attractive to estimate the network topology from data．This topology identification problem itself is also an important subject of study，e．g．，in systems biology［68］and social science［181］．

This chapter concerns the topology identification problem，i．e．the estimation of the sparsity pattern of $G(q)$ matrix，of a dynamic network in（2．1），when all the internal signals are measured， i．e．$C=I$ ，and there is no measured excitation signals，i．e．，only the observational data is consid－ ered．This is an important special case of the general dynamic network model as considered in many applications［68，181］．

Several methods using measures in the frequency domain，e．g．the coherence，can be found in［95，96，147］．The approach in［95］uses the coherence function and is built on the idea that nodes that are adjacent in a network should have a higher correlation than nodes that are more distant．However，this approach is restricted to undirected tree structures only．A follow－up can be found in［96］，where zero entries in a multivariate Wiener filter estimate of the dynamics are

[^5]used to infer the topology. This method is further extended in [147] to address the appearance of feedthrough terms and correlated noises.

Another way to approach the topology identification problem is to formulate it into a sparse estimation problem, where the parameters of the dynamic networks are estimated with sparsityinduced regularization. Then the non-zero parameters show which modules in $G(q)$ are nonzero and thus represent the network topology. Typical regularization strategies exploit the $l_{0}$ norm penalty [137] or the grouped version of the $l_{1}$ norm penalty [27, 179] on the parameter vector. In addition, search algorithms have also been employed to estimate the topology. An iterative algorithm known as block orthogonal matching pursuit in compressed sensing employs a forward search procedure [81].

The common challenge in all the above methods is to choose certain tuning parameters, e.g. the threshold value in the frequency-domain methods [96], the regularization parameter that reflects the degree of penalty in the regularized regression [27, 179], and the number of non-zero parameters in the ground truth [81]. These tuning parameters decide how sparse the obtained topology estimate is and thus are critical for the algorithms to achieve good performance. Even if there are recent works that address the choice of the tuning parameters for particular methods, e.g. the regularization parameter in Lasso for independent data [99], this problem remains open for many methods and dynamic systems. In many cases these parameters are chosen in an ad hoc manner.

To avoid the above issue, there are also approaches that are free of tuning parameters. The approach in [40] uses the Bayesian information criterion (BIC) coupled with a greedy search algorithm to estimate the topology of Bayesian networks, where the BIC does not require any tuning parameter. However, this method is designed for independent data and thus not suited for dynamic systems. A Bayesian approach formulated for dynamic networks can be found in [41], where the impulse responses of the modules in the network are modeled as Gaussian processes whose kernel is parameterized by hyperparameters; these hyperparameters are modeled as random variables whose probability density aims at enforcing the sparsity of the network. However, this approach is designed for the joint estimation of topology and dynamics and thus consists of multiple stages and is very complex.

Inspired by $[40,41]$ and the recent interests in Gaussian processes in the system identification community [117], a Bayesian model selection approach [75, 166] is exploited in this chapter to solve the topology identification problem. While in [41] focus was on the joint estimation of topology and dynamics, our aim is to develop a Bayesian approach for topology identification, without estimating the dynamics. In addition, compared to the approach in [40] which uses the BIC, the Bayesian model selection makes use of the marginal likelihood that allows for the incorporation of the prior knowledge.

The approach in this chapter employs a Bayesian measure, i.e. the marginal likelihood of the network topology, coupled with a forward and backward search algorithm to select the topology
which optimizes the measure. To obtain the measure, the infinite impulse responses of the modules in dynamic networks are modeled as Gaussian processes with hyperparameters. In addition, we take an empirical Bayesian approach where the hyperparameters are modeled as deterministic variables and estimated by maximizing the marginal likelihood using a computationally attractive instance of the expectation-maximization (EM) algorithm; this is a major difference from the approach in [41] where the hyperparameters are modeled as random variables instead. In addition, compared to [41], in this chapter the topology is modeled as a random variable, which permits to incorporate structural prior information and to exploit the uncertainty of the topology estimate when required by specific applications. The important benefit of the developed approach is that no tuning effort is required from the user, and the prior knowledge regarding the stability of the modules can be incorporated into the method.

This chapter is organized as follows. In Section 6.2, the problem of topology identification is formulated. In Section 6.3, the Bayesian model selection is introduced and then extended to a new algorithm for the problem of this chapter in Section 6.4. The group Lasso estimator and its new variant are introduced in Section 6.5 to compare with the Bayesian approach. The numerical results are shown in Section 6.6 and the conclusion completes the chapter.

### 6.2 PROBLEM FORMULATION

We consider a special form of the dynamic network as

$$
\begin{equation*}
w_{j}(t)=\sum_{i \in \mathcal{I} \backslash j} G_{j i}(q) w_{i}(t)+H_{j}(q) e_{j}(t), j \in \mathcal{I}, \tag{6.1}
\end{equation*}
$$

where $\mathcal{I}=\{1, \cdots, L\}$ is the index set, and the notation $w_{I}$ will be used to denote the set $\left\{w_{j} \mid j \in\right.$ $\mathcal{I}\}$. With some abuse of notation, $w_{j}(t)$ denotes both a random variable and its realization.

Compared to the general network model in (2.1), the model (6.1) in this chapter has a diagonal and square $H(q)$, and all the internal signals are measured. In addition, there are no $r$ signals, which corresponds to the observational data where no external excitation is provided by the user. Combining (6.1) into a matrix form, the full model can be written as

$$
\begin{equation*}
w(t)=G(q) w(t)+H(q) e(t), \tag{6.2}
\end{equation*}
$$

where $w(t)=\left[w_{1}(t), \ldots, w_{L}(t)\right]^{\top}, e(t)=\left[e_{1}(t), \ldots, e_{L}(t)\right]^{\top}$ and $H(q)$ is a diagonal matrix containing $H_{j}(q)$ for $j \in \mathcal{I}$. The matrix $G(q)$ contains $G_{j i}(q)$ and has zero entries on its main diagonal.

Besides Assumption 2.1 on the general network model, we consider a simpler model structure that additionally satisfies the following assumptions throughout this chapter:

- All entries in $G(q)$ are strictly proper and stable;
- $H_{j}(q)$ is monic and minimum-phase for all $j$;
- The covariance matrix of $e(t)$ is diagonal, and for all $j \in \mathcal{I}, e_{j}(t)$ follows a Gaussian distribution with an unknown standard deviation $\sigma_{j}: e_{j}(t) \sim \mathcal{N}\left(0, \sigma_{j}^{2}\right)$.

For the considered model structure, since the noise model $H(q)$ is diagonal and there is no $r$ signal, the network topology is completely determined by the sparsity pattern of $G(q)$. Therefore, we consider a simpler definition of network topology throughout this chapter where only the non-zero entries in $G(q)$ are represented by directed edges, compared to the general definition in Section 2.4 . 2 where the entries in both $G(q)$ and $H(q)$ are represented by directed edges.

Definition 6.1. The network topology $\mathcal{G}$ associated with (6.1) is defined as $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}=\left\{w_{1}, \cdots, w_{L}\right\}$ and $\mathcal{E}=\left\{(i, j) \mid G_{j i}(q) \neq 0, i, j \in \mathcal{I}\right\}$.

Given the number of internal signals $L$, the set of vertices $\mathcal{V}$ in $\mathcal{G}$ is given. Then $\mathcal{G}$ is completely determined by the edge set $\mathcal{E}$, and thus $\mathcal{G}$ and $\mathcal{E}$ are used interchangeably throughout this chapter. When an edge $(i, j)$ exists in $\mathcal{E}$, we denote $(i, j) \in \mathcal{E}$ or $(i, j) \in \mathcal{G}$.

The problem of topology identification is then to estimate $\mathcal{G}$ of the data generation system, given the measurements of $w_{j}(t)$ for all $t \in\{0, \cdots, N\}$ and all $j \in \mathcal{I}$. We shall denote such a set of measurements by $D$.

Note that in (6.1), each internal signal is influenced by a distinct white noise. Then when a model set that contains models of the type (6.1) is considered, $G(q)$ is generically identifiable in the model set from the measured internal signals according to Theorem 3.4.

### 6.3 BAYESIAN MODEL SELECTION

To identify the topology, we need to define a measure that distinguishes two candidate structures on the basis of data. In this chapter, a Bayesian model selection approach [166] is employed by modeling the topology as a random variable and using measure $P\left(\mathcal{G}_{1} \mid D\right) / P\left(\mathcal{G}_{2} \mid D\right)$ to compare two candidates, where $P\left(\mathcal{G}_{i} \mid D\right)$ is the posterior probability of $\mathcal{G}_{i}$ given the data. Using the Bayes' theorem, the measure can be further formulated as

$$
\begin{equation*}
\frac{P\left(\mathcal{G}_{1} \mid D\right)}{P\left(\mathcal{G}_{2} \mid D\right)}=\frac{P\left(D \mid \mathcal{G}_{1}\right) P\left(\mathcal{G}_{1}\right)}{P\left(D \mid \mathcal{G}_{2}\right) P\left(\mathcal{G}_{2}\right)}=\frac{P\left(D \mid \mathcal{G}_{1}\right)}{P\left(D \mid \mathcal{G}_{2}\right)} \tag{6.3}
\end{equation*}
$$

where $P(D \mid \mathcal{G})$ is the marginal likelihood, and the second equality holds when there is no prior knowledge on the topology and thus $P\left(\mathcal{G}_{i}\right)=P\left(\mathcal{G}_{j}\right)$. In this chapter, we will assume that the second equality in (6.3) holds, and for the reader who is interested in the structure prior, an example of a structure prior can be found in [172]. Thus, we will use $P\left(D \mid \mathcal{G}_{1}\right) / P\left(D \mid \mathcal{G}_{2}\right)$ which is also called the Bayes factor [75]. Taking the logarithm of $P(D \mid \mathcal{G})$, we can obtain an objective function whose maximization yields the topology with the highest marginal likelihood. Note that the BIC is an approximation of $\log P(D \mid \mathcal{G})$ with a bounded error when $N \rightarrow \infty$ [75].

When the network modules are parameterized by a vector $\theta$, the marginal likelihood in (6.3) can be obtained as

$$
\begin{equation*}
P(D \mid \mathcal{G})=\int P(D \mid \theta, \mathcal{G}) P(\theta \mid \mathcal{G}) d \theta \tag{6.4}
\end{equation*}
$$

where $P(D \mid \theta, \mathcal{G})$ is the likelihood and $P(\theta \mid \mathcal{G})$ is the parameter prior distribution. Following the Bayesian approach, the topology that maximizes $\log P(D \mid \mathcal{G})$ is the solution of the problem under study, which leads to the following problem:

$$
\begin{equation*}
\max _{\mathcal{G} \in \mathcal{G}_{\mathrm{stt}}} \log P(D \mid \mathcal{G}), \tag{6.5}
\end{equation*}
$$

where $\mathcal{G}_{\text {set }}$ denotes the set of all possible graphs. To solve (6.5), we need to address i) the choice of $P(\theta \mid \mathcal{G})$, ii) the calculation of the integration in (6.4), and iii) the solver to select the topology when there are a large number of candidates. These issues are discussed in the next section.

Remark 6.1. The criterion $\log P(D \mid \mathcal{G})$ in (6.5) can be replaced by standard model selection criteria, e.g., the BIC or the Akaike information criterion (AIC); bowever, $\log P(D \mid \mathcal{G})$ bas the additional capability to incorporate the prior knowledge $P(\theta \mid \mathcal{G})$ as in (6.4).

### 6.4 BAYESIAN TOPOLOGY IDENTIFICATION

### 6.4.I Reformulation of the problem

Model (6.1) can be reformulated as

$$
\begin{equation*}
w_{j}(t)=\hat{w}_{j}(t)+e_{j}(t), \tag{6.6}
\end{equation*}
$$

where $\hat{w}_{j}(t)$ is the one-step ahead predictor [90], namely

$$
\begin{equation*}
\hat{w}_{j}(t)=\left[1-H_{j}^{-1}(q)\right] w_{j}(t)+\sum_{i \in \mathcal{I} \backslash\{j\}} \frac{G_{j i}(q)}{H_{j}(q)} w_{i}(t), \tag{6.7}
\end{equation*}
$$

and under the assumptions that $G_{j i}(z)$ is stable and $H_{j}(z)$ is minimum-phase, it holds [90] that

$$
\begin{equation*}
\frac{G_{j i}(q)}{H_{j}(q)}=\sum_{k=1}^{\infty} \theta_{j i, k} q^{-k}, 1-H_{j}^{-1}(q)=\sum_{k=1}^{\infty} \theta_{j j, k} q^{-k} \tag{6.8}
\end{equation*}
$$

In this chapter we consider the non-parametric model in (6.6) where we directly work with the impulse responses in (6.8). However, since in practice the infinite-order impulse responses in (6.8) need to be truncated to a finite-order $n$, we focus our discussion on the following finite-
order approximation of (6.6) that contains measurements up to time $N$ :

$$
\begin{equation*}
w_{j}^{N}=\sum_{i \in \mathcal{I}} A_{j i} \theta_{j i}+e_{j}^{N}, \quad j \in \mathcal{I} \tag{6.9}
\end{equation*}
$$

where $w_{j}^{N}=\left[w_{j}(1), \ldots, w_{j}(N)\right]^{\top}, \theta_{j i}=\left[\theta_{j i, 1}, \ldots, \theta_{j i, n}\right]^{\top}, e_{j}^{N}=\left[e_{j}(1), \ldots, e_{j}(N)\right]^{\top}$, and

$$
A_{j i}=\left[\begin{array}{cccc}
w_{i}(0) & w_{i}(-1) & \cdots & w_{i}(-n+1) \\
w_{i}(1) & w_{i}(0) & \cdots & w_{i}(-n+2) \\
\vdots & \ddots & \ddots & \vdots \\
w_{i}(N-1) & w_{i}(N-2) & \cdots & w_{i}(N-n)
\end{array}\right]
$$

Equation (6.9) can also be written as

$$
w_{j}^{N}=A_{j} \theta_{j}+e_{j}^{N},
$$

where $A_{j}=\left[A_{j 1}, \ldots, A_{j L}\right]$ and $\theta_{j}=\left[\theta_{j 1}^{\top}, \ldots, \theta_{j L}^{\top}\right]^{\top}$. In the above model $\theta_{j}$ contains the impulse response coefficients in (6.8), and with some abuse of notation, it is also referred to as parameters even if the impulse response functions in (6.8) are not parameterized.

Equivalently, the problem considered in this chapter can also be formulated based on (6.9) as the identification of the set $\overline{\mathcal{G}}=\left\{(i, j) \mid \theta_{j i} \neq 0, i, j \in \mathcal{I}\right\}$. Note that $\overline{\mathcal{G}}$ is defined on the predictor model (6.6) while $\mathcal{G}$ is defined on (6.1). It can be found from (6.7) that $\mathcal{G}$ is equivalent to $\overline{\mathcal{G}}$ after the self-loops in $\overline{\mathcal{G}}$, e,g., $(j, j)$, are removed. Even if the algorithm is designed to recover $\overline{\mathcal{G}}$, the notation $\mathcal{G}$ is still used in place of $\overline{\mathcal{G}}$ and the self-loops are made implicit to improve the readability.

Remark 6.2. For simplicity, no measured excitation signal, i.e. the $r(t)$ signal in (2.1), is considered in (6.2) and (6.9). However, the developed approach extends trivially to the case where $r$ signals appear, i.e. the following model class

$$
w(t)=G(q) w(t)+R(q) r(t)+H(q) e(t),
$$

where $H(q)$ is diagonal, and $e(t)$ is Gaussian and has a diagonal covariance matrix. In this case, the predictor model (6.7) also has the extra r signals as inputs and still leads to a linear regression model of type (6.9). The appearance of rignals does not change the methodology of the developed Bayesian approach, but it may increase the signal-to-noise ratio and thus improve the accuracy of the topology estimation.

### 6.4.2 Decomposition of the objective function

In this section, we show that the objective function $\log P(D \mid \mathcal{G})$ can be decomposed into a set of independent terms corresponding to MISO subsystems, where each MISO topology identification problem can be solved independently.

Based on (6.4), $P(D \mid \mathcal{G})$ can be factorized by decomposing $P(D \mid \theta, \mathcal{G})$ and $P(\theta \mid \mathcal{G})$ as follows. According to Theorem 2.2, it holds that the likelihood can be factorized as

$$
P(D \mid \theta, \mathcal{G})=\prod_{j=1}^{L} \prod_{t=1}^{N} P\left(w_{j}(t) \mid \hat{w}_{j}(t)\right) .
$$

In addtion, we assume that the prior $P(\theta \mid \mathcal{G})$ in (6.4) satisfies

$$
\begin{equation*}
P(\theta \mid \mathcal{G})=\prod_{j=1}^{L} P\left(\theta_{j} \mid \mathcal{G}_{j}\right) \tag{6.10}
\end{equation*}
$$

where $\mathcal{G}_{j}$ and $\theta_{j}$ denote the topology and the parameter vector of one MISO model, respectively. Thus, given (6.1) and the parameter independence assumption, the marginal likelihood in (6.5) can be decomposed into $L$ independent terms as $\log P(D \mid \mathcal{G})=\sum_{j=1}^{L} \log P\left(D_{j} \mid \mathcal{G}_{j}\right)$, where $D_{j}$ denotes the data relevant to a single MISO problem of the type (6.9) and

$$
\begin{equation*}
\log P\left(D_{j} \mid \mathcal{G}_{j}\right) \triangleq \log \int \prod_{t=1}^{N} P\left(w_{j}(t) \mid \hat{w}_{j}(t)\right) P\left(\theta_{j} \mid \mathcal{G}_{j}\right) d \theta_{j} . \tag{6.11}
\end{equation*}
$$

Since each term is a function of the MISO topology, the search algorithm for the MISO topology can then be parallelized to obtain the overall network topology.

### 6.4.3 Objective function: Parameter prior and integration

Due to the independence among the MISO problems, we describe the developed algorithm for a single MISO model of the type (6.9) in this section.

Firstly, we need to specify the dependence of $P\left(D_{j} \mid \theta_{j}, \mathcal{G}_{j}\right)$ and $P\left(\theta_{j} \mid \mathcal{G}_{j}\right)$ on one particular structure $\mathcal{G}_{j}$. Given one topology $\mathcal{G}_{j}=\left\{\left(i_{1}, j\right), \ldots,\left(i_{p}, j\right)\right\}, P\left(\theta_{j} \mid \mathcal{G}_{j}\right)$ considers the distribution of the parameter vector formulated based on $\mathcal{G}_{j}$, i.e.

$$
\theta_{j} \left\lvert\, \mathcal{G}_{j}=\left[\begin{array}{lll}
\theta_{j i_{1}}^{\top} & \cdots & \theta_{j i_{p}}^{\top}
\end{array}\right]^{\top}\right.,
$$

where with some abuse of notation, $\theta_{j} \mid \mathcal{G}_{j}$ denotes a vector formulated based on the edges in $\mathcal{G}_{j}$. In addition, the likelihood function $P\left(D_{j} \mid \theta_{j}, \mathcal{G}_{j}\right)$ is calculated based on the model

$$
w_{j}^{N}=\left(A_{j} \mid \mathcal{G}_{j}\right) \cdot\left(\theta_{j} \mid \mathcal{G}_{j}\right)+e_{j}^{N},
$$

where $A_{j} \left\lvert\, \mathcal{G}_{j}=\left[\begin{array}{lll}A_{j i_{1}} & \cdots & A_{j i_{p}}\end{array}\right]\right.$.

## Parameter prior

Following the kernel-based approach for system identification [116], the impulse response coefficients are modeled as Gaussian processes. Since the prior knowledge that the impulse responses should decay with time is available, the parameter prior $P\left(\theta_{j} \mid \mathcal{G}_{j}\right)$ is chosen from [117] as

$$
\begin{equation*}
\theta_{j} \mid \mathcal{G}_{j} \sim \mathcal{N}\left(0, K_{j}\right), \tag{6.12}
\end{equation*}
$$

where $K_{j}$ is a block diagonal matrix structured as

$$
K_{j}=\operatorname{diag}\left(\lambda_{j i_{1}} \bar{K}\left(\beta_{j i_{1}}\right), \cdots, \lambda_{j i_{p}} \bar{K}\left(\beta_{j i_{p}}\right)\right),
$$

where $\bar{K}\left(\beta_{j i}\right)$ is an $n \times n$ matrix that depends on an unknown scalar hyperparameter $\beta_{j i}$, and the $(k, m)$ entry of $\bar{K}\left(\beta_{j i}\right)$ is defined by $\beta_{j i}^{\max (k, m)}$. It is also required that $\lambda_{j i}>0$ and $\beta_{j i} \in$ [0 1). For this choice of kernel, $\beta_{j i}$ regulates the rate of decay of the impulse responses to zero. Therefore, the module priors depend on the unknown hyperparameter vectors, i.e. $\lambda_{j} \mid \mathcal{G}_{j}=$ $\left[\begin{array}{lll}\lambda_{j i_{1}} & \cdots & \lambda_{j i_{p}}\end{array}\right]^{\top}$ and $\beta_{j} \left\lvert\, \mathcal{G}=\left[\begin{array}{lll}\beta_{j i_{1}} & \cdots & \beta_{j i_{p}}\end{array}\right]^{\top}\right.$. Since every MISO problem will be assigned an independent parameter prior as (6.12), equation (6.10) is satisfied.

## Integration

Denote $\eta_{j}=\left[\begin{array}{lll}\sigma_{j} & \lambda_{j}^{\top} & \beta_{j}^{\top}\end{array}\right]^{\top}$, where the dependencies of $\lambda_{j}$ and $\beta_{j}$ on $\mathcal{G}_{j}$ are implicit. Based on (6.9) and (6.12), given one particular $\mathcal{G}_{j}$, (6.11) can be obtained in a closed form because of the chosen Gaussian distributions. After scaling and removing a constant term, we can obtain that

$$
\begin{align*}
& J\left(\mathcal{G}_{j} ; \eta_{j}\right)=2 \log P\left(D_{j} \mid \mathcal{G}_{j} ; \eta_{j}\right)-\text { constant term } \\
= & -\left(w_{j}^{N}\right)^{\top} \Gamma_{j}^{-1} w_{j}^{N}-\log \operatorname{det} \Gamma_{j}, \tag{6.13}
\end{align*}
$$

where $\Gamma_{j}=\sigma_{j}^{2} I_{N}+A_{j} K_{j} A_{j}^{\top}$, and the dependencies of $A_{j}$ and $K_{j}$ on a particular topology $\mathcal{G}_{j}$ are implicit. Note that $\Gamma_{j}$ is also a function of $\eta_{j}$. Since $\eta_{j}$ is unknown, an estimate of $\eta_{j}$ has to be computed first and then we can use $J\left(\mathcal{G}_{j} ; \hat{\eta}_{j}\right)$ as the objective function for the topology estimation problem.

## Estimation of hyperparameters

To obtain an estimate of $\hat{\eta}_{j}$, we first estimate the hyperparameter vector associated with the complete MISO graph, where all the other internal signals have directed edges to $w_{j}$. The obtained
estimate is denoted by $\eta_{j}^{\text {full }}$. Then, given a graph $\mathcal{G}_{j}$, the corresponding hyperparameter vector $\hat{\eta}_{j}$ associated to that graph can be obtained by neglecting those hyperparameters in $\eta_{j}^{\text {full }}$ associated to zero modules (i.e., missing edges in the graph). This procedure avoids the re-estimation of $\eta_{j}$ for all different graphs and reduces the computational cost. The hyperparameter vector $\eta_{j}^{\text {full }}$ is estimated by solving the following marginal likelihood problem:

$$
\begin{equation*}
\hat{\eta}_{j}^{\text {full }}=\underset{\eta_{j}^{\text {full }}}{\operatorname{argmax}} \log P\left(D_{j} \mid \mathcal{G}_{j}^{\text {full }} ; \eta_{j}^{\text {full }}\right), \tag{6.14}
\end{equation*}
$$

where $\mathcal{G}_{j}^{\text {full }}$ is a complete MISO graph, i.e. $\mathcal{G}_{j}^{\text {full }}=\{(1 j), \ldots,(L j)\}$. A local optimum of this problem can be found by the EM algorithm [28].

Assuming that an estimate $\hat{\eta}_{j}^{(k)}$ of $\eta_{j}^{\text {full }}$ is available at the $k$-th iteration of the EM algorithm, an updated estimate is obtained by the following steps:
(E-step) Compute

$$
\begin{equation*}
Q\left(\eta_{j}, \hat{\eta}_{j}^{(k)}\right)=E_{P\left(\theta_{j} \mid w_{j}^{N} ; \hat{\eta}_{j}^{(k)}\right)}\left[\log P\left(\theta_{j}, w_{j}^{N} ; \eta_{j}\right)\right] ; \tag{6.15}
\end{equation*}
$$

(M-step) Compute

$$
\begin{equation*}
\hat{\eta}_{j}^{(k+1)}=\underset{\eta_{j} \in \mathcal{V}}{\operatorname{argmax}} Q\left(\eta_{j}, \hat{\eta}_{j}^{(k)}\right) . \tag{6.16}
\end{equation*}
$$

Note that for a MISO problem, the input and the graph are regarded as fixed and thus implicit in (6.15).

Proposition 6.1. Denote $\hat{\eta}^{(k)}$ as the estimate of the hyperparameter vector at the $k$ th iteration of the EM algorithm used to solve (6.14). Then according to (6.15) and (6.16), $\hat{\eta}^{(k+1)}$ is obtained with the following update rules:

- The hyperparameter $\hat{\sigma}_{j}^{(k+1)}$ is obtained as

$$
\begin{equation*}
\hat{\sigma}_{j}^{(k+1)}=\sqrt{\frac{M^{(k)}}{N}} \tag{6.17}
\end{equation*}
$$

where

$$
\begin{aligned}
M^{(k)} & =\left(w_{j}^{N}\right)^{\top} w_{j}^{N}-2\left(w_{j}^{N}\right)^{\top} A_{j} \hat{C}_{j}^{(k)} w_{j}^{N}+\operatorname{tr}\left[A_{j}^{\top} A_{j} \hat{\Delta}_{j}^{(k)}\right], \\
\hat{C}_{j}^{(k)} & =\left[\hat{\sigma}_{j}^{(k)}\right]^{-2}\left[\hat{\Sigma}_{j}^{(k)}\right]^{-1} A_{j}^{\top}, \\
\hat{\Sigma}_{j}^{(k)} & =\left[\hat{\sigma}_{j}^{(k)}\right]^{-2} A_{j}^{\top} A_{j}+\left[K_{j}\left(\hat{\lambda}_{j}^{(k)}, \hat{\beta}_{j}^{(k)}\right)\right]^{-1}, \\
\hat{\Delta}_{j}^{(k)} & =\left[\hat{\Sigma}_{j}^{(k)}\right]^{-1}+\hat{C}_{j}^{(k)} w_{j}^{N}\left(w_{j}^{N}\right)^{\top}\left[\hat{\boldsymbol{C}}_{j}^{(k)}\right]^{\top} .
\end{aligned}
$$

- The hyperparameter $\hat{\beta}_{j i}^{(k+1)}, i=1, \ldots, L$, is obtained as
where $\hat{\Delta}_{j}^{(k)}[i]$ is a square sub-matrix obtained from $\hat{\Delta}_{j}^{(k)}$ by the $[(i-1) n+1]$-th row and column until the (in)-th row and column of $\hat{\Delta}_{j}^{(k)}$.
- The hyperparameter $\hat{\lambda}_{j i}^{(k+1)}, i=1, \ldots, L$, is obtained as

$$
\begin{equation*}
\hat{\lambda}_{j i}^{(k+1)}=\frac{1}{n} \operatorname{tr}\left[\bar{K}^{-1}\left(\hat{\beta}_{j i}^{k+1}\right) \hat{\Delta}_{j}^{(k)}[i]\right] . \tag{6.19}
\end{equation*}
$$

The proof of the above proposition is presented in Section 6.8. It can be found that (6.14) is decomposed into a set of optimization problems with scalar optimization variables for estimating $\beta$ and closed-form solutions for estimating $\sigma$ and $\lambda$. The computational speed and the numerical robustness of the above algorithm can be further improved by exploiting the factorization of $\bar{K}$ [31] [28] such that its inverse can be more easily computed, which is also implemented in the algorithm.

### 6.4.4 Algorithm for optimization

The objective function of problem (6.5) has been reformulated in (6.13), where $J\left(\mathcal{G}_{j} ; \hat{\eta}_{j}\right)$ is used to replace $\log P\left(D_{j} \mid \mathcal{G}_{j}\right)$ and $\hat{\eta}_{j}$ is obtained as $\hat{\eta}_{j}=\hat{\eta}_{j}^{\text {full }} \mid \mathcal{G}_{j}$. The next step is to design a solver for the optimization problem.

Since the number of all possible directed graphs in $\mathcal{G}_{\text {set }}$ is $2^{L^{2}-L}$, it is infeasible to consider all the candidates when $L$ is large. Following [40], a forward-backward greedy search algorithm is implemented to find a local optimum of (6.5). Recall that the graph of the predictor model is considered here so that self-loops are always present. The algorithm initializes a graph with only self-loops and then starts an iterative edge-addition procedure, where at each iteration, the edge, whose existence leads to the largest increase in the objective value, is added to the graph from the previous iteration. The iteration stops when the objective function cannot be further increased by adding edges.

Given the resulting graph from the edge-addition phase, the algorithm then starts an iterative edge-deletion phase, where at each iteration, one edge is removed from the graph of the previous iteration if such deletion leads to the largest increase in the objective function comparing to the removal of other edges. The final output of the algorithm is obtained when no improvement in the objective value can be made by deleting any edge.

As mentioned earlier, due to the decomposition in (6.11), the search algorithm can be applied to every MISO problem separately, merging the outcomes to obtain the network topology.

### 6.4.5 FINAL ALGORITHM

```
Algorithm 2 Bayesian search (BS) algorithm
INPUT: Measurements \(w_{I}(t)\) for all \(t \in\{1, \cdots, N\}\);
OUTPUT: Graph estimate \(\mathcal{G}\)
    Obtain \(\hat{\eta}=\max _{\eta} \log p\left(D \mid \mathcal{G}_{\text {full }} ; \eta\right)\) by EM algorithm;
    Initialize \(\mathcal{G}^{(0)}=\{(j, j)\}\) and \(E d g e=\{(1, j), \cdots,(L, j)\}\)
    for \(b=1: L-1\) (Edge-addition phase) do
        Edge \(=\) Edge \(\backslash \hat{\mathcal{G}}^{(b-1)}\);
        \((\hat{i}, j)=\operatorname{argmax}_{(i, j) \in E d g e} J\left(\left\{\hat{\mathcal{G}}^{(b-1)},(i, j)\right\} ; \hat{\eta}\right)\)
        if \(J\left(\left\{\hat{\mathcal{G}}^{(b-1)},(\hat{i}, j)\right\} ; \hat{\eta}\right)-J\left(\hat{\mathcal{G}}^{(b-1)} ; \hat{\eta}\right)>\tau\) then
        \(\hat{\mathcal{G}}^{(b)}=\left\{\hat{\mathcal{G}}^{(b-1)},(\hat{i}, j)\right\}\)
        else
            Break
        end if
    end for
    Initialize for the second phase: \(\hat{\mathcal{G}}^{(0)}=\hat{\mathcal{G}}_{\text {FinalAddition }}\), where \(\hat{\mathcal{G}}_{\text {FinalAddition }}\) is the output of the
    previous step
    for \(d=1:\left|\hat{\mathcal{G}}^{(0)}\right|\) (Edge-deletion phase) do
        \((\hat{i}, j)=\operatorname{argmax}_{(i, j) \in \hat{\mathcal{G}}^{(d-1)}} J\left(\hat{\mathcal{G}}^{(d-1)} \backslash(i, j) ; \hat{\eta}\right)\)
        if \(J\left(\hat{\mathcal{G}}^{(d-1)} \backslash(\hat{i}, j) ; \hat{\eta}\right)-J\left(\hat{\mathcal{G}}^{(d-1)} ; \hat{\eta}\right)>\tau\) then
        \(\hat{\mathcal{G}}^{(d)}=\hat{\mathcal{G}}^{(d-1)} \backslash(\hat{i}, j)\)
        else
        Break
    end if
    end for
```

After the formulation of the objective function and the greedy search algorithm, the algorithm is now complete and summarized in this section. Firstly, recall that $\hat{\eta}_{j}^{\text {full }}$ obtained in the previous step is for a full graph and thus, given a structure $\mathcal{G}_{j}, \hat{\eta}_{j}$ should be reformulated as $\hat{\eta}_{j}^{\text {full }} \left\lvert\, \mathcal{G}_{j}=\left[\begin{array}{lll}\hat{\sigma}_{j} & \left(\hat{\lambda}_{j}^{\text {full }} \mid \mathcal{G}_{j}\right)^{\top} & \left(\hat{\beta}_{j}^{\text {full }} \mid \mathcal{G}_{j}\right)^{\top}\end{array}\right]^{\top}\right.$. To simplify the notation, the index $j$ is dropped in the algorithm. The final algorithm is presented in Algorithm 2*.

The tolerance $\tau$ in Algorithm 2, determining whether an edge should be added or removed, is chosen to be zero as the default value; its suggested range is $[0,10]$, see [75]. Note that varying the value of $\tau$ is not necessary if the topology with the maximum marginal likelihood is desired. In this case, Algorithm 2 has no tuning parameter, except the initialization values for the EM algorithm.

Remark 6.3. To empirically validate the choice of using the estimate of $\hat{\eta}$ full under the full graph, the BS algorithm is compared with its variant using an iterative EM approach, which re-estimates

[^6]$\hat{\eta}$ by the EM algorithm under every iteration of the search algorithm. We call this procedure the iterative-EM BS algorithm.

Comparing to the approach in [41], the main difference of the BS algorithm is that the hyperparameters are modeled as deterministic variables and then estimated by the EM algorithm. By contrast, in [41], the hyperparameters are modeled as random variables, and a prior distribution of the hyperparameters is also used. The choice of modeling also the hyperparameters as random variables requires designing their prior distribution, which usually needs additional hyper-hyperparameters that may be difficult to estimate.

### 6.5 Kernel-based group Lasso

The performance of the BS algorithm is compared with the group Lasso (GLasso) estimator [179], which is formulated on the basis of (6.9) as

$$
\begin{equation*}
\min _{\theta_{j}} \frac{1}{2}\left\|w_{j}^{N}-A_{j} \theta_{j}\right\|_{2}^{2}+\delta_{j} \sum_{i=1}^{L} \sqrt{\theta_{j i}^{\top} \Lambda_{j} \theta_{j i}} \tag{6.20}
\end{equation*}
$$

where $\Lambda_{j}$ is an identity matrix. Here, the topology estimation problem is also divided into independent MISO problems. It is also of interest to see if the performance of (6.20) can be improved by incorporating the covariance matrix in (6.12) into the regularization term. This kernel-based GLasso can be formulated by setting $\Lambda_{j}=\bar{K}\left(\beta_{j}\right)^{-1}$. To reduce the computational complexity, we choose to have the same hyperparameters $\beta_{j}$ for all modules of each MISO problem. To select $\delta_{j}$ and $\beta_{j}$, cross-validation can be employed. After having the estimated parameters, the topology can be obtained by checking if the $l_{2}$ norm of the parameter vector corresponding to one module is zero.

### 6.6 Numerical results

The performance of the algorithms is evaluated in extensive simulation studies. To quantify the performance of the algorithm, an existing edge in the network is labeled as one positive instance; its absence is labeled as one negative instance. Let $P$ denote the total number of positives and Z denote the total number of negatives in the ground truth. In addition, for the outcome of the algorithm, if the algorithm outputs one edge that does exist in the ground truth, it scores a true positive (TP). If the algorithm outputs one edge that does not exist in the ground truth, it scores a false positive (FP). The behavior of the algorithms is studied by using the receiver operating characteristic (ROC) curve [92], i.e. $T P$ rate (TPR) vs $F P$ rate (FPR) over different choices of
their tuning parameters, where

$$
T P R=\frac{T P}{P}, \quad F P R=\frac{F P}{Z}
$$

which are further averaged over the number of Monte Carlo experiments.
The tuning parameter for the (iterative-EM) BS algorithm is $\tau \in\{0,1, \ldots, 10\}$, while the tuning parameters of GLasso and the kernel-based GLasso are $\delta_{j} \in\{0,10,20, \ldots, 2000\}$ and $\beta_{j}=\{0.1, \ldots, 0.9\}$. To build ROC curves for the two GLasso estimators, $\delta_{j}$ and $\beta_{j}$ are kept the same for all MISO problems to reduce the number of tuning parameters. The $(0,1)$ point in the ROC plot denotes the ideal performance without any error. Thus, the points on ROC curves of different methods can be compared based on their closeness to the $(0,1)$ point, i.e. computing

$$
d i s=\sqrt{F P R^{2}+(1-T P R)^{2}} .
$$

A smaller dis value implies better performance.
We consider randomly generated dynamic networks with 6 nodes, and three experiment conditions with different data length $N$ and model order $n$ are considered: $N=2000$ and $n=100$; $N=500$ and $n=100 ; N=50$ and $n=50$. Note that in the final study, the number of the postulated unknown parameters in the algorithm is larger than the number of the measurements. For each experiment condition, 50 different data-generating systems and thus independent data sets are randomly generated as follows. For each data-generating system, its topology is generated by assigning a discrete uniform distribution to the existence of each edge and then we assign a random transfer function to every existing edge by using drmodel function in Matlab. The orders of generated $G_{j i}$ and $H_{j}$ are randomly selected from 2 to 5 with a uniform distribution. To guarantee a reasonable signal-to-noise ratio, $G_{j i}$ is further normalized by its own $l_{2}$ norm. Finally, the data of the resulting system is obtained by injecting white Gaussian noises with zero mean and $\sigma_{j}(t)=1$, for all $j$ and $t$.

For each data set, to initialize the hyperparameter vector for the EM algorithm, we set $\hat{\beta}_{j i}^{(0)}=$ $0.5, \hat{\lambda}_{j i}^{(0)}=0.5$ for all modules and $\hat{\sigma}_{j}^{(0)}(t)$ is the same for all $j$ and $t$, which is drawn from a normal distribution with mean 1 and standard deviation 0.2.

The obtained ROC curves are shown in Figure 6.1. For the kernel-based GLasso, only the ROC curves corresponding to $\beta_{j}=0.7$ are shown since $\beta_{j}=0.7$ typically provides the best performance. It can be found that in all tests, the two search algorithms perform better than the two GLasso estimators because the ROC curves of the search algorithms are closer to the $(0,1)$ point for every value of $\tau$. To compare the performance of the iterative-EM BS and the BS algorithm, the following measure is used:

$$
V=\left[\sum_{i=1}^{11} \frac{d i s_{i t e r-E M B S, i}-d i s_{B S, i}}{d i s_{B S, i}}\right] \div 11 \times 100 \%,
$$





where $i$ denotes the $i$ th value of $\tau$ in $\{0,1, \ldots, 10\}$. Given one value of $\tau$, one point on the ROC curve is correspondingly selected and thus $\operatorname{dis}_{B S, i}$ can be calculated based on Figure 6.1. Note that a positive value of $V$ implies a worse performance of the iterative-EM algorithm. It can then be found that $V=-4 \%$ when $N=2000, V=1 \%$ when $N=500$ and $V=18 \%$ when $N=50$. Thus, the iterative-EM BS algorithm performs better than the BS algorithm when $N$ is large while it has worse performance when the sample size is relatively small. Intuitively, this can be explained by the fact that the iterative-EM algorithm relies more on the data because it adjusts the parameter prior given every different graph during the search procedure, leading to a larger error when the data length is limited. The computational speed of the iterative-EM algorithm is also around 10 times slower than the BS algorithm in this 6 -node example. Thus, it is suggested to use the BS algorithm when $N$ is small and faster computation is preferred.

The performance of the algorithms is also compared when cross-validation is employed for the two GLasso estimators while $\tau$ equals the default value, i.e. $\tau=0$, for the two BS algorithms. For the cross-validation, the training data contains the data up to time $2(N+1) / 3$, and the data left is kept for validation. The tuning parameter that provides the smallest root-mean-square error in predicting the validation data is selected. Note that in this case, the tuning parameters of the two GLasso estimators are allowed to be different over the MISO problems. The final results contain one $(F P R, T P R)$ point for every algorithm, and their distance to $(0,1)$ is summarized in Table 6.1.

Table 6.1: Distance of the results of the algorithms to $(0,1)$ with the cross-validated or the default tuning parameter

|  | BS | Iter-EM BS | GLasso | K-GLasso |
| :--- | :--- | :--- | :--- | :--- |
| $N=2000$ | 0.04 | 0.04 | 0.59 | 0.64 |
| $N=500$ | 0.07 | 0.07 | 0.37 | 0.60 |
| $N=50$ | 0.20 | 0.22 | 0.52 | 0.47 |

No significant difference is observed between the $B S$ and the iterative-EM $B S$ algorithm, while the two search algorithms outperform the two GLasso estimators due to their smaller distance to $(0,1)$. This is because the cross-validation is designed for obtaining the tuning parameters corresponding to the best prediction performance, which typically leads to a model with more positives to improve the prediction. Instead, the Bayes factor typically favors simpler models, which may lead to a model with poorer prediction performance. This difference in the design purpose between BIC, which is an asymptotic approximation of the Bayes factor, and crossvalidation is also mentioned in [56].

### 6.7 Conclusions

The topology identification problem of dynamic networks is considered in this chapter, in the special setting where noises are uncorrelated and there are no external measured excitation signals. A Bayesian model selection approach for topology identification of networks of transfer
functions is explored. It uses the Bayes factor coupled with a forward-backward search algorithm. The Bayes factor is obtained by modeling the infinite impulse responses of the modules as Gaussian processes, where the hyperparameters of the Gaussian prior are estimated by the EM algorithm. Numerical results demonstrate the effectiveness of the algorithm, which shows better performance compared to the group Lasso estimator.

Some open questions can be investigated for future research. For example, little is known regarding the theoretical properties of the developed Bayesian method, e.g., whether the method can estimate the true network topology with probability 1 when the data length approaches infinity. While there are results about Bayes factor consistency [39], these results are typically limited to the independent data and static models. Non-trivial extensions of the existing theoretical results need to be made to address dynamic systems and time series. In addition, the Bayesian approach in this chapter can be extended to address the setting with correlated noises and reduced-rank noises [170], where there are fewer noise sources than the internal signals.

### 6.8 Appendix

### 6.8.I Proof of Proposition 6.I

Recall the notations defined in (6.17). The proof contains two steps, including the E-step and the M-step of the EM algorithm.

E-step: Firstly, note that

$$
\log P\left(\theta_{j}, w_{j}^{N} ; \eta_{j}\right)=\log P\left(w_{j}^{N} \mid \theta_{j} ; \eta_{j}\right)+\log P\left(\theta_{j} ; \eta_{j}\right)
$$

where $\log P\left(w_{j}^{N} \mid \theta_{j} ; \eta_{j}\right)$ is the likelihood function given by the model and $\log P\left(\theta_{j} ; \eta_{j}\right)$ is the parameter prior of the full graph given by (6.12). Thus, it can be found that

$$
\begin{aligned}
\log P\left(\theta_{j}, w_{j}^{N} ; \eta_{j}\right)= & \text { constant }-\frac{1}{2} \sum_{i=1}^{L} \log \operatorname{det}\left(\lambda_{j i} \bar{K}\left(\beta_{j i}\right)\right) \\
& -\frac{1}{2} \log \operatorname{det}\left(\sigma_{j}^{2} I_{N}\right)-\frac{1}{2 \sigma_{j}^{2}}\left(w_{j}^{N}\right)^{\top} w_{j}^{N} \\
& -\frac{1}{2} \theta_{j}^{\top} \Sigma_{j} \theta_{j}+\frac{1}{\sigma_{j}^{2}}\left(w_{j}^{N}\right)^{\top} A_{j} \theta_{j},
\end{aligned}
$$

where $\Sigma_{j}$ is formulated as in (6.17) given $\eta_{j}$.
$Q\left(\eta_{j}, \hat{\eta}_{j}^{(k)}\right)$ can then be obtained by calculating the expectation of $\log P\left(\theta_{j}, w_{j}^{N} ; \eta_{j}\right)$ over the posterior distribution of $\theta_{j}$ given the data and $\hat{\eta}^{(k)}$. Due to the Gaussian noise and the parameter prior (6.12), it follows that the posterior distribution of the parameter also has a Gaussian
distribution as

$$
\theta_{j} \mid w_{j} \sim \mathcal{N}\left(\hat{C}_{j}^{(k)} w_{j}^{N},\left(\hat{\Sigma}_{j}^{(k)}\right)^{-1}\right) .
$$

Thus, the E-step can be finalized as

$$
\begin{equation*}
Q\left(\eta_{j}, \hat{\eta}_{j}^{(k)}\right)=Q_{1}\left(\sigma_{j}, \hat{\eta}_{j}^{(k)}\right)+\sum_{i=1}^{L} Q_{2}\left(\lambda_{j i}, \beta_{j i}, \hat{\eta}_{j}^{(k)}\right)+\text { constant }, \tag{6.21}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{1}\left(\sigma_{j}, \hat{\eta}_{j}^{(k)}\right) & =-N \log \sigma_{j}-\frac{1}{2 \sigma_{j}^{2}} M^{(k)}  \tag{6.22}\\
Q_{2}\left(\lambda_{j i}, \beta_{j i}, \hat{\eta}_{j}^{(k)}\right) & =-\frac{1}{2} \log \operatorname{det}\left[\lambda_{j i} \bar{K}\left(\beta_{j i}\right)\right]-\frac{1}{2} \operatorname{tr}\left[\left(\lambda_{j i} \bar{K}\left(\beta_{j i}\right)\right)^{-1} \hat{\Delta}_{j}^{(k)}[i]\right], \tag{6.23}
\end{align*}
$$

where $M^{(k)}$ is formulated as shown in (6.17).
It can be found that $Q$ is decomposed into two parts, including $Q_{1}$ as a function of $\sigma_{j}$ and $Q_{2}$ as a function of the parameters from the parameter prior. Thus, the optimization of $Q$ can be solved by considering $Q_{1}$ and $Q_{2}$ independently. The constant term in (6.21) will be ignored because it does not influence the optimization result.
$M$-step: It can be found that (6.22) is maximized by (6.17) assuming that $M^{(k)}>0$.
To maximize $Q_{2}\left(\lambda_{j i}, \beta_{j i}, \hat{\eta}^{(k)}\right)$, set the derivative of (6.23) over $\lambda_{j i}$ to be zero, which leads to the solution of $\lambda_{j i}$ as

$$
\begin{equation*}
\lambda_{j i}^{*}=\frac{1}{n} \operatorname{tr}\left[\bar{K}^{-1}\left(\beta_{j i}\right) \hat{\Delta}_{j}^{(k)}[i]\right], \tag{6.24}
\end{equation*}
$$

which is a function of $\beta_{j i}$. Plugging (6.24) back into (6.23), one obtains that

$$
Q_{2}\left(\lambda_{j i}^{*}, \beta_{j i}, \eta^{(k)}\right)=-\frac{n}{2} \log \left[\operatorname{tr}\left(\bar{K}^{-1}\left(\beta_{j i}\right) \hat{\Delta}_{j}^{(k)}[i]\right)\right]-\frac{1}{2} \log \operatorname{det} \bar{K}\left(\beta_{j i}\right)+\text { constant },
$$

which can be maximized by minimizing (6.18). After having $\hat{\beta}_{j i}^{(k+1)}, \hat{\lambda}_{j i}^{(k+1)}$ can be found by (6.19). Thus, $Q_{1}, Q_{2}$ have been optimized independently and $M$-step is proved.

## 7

## Topology identification of brain networks for detecting the Mozart effect

## 7．I Introduction

While the topology identification approach developed in Chapter 6 estimates the network topol－ ogy given a single data set，it is further extended in this chapter to consider a group of data sets． This extension is of practical importance since there can be multiple data sets from the subjects in experimental studies．More importantly，we will focus on applying the above method to a study on brain networks，in order to reveal the topological changes in brain networks after the subjects in the study listen to Mozart＇s music intensively．

In the last decade，the effects of music on the brain have been an active topic of research ［24，77，173］．In particular，one piece of classical music，Mozart＇s Sonata K448，has been claimed to have unique effects on the brain，besides the general effects caused by listening to music．One of the original studies in［124］reported that listening to Mozart music increased spatial and temporal reasoning skills in healthy subjects，but this effect did not last beyond a 15 －minute testing period．Moreover，a strong effect specific to Mozart music was unable to be replicated

[^7]in repeated studies [115]. In another study, neural activity was measured through the spectral analysis of electroencephalogram (EEG) data [161]. After listening to Mozart music, an increase in brain wave activity linked to memory, cognition, and problem solving was observed in adults.

Besides these effects, listening to Mozart music was reported as being effective as a medicine. First of all, the authors in [43] reported that the consistent exposure to Mozart music for 15 days caused a reduction in the frequency of epileptic seizures in children with epilepsy and in some cases led to a complete recession of seizures. Furthermore, the effects persisted even after the exposure to Mozart music was stopped. Another study [26] reported similar positive results in adults with epilepsy. Finally, in a study of the influence of Mozart music therapy on schizophrenia patients [175], Mozart music was found to have effects on the functional connectivity of patients, which was inferred from functional magnetic resonance imaging (fMRI) data.

However, no well-established theories exist on the neural dynamics in the brain that are responsible for the Mozart effect found in these studies. Moreover, research into the existence of a Mozart effect does not focus on inferring effective connectivity between brain networks from time series. Therefore, in this work, we will focus on methods that can infer how brain networks are connected and interact, using fMRI blood-oxygen-level-dependent (BOLD) time series that describe the dynamic neural activity of those brain networks.

The brain is a dynamic system; cognition and consciousness arise from not just the static correlations between brain networks, i.e. functional connectivity, but also through the dynamic behavior of the brain. Therefore, the inference of dynamic interactions of brain networks, i.e. effective connectivity, is an important aspect in the analysis of the brain as it reveals how brain networks dynamically influence each other. In this work, we focus on the inference of effective connectivity using resting-state fMRI BOLD measurements. We could infer connectivity directly from voxel BOLD measurements [17] or from the mean BOLD signals in brain networks defined by an atlas [129]. Instead, we will follow an approach that uses independent component analysis (ICA) [15, 72] to find active brain networks and their corresponding ICA time series. These ICA time series are then used as indications of the dynamic behavior of the brain regions [21, 49, 91, 125].

## 7.I.I LITERATURE REVIEW OF RELATED ESTIMATION METHODS

By far the most popular method for the inference of effective connectivity is the Granger-causality analysis $[61,63]$. While the method originated in the field of economics, it has been used in the past for the inference of brain connectivity using EEG [12] and fMRI data of the brain [21]. Its strength is the potential as an exploratory method to assess the effective connectivity between a large number of brain networks of interest, as effective connectivity can be assessed pairwise between brain networks. Despite the popularity of this method, it is not without flaws. Most importantly, care must be taken when performing the Granger-causality analysis on fMRI data, as the low sampling rate of fMRI measurements can make the method unreliable [136].

The dynamic causal modeling (DCM) [55] is a modeling approach designed to model neural activity [30] and effective connectivity using specialized state-space models. For example, in [94], excitatory and inhibitory states are used, which is in line with how populations of neurons function in the brain. DCM allows for much more biologically accurate modeling of the neural activity compared to Granger-causality analysis, but the estimation of an accurate DCM model can be computationally expensive and is often limited to modeling the interactions between a small number of brain networks. In addition, DCM typically requires prior knowledge regarding network connectivity, while this prior knowledge may not always be available [163]. For this reason, DCM is often not used as an exploratory method to assess effective connectivity and is thus also problematic for inferring the existence of a Mozart effect, as we do not have the prior knowledge about how and where the effective connectivity might be affected by listening to Mozart music.

The methods based on regularized regression $[17,165]$ penalize the model parameters of the connections in the effective connectivity and force a subset of parameters to zero, which leads to a sparse estimate of the effective connectivity. These methods estimate the effective connectivity of the complete brain networks, instead of the pairwise approach of the Granger-causality analysis. Although these methods scale very well with large dynamic networks, they often have many tuning parameters that must be carefully chosen to achieve a good estimate of the effective connectivity.

Furthermore, there exist non-parametric approaches, such as the method detailed in [96]. This method can potentially be used to estimate the effective connectivity pairwise between brain networks. It calculates a Wiener filter estimate of the dynamics of one connection to infer whether the connection exists in the dynamic network. The Wiener filter requires a lot of data to compute accurate estimates of effective connectivity. The Mozart study uses fMRI measurements and the data length is relatively short. Thus, it is unlikely that we will get good Wiener filter estimates given this short data length.

Finally, in this chapter we will consider the method in Chapter 6, which employs a Bayesian model selection approach to estimate the connectivity of a dynamic network. The main advantage of this approach is the ability to incorporate a prior probability distribution of the model, and thus the Bayesian method performs well even when not a lot of data is available. This is very useful in combination with fMRI data and the ICA procedure, where the data length is short. The Bayesian method uses a non-parametric model, and unlike the Wiener filter, it determines the effective connectivity of the complete network. By making use of Gaussian processes, the model order can be increased beyond what is possible with parametrized models, like those used by the Granger-causality analysis, without the risk of overfitting. This can lead to a more accurate estimate of effective connectivity.

## 7.I. 2 CHAPTER STRUCTURE

Our first research question is to investigate whether Bayesian topology identification in Chapter 6 can be used as an alternative to the Granger-causality analysis for the inference of the effective connectivity using fMRI data. First, we investigate if there is a significant difference in the performances of the two methods in a simulation setup. Then since the Bayesian method was originally developed to infer the graph estimate of a single data set, we extend the Bayesian method such that we can draw conclusions on the connectivity of groups of data sets, which is beneficial in the inference of the Mozart effect.

After we extend the Bayesian approach, our second research question is to investigate the influence of listening to Mozart's Sonata K448 on effective connectivity through fMRI data of healthy adults. Both the Granger-causality analysis and the Bayesian approach are applied in the Mozart effect study to consolidate the findings. Here, we put more emphasis on the results obtained from the approach that performs better in the simulation study. Furthermore, we will investigate if the length of time that subjects listened to Mozart music leads to different conclusions on the effective connectivity.

This chapter is structured as follows: first, a model is introduced to describe the dynamic interactions between brain regions. Second, we describe the existing Granger-causality analysis and how we can infer connectivity using fMRI data. Third, we detail the Bayesian topology identification method and extend it such that it can infer effective connectivity changes between two groups of subjects. Then the performances of the Granger-causality analysis and the Bayesian method are compared using simulated data. Finally, we will apply the two methods to fMRI data and infer whether intensively listening to Mozart's Sonata K448 has an effect on the effective connectivity of the subjects in the study.

### 7.2 Theory

To infer the brain effective connectivity using the fMRI measurements of the neurodynamics of the brain, we will first define a modeling framework wherein the dynamic interactions between brain networks can be modeled appropriately.

### 7.2.I DYNAMIC NETWORK MODEL OF BRAIN NETWORK CONNECTIVITY

The effective connectivity between brain networks, using fMRI measurements to describe neural activity, can be described by linear models [136]. Furthermore, in general the causal relationship between two brain networks can be described by an infinite impulse response (IIR) filter, as long as the hemodynamics [109] can be considered as an invertible filter [136]. The neural activity of brain networks is described by $L$ time series $w_{j}(t), j=1, \ldots, L$, i.e. one ICA time series for each brain network found by an ICA decomposition of the fMRI measurements from
a subject. A brief introduction for the above ICA decomposition can be found in Section 7.3.2. Then the dynamic interactions between brain networks can be modeled as in Chapter 6:

$$
\begin{align*}
& w_{j}(t)=\sum_{i \in \mathcal{I}} G_{j i}(q) w_{i}(t)+e_{j}(t), \quad j \in \mathcal{I}, \\
& G_{j i}(q)=\sum_{k=1}^{\infty} \theta_{j i, k} q^{-k} \tag{7.1}
\end{align*}
$$

where $q$ is the shift operator, i.e. $q^{-1} w_{j}(t)=w_{j}(t-1), \mathcal{I}=\{1, \ldots, L\}, \theta_{j i, k}$ indicates one coefficient of $G_{j i}(q)$ and $e_{j}(t)$ denotes the background noise of brain network $j$. The full model is written in matrix form as:

$$
\begin{equation*}
w(t)=G(q) w(t)+e(t), \tag{7.2}
\end{equation*}
$$

where $G(q)$ is an $L \times L$ matrix, and

$$
\begin{aligned}
w(t) & =\left[w_{1}(t), \ldots, w_{L}(t)\right]^{T}, \\
e(t) & =\left[e_{1}(t), \ldots, e_{L}(t)\right]^{T} .
\end{aligned}
$$

Note that $G(q)$ is not hollow here, and thus (7.2) actually corresponds to the predictor model in (6.6).

Some assumptions are made on the components of the model in (7.1):

1. $G_{j i}(q)$ is stable, i.e. $\sum_{k=1}^{\infty}\left|\theta_{j i, k}\right|<\infty$, for all $j, i$;
2. $[I-G(q)]^{-1}$ is stable;
3. $e_{j}(t)$ is Gaussian distributed with zero mean and unknown variance $\sigma_{j}^{2}$, and $e(t)$ has a diagonal covariance matrix.

Each IIR transfer operator $G_{j i}(q)$ can be approximated by a finite-order impulse response of order $m$, and the approximation is written as an autoregressive (AR) model of order $m$ :

$$
w_{j}(t)=\sum_{i=1}^{L} \sum_{k=1}^{m} w_{i}(t-k) \theta_{j i, k}+e_{j}(t),
$$

and written in matrix form as in (6.9) for the measurements up to time $N$ :

$$
\begin{equation*}
w_{j}^{N}=\sum_{i \in \mathcal{I}} A_{j i} \theta_{j i}+e_{j}^{N} \tag{7.3}
\end{equation*}
$$

The model (7.3) will be used in the inference of Granger-causality and furthermore, will form the modeling framework on which the Bayesian topology identification method relies.

### 7.2.2 Directed graph

We can also define a graphic representation of model (7.1) that encodes the effective connectivity between brain networks. Since (7.2) has a simpler model structure than the general model in (2.1) due to the absence of $r$ signals and the simple noise model, the graphical representation can be defined in a simpler way.

A directed graph of model (7.1) is denoted as $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}=\left\{w_{1}, \cdots, w_{L}\right\}$ is the set of all nodes and $\mathcal{E}$ is the set of all directed edges in the graph. Node $w_{j} \in \mathcal{V}$ in the graph represents a particular brain network, defined by the ICA procedure, and its dynamic behavior is described by the corresponding ICA times series $w_{j}(t)$. Thus the cardinality of $\mathcal{V}$ equals the total number of ICA time series. A directed edge from $w_{i}$ to $w_{j}$ exists, denoted as $(i, j) \in \mathcal{E}$ or $(i, j) \in \mathcal{G}$, if and only if $G_{j i}(q)$ in (7.1), or $\theta_{j i}$ in (7.3) equivalently, is non-zero, which indicates a causal connection from node $w_{i}$ to $w_{j}$. Note that the self loops of type $(i, i)$ may be present in $\mathcal{G}$; however, we do not show these edges explicitly in figures, as they do not contain information regarding interconnections among different brain networks.

In this chapter, we also denote the set of all incoming edges to $w_{j}$ as $\mathcal{N}_{j}$ or $\mathcal{G}_{j}$. Now, a graph $\mathcal{G}$ indicates the effective connectivity between brain networks.

### 7.3 MATERIALS

### 7.3.I Simulation data generation

Before being applied to the fMRI data, which typically suffers from low sampling rates and measurement noises, the methods for the inference of effective connectivity should at least show a reasonable performance for the simulated data generated in an ideal setting, i.e. without the above complexities. Since the data generation model is known in simulation, the goal of the simulation study is to test how well the estimated connectivity of one method approximates the true connectivity.

In this work, in order to evaluate the relative performances of the Granger-causality analysis and the Bayesian topology identification, we test them in a controlled environment using the simulated data, which is generated by models as defined in (7.1). Since the model (7.1) in this chapter is the same as the model (6.1) in Chapter 6, we will use the same method as the one in Section 6.6 to generate random networks and the simulation data. In the data generation process, the node time series $w_{j}(t)$ are generated from a model (7.1), where some random directed edges are chosen to form the ground-truth connectivity $\mathcal{G}_{0}$, and for each edge $(i, j)$ which exists in $\mathcal{G}_{0}$, its corresponding $G_{j i}(q)$ is a random transfer function such that the resulting dynamic network adheres to the IIR model assumptions. The noise $e_{j}(t)$ in (7.1) is randomly sampled from a Gaussian distribution for each node in the simulation model. More details of the data generation can be found in Section 6.6 and Section 7.4.3.


Figure 7.1: Flowchart of Mozart music experiment.


Figure 7.2: Listening duration in hours of all 16 subjects ordered from the longest to shortest listening duration.

### 7.3.2 Mozart effect study

Sixteen volunteers ( 11 females, 5 males) without a medical history of neurological or psychiatric diseases, aged 20-65 (mean 43.3), participated in the experiment. This number of subjects was chosen to be comparable with the one in [43]. To prevent bias, subjects with a variety of tastes in music were selected, and no subjects were selected who already consistently ( 2 hours or more per day) listened to Mozart music. Informed consent of the experiment and scans was obtained from each subject. The scanning of healthy volunteers was approved by the Medical Ethical Committee of the Academic Center for Epilepsy Kempenhaeghe (Heeze, The Netherlands).

## Mozart's Sonata K448 experiment

Four resting-state fMRI scans were collected for each subject in the study, and the experimental procedure is summarized in Figure 7.1. Each of the four scans was taken one week apart in time. In the week between scans 1 and 2, subjects were instructed not to listen to Mozart's Sonata K448 for any amount of time. Then, the subjects were instructed to listen for a minimum of 14 hours to Mozart's Sonata K448 during the week between scans 2 and 3 and to listen for at least 2 hours each day unless this was not possible due to unavoidable circumstances. This listening
duration was chosen to be consistent with the duration in [43]. The listening duration of each subject during the week of music exposure was recorded by the subjects themselves. In Figure 7.2 we can see the spread of total listening duration across all 16 subjects. After the third scan subjects were once again instructed to stop listening to Mozart music, and then the final scan was taken one week after the subjects stopped listening to Mozart's Sonata K448. From the first scan to the fourth scan, subjects were also instructed to avoid listening to any other music, but limited exposure to music in public places could in some cases not be avoided. Other auditory stimuli, for example from entertainment on television or the internet, could also affect brain activity and bias the results. However, the first two scans establish a baseline of the regular brain activity and thus should rule out the effect of most regularly present auditory stimuli, when we compare the baseline activity to the brain activity after the subjects listened to Mozart music.

## Acquisition

Imaging was performed using a 3T Philips Achieva MRI scanner. A T1-weighted reference scan was recorded using a 3D spoiled gradient-echo sequence (T1TFE), TR/TE: $8.3 / 3.5 \mathrm{~ms}$. The matrix size was $240 \times 240 \times 180$ with isotropic voxels of $1 \mathrm{~mm}^{3}$. Total T1 scan duration was 600s. Second, a multi-echo time fMRI scan was recorded using a gradient-echo EPI sequence with TR/TE/ES: 2000/12/23ms. 26 slices with a width of 4.5 mm ( 0 mm gap) were recorded. The data were acquired with $3.5 \times 3.5 \mathrm{~mm}$ in-plane resolution, final in-plane resolution was also $3.5 \times 3.5 \mathrm{~mm}(64 \times 64)$. SENSE [118] acceleration was used with SENSE factor of 2.7 in the read-out direction. The total multi-echo scan time was 608s.

During all the scans, the subjects were asked to remain still with their eyes open and to focus on a projected dark-blue cross. Physiology data (heart and respiratory rate) were recorded using a standard scanner setup.

## Preprocessing

In preprocessing, the ICA decomposition [16] is an essential step and thus is first briefly explained here. The ICA decomposition is motivated by the hypothesis that a large amount of fMRI data is generated by fewer unmeasured and independent source signals. The goal of the ICA decomposition is to recover these unmeasured source signals from the fMRI data. Let $X$ be a data matrix consisting of a single fMRI data set, i.e. $X=\left[\begin{array}{lll}x_{1} & \cdots & x_{z}\end{array}\right]$, where

$$
x_{i}=\left[\begin{array}{lll}
x_{i}(1) & \cdots & x(N)
\end{array}\right]^{\top}
$$

contains the measurements of the $i$-th voxel in the fMRI scan. The ICA procedure assumes that the measured data matrix $X$ can be represented by a matrix of ICA times series $W \in \mathbb{R}^{N \times L}$ with

$L$ components and $L<z$, a matrix of spatial processes $S$ and a matrix of noise processes $E$ :

$$
\begin{equation*}
X=W S+E \tag{7.4}
\end{equation*}
$$

where the $j$-th column of $W$ contains the ICA time series $w_{j}(t)$ from time 1 to $N$, and the $j$-th row of $S$ represents the spatial map, i.e. the voxels in the fMRI scan, that corresponds to $w_{j}(t)$. Under the assumption that the rows of $S$ are statistically independent, the ICA aims to estimate $W$ and $S$ given the measured $X$, and the uniqueness of $W$ and $S$ can be guaranteed by some additional assumptions on (7.4) [16]. The $j$-th column of the estimated $W$ leads to the ICA time series $w_{j}(t)$ used in model (7.3), and the significant entries in the $j$-th row of $S$ show the spatial map, i.e. the voxels, corresponding to $w_{j}(t)$.

In this study, non-BOLD signals of the fMRI data caused by physiological effects such as movement, breathing, and pulse were first removed by multi-echo ICA [80]. Then, using FMRIB Software Library [15] (v5.0, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/), all 64 data sets were temporally concatenated and a group ICA was performed to identify 20 ICA time series and the corresponding 20 independent spatial maps. The spatial maps are listed in Table 7.1 and are also visualized in Figure 7.3. Next, dual regression [15] was performed to obtain individual spatial maps and time series for each fMRI scan of the subjects, where each ICA time series consists of $N=300$ data points.

Table 7.1: List of all brain networks found in the group ICA decomposition.

| $\#$ | Shorthand | Description |
| :---: | :---: | :---: |
| 1 | DMN_ANT | default mode network, anterior |
| 2 | MED_VISU | medial visual cortex |
| 3 | OCC_LAT | occipetal \& lateral visual cortex |
| 4 | DAN | dorsal attention network |
| 5 | FPR | fronto-parietal right network |
| 6 | SM_LAT | sensori-motor, lateral network |
| 7 | FPL | fronto-parietal left network |
| 8 | VAN | ventral attention network |
| 9 | LING_FUS | lingual fusiform cortex |
| 10 | DMN_POS | default mode network, posterior |
| 11 | N11 | noise |
| 12 | SAL_AUDI | salience auditory network |
| 13 | ANG | angular gyrus |
| 14 | N14 | White matter |
| 15 | SUPTEMP | superior temporal gyrus |
| 16 | CEN | central executive network |
| 17 | N17 | noise |
| 18 | SM_SUP | sensori motor medial superior |
| 19 | CEREB | cerebellum |
| 20 | N20 | borders and movements |

### 7.4 Methods

This section is divided into two parts. In the first part, we briefly discuss both the Grangercausality analysis and the Bayesian topology identification from Chapter 6. Next, we detail how we apply both methods to the simulation data. Then the Bayesian method is extended to incorporate multiple data sets. In the second part, we first validate the use of AR models to model the ICA time series. Then we will apply the extended Bayesian topology identification and the Granger-causality analysis to the ICA time series of the Mozart effect study.

### 7.4.I Granger-causality analysis

Here we briefly describe the well-established Granger-causality analysis, which will be used as a reference to compare with the Bayesian topology identification. The Granger-causality analysis is based on the concept that if $\theta_{j i}$ in (7.3) is significantly non-zero for given $j$ and $i$, then setting parameter vector $\theta_{j i}$ to 0 will significantly increase the size of the residual $e_{j}(t)$, where with some abuse of notation, $e_{j}(t)$ represents both the white noise in (7.3) and the residual signal of the model (7.3). To relate this change in the residual to a real connection between two brain networks and not from a shared influence from other regions, we will infer connectivity only using the conditional Granger-causality analysis.

The existence of a connection $(i, j)$ is inferred by fitting two different AR models to the measurement data and comparing the residuals. The first AR model includes all $L$ node time series in the regression as in (7.3). In the second AR model, $A_{j i}$ corresponding to connection $(i, j)$ is excluded:

$$
\begin{equation*}
w_{j}^{N}=\sum_{k \in \mathcal{I} \backslash i} A_{j k} \cdot \theta_{j k}+\bar{e}_{j}^{N} \tag{7.5}
\end{equation*}
$$

where $\bar{e}_{j}^{N}$ denotes the residual vector of the above model. The model order $m$, i.e. the length of parameter vectors $\theta_{j i}$, is selected by AIC [4] to model the data without overfitting, as overfitting can make the Granger-causality analysis unreliable [11].

Then the Granger-value $\mathcal{F}_{j i}$ corresponding to connection $(i, j)$ is defined as the logarithm of the ratio of the residuals' variances:

$$
\begin{equation*}
\mathcal{F}_{j i}=\log \frac{\operatorname{var}\left[\bar{e}_{j}(t)\right]}{\operatorname{var}\left[e_{j}(t)\right]}, \tag{7.6}
\end{equation*}
$$

where $\bar{e}_{j}(t)$ and $e_{j}(t)$ denote the residual signals in (7.5) and (7.3) respectively, with some abuse of notation. The Granger-value $\mathcal{F}_{j i}$ is the degree to which the addition of connection $(i, j)$ helps predict $w_{j}$ and as such, a significantly non-zero $\mathcal{F}_{j i}$ indicates the existence of connection $(i, j)$. Furthermore, $\mathcal{F}_{j i}$ asymptotically follows a $\chi^{2}$ distribution as data length $N \rightarrow \infty$, and thus we can perform a statistical test to infer if $\mathcal{F}_{j i}$ is significantly non-zero [11]. Furthermore, the Granger-value is equivalent to the transfer entropy [10, 74, 134], a measurement of the rate of
information transfer between two time series. As such, $\mathcal{F}_{j i}$ can be interpreted as a measurement of the connectivity strength. Therefore, a change in the Granger-value of a connection between two fMRI scans of a subject indicates a difference in the connectivity strength of that connection, and we can use a paired $t$-test to test for differences in connectivity strength between two fMRI scans.

For the simulation study, since the effective connectivity of the data-generation systems is known, our goal is to quantify the quality of $\mathcal{F}_{j i}$ as a measurement of connectivity. To be able to compare the quality of the estimates of both methods on simulated data, we will use an F-test to determine a graph estimate, because the Bayesian method also infers a graph estimate, and the paired $t$-test cannot lead to a graph estimate. Even though we consider the paired $t$-test on the experimental data instead of the F-test, the F-test in the simulation study still gives us an indication of the reliability of $\mathcal{F}_{j i}$ as a measurement of connectivity. As such, we will infer an estimate $\hat{\mathcal{G}}$ of the ground truth connectivity $\mathcal{G}_{0}$ by testing the significance of $\mathcal{F}_{j i}$ for all connections $(i, j)$ and adding the connection to $\hat{\mathcal{G}}$ if the statistical test is significant. To calculate the reduced regression in (7.5), the Granger-values in (7.6) and the significance of the Granger-values, we will use the MVGC MATLAB toolbox [11] (version 1.0, https://users.sussex.ac.uk/~1ionelb/MVGC/).

### 7.4.2 BAYESIAN TOPOLOGY IDENTIFICATION

The Bayesian method in Chapter 6 is a machine learning method that infers from node time series data $D=\left\{w_{1}(1), \cdots, w_{1}(N), \ldots, w_{L}(N)\right\}$ an estimate $\hat{\mathcal{G}}$ of $\mathcal{G}_{0}$, the connectivity of the dynamic network. As shown in (6.5), this method aims to find the graph estimate $\hat{\mathcal{G}}$ that maximizes the following marginal likelihood:

$$
\begin{equation*}
p(D \mid \mathcal{G})=\int p(D \mid \theta, \mathcal{G}) p(\theta \mid \mathcal{G}) d \theta \tag{7.7}
\end{equation*}
$$

where $p(D \mid \theta, \mathcal{G})$ is the likelihood under model parameters $\theta$ and a graph $\mathcal{G}$, and $p(\theta \mid \mathcal{G})$ is the prior distribution of $\theta$ given $\mathcal{G}$.

In the context of this study, the parameter $\theta$ in the parameter prior $p(\theta \mid \mathcal{G})$ contains the set of all $\theta_{j i}$ of an AR model as defined in (7.3), where the parameter vectors $\theta_{j i}$ are modeled as Gaussian random vectors. The covariance matrices of these random vectors are parametrized with some hyperparameters, which encode the assumption of stability. The hyperparameters of random parameter vectors $\theta_{j i}$ and the variance $\sigma_{j}^{2}$ of $e_{j}$ are estimated using the EM algorithm [23] in Chapter 6. Because the $\theta_{j i}$ s are modeled as random vectors, we can simply set model order $m$ in (7.3) to some large number at most equal to the data length $N$, instead of determining an optimal model order, as the estimated hyperparameters will determine the relevance of each of the $m$ parameters.

Now, under the assumption of Gaussian distributed noise, $p(D \mid \theta, \mathcal{G})$ can be computed based
on (7.3):

$$
p(D \mid \theta, \mathcal{G})=\prod_{j=1}^{L} \mathcal{N}\left(\sum_{i \in \mathrm{C}} A_{j i} \theta_{j i}, \sigma_{j}^{2} I_{N}\right),
$$

where $C=\{k \mid(k, j) \in \mathcal{G}\}$. Given this parametrization, the integral in (7.7) has a closed form solution as shown in Chapter 6, and thus we can avoid a numerical integration, which could be computationally costly.

The graph $\mathcal{G}$ with the maximum marginal likelihood $p(D \mid \mathcal{G})$ is chosen as the connectivity estimate $\hat{\mathcal{G}}$. This maximum can be found by comparison of the marginal likelihoods of all possible graphs. To avoid the combinatorial problem of comparing all possible graphs, a greedy search algorithm is employed that efficiently finds a graph estimate $\hat{\mathcal{G}}$, as shown in Chapter 6.

To perform the Bayesian topology identification, the implementation from Chapter 6 is used (version 1.0, https://codeocean.com/capsule/3224411/tree/v1).

### 7.4.3 Evaluation of methods in Simulation

To motivate the use of the Bayesian topology identification for the inference of brain network connectivity, we will evaluate whether the Bayesian approach has any advantages over Grangercausality analysis in the estimation of the connectivity using simulation data. Recall that the true effective connectivity of the simulation model $\mathcal{G}_{0}$ is known. The graph estimates $\hat{\mathcal{G}}$ of both methods are compared to $\mathcal{G}_{0}$ and the quality of the estimate is quantified using the TPR and the FPR:

$$
\begin{align*}
& \mathrm{TPR}=\mathrm{TP} / \mathrm{P},  \tag{7.8}\\
& \mathrm{FPR}=\mathrm{FP} / \mathrm{Z},
\end{align*}
$$

where recall from Chapter 6 that the TPR is the number of edges in $\hat{\mathcal{G}}$ that also exist in $\mathcal{G}_{0}$, denoted as TP, over the total number of edges in $\mathcal{G}_{0}$, denoted as P. The FPR is the number of edges in $\hat{\mathcal{G}}$ that do not exist in $\mathcal{G}_{0}$, denoted as FP, divided by the total number of edges that do not exist in $\mathcal{G}_{0}$, denoted as Z . To avoid uncertainties in the conclusion on the relative performance of the two methods given certain design parameters for the simulation, i.e. a particular data length $N$ and certain network size in terms of number of nodes, 50 random simulation models with random $\mathcal{G}_{0}$ are generated, and then TPR and FPR are calculated by averaging the results of the 50 estimates. The random simulation models are generated by selecting random parameters for each transfer for which the connection exists in $\mathcal{G}_{0}$, such that the transfer is stable. This process is repeated until $(I-G(q))^{-1}$ is stable according to our modeling assumptions in (7.2).

The design parameters for the simulation are chosen as follows. First, to test how the performances of both methods vary with the data length, we consider three different data lengths with $N \in\{50,300,2000\}$ for six-node dynamic networks. Second, to evaluate how the number of nodes in the network affects the estimation performance, we compare the TPR and FPR of the methods between six and twelve node networks, with $N=2000$. Third, for each of the pre-
vious evaluations, we will assess the performance of the Granger-causality analysis over a range of thresholds, determined by a range of significance levels $\alpha \in\{0.005,0.05, \ldots, 0.95\}$ of the F-test, which are corrected for multiple comparisons using the false discovery rate (FDR) correction [70] in the MVGC MATLAB toolbox. This latter evaluation is performed to rule out the differences in the performance of the methods caused by a specific choice of significance threshold. Note that the Bayesian method requires no tuning threshold, and thus no such variation in threshold is needed. Finally, as mentioned in Section 7.4.2, the model order $m$ of the Bayesian method should be chosen to be some large number at most $N$. In practice we set it to $m \in\{50,100,100\}$ for $N \in\{50,300,2000\}$ respectively, as higher $m$ does not visibly increase performance.

### 7.4.4 BAYESIAN GROUP HYPOTHESIS TEST

The Bayesian topology identification method is designed to obtain a graph estimate of the effective connectivity from a single fMRI scan, which can be used in simulation to compare with the true connectivity. However, it is not directly applicable to the Mozart effect study using multiple data sets from groups of subjects. In the Mozart effect study, there are 4 groups of data sets from the subjects, where each group refers to one of the four scans in the four consecutive weeks. To investigate the Mozart effect, we want to infer how the overall brain network connectivity of the subjects changes over the weeks. Using the Bayesian method, changes in effective connectivity can be measured through a change in the presence of a connection in the graphs of the subjects. For a group of subjects, we define for each connection separately the following hypotheses:

```
\(\mathcal{H}_{1}\) : Connection \((i, j)\) is present in the group.
\(\mathcal{H}_{0}\) : Connection \((i, j)\) is absent in the group.
```

To infer if changes in the overall brain network connectivity occurred over the four weeks, we first find the most likely hypothesis for each week separately. If the hypotheses change between the weekly scans, this indicates an overall change in the effective connectivity of this connection.

The procedure is summarized in Figure 7.4, and to find the more likely hypothesis for one group (one scan as in Figure 7.1), the preliminary step is to compute the Bayesian selection frequency of every connection, i.e. the number of subjects whose graph estimates include this connection. It will first allow us to choose a small number of connections that are potentially of interest, which is useful because the analysis of all the 380 possible connections in the Mozart study can require weeks or months to complete, while many of those connections are actually not be of interest. For a given group, if the selection frequency of one connection is close to 0 , we expect that the most likely hypothesis for this connection to be $\mathcal{H}_{0}$, i.e., this connection is absent in the effective connectivity of all the subjects. However, if the selection frequency is close to 16, i.e. the connection is present in almost all the subjects, we expect that the most likely hypothesis


Figure 7.4: In this figure the procedure of the extended Bayesian method is summarized.
will be $\mathcal{H}_{1}$. The Bayesian selection frequency can be easily reported for every connection from the graph estimates of each subject over the four weeks.

To evaluate which of the two hypotheses is actually more likely than the other for a given connection in one week, we will calculate the likelihood of the two hypotheses:

$$
\begin{align*}
& p\left(\mathcal{D} \mid \mathcal{H}_{1}\right)=\prod_{k \in S} p\left(D^{k} \mid(i, j)\right), \\
& p\left(\mathcal{D} \mid \mathcal{H}_{0}\right)=\prod_{k \in S} p\left(D^{k} \mid \neg(i, j)\right), \tag{7.9}
\end{align*}
$$

where with some abuse of notation $(i, j)$ indicates the existence of the connection, $D^{k}$ indicates the data from subject $k, S$ is the index set of all subjects and $\mathcal{D}$ is defined as the collection of data $D^{k}$ from each subject in the group. The likelihoods $p\left(D^{k} \mid(i, j)\right), p\left(D^{k} \mid \neg(i, j)\right)$ in (7.9) of each subject are not yet known and must be calculated from the marginal likelihood in (7.7), which is calculated by the Bayesian method. The likelihoods in (7.9) can be calculated through the marginalization of $p(D \mid \mathcal{G})$ over all graphs for which the hypothesis is true. As an example we use hypothesis $\mathcal{H}_{1}$ here, but the calculation is similar for $\mathcal{H}_{0}$ :

$$
\begin{equation*}
p\left(D^{k} \mid(i, j)\right)=\sum_{\mathcal{G} \in \mathcal{P}_{1}} p(\mathcal{G}) p\left(D^{k} \mid \mathcal{G}\right), \tag{7.10}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{P}_{1} & =\{\mathcal{G} \mid(i, j) \in \mathcal{G}\},  \tag{7.11}\\
\mathcal{P}_{0} & =\{\mathcal{G} \mid(i, j) \notin \mathcal{G}\}
\end{align*}
$$

This marginalization over graphs can be seen as averaging out the effects that other connections have on the likelihood of the connection in the hypothesis. The calculation of $p\left(D^{k} \mid(i, j)\right)$ in (7.10) can be further simplified. The simplification of the marginalization is detailed in Sec-
tion 7.8.1.
Then we can calculate the hypothesis likelihoods in (7.9) and find the optimal hypothesis by comparison of the likelihoods of the two hypotheses:

$$
\begin{equation*}
\mathrm{BF}=2 \log \frac{p\left(\mathcal{D} \mid \mathcal{H}_{1}\right)}{p\left(\mathcal{D} \mid \mathcal{H}_{0}\right)} \tag{7.12}
\end{equation*}
$$

This log-likelihood ratio is the Bayes factor (BF) [75], which represents the strength of evidence of one hypothesis against the other and can also be interpreted as the evidence of the edge $(i, j)$ in the data set. In [75], a scale for BF is proposed, which we will use to interpret the size of the Bayes factor. If BF is larger than 0 , the optimal hypothesis is $\mathcal{H}_{1}$, and thus connection $(i, j)$ is likely to be present in the group. If BF is smaller than 0 , the alternative hypothesis $\mathcal{H}_{0}$ is more likely, and thus the connection is likely to be absent in the group.

### 7.4.5 Validation of ICA time series AR models

Both the Granger-causality analysis and the Bayesian method rely on the assumption that the data is approximately generated by an AR model as defined in (7.3). If the dynamics of the ICA time series cannot be modeled by the AR model sufficiently well, the two methods become less reliable for the inference of brain network connectivity. To assess the goodness of the model fit, we estimate an AR model using all the 20 ICA time series from one fMRI scan for each of the 64 scans in the study. The model parameters are calculated using ordinary least squares. Then, we perform a whiteness (auto-correlation) test [90] of the residuals of each VAR model, to test whether the AR models can sufficiently model the dynamics in the ICA time series. For model order $m=3,96.5 \%$ of the AR model residuals are white, which increases to $99.4 \%$ for $m=5$. Therefore, the results of the tests are satisfactory.

### 7.4.6 INFERENCE OF THE EXISTENCE OF A MOZART EFFECT

In our search for a Mozart effect, we will first choose connections with potential effects using the Bayesian selection frequency. Then we will apply the extended Bayesian method and the Granger-causality analysis to the ICA time series of the chosen connections. Based on other studies of the Mozart effect [26, 124, 161, 175], we hypothesize that there will be changes in the connections of effective connectivity related to cognitive processing. Furthermore, due to the exposure of the subjects to music, we expect to find changes in connectivity between brain networks involved in auditory processing and possibly motor regions.

In the Mozart effect study, the scans in weeks 1 and 2 are used to infer the natural variability in the brain network connectivity of the subjects. If a connection has a low variability in effective connectivity in these weeks, it is more likely that any change in the connectivity of subjects between week 2 and week 3 is due to listening to Mozart music. Finally, for the connections
of which the connectivity change between weeks 2 and 3 , we can compare their connectivity of weeks 3 and 4 to see if the effect lasts even into week 4 or if it was only of short duration.

Given the criteria described above, we illustrate for each method when a change in effective connectivity is considered to take place as a result of listening to Mozart music. For the Bayesian hypothesis test, we determine the optimal hypothesis for each week, and a change in connectivity is indicated if the optimal hypotheses over the four weeks have the following feature. For weeks 1 and 2, the optimal hypotheses should be the same for both weeks. Then in week 3, the optimal hypothesis should be the opposite of weeks 1 and 2 . The optimal hypothesis in week 4 indicates whether the change between weeks 2 and 3 lasts into week 4 . Finally, for the Granger-causality analysis and if there is a change in the effective connectivity of one connection, a significant difference in Granger-values of the connection should only be found between weeks 2 and 3, and possibly between weeks 3 and 4 , depending on if the change lasts into week 4 .

### 7.4.7 Inference based on Listening duration

We will perform one more analysis of the data, by dividing the subjects' weekly scans into two subgroups based on their listening duration of Mozart music between weeks 2 and 3. We rank the subjects based on listening time and choose the 8 longest listeners as the first subgroup, and the remaining 8 subjects form the second subgroup. The first subgroup of longer listeners listened for 27:14 $\pm$ 7:07 hours on average to Mozart music and the second subgroup 16:19 $\pm$ 1:31 hours on average. We perform both the Bayesian hypothesis test and the paired $t$-test of the Granger-values for both subgroups to assess if effects are influenced by the listening duration of the subjects.

### 7.4.8 DATA AND CODE AVAILABILITY

The data supporting the findings of this study can be made available upon request, with a formal data-sharing agreement. The developed code and the simulation data of this study have been made available online [155].

### 7.5 Results

In this section, we first evaluate the performance of the Bayesian topology identification against Granger-causality analysis on simulation data. Then we apply both methods to the Mozart music ICA time series to infer changes in connectivity caused by listening to Mozart music. Finally, we apply our methods on two subgroups of 8 subjects, divided based on listening duration, to assess if listening duration affects the possible detection of effects.


Figure 7.5: Average FPR vs TPR of the Bayesian method and Granger-causality analysis over 50 Monte Carlo experiments. One blue cross indicates the TPR and FPR of the Granger-causality analysis for a given threshold $\alpha$. As $\alpha$ increases, the TPR and FPR of the Granger-causality analysis increases. The TPR and FPR of the Bayesian topology identification is indicated with a red circle. Only a single circle exists in each figure as the Bayesian method does not rely on a threshold to determine the graph estimate.

### 7.5.I Evaluation of methods in Simulation

The optimal performance in Figures $7.5 \mathrm{a}-\mathrm{d}$ is when $\mathrm{TPR}=1$ and $\mathrm{FPR}=0$, which implies $\hat{\mathcal{G}}=\mathcal{G}_{0}$. The closer a (FPR,TPR) point to $(0,1)$ the better the performance of the method. In Figures $7.5 \mathrm{a}-\mathrm{c}$, we see that the performance of the Bayesian method improves as the data length increases. Note that the Bayesian method does not rely on thresholding, unlike the Granger method. We can also observe that the performance of the Granger method improves as the data length increases, where the optimal significance threshold differs over different data lengths. Finally, it is clearly visible that in Figures 7.5a-7.5c, the (FPR,TPR) of the Bayesian approach is always closer to the optimal point than the Granger method.

From Figures 7.5a-c, we notice that the Bayesian method outperforms the Granger-causality analysis for all three data lengths over all different thresholds. From Figures 7.5 c to 7.5 d , there is barely any change in performance for the Bayesian method when the number of nodes in the
dynamic network is increased, as the TPR stays the same and the FPR becomes only slightly larger. However, for the Granger-causality analysis, the TPR of almost all thresholds decreases. Furthermore, we also notice a clear increase in the FPR of the Granger-causality analysis for all thresholds. Lastly, one more important detail is that in 7.5a-c for the Granger-causality analysis, the optimal performance for each of the figures does not belong to the same threshold, instead, it depends on the data length $N$. But based on the change in performance for each threshold as $N$ becomes large, it appears the $5 \%$ threshold will be the optimal threshold for large $N$.

### 7.5.2 Inference of the Mozart effect

From the initial search for the Mozart effect using the Bayesian selection frequency of the connections over the four weeks, we have chosen six connections, whose selection frequencies indicate that there might be a change in the optimal hypothesis of these connections between weeks 2 and 3, i.e. before and after the subjects listened to Mozart music. The Bayesian selection frequencies of these connections are reported in Figure 7.6.

In Figure 7.6a and 7.6b, we find two connections inbound to the fronto-parietal right network, and in Figure 7.6f, we see the connection from the anterior default mode network to the dorsal attention network. These connections are of interest because the default mode networks and the fronto-parietal right network are involved in cognitive processing [93, 119]. In Figure 7.6 c , we see the selection frequency of a connection that involves the central executive network, which is also related to cognitive processing [101]. Then in Figure 7.6d, we show the selection frequency of the connection from the sensori-motor, lateral network to the superior temporal gyrus. Figure 7.6 d is of special interest because first of all, it has the largest selection frequency in week 3 among all the connections, with 12 out of 16 subjects showing positive evidence of this connection. Furthermore, it has a relatively small drop in selection frequency in week 4 relative to week 3. Both of the brain networks involved in this connection are involved in auditory processing in the brain [32, 77]. Finally, in Figure 7.6e, we show a connection from the dorsal attention network to the angular gyrus. This connection is of interest because large selection frequencies are detected in weeks 1 and 2 with low variability over these two weeks, which then almost completely disappears in week 3 and does not increase in week 4 . This could indicate that effective connectivity of connections can decrease as a result of listening to Mozart music. In summary, through our analysis of the selection frequency, we have found a small number of connections that show potential Mozart effects. However, while we see some changes in the selection frequencies between weeks 2 and 3 , the effects are far from universal across all subjects.

Then for each week, we assess the optimal group hypothesis of the six connections in Figure 7.6. In Table 7.2, we report the optimal hypothesis and the associated Bayes Factor of each connection for each week. Consider the connection from the posterior default mode network to the fronto-parietal right network and the connection from the central executive network to the sensori-motor superior network. For these two connections, the optimal hypotheses in weeks 1



 (a) Connection from the posterior default mode network to
the fronto-parietal right network.
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| Connections | week 1 |  | week 2 |  | week 3 |  | week 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF |
| DMN_ANT to DAN | $\mathcal{H}_{0}$ | -40.08 | $\mathcal{H}_{0}$ | -33.62 | $\mathcal{H}_{0}$ | -7.305 | $\mathcal{H}_{0}$ | -29.65 |
| DMN_POS to FPR | $\mathcal{H}_{0}$ | -41.26 | $\mathcal{H}_{0}$ | -44.80 | $\mathcal{H}_{1}$ | 1.890 | $\mathcal{H}_{0}$ | -45.07 |
| CEN to SM_SUP | $\mathcal{H}_{0}$ | -38.88 | $\mathcal{H}_{0}$ | -47.75 | $\mathcal{H}_{1}$ | 8.266 | $\mathcal{H}_{0}$ | -27.03 |
| SM_LAT to SUPTEMP | $\mathcal{H}_{0}$ | -20.78 | $\mathcal{H}_{1}$ | 37.46 | $\mathcal{H}_{1}$ | 237.7 | $\mathcal{H}_{1}$ | 72.34 |
| DAN to ANG | $\mathcal{H}_{0}$ | -24.73 | $\mathcal{H}_{0}$ | -39.28 | $\mathcal{H}_{0}$ | -109.5 | $\mathcal{H}_{0}$ | -74.87 |
| SM_SUP to FPR | $\mathcal{H}_{0}$ | -53.55 | $\mathcal{H}_{0}$ | -70.83 | $\mathcal{H}_{0}$ | -53.21 | $\mathcal{H}_{0}$ | -86.71 |

Table 7.2: Results of the extended Bayesian method on the ICA time series in the Mozart effect study. The results are summarized for each of the four weeks, where we indicate for each week the optimal hypothesis and the Bayes factor (BF).

| Connections | week 1 |  | week 2 |  | week 3 |  | week 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF | $\mathcal{H}_{\text {opt }}$ | BF |
| DMN_ANT to DAN | $\mathcal{H}_{0}$ | -15.09 | $\mathcal{H}_{0}$ | -25.46 | $\mathcal{H}_{1}$ | 2.43 | $\mathcal{H}_{0}$ | -28.49 |
| DMN_POS to FPR | $\mathcal{H}_{0}$ | -21.37 | $\mathcal{H}_{0}$ | -56.62 | $\mathcal{H}_{1}$ | 13.77 | $\mathcal{H}_{0}$ | -10.76 |

Table 7.3: Results of the inference based on the listening duration of subjects from the Bayesian method. The results are summarized for the four weeks, where we show the optimal hypothesis and the Bayes factor (BF) of each week. Only two connections are shown here, and both of them only show a change for the subgroup with the longer listening duration. The evidence and optimal hypotheses of the shorter listening subgroup is not shown as they show no effects of interest.
and 2 are $\mathcal{H}_{0}$, and the optimal hypothesis in week 3 becomes $\mathcal{H}_{1}$, indicating a change in effective connectivity of these connections after the subjects listened to Mozart music. Furthermore, in both connections, the change did not last into week 4 , as the optimal hypothesis is once again $\mathcal{H}_{0}$. The brain networks involved in the above two connections, which undergo potential changes after listing to Mozart music, have been visualized in Figure 7.7.

Next, we note in Table 7.2 that the connection from the sensori motor lateral network to the superior temporal gyrus shows strong evidence in favor of $\mathcal{H}_{1}$ in week 3 , however, the optimal hypotheses in weeks 1 and 2 change from $\mathcal{H}_{0}$ to $\mathcal{H}_{1}$. Therefore, we conclude that the natural variability of this connection before listening to Mozart music is too large to detect any change in effective connectivity caused by the Mozart music. Finally, for the other three connections, the optimal hypotheses for both weeks 1 and 2 do not change, but there is also no change in optimal hypotheses between weeks 2 and 3, which implies that there is no significant change in the effective connectivity of the connections for the 16 subjects.

Finally, for all the six connections in Figure 7.6, no significant difference is found in Grangervalues between weeks 1 and 2 . Then the Granger-values of weeks 2 and 3 are compared, and the significance of the paired $t$-test is found only for the connection from the anterior default mode network to the dorsal attention network with $p=0.035$. In addition, for this connection, no significant difference of the Granger values between weeks 3 and 4 is found, indicating that the effective connectivity change persists into week 4.

## Inference based on listening duration

In our final test, the subjects are divided into two subgroups of 8 subjects. The subjects in group 1 listened for 27:14土7:07 hours on average to Mozart music between weeks 2 and 3 , and the subjects in group 2 listened for 16:19 $\pm$ 1:31 hours on average to Mozart music. Both the Bayesian approach and the Granger-causality analysis are applied to the new subgroups.

Using the Bayesian hypothesis test on both subgroups, we find two connections that show a change only for the subgroup with the longer listening duration. These two connections are presented in Table 7.3. We only show the BF and optimal hypotheses for the subgroup with the longer listening duration, as no change in optimal hypotheses is found between weeks 2 and 3 for the subgroup with the shorter listening duration. The other connections, which are previously selected in Figure 7.6, are not favored by one of the subgroups and are therefore also not presented here.

The first connection in Table 7.3, from the anterior default mode network to the dorsal attention network, shows no change in optimal hypotheses between weeks 2 and 3 for the complete group of 16 subjects; however, it shows positive evidence in favor of $\mathcal{H}_{1}$ in week 3 for the subgroup of longer listeners. As such, there is a change in optimal hypotheses between weeks 2 and 3 for the longer listening subgroup. The change in optimal hypotheses between weeks 2 and 3 does not last in week 4 , which implies that this effect is of short duration. The second connec-


Figure 7.7: Brain networks in which the connections which were found to have the strongest evidence of a change in effective connectivity after subjects (full group or long listening subgroup) listened to Mozart music (see row 1-3 in Table 7.2 and in Table 7.3; Figure 7.6a, 7.6 c and 7.6 f ). Here, the direction of the connection is from the red network to the blue network.
tion in Table 7.3, from the posterior default mode network to the fronto-parietal right, shows a change in optimal hypotheses between weeks 2 and 3 , with a strong evidence in favor of $\mathcal{H}_{1}$ in week 3 for the subgroup with the longer listening duration. Therefore, the change in optimal hypotheses of this connection between weeks 2 and 3 in the full group of 16 subjects is also predominantly caused by the subjects with the longer listening duration. Similar to the result for the full group of 16 subjects, the change of this connection in optimal hypotheses between weeks 2 and 3 does not last into week 4 , and thus the effect is of short duration. A visualization of the networks involved in these connections can be found in Figure 7.7.

Finally, no results are found for the significance of Granger-values for both groups. All comparisons between weeks for both long and short listeners do not show significant changes in the effective connectivity of the selected connections in Figure 7.6.

### 7.6 Discussion

In this study, we illustrate, using simulation data, that the Bayesian approach outperforms the Granger-causality analysis, especially when not much data is available. The Bayesian method is extended to enable it to test hypotheses on the existence of a connection for each week separately. The optimal hypotheses of different weeks are combined to draw conclusions on the changes in the effective connectivity over the weeks in the Mozart study. Then we apply the extended Bayesian method and the Granger-causality analysis to the Mozart effect data and find a number of connections with changes in effective connectivity after the subject listened to Mozart music. Finally, we split the subjects into two subgroups based on the listening duration and find that for two connections, a change in effective connectivity can be detected in the subgroup with the longer listening duration.

### 7.6.I Simulations

The Bayesian approach is compared with the Granger-causality analysis for the inference of brain network connectivity. The methods are compared through their performance in estimating a graph of the effective connectivity using simulated data with a known ground truth connectivity. The performance evaluations in Figure 7.5 show that the Bayesian method performs better than the Granger-causality analysis for short data lengths. As the data length increases, the performance of the Granger-causality analysis matches that of the Bayesian method more closely. Thus, for the study of the Mozart effect, where the data is limited due to the slow sampling rate, it seems that the Bayesian method has a distinct advantage in the inference of brain network connectivity over the Granger-causality analysis.

### 7.6.2 MoZart effect study

In the study of the Mozart effect, we apply both the Bayesian method and the Granger-causality analysis to the ICA time series of the subjects. Here, we focus on the Bayesian method as it performs better than the Granger-causality analysis in simulation. First, using the Bayesian hypothesis test, changes in the effective connectivity of multiple connections are observed after subjects listened to Mozart music intensively. For the full group of 16 subjects, we find a change in the connection from the central executive network to the dorsal attention network, which is of short duration. The central executive network is involved in maintaining and manipulating working memory, and performing goal-oriented decision making [101]. Therefore, this change in effective connectivity could be an indication of a change in cognition.

Then the connection from the posterior default mode network to the fronto-parietal right network also shows an increase in effective connectivity after listening to music as reported by the Bayesian method, although the evidence is only weak. When we split the subjects into subgroups based on the listening duration, it becomes apparent that the effect predominantly occurs in subjects with a longer listening duration and is also of short duration. The default mode network is involved in emotional processing, self-referential mental activity, and the posterior default mode network involves the recollection of past experiences [119]. The fronto-parietal right network is involved in cognitive control [93]. This change in effective connectivity between the two networks involved in cognitive processing is an interesting result as it could indicate the existence of the Mozart effect.

Finally, for the whole group of 16 subjects, the connection from the anterior default mode network to the dorsal attention network is detected to have a significant change between weeks 2 and 3 by the Granger-causality analysis. For the Bayesian method, a change of this connection is detected for the subgroup of subjects with a longer listening duration. However, the two methods disagree on whether the effect is of short duration, and thus we cannot draw any strong conclusion on the duration of this change. We have mentioned the functionality of the
default mode network already above. Furthermore, the dorsal attention network is involved in the orientation of attention to external stimuli [164]. Thus the brain networks involved in this connection are related to cognitive processing. The change of this connection caused by Mozart music, detected by both methods, could indicate the evidence of the Mozart effect.

### 7.6.3 Limitations and future work

Firstly, compared to the Granger value, which is a measurement of connectivity strength and for which statistical tests exist to infer a difference in this value, the extended Bayesian method can only test binary hypotheses. In the future development of the Bayesian method, one of our goals is to extend the Bayesian method to provide a quantitative measure of the connectivity strength. This could help us draw conclusions on effective connectivity changes in the connection from the sensori-motor lateral network to the superior temporal gyrus. Even if for this connection, the optimal hypotheses are $\mathcal{H}_{1}$ in both weeks 2 and 3, a very large increase in BF is observed from week 2 to week 3 . However, with the current binary hypotheses on effective connectivity, we cannot confirm if this indicates a change in effective connectivity.

Secondly, the listening duration of the subjects appears to be insufficient to cause changes in the effective connectivity of all the subjects. The listening duration in another related study is at least 2 hours per day for 15 days [43]. In [26], patients were exposed to Mozart music for a year. Therefore, in future work, we would like to increase the minimum listening duration of subjects, to verify whether the Mozart effects is more universal across subjects.

Finally, we consider this study to be exploratory, and potential future work can consider an increased number of subjects, now that the insight of this work has been obtained.

### 7.7 Conclusions

This is an exploratory study of the Mozart effect by inferring changes in brain effective connectivity using ICA time series from fMRI data. As far as we are aware, this study is the first of its kind in measuring effective connectivity changes caused by Mozart's Sonata K448. Furthermore, it is the first time that the Bayesian topology identification algorithm is applied to fMRI data. We have found changes in cognitive processing in subjects, some of which are predominantly in the subjects with a longer listening duration. More effects are hinted at by the Bayesian selection frequencies in Figure 7.6, but can not ultimately be detected through the Bayesian hypothesis test. We are hopeful that in future studies, with increased listening duration and more subjects, more changes in the effective connectivity caused by Mozart music will be found.

### 7.8 Appendix

### 7.8.I Simplification of Likelihood marginalization

First of all, based on the definition of our model in (7.3) and $p(D \mid \mathcal{G})$ in (7.7), the marginalization in (7.10) can be decomposed into $L$ separate marginalizations. Then we only need to marginalize over $\mathcal{G}_{j}$, i.e. the subgraph which contains connection $(i, j)$ :

$$
\begin{equation*}
p\left(D^{k} \mid(i, j)\right) \propto \sum_{\mathcal{G}_{j} \in \mathcal{P}_{j, 1}} p\left(\mathcal{G}_{j}\right) p\left(D^{k} \mid \mathcal{G}_{j}\right), \tag{7.13}
\end{equation*}
$$

where $\mathcal{P}_{j, 1}=\left\{\mathcal{G}_{j} \mid(i, j) \in \mathcal{G}_{j}\right\}$. Note that $p\left(D^{k} \mid(i, j)\right)$ is only proportional to the marginalization, which will still result in the correct $\log$-likelihood ratio since we use the proportional marginals from (7.13) to calculate BF in (7.12).

## 8

## Conclusions and future work

## 8．I Conclusions

This thesis has focused on the topological aspects of identifiability and identification in linear dy－ namic networks．In particular，the topological analysis and synthesis for network identifiability have been addressed．Moreover，the problem of topology identification has been considered．

Since there are situations where different network models can generate the same data，the concept of network identifiability was introduced in the literature as an ability to distinguish different network models given the same data set．We have mainly focused on a particular ver－ sion of network identifiability，i．e．the so－called generic identifiability，since given the topological information of the dynamic network，the concept of generic identifiability allows for the attrac－ tive graphical analysis of identifiability．

Graphical conditions on the topology of dynamic networks have been developed in Chapter 3 to verify generic identifiability，in the special setting where all the node signals are measured．It has been found that the generic identifiability of network modules depends on the interconnec－ tion structure of subsystems in the network，the correlation and the location of noise signals，and the location of measured excitation signals．Path－based conditions have been developed to verify generic identifiability，and these conditions are less conservative than the existing ones since they incorporate the presence of noises and possibly prior known components in the network．While
the path-based conditions are sufficient for the generic identifiability of modules in parametric model sets, it has been found that these conditions become also necessary when non-parametric, i.e. infinite-dimensional, model sets are considered instead.

With the above path-based conditions, the synthesis problem, i.e. the question where to allocate actuators and sensors to achieve the identifiability of network modules as formulated in subquestion 2 of Chapter 1, has been considered in Chapter 4 for the situation where all the node signals are measured. The goal is to develop synthesis approaches for excitation signal allocation such that the generic identifiability of a subnetwork or a full network can be achieved. To this end, it has been found that the path-based conditions can be reformulated into disconnecting-set-based conditions and pseudotree-based conditions, which explicitly state which internal signals should be excited for generic identifiability. With these new graphical conditions, novel synthesis procedures have been developed, where excitation signals are allocated according to the computed disconnecting sets for the generic identifiability of a subnetwork or according to the computed pseudotrees for the generic identifiability of a full network.

The above results for identifiability have also been generalized to a more flexible setting with partial measurement and partial excitation in Chapter 5 . Novel graphical conditions have been developed in this chapter, which shows that disconnecting sets provide important information regarding the question which signals should be measured or excited for generic identifiability. These conditions also lead to new synthesis approaches, which can allocate sensors and actuators to achieve identifiability, and novel indirect identification methods, which can estimate network modules consistently.

The analysis and synthesis questions for network identifiability require the interconnection structure of subsystems in dynamic networks. The problem of identifying this topological information from data has been investigated in Chapter 6. It has been found that the topology identification problem can be formulated into a model selection problem. In order to take advantage of the available prior knowledge about the stability of network modules, the Bayesian model selection approach has been employed to select the (local) optimal topology. Furthermore, the EM algorithm provides an efficient way to estimate the hyperparameters, such that the final topology identification algorithm does not require any tuning effort from the user. The developed method shows a promising performance, especially when the number of data is limited compared to the network size.

While the Bayesian approach is developed to infer a topology estimate from a single data set, it has been further extended in Chapter 7 to consider multiple data sets from groups of subjects. With the above extension, the inference of the effective connectivity in brain networks has been investigated, which has revealed new insights into the changes in brain networks caused by intensively listening to Mozart's music, a topic that is of interest in the neuroscience community.

### 8.2 Future work

### 8.2.I SYNTHESIS FOR IDENTIFIABILITY

The developed synthesis approaches in Chapter 5 concern the allocation of actuators and sensors such that modules in a network become generically identifiable. However, the approaches do not take advantage of the initially present excitation signals and measured signals, and the $r$ signals are directly allocated at the disconnecting sets, while it is possible to allocate the $r$ signals elsewhere such that they have vertex disjoint paths to the disconnecting sets. The above limitations can be addressed to obtain more advanced synthesis approaches.

In addition, in the situation of partial measurement and partial excitation, the focus of Chapter 5 has been put on local modules in a network. While the pseudotree covering in Chapter 4 provides effective means to achieve full network identifiability when all the node signals are measured, the extension of this approach to the setting with partial measurement and excitation is still an open problem. Preliminary efforts have been made in [37] to address the above extension for acyclic graphs.

Furthermore, the synthesis approaches for identifiability in this thesis concern only the allocation of actuators and sensors. An interesting research direction is to investigate synthesis approaches that modify the network topology, e.g., via adding/deleting edges or removing nodes. The last action is typically referred to as knockout experiments in the inference of biological networks [151].

### 8.2.2 From identifiability to identification

In Section 5.8, it has been shown that identifiability results directly lead to generalized forms of indirect identification methods that can estimate modules consistently. However, these indirect methods rely on a strong presence of measured external excitation signals and thus require more "expensive" experiments. Therefore, it is attractive to investigate whether the identifiability results can also lead to direct identification methods, which typically impose less conservative conditions on the measured excitation signals than the indirect methods [152]. The first step towards this direction can be to investigate the connections between the identifiability results in this thesis and the existing direct methods in, e.g., [48, 122, 123].

### 8.2.3 ANALYSIS AND ERROR CONTROL IN TOPOLOGY IDENTIFICATION

The Bayesian search algorithm developed in Chapter 6 has shown a very good performance in the extensive simulation study. However, little is known regarding its theoretical properties, for example, the frequentist consistency. The consistency of Bayes factor and Bayesian model selection has been extensively studied in the Bayesian statistics literature [39, 106, 110] for static
models and data-independent priors. However, the analysis of the method in Chapter 6 requires additional extensions of the existing theoretical results such that dynamic systems and data-dependent priors can be addressed.

In addition, how to ensure an upper bound on the error of the topology estimate is still an open question. The topology estimation problem is essentially a multiple hypothesis testing problem, where we compare the following two hypotheses:

$$
\mathcal{H}_{0}: G_{j i}(q)=0 \text { versus } \mathcal{H}_{1}: G_{j i}(q) \neq 0
$$

for all $j$ and $i$. The typical error criterion considered for the above problem is the false discovery rate (FDR), which is the expected ratio of the false discoveries (positives) over all the discoveries [19]. The question how to bound the FDR in the topology identification problem, which is also referred to as a variable selection problem, has been studied in statistics [99], but typically for independent data. The FDR criterion and the corresponding error control procedure have not yet been considered in the system identification community, where the data is generated by dynamic systems and thus highly correlated.
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## List of Symbols

| $G(q), G(z)$ | A matrix of transfer operators and its corresponding transfer matrix. |
| :---: | :---: |
| $G(q)^{*}, G(z)^{*}$ | $G^{\top}\left(q^{-1}\right)$ and $G^{\top}\left(z^{-1}\right)$. |
| M, M( $\theta$ ) | A dynamic network model and a parameterized network model with the parameter $\theta$. |
| $P(x), p(x)$ | Probability distribution and probability density function of a random vector $x$. |
| $\Phi_{v}(z)$ | Power spectral density matrix of the discrete-time signal $v(t)$. |
| M | A set of dynamic network models. |
| $\left(w_{i}, w_{j}\right)$ | A directed edge from vertex $w_{i}$ to vertex $w_{j}$. |
| D | A data set. |
| $E(x)$ | The expected value of a random variable $x$. |
| $T_{\overline{\mathcal{W}}} \overline{\mathcal{X}}$ | The mapping from the external signals in $\overline{\mathcal{X}} \subseteq \mathcal{X}$ to the internal signals in $\overline{\mathcal{W}} \subseteq \mathcal{W}$. |
| $\Pi$ | A set of subgraphs of a directed graph. |
| $\Upsilon(\mathcal{T})$ | The set of all the roots in a pseudotree $\mathcal{T}$. |
| $\Xi_{v}(\tau)$ | Auto-covariance function of signal $v(t)$. |
| $\mathcal{B}(x, r)$ | An open ball with center $x$ and radius $r$. |
| $\mathcal{C}$ | The set of all the measured internal signals. |
| $\mathcal{D}$ | A disconnecting set in a directed graph. |
| $\mathcal{E}$ | A set of directed edges in a directed graph. |
| $\mathcal{G}$ | A directed graph. |
| $\mathcal{H}$ | A hypothesis. |
| $\mathcal{M}_{\Theta}$ | A set of parameterized network models with the parameter space $\Theta$. |
| $\mathcal{N}_{i}^{+}$ | The set that contains the signals in $\mathcal{W}_{i}^{+}$and additionally the internal signals, to which $w_{i}$ has known direct edges and that are not directly excited by the vertices in $\mathcal{X}$, whose out-degree is one and the only out-going edge is known. |


| $\mathcal{N}_{j}^{-}$ | The set that contains the signals in $\mathcal{W}_{j}^{-}$and additionally all the unmeasured internal signals that are in-neighbors of $w_{j}$. |
| :---: | :---: |
| $\mathcal{R}$ | The set of all the measured excitation signals. |
| $\mathcal{S}_{\text {in }}(\mathcal{G})$ | The set of all the sinks in graph $\mathcal{G}$. |
| $\mathcal{S}_{\text {ou }}(\mathcal{G})$ | The set of all the sources in graph $\mathcal{G}$. |
| $\mathcal{T}$ | A pseudotree. |
| $\mathcal{V}$ | A set of vertices in a directed graph. |
| $\mathcal{W}$ | The set of all the internal signals. |
| $\mathcal{W}_{i}^{+}$ | The set of internal signals to which $w_{i}$ has unknown directed edges. |
| $\mathcal{W}_{j}^{-}$ | The set of the internal signals that have unknown directed edges to $w_{j}$. |
| $\mathcal{X}$ | The set of all the external signals, including the measured excitation signals and the white noises. |
| $\mathcal{X}_{j}$ | The set of external signals that do not have any unknown edge to $w_{j}$. |
| $\mathcal{Z}$ | The set of all the unmeasured internal signals. |
| $\\|\bullet\\|_{\infty}$ | $H_{\infty}$ norm. |
| $b_{\mathcal{V}_{1} \rightarrow \mathcal{V}_{2}}$ | The maximum number of vertex disjoint paths from a vertex set $\mathcal{V}_{1}$ to a vertex set $\mathcal{V}_{2}$ in a directed graph. |

## List of Abbreviations

| AEG | Autonomous energy grid. |
| :--- | :--- |
| AIC | Akaike information criterion. |
| AR | Autoregressive. |
| BF | Bayes factor. |
| BIC | Bayesian information criterion. |
| BOLD | Blood-oxygen-level-dependent. |
| BS | Bayesian search. |
| DBN | Dynamic Bayesian network. |
| DCM | Dynamic causal modeling. |
| EEG | Electroencephalography. |
| EM | Expectation-maximization. |
| FDR | False discovery rate. |
| fMRI | Functional magnetic resonance imaging. |
| FP | False positive. |
| FPR | False positive rate. |
| GLasso | Group least absolute shrinkage and selection operator. |
| ICA | Independent component analysis. |
| IIR | Infinite impulse response. |
| ITS | Intelligent transportation system. |
| LHS | Left-hand side. |
| MIMO | Multiple-input-multiple-output. |
| MISO | Multiple-input-single-output. |
| PEM | Prediction-error method. |
| PGM | Probabilistic graphical model. |
| AR |  |


| RHS | Right-hand side. |
| :--- | :--- |
| ROC | Receiver operating characteristic. |
| SEM | Structural equation model. |
| SIMO | Single-input-multiple-output. |
| TP | True positive. |
| TPR | True positive rate. |
| VAR | Vector autoregressive. |
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[^0]:    *Stability is assumed to ensure that $T(z) H(z)$ in (2.9) is inversely stable and thus an appropriate spectral factor of $\Phi(z)$ [169].

[^1]:    The material of this chapter is partly based on the results in［140，141］．
    ＊There are actually two versions of global identifiability，reflecting whether either one particular model in the set can be distinguished or all models in the set［169］．

[^2]:    The material of this chapter is based on the results in $[36,38,139]$ ．

[^3]:    *The algebraic implementation of the merging algorithm in [38] is not presented here for ease of discussion. Consequently, [38, Lemma 5], which is contributed by the author of this thesis and is an important step for the algebraic implementation, is not discussed here.

[^4]:    The material of this chapter is based on the results in［142，143］．

[^5]:    The material of this chapter is based on［138］．

[^6]:    *The Matlab code of Algorithm 2 can be found in https://codeocean.com/capsule/3224411/tree/v1.

[^7]:    The material of this chapter is based on［156］．This chapter is a joint work with other coauthors，and the contribu－ tion of the author of this thesis to this chapter is specified in Section 1．6．

