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1.1 Overview 

Over the last century, researches on continuous-flow electrochemistry have flourished to a 

great extent ranging from academia to industry.1,2 Particularly, microreactors have received 

great attention regarding increased mass and heat transfer phenomena, together with the 

likelihood to tackle the safety issues and improve analytical protocols therein.3,4 Both 

chemists and chemical engineers will benefit from the organic combination of these 

technologies.5,6  

Electrochemistry offers tunable and scalable synthetic possibilities to implement redox 

chemistry with the aid of traceless electrons as reagents, thereby preventing from the use of 

hazardous chemicals as oxidants or reductants.7 The general acceptance of electrochemistry 

originates from the potential to use green electricity derived from sustainable power sources, 

like solar and wind energy.8 Therefore, the electrification technology makes it possible to 

locally produce valuable chemicals, meanwhile effectively improving the current situation 

on hazardous chemicals storage and transportation.9  

When combined with flow technology, electrochemistry provides great control over reaction 

conditions, thus enabling high reproducibility of electrochemistry.10 The implementation of 

electrochemical reactions in flow, however, is much more complicated than merely pumping 

the reaction mixture into a electrolytic cell with narrow interelectrode distance. 

Understanding the engineering causes supporting the phenomena is crucial and can help to 

make most of the technology to a higher extent.2 Hence, this dissertation aims at providing a 

comprehensive research on organic electrochemistry & microreactor in flow. This includes 

discussions on chemistry-oriented organic electrosynthesis regarding new reactions 

development and transformation from batch to flow, together with engineering-oriented 

microreactor design and application with mass and electron transfer analysis. Owing to the 

great control over mass transfer in the microflow reactor, electrochemical reactions can be 

carried out with high precision and reproducibility. With specific potential/current conditions, 

the conversion and selectivity of the reactions is tunable according to production 

requirements. 



Introduction 

3 
 

 

Figure 1.1 An electrochemical flow reactor developed by Noel Research Group.10  

 

1.2 Electrochemical microflow reactor 

Electrochemical reactions are driven by single electron transfer processes which are initiated 

at the surface of an electrode. Hence, electrochemical transformations can be regarded as 

heterogeneous reactions, and thus, substrates or electron mediators need to be transported 

from the bulk of the solution to the electrode surface. Such mass transport phenomena are, 

together with electron transfer kinetics, key in the design of an appropriate electrochemical 

reactor (Figure 1.2A). Typically, an electrochemical reaction starts with the mass transfer of 

the substrate from the bulk phase to the heterogeneous electrode surface. Next, the substrate 

adsorbs onto the electrode and an electron transfer can occur, converting the substrate into 

product. Finally, the product is desorbed from the electrode and diffuses back to the bulk 

liquid phase. 

Evidently, the overall reaction rate will depend mainly on the slowest of these steps, i.e. the 

rate-determining step. Two extreme scenarios can be distinguished: (i) a charge transfer 

controlled regime and (ii) a mass transfer controlled regime (Figure 1.2B). With increasing 

electrode polarization, the reactant concentration at the electrodes becomes zero. In other 
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words, all reactants are immediately converted upon arrival at the electrode surface and, in 

such a scenario, the rate of mass transport limits the overall reaction rate. Under these 

conditions, intensified mass transport, e.g., by more vigorous stirring in batch or through use 

of static mixers in flow, can reduce the overall reaction time. 

 

Figure 1.2 (A) Individual steps in an electrochemical transformation. (B) Simplified rate 

controlling parameters in electrochemistry with j the current density and E the potential 

measured versus a reference electrode.10  

To address these problems, especially the mass and heat transfer limitations which restraints 

the scalability of electrochemical methods, we will describe an undivided-cell 

electrochemical flow reactor with a flexible reactor volume in chapter 2 (Figure 1.3). This 

enables its use in two different modes, which are highly relevant for flow chemistry 

applications, including a serial (volume ranging from 88 μL/channel up to 704 μL) or a 

parallel mode (numbering-up). The electrochemical flow reactor was subsequently assessed 

in two synthetic transformations, which confirms its versatility and scaleup potential.  

With the above-mentioned reactor, organic electrochemical reactions are preferred to be 

developed in flow, because electrochemistry is currently resurging in popularity amongst 

synthetic chemists due to the unique opportunities it provides to activate organic molecules. 

Simultaneously, continuous-flow technology has been used to enable scalability and to 

increase the efficiency of the developed electrochemical processes. Many of these processes 
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involve a gaseous reagent or byproduct generated during the electrochemical process. The 

presence of a gas phase in flow reactors may lead to the generation of a so-called Taylor flow 

regime, where gas bubbles and liquid segments alternate. While Taylor flow has almost 

exclusive positive effects in flow chemistry due to increased mass and heat transfer, we will 

show that the ramifications of gas bubbles on flow electrochemistry are essentially negative 

(Figure 1.4). In chapter 6 & chapter 7, computational fluid dynamics (CFD) was used to gain 

a detailed understanding of the effects respectively induced by the gas phase on the 

electrochemical process or liquid-liquid two phase flow scenario, taking the reduction of 

furfural to furfuryl alcohol, or oxidative fluorination of thiophenol as benchmark , which was 

carried out in an in-house developed electrochemical reactor. 

Figure 1.3 Schematic representation of electrochemical flow reactor. a) open-channel spacer; 

b) 8-channel spacer; c) bottom plate with electrode and 8-channel spacer; d) an overview of 

the whole device; e) front view of the assembled electrochemical flow reactor with cables.11  

1.3 Synthetic organic electrochemistry in flow 

Synthetic routes toward complex molecules typically comprise many individual synthetic 

and purification steps. Hence, a total synthesis of such molecules is a time- and labor-

intensive undertaking, even for experts. Using continuous-flow technology many of these 

steps can be combined in one single, streamlined flow configuration.9,12 This is especially 

important for the synthesis of short-living species, which can then be subsequently consumed 
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in a follow-up reaction without extensive degradation. It represents also an important strategy 

to generate and convert hazardous and toxic intermediates. Consequently, the total inventory 

can be kept small, which enables one to minimize the risks associated with handling such 

compounds.13,14 

Figure 1.4 Influence of Taylor flow regime on electrochemical microreactors.15  

In chapter 3, we will report a protocol to prepare sulfonyl fluorides via an anodic oxidation 

process starting from commodity chemicals like thiols or disulfides and potassium fluoride 

in flow (Figure 1.5).16,17 Sulfonyl fluorides are important ynthetic motifs due to their 

applicability as stable sulfonyl precursors using sulfur(VI) fluoride exchange “click 

chemistry” (SuFEx). After the electrochemical step, phenyl sulfonyl fluoride was combined 

with a stream containing phenol, which enables the SuFEx chemistry in flow and yields the 

corresponding phenyl sulfonate derivative. This strategy enables to produce volatile sulfonyl 

fluorides and immediately utilize these moieties without intermediate isolation.

Figure 1.5 Electrochemical synthesis of sulfonyl fluorides in flow and follow up sulfur(VI) 

fluoride exchange “click” reaction in flow with phenol to yield phenyl sulfonate derivative.10  
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In chapter 4, we will discuss a new, continuous-flow approach enabling furfural 

electrocatalytic reduction to furfuryl alcohol (Figure 1.6)18, as furfural is considered to be an 

essential biobased platform molecule. Recently, its electrocatalytic hydrogenation is regarded 

as a more environmentally friendly process compared to traditional catalytic hydrogenation. 

In an undivided multichannel electrochemical flow reactor at ambient temperature and 

pressure in basic reaction conditions, the yield of furfuryl alcohol reached up to 90% in only 

10 min residence time. Interestingly, the faradaic efficiency was 90%, showing a good 

effectiveness of the consumed electrons in the generation of the targeted compound. 

Furthermore, the innovation lies in the direct electrolysis using the green solvent ethanol 

without the need for membrane separation or catalyst modification, which offers further proof 

for continuous and sustainable production in industry. 

In chapter 5, we will further the study on furfural because its derivatization into other useful 

biobased chemicals is a subject of high interest in contemporary academic and industrial 

research activities, while most strategies to convert furfural require energy-intensive reaction 

routes. Here, the use of electrochemical activation allows to provide a sustainable and green 

alternative offering a disparate approach for the conversion of furfural based on a divergent 

paired electrochemical conversion, enabling the simultaneous production of 2(5H)-furanone 

via an anodic oxidation, and the generation of furfuryl alcohol and/or hydrofuroin via a 

cathodic reduction (Figure 1.7).19 Using water as solvent and NaBr as supporting electrolyte 

and electron-mediator, a green and sustainable process was developed, which maximizes 

productive use of electricity and minimizes byproduct formation. 

In a nutshell, this dissertation covers the fundamental principle studies and experimental 

practices with the use of continuous-flow microreactors to carry out synthetic organic 

electrochemical reactions. For the researches involving chemical engineering, the design 

concepts of the modularized electrochemical microflow reactor and the importance of mass 

transfer in liquid-liquid Taylor flow regime will be discussed. For the studies on organic 

synthesis in flow, efficient electrocatalytic conversion of furfural to valuable chemicals will 

be reported, both in undivided- and divided-cell electrochemical microflow reactor. Also, the 

sulfonyl fluoride electrosynthesis was transferred from batch to flow, thus accelerating the 

oxidative coupling of thiols and potassium fluoride to a great extent. 
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Figure 1.6 Desired electrocatalytic hydrogenation of furfural towards furfuryl alcohol versus 

undesired reactions.18  

 

Figure 1.7 Processes based on a divergent paired electrolysis of furfural allows to obtain 

useful derivatives of both cathodic and anodic processes simultaneously.19  
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Abstract 

Electrochemistry constitutes a mild, green and versatile activation method of organic 

molecules. Despite these innate advantages, its widespread use in organic chemistry has been 

hampered due to technical limitations, such as mass and heat transfer limitations which 

restraints the scalability of electrochemical methods. Herein, we describe an undivided-cell 

electrochemical flow reactor with a flexible reactor volume. This enables its use in two 

different modes, which are highly relevant for flow chemistry applications, including a serial 

(volume ranging from 88 μL/channel up to 704 μL) or a parallel mode (numbering-up). The 

electrochemical flow reactor was subsequently assessed in two synthetic transformations, 

which confirms its versatility and scaleup potential. 
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2.1 Introduction 

In the past few years, electrochemical transformations have received renewed interest from 

the synthetic community as a powerful activation mode to enable versatile organic 

transformations.1–31 The application of electrons as traceless reagents avoids the use of 

hazardous or toxic oxidants, providing milder and more sustainable processes.7, 8, 12, 19, 22 In 

addition, key electrochemical parameters, such as electric current and potential, can be easily 

tuned, providing an improved functional group tolerance and selectivity compared to 

classical thermal approaches.1, 3, 7, 12 Even though the advantages of electrochemistry appear 

numerous and many remarkable procedures have been developed employing this technique, 

many synthetic organic chemists have been discouraged to apply this technique. This can be 

attributed to the need for specialized equipment and to the knowledge gap of most researchers 

in this rather esoteric discipline.2, 9 In addition, electrochemical setups are often affected by 

process-related problems, like mass- and heat-transfer limitations, and by electrodeposition 

of organic substances on the electrode surface.32–40 These drawbacks limit the reproducibility 

of electrochemistry and can hamper dramatically both its widespread use and its scalability 

beyond a laboratory scale.2, 7, 9, 19 

From its advent in 2012, our laboratory has always been interested in the development and 

manufacturing of novel flow reactor technology to overcome technological limitations in 

organic synthetic chemistry, such as photochemistry41–44 and gas-liquid transformations.45–48 

We felt consistently that a Do-It-Yourself (DIY) approach was beneficial as it leveraged a 

fundamental understanding of the technology.49 This further enabled us (i) to reduce the 

overall capital investment, (ii) to repair setups quickly, (iii) to customize the design to our 

specific needs and (iv) to exploit the technology at its full potential. 

We anticipated that also electrochemistry required a technological impetus to overcome the 

hurdles as described above. Indeed, most of the limitations associated with organic 

electrochemistry can be overcome by performing electrochemical reactions in continuous-

flow microreactors. Specifically, the confined dimensions of micro-flow reactors (up to 1 

mm interelectrode gap) allows to reduce the Ohmic drop, to minimize the total amount of 

supporting electrolytes, and to increase mass transfer from the bulk solution to the electrode 
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Surface.32–40, 50–54 In addition, due to the continuous nature of these reactors, generation of 

local hotspots can be prevented. For these reasons, several electrochemical continuous-flow 

reactors were developed, commercialized and successfully deployed in a wide variety of 

electrochemical reactions.32, 34–39, 51, 55–62 However, despite these great advances, we felt that 

a cheap, scalable and modular electrochemical flow reactor was still missing. In this article, 

we disclose our efforts towards this specific goal, and we benchmarked the electrochemical 

reactor in two relevant electrochemical transformations. 

2.2 Results and discussion 

Reactor design 

At the outset of our design efforts, we defined the following design criteria for our 

electrochemical flow reactor: 

i) flexible reactor volume which allows to carry out the reaction both at small and large scale. 

ii) variable spacing between the electrodes, which can be readily accessed through adjustment 

of the gasket thickness.  

iii) simple and flat electrode design to avoid complex machining requirements. 

iv) high modularity in combination with easy exchangeable components. 

v) inexpensive and solvent-resistant reactor materials. 

vi) safe operation of the reactor where the wet part and the electric parts are adequately 

separated. 

For the electrode casing, an easy-to-machine rectangular insulator (polytetrafluoroethylene, 

160 mm × 95 mm × 10 mm) was chosen, which is solvent resistant and can be compressed 

between two stainless steel chucks using 8 screws (four 6 M × 400 mm screws + four 4 M × 

400 mm screws) (Figure 2.1 & Figure 1.3). To introduce the liquids into the reactor, we used 

Super Flangeless Nuts (PEEK, 1/4–28 Flat bottom, for 1/16’’OD) which enable a distributed 

injection of the reaction mixture over the electrodes (Figure 2.1). Through this design, the 

contact between the reaction mixture and the insulated electrode holder is minimized. In 

addition, it also circumvents the need to include in the design a complex and difficult-to-

machine flow distributor.63, 64 The connection between the electrode and the power supply 
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was achieved via a threaded connection positioned at the insulating plate. Constant contact 

between the electrical connection and the electrodes was ensured via a spring. From our 

experience, we found that this strategy represents an excellent alternative to the classical 

soldered electrical contacts. 

 

Figure 2.1 Individual parts of the electrochemical flow reactors: a) PTFE casing; b) electrode 

casing; c) Super Flangeless Fitting; d) electric contact; e) the electrode plate; f) electrode. 

Flat rectangular-shaped plates (120 mm × 55 mm × 2 mm) were used as electrode material 

and could be readily fit into the PTFE casing. In order to avoid the use of complex and 

expensive electrodes (e.g. machined channels in the electrode plate), only small holes were 

drilled to establish the microfluidic connections. Between the electrodes, a PTFE gasket was 

placed which can be adjusted in thickness (dG = 0.25–0.5 mm are used in this manuscript) 

and shape, e.g. an open-channel gasket (110 mm length × 45 mm length) or an 8-channel 

gasket (106 mm length × 3 mm width per channel) (Figure 1.3 a–b). 

Reactor characterization 

During the course of our investigations, the 8-channel gasket was preferred as it enables a 

better fluid distribution over the electrodes and a narrower residence time distribution. In 

contrast, the open-channel configuration displayed bad mixing behavior and was not further 

pursued. Notably, using the 8-channel gasket (dG = 0.25 mm) equipped with stainless steel 

electrodes (SS), the reactor can be rapidly reconfigured giving access to a flexible reactor 

volume ranging from 88 μL/channel up to 704 μL when all channels are used in series (Figure 
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2.2). Furthermore, a result within the 88 μL reactor can be readily scaled by a factor of eight 

through use of all the channels in parallel (numbering-up). This flexibility in configuration is 

a unique feature of our reactor design providing rapid access to a wide variety of residence 

times and reaction scales in a single design. 

To elucidate the average residence time in the individual reactor channels, flow rates ranging 

from 0.1 mL/min to 1.0 mL/min were evaluated. As shown in Figure 2.3, the volume of the 

individual channels averaged around 88 μL and 164 μL for the 0.25 mm and 0.5 mm thick 

gasket, respectively. The small differences between the channels can be attributed to the 

positioning of the flexible PTFE gasket upon closing the reactor. The standard deviation 

measured for both gaskets was below 10% (6.9% and 9.0% for the 0.25 mm and 0.5 mm 

thick gasket, respectively), which was considered acceptable. 

Reactor performance 

Next, we assessed the utility of this novel electrochemical flow reactor by examining its 

performance in two electrochemical transformations. 
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Figure 2.2 Reactor volume measurements at different flow rates. a) Schematic representation 

of the individual channels (in red in the figure); Obtained results for the b) 0.25 mm gasket; 

and the c) 0.50 mm gasket.  

As a calibration point, we compared the performance of our novel reactor design with a 

commercial electrochemical flow reactor (i.e. Syrris Asia Flux) in the electrochemical 

oxidation of sulfides, a transformation previously reported by our laboratory.65 This reaction 

is particularly interesting as the selectivity towards sulfoxide or sulfone is governed by the 

applied potential, while hydrogen reduction is observed as cathodic reaction. We recorded 

voltammograms for this transformation in the two reactors as shown in Figure 2.3. The 

voltammograms show two similar plateaus, indicating the oxidation towards sulfoxide (1-A) 

and sulfone (1-B) located respectively between 2.2–2.6 V and 3.3–3.5 V.65 

In addition, during this experiment, the temperature of the reaction mixture was constantly 

monitored via a thermocouple at the outlet of the reactor.66 The temperature remained 

constant during the entire experiment, which proves that our microreactor dissipates 

efficiently the generated heat to the environment. 
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Figure 2.3 Voltammogram comparison for the electrochemical oxidation of thioanisole (1) 

to the corresponding sulfoxide (1-A) or sulfone (1-B), a with the newly developed 

electrochemical microreactor and the commercially available Syrris Asia Flux. The two 

voltammogram represent the same experiment, one with the measured current (b) and the 

other one with current per surface area. 

Next, we carried out a systematic evaluation of different process parameters, i.e. residence 

time, gasket thickness and electrolyte concentration. The different reaction conditions are 

listed in Table 2.1. 

For each of these conditions, we recorded a voltammogram which is shown in Figure 2.4. 

The same trend was observed in all cases, particularly at low voltages. The first plateau is 

visible in all the different experiments (green box, Figure 2.4), while the second plateau (blue 

box, Figure 2.4) is not visible at a higher electrolyte concentration (Experiment D). This 

effect is probably caused by a faster degradation of the electrode at higher voltage in the 

presence of a more conductive solution, corresponding to the higher increment of the current. 

Table 2.1 Screening of different parameters (B: Residence Time, C: Gasket Thickness, D: 

Electrolyte) 
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Experiment Residence Time [min]  Gasket Thickness (dG) [mm] Electrolyte [mol%] 

A 5 0.25 10 

B 10 0.25 10 

C 5 0.50 10 

D 5 0.25 100 

Reagents and conditions: Thioanisole (2 mmol, 0.1 M), Bu4NClO4 (10 mol% or 100 mol%), MeCN / HCl (20 mL, 

3:1 v/v, with 0.1 M HCl in H2O), stainless steel as anode/cathode, residence time: 5 min (at a flowrate of 0.15 mL 

min−1 ) or 10 min (at a flowrate of 0.075 mL min−1 ). 

 

Figure 2.4 Comparison of different voltammograms for the electrochemical oxidation of 

thioanisole. For the different conditions, see Table 2.1. 

Next, the conversion of thioanisole (1) to sulfoxide (1-A) and sulfone (1-B) at different cell 

voltages was investigated (Figure 2.5 a and b respectively). Experiments A, B and D follow 

the same trend, with a maximum conversion between 2.8 Vand 3.2 V for sulfoxide and at 3.6 

V for sulfone. It should be noted that increasing amounts of electrolyte decreases the 
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sulfoxide yield (63%, Experiment D). Notably, increasing the residence time (Experiment B) 

results in a higher conversion to sulfoxide (1-A) at lower voltages. Furthermore, a thicker 

gasket clearly shifted the respective transformations to higher voltages, even if the 

voltammogram results were similar to the other experiments. This observation implies that 

indeed inter-electrode distance plays a key role in electrochemical transformations: not only 

does an increased inter-electrode distance result in a higher Ohmic resistance but it also 

exacerbates the mass transfer limitations. 

 

 

 

Figure 2.5 Comparison of the yield towards sulfoxide (1-A, a and sulfone (1-B, b for the 

electrochemical oxidation of thioanisole. For the different conditions, see Table 2.1. Yield 

etermined by GC-MS with biphenyl as internal standard. 

Next, we decided to further explore the inter-dependency of residence time and applied 

voltage in Experiment B. Therefore, different residence times were evaluated at 2.8 V and 

3.1 V respectively (Figure 2.6). At 3.1 V, the production of 1-A increases until about 5 min 

residence time. At higher residence times, the yield of 1-A drops and product 1-B is formed 

instead. Interestingly, at 2.8 V a similar trend is observed, with a shifted maximum yield for 

1-A at 10 min, while prolonged reaction times affected negatively the selectivity. This result 

reveals a synergistic effect between reaction time and applied voltage. 
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Figure 2.6 The relation between residence time and applied voltage and its impact on the 

electrochemical oxidation of thioanisole. Yield determined by GC-MS with biphenyl as 

internal standard. 

Next, we set out to analyze the yield differences in the individual channels. A consistent 

performance is required in each channel if we want to use our reactor as a numbered-up 

device. Hereto, every channel was fed with the reaction mixture separately. We selected a 

short residence time of 1.75 min to maximize potential yield variations between the channels 

(Figure 2.7). To our delight, a consistent performance was observed in all the channels with 

an average conversion around 14.7% (line orange). Small yield differences can be attributed 

to the slight variations in channel volumes as discussed above. Notably, this result also 

demonstrates convincingly that the entire electrode surface is equally active and that the 

stainless steel electrodes are homogeneously polarized. 
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Figure 2.7 Relative deviations of the yield among the different channels in the 

electrochemical flow reactor. Yield determined by GC-MS with biphenyl as internal standard. 

Next, we tested the electrochemical reactor in the serial mode by placing increasing numbers 

of channels in series. Using this strategy, the reactor volume can be systematically increased 

by 88 μL/channel, when a gasket of dG = 0.25 mm is used. The non-participating channels 

were filled with either reaction mixture or acetonitrile. As can be seen from Figure 2.8 a and 

b, the sulfoxide yield systematically increases with an increasing number of channels, while 

the current remained stable during the entire experiment when the non-participating channels 

were filled with reaction mixture (Figure 2.8 b). In contrast, when the non-participating 

channels were filled with solvent (Figure 2.8 c and d), an increase in current was detected 

when the number of channels filled with the reaction mixture was increased (Figure 2.8 d). 

The yield, however, increased similarly in both scenarios. 
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Figure 2.8 Experiment with gradually increasing channel numbers in series. The non-reactive 

channels are either filled with reaction mixture (a, b) or acetonitrile (c, d). Residence time 

refers to the 8-channel configuration (last data point in the graph). Yield determined by 

GCMS with biphenyl as internal standard. 

Having established insight in the governing parameters, we set out to probe the synthetic 

utility of the electrochemical flow cell. The preparative synthesis of compounds 1-A and 1-

B was carried out with the 8-channel configuration and the two products could be isolated 

with respective yields of 98% and 78% at a 6 mmol scale. Furthermore, the bioactive 
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molecule methionine sulfoxide could be isolated in a 42% yield using a 5 min residence time. 

 

 

Scheme 2.1 Preparative scale of 1-A and 1-B and 2 via an electrochemical anodic oxidation 

of thioethers. 

In order to further demonstrate the robustness of our electrochemical microreactor, we 

focused our attention on the electrochemical arene-phenol cross-coupling transformation as 

developed by Waldvogel et al. (Scheme 2.2).28, 29 Employing the 8-channel configuration, the 

corresponding biaryl 5 was obtained in a 52% isolated yield on a 2.3 mmol scale. While 

slightly lower yields were obtained in comparison with the original report, we were able to 

use a cheap and easily accessible stainless steel anode instead of the more expensive boron 

doped diamond anode.28, 29, 67 
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Scheme 2.2 Preparative scale of 5 via an electrochemical arenephenol cross coupling method.  

2.3 Conclusion 

Herein, we have described and validated a novel, undivided-cell electrochemical flow reactor. 

The reactor is modular and can be fabricated with straightforward machining techniques. A 

unique feature of this reactor is the flexible reactor volume which can be used in a serial 

(volume ranging from 88 μL/ channel up to 704 μL) or parallel mode (i.e. numbering-up). 

The electrochemical flow reactor was subsequently assessed in two synthetic transformations, 

which confirms its versatility and scale-up potential. Application of this reactor in other 

electrochemical transformations is currently pursued in our lab and will be reported in due 

course. 
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Abstract 

 

Sulfonyl fluorides are valuable synthetic motifs which are currently of high interest due to 

the popularity of the sulfur (VI) fluoride exchange (SuFEx) click chemistry concept. Herein, 

we describe a flow chemistry approach to enable their synthesis through an electrochemical 

oxidative coupling of thiols and potassium fluoride. The reaction can be carried out at room 

temperature and atmospheric pressure and the yield of the targeted sulfonyl fluoride, by virtue 

of the short inter-electrode distance between a graphite anode and a stainless-steel cathode, 

reached up to 92% in only 5 min residence time compared to 6 to 36 h in batch. A diverse set 

of thiols (7 examples) was subsequently converted in flow. Finally, a fully telescoped process 

was developed which combines the electrochemical sulfonyl fluoride synthesis with a follow-

up SuFEx reaction. 
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3.1 Introduction 

Click chemistry is a popular synthetic concept which enables the quick and reliable stitching 

of two molecular building blocks in high yield and selectivity. The concept has been coined 

by K.B. Sharpless1 and has been widely employed in drug discovery2, chemical biology, and 

material science as it is amenable to high-throughput experimentation. In general, click 

chemistry is a collection of synthetic methods that are high yielding, fast, easy to perform 

and produce little to no byproducts. One of the most popular click reactions is the Cu(I)-

catalyzed azide-alkyne cycloaddition which yields triazoles.3 More recently, a new click 

reaction was developed by Sharpless and coworkers, i.e. sulfur (VI) fluoride exchange 

(SuFEx) which employs sulfonyl fluorides as stable and robust reagents.4 

Key to the success of the click chemistry concept is the access to a broad array of structurally 

diverse click reagents in large quantities.5 It is general belief that flow chemistry can be 

particularly helpful in realizing this objective. As an example, the synthesis of azides has 

been reported by many research groups and has been successfully coupled with the follow-

up Cu(I)-catalyzed azide-alkyne cycloaddition (CuAAC).6–10 The combination of these two 

steps leads to a significant time reduction and keeps the total inventory of hazardous azides 

low, thus effectively reducing the safety risks associated with these reagents.11 Moreover, the 

use of superheated reaction conditions in combination with copper-based capillaries allows 

to further reduce the reaction time effectively.12 Removal of the homogeneous Cu(I)-catalyst 

can also be achieved in flow leading to almost pure triazole compounds, which meet the 

stringent product purity requirements needed in the pharmaceutical industry.13, 14 

While the CuAAC has served as a benchmark reaction for flow chemistry in the past two 

decades, SuFEx has received much less scrutiny. Recently, our group developed an 

electrochemical approach to access the key sulfonyl fluoride starting materials.15 The method 

involves an anodic oxidation process and uses widely available thiols or disulfides and KF 

as a cheap, safe and widely available fluorine source. Biphasic reaction conditions 

(acetonitrile/1 M HCl) are required and the reaction was carried out in batch. However, 

preliminary studies showed that the use of flow chemistry was of great benefit.16–20 The 

reaction time could be reduced to the minute range in flow and no mass transfer limitations 
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were observed. The reduced reaction time can be attributed to (i) the increased electrode 

surface-to-volume ratio, (ii) a high interfacial area between the organic and aqueous phase, 

and (iii) intensified mass transport due to multiphase fluid patterns. 

In this manuscript, we provide a full investigation of all relevant process parameters in the 

flow-enabled electrochemical oxidative coupling of thiols and fluoride yielding sulfonyl 

fluorides. Moreover, we have for the first time coupled the sulfonyl fluoride synthesis with a 

subsequent SuFEx click reaction in flow, which represents a particularly useful strategy to 

handle the most volatile sulfonyl fluoride reagents. 

3.2 Results and discussion 

Initial experiments were carried out with thiophenol as the benchmark substrate and KF as 

the fluoride source (Scheme 3.1). It should be noted that all experiments described in this 

paper are carried out in a home-built electrochemical flow reactor (Figure 1.1).21 At the 

cathode, hydrogen is generated as a benign and high value byproduct. In such a scenario, 

electrodes with a low hydrogen overpotential are typically preferred, e.g. platinum, copper 

or stainless steel.22 From our previous experiments in batch, we found that a graphite anode 

and a stainless steel cathode worked optimal and this proved to be also the case in our flow 

experiments (Table 3.1, Entry 1). Other electrode materials as cathode, such as copper, 

graphite or nickel, did not lead to any improvement (Table 3.1, Entries 2–4). 

 

Scheme 3.1 Electrochemical oxidative coupling of thiophenol and KF in flow as a benchmark 

reaction. The reaction conditions displayed are the optimized parameters. 
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Table 3.1 Evaluation of different cathode materials in the electrochemical sulfonyl fluoride 

synthesis in flow.a 

Entry Counter electrode (cathode) Yield (%)b 

1 stainless steel 92 

2 copper 38 

3 graphite 55 

4 nickel 46 

[a] Reaction conditions: 0.1 M thiophenol, 0.6 M pyridine, 0.5 M KF, 3.30 V, 1 M 

HCl/CH3CN (1:1 v/v), total flow rate 150 μL/min, residence time 5 min, graphite anode. [b] 

GC-yield using GC-FID using an internal standard calibration method (biphenyl). 

Next, we investigated the influence of the solvent system (Table 3.2). As the organic phase, 

acetonitrile was selected as the optimal solvent. Lower yields for the target product were 

obtained in other common organic solvents, such as THF or methanol (Table 3.2, Entries 6–

7). The presence of acid provided in general higher yields compared to non-acidic reaction 

mixtures (Table 3.2, Entry 1). However, the presence of sulfuric acid proved to be detrimental 

for the reaction as no product formation was observed (Table 3.2, Entry 2). 

Next, we investigated the influence of the fluoride source on the reaction outcome (Table 

3.3). As shown in our previous work,15 the reaction worked well with alkali fluorides but also 

with Selectfluor. The use of Selectfluor was not further considered due to low atom efficiency 

and its higher price compared to alkali fluorides. The reaction worked best with 5 equivalents 

of KF (Table 3.3, Entry 4). While only one equivalent is needed for the reaction, the 

remaining 4 equivalents served as a cheap supporting electrolyte. Increasing the amount of 

KF did not lead to further improvements (Table 3.3, Entries 6–7).  

The electrochemical oxidative coupling of thiols and potassium fluoride requires the addition 

of pyridine to obtain high yields. It is possible that pyridine functions either as an electron 

mediator23 or a as phase transfer catalyst. From our mechanistic investigations,15 we believe 

that at least pyridine functions partly as a phase transfer catalyst (Table 3.4). Screening the 

concentration of pyridine, we found that the best results were obtained with 0.6–0.7 M 
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pyridine (Table 3.4, Entries 6 and 9). Other phase transfer catalysts, such as 

tetrabutylammonium bromide and chloride were less effective (Table 3.4, Entries 7–8). 

Table 3.2 Influence of the solvent system on the electrochemical sulfonyl fluoride synthesis 

in flow.a 

Entry Aqueous solvent Organic solvent Yield (%)b 

1 H2O CH3CN 78 

2 0.5 M H2SO4 CH3CN -- 

3 0.6 M HCl CH3CN 81 

4 0.8 M HCl CH3CN 84 

5 1.0 M HCl CH3CN 92 

6 1.0 M HCl THF 39 

7 1.0 M HCl CH3OH 33 

8 1.2 M HCl CH3CN 62 

9 1.4 M HCl CH3CN 50 

[a] Reaction conditions: 0.1 M thiophenol, 0.6 M pyridine, 0.5 M KF, 3.30 V, inorganic 

solvent/organic solvent (1:1 v/v), total flow rate 150 μL/min, residence time 5 min, graphite 

anode and stainless steel cathode [b] GC-yield using GC-FID with internal standard 

(biphenyl). 

Electrochemical transformations can be carried out either potentiostatic (constant potential) 

or galvanostatic (constant current). Under both scenarios, excellent yields could be obtained 

in flow as can been seen from Figure 3.1. However, the highest yield and the most stable 

operation was observed under potentiostatic reaction conditions with GC yields up to 92%. 

Galvanostatic reactions provide a constant current and thus the reaction rate is constant until 

complete conversion is obtained. In contrast, potentiostatic operation keeps the cell potential 

constant and is of high interest to obtain high and tunable reaction selectivity.24 While 

galvanostatic operation is preferred in batch, potentiostatic reaction conditions in flow are in 

our experience equally fast.25, 26 We believe this has to do with the fact that the conversion 

increases along the channel length and thus a constant supply of electrons is maintained the 

entire time. Indeed, during a four-hour stability test, we saw that the current remained 
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constant between 400 and 500 mA (Figure 3.2). This is in contrast with batch potentiostatic 

experiments where the supply of electrons decreases when the conversion increases (less 

product needs to be converted, thus higher potential and lower current). This leads to slower 

reaction rates towards the end of the reaction and thus full conversion is harder to reach. In 

batch, this is often solved by adding large amounts of supporting electrolyte. 

Table 3.3 Amount of fluoride needed for the electrochemical sulfonyl fluoride synthesis in 

flow.a 

Entry Fluoride source Yield (%)b 

1 0.1 M KF 23 

2 0.3 M KF 71 

3 0.5 M KF 92 

4 0.5 M NaF -- 

5 0.5 M CsF 67 

6 0.7 M KF 65 

7 0.9 M KF 54 

[a] Reaction conditions: 0.1 M thiophenol, 0.6 M pyridine, 3.30 V, 1 M HCl / CH3CN (1:1 

v/v), total flow rate 150 μL/min, residence time 5 min, graphite anode and stainless steel 

cathode. [b] GC-yield using GC-FID with internal standard (biphenyl). 

While the reaction required 24–36 h in batch to reach full conversion,15 the reaction can be 

completed in only 5 min in flow (Figures 3.3 and 3.4). Such intensified reaction conditions 

can be attributed to the short diffusion distances to the electrode surface, the intensified mass 

transport due to multiphase flow patterns and the increased interfacial area. 

Next, we investigated the scalability of our flow protocol. Since electrochemical 

transformations are surface reactions, scale-up in batch can be regarded as very challenging. 

Typically, the electrode size is increased, and larger amounts of supporting electrolyte are 

required to cope with the increase in Ohmic drop. Therefore, nearly all industrial 

electrochemical processes are carried out as flow processes in narrow-gap cells (inter-

electrode gap = 0.5–10 mm) which are numbered up depending on the targeted throughput.16  
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Table 3.4 Importance of the Phase Transfer Catalyst in the electrochemical sulfonyl fluoride 

synthesis in flow.a 

 

 

Figure 3.1 Electrochemical sulfonyl fluoride synthesis in flow. (left) Potentiostatic reaction 

conditions, (right) galvanostatic reaction conditions. GC-yield using GC-FID with internal 

standard (biphenyl). 
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Entry Phase Transfer Catalyst Yield (%)b 

1 0.1 M pyridine 60 

2 0.2 M pyridine 67 

3 0.3 M pyridine 78 

4 0.4 M pyridine 83 

5 0.5 M pyridine 87 

6 0.6 M pyridine 92 

7 0.6 M n-Bu4NBr 35 

8 0.6 M n-Bu4NCl 66 

9 0.7 M pyridine 91 

10 0.8 M pyridine 85 

[a] Reaction conditions: 0.1 M thiophenol, 0.5 M KF, 3.30 V, 1 M HCl / CH3CN (1:1 v/v), 

total flow rate 150 μL/min, residence time 5 min, graphite anode and stainless steel cathode. 

[b] GC-yield using GC-FID with internal standard (biphenyl). 
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As can be seen from Figure 3.4, the GC and isolated yields remained constant from 2 mmol 

to 10 mmol scale, showing proof that the reaction is scalable but also provides stable output 

for longer periods of time. 

 

Figure 3.2 Stability test (4 h operation time) for the reaction (conditions are those from 

Scheme 3.1) with a 5 min residence time. GC-yield using GC-FID with internal standard 

(biphenyl). 

 

Figure 3.3 Influence of the residence time on the electro-oxidative fluorination of thiophenol 

to benzenesulfonyl fluoride. GC-yield using GC-FID with internal standard (biphenyl).  
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Figure 3.4 Scale-up test (2 mmol to 10 mmol scale) for the reaction with 5 min residence 

time. Conditions, see Scheme 3.1. Yields reported are those of isolated products. 

With the optimal reaction conditions in hand, we commenced evaluating the flow protocol 

for the conversion of a diverse set of thiols (Scheme 3.2). In most scenarios, the yields were 

comparable with the batch protocol. It should be noted that no individual optimization was 

carried out, this explains that in some cases a slightly lower yield was obtained compared to 

individually optimized batch examples. Nevertheless, the results shown in Scheme 3.2 show 

clearly that the batch protocols can be seamlessly translated to flow. 

Some of the corresponding sulfonyl fluorides presented in Scheme 3.2 are volatile and 

therefore difficult to isolate on small scale. Immediate conversion of these compounds in a 

followup SuFEx-type transformation is therefore recommended. In flow, this can be easily 

achieved by combining the individual steps in a single, uninterrupted flow protocol.27 Hereto, 

the sulfonyl fluoride product (92% GC yield, 82% isolated yield) exiting the electrochemical 

reactor is first quenched with a saturated NaHCO3 solution as the SuFEx reaction requires to 
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be carried out at neutral pH (Scheme 3.3). Sampling points were added in our design to verify 

the yield of the sulfonyl fluoride (Scheme 3.3, Sampling point 1) and the pH (Scheme 3.3, 

Sampling point 2). Next, the neutralized reaction stream was merged with a reagent stream 

containing phenol and a stream containing additional Cs2CO3. Within 30 s, we observed a 

clean conversion to the corresponding phenyl sulfonate derivative (73% isolated yield) using 

this telescoped flow process. Moreover, this example highlights the clear advantage of 

combining the reagent synthesis and the subsequent SuFEx click reaction in a telescoped 

fashion in terms of isolation, time and labor reduction. Further, we believe this process should 

be amenable to applications in high throughput experimentation.28, 29 

Scheme 3.2 Flow synthesis of sulfonyl fluorides and comparison with the batch protocol. 

Reaction conditions in flow: 0.1 M thiol, 0.6 M pyridine, 0.5 M KF, 3.30 V, 1 M HCl/ CH3CN 

(1:1 v/v), total flow rate 150 μL/min, residence time 5 min; Reaction conditions in batch: 2 

mmol thiol, 10 mmol KF, 8 mmol pyridine, 10 mL CH3CN, 10 mL 1 M HCl, 3.20 V. Yields 

reported are those of isolated products. 
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Scheme 3.3 Multistep reaction sequence in flow combining the electrochemical sulfonyl 

fluoride synthesis with the follow-up SuFEx reaction to yield phenyl sulfonate derivatives.

 

In conclusion, a continuous-flow protocol for the electrochemical oxidative coupling of thiols 

and KF to prepare sulfonyl fluorides was developed. The flow protocol leads to significant 

shorter reaction times (5 min in flow vs. 6–36 h in batch) and proves to be scalable (up to 10 

mmol). Moreover, the flow sulfonyl fluoride synthesis can be readily telescoped into a SuFEx 

follow up reaction, without the need for intermediate purification. Ultimately, we believe that 

this flow protocol will be useful for those in academia and industry, interested in SuFEx click 

chemistry. 
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Abstract 

Furfural is considered to be an essential biobased platform molecule. Recently, its 

electrocatalytic hydrogenation is regarded as a more environmentally friendly process 

compared to traditional catalytic hydrogenation. In this study, a new, continuous-flow 

approach enabling furfural electrocatalytic reduction was developed. In an undivided 

multichannel electrochemical flow reactor at ambient temperature and pressure in basic 

reaction conditions, the yield of furfuryl alcohol reached up to 90% in only 10 min residence 

time. Interestingly, the faradaic efficiency was 90%, showing a good effectiveness of the 

consumed electrons in the generation of the targeted compound. Furthermore, the innovation 

lies in the direct electrolysis using the green solvent ethanol without the need for membrane 

separation or catalyst modification, which offers further proof for continuous and sustainable 

production in industry. 
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4.1 Introduction 

Furfural is one of the most significant industrial biobased chemicals, which is obtained via 

dehydration of sugars, as obtained from a variety of agricultural products such as corncobs 

and wheat bran.1 It possesses extensive application prospects as a renewable, nonpetroleum-

based platform molecule.1−6 Consequently, furfuryl alcohol is widely used as a monomer for 

the synthesis of furan resins.5 These polymers are used in thermoset polymer matrix 

composites, cements, adhesives, and coatings. It is also recognized as a valuable intermediate 

in the fields of agriculture, medicine, and dyes.6 Compared to conventional high-pressure 

hydrogenation processes, the electrolysis of furfural offers not only a promotion for 

agricultural waste utilization7 but also constitutes an energy-saving green process.8 Li’s group 

recently reported an interesting electrocatalytic reduction of furfural to furfuryl alcohol in a 

divided cell using a cation exchange membrane.9 Recently, Koper et al. reviewed the state of 

the art for furfural electroreduction.10 The majority of the electrochemical reduction reactions 

were performed either with noble metal catalysts in batch electrochemical cells or required 

long residence times in flow-through electrochemical cells.11 Arguably, the remaining 

problems lie in the discontinuity of the batch process, the complexity of the utilized 

electrodes, and the limitation of the use of divided cells. 

The electrocatalytic reduction is an intriguing example which enables the hydrogenation of 

molecules using adsorbed hydrogen at the electrode which originates from H+ or H2O via 

the Volmer reaction (Scheme 4.1).12 Hence, the reaction can be carried out at very mild 

reaction conditions (room temperature, atmospheric pressure, no H2 needed) and does not 

require expensive first or second row transition-metal-based catalysts. However, despite 

these apparent advantages in favor of electrocatalytic reductions, there are some challenges 

with regard to nonproductive competitive reactions (Scheme 4.1). One is the occurrence of 

hydrogen evolution where adsorbed hydrogen is consumed via the so-called Tafel and 

Heyrovsky reactions,13 which lowers the Faradaic efficiency of the transformation 

significantly.14 Another competitive transformation is the electroreduction of the carbonyl 

moiety to generate the respective radical. These radicals can consume another electron to 

generate the targeted furfuryl alcohol or can dimerize to generate undesired diols. Hence, 

efficient electrocatalytic reduction transformations require a careful balancing of all the 
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different parameters (e.g., electrode material, reaction conditions) to favor the desired 

transformation over these unproductive pathways. 

 

Scheme 4.1 Desired electrocatalytic hydrogenation of furfural towards furfuryl alcohol 

versus undesired reactions. 

Herein, we report a continuous-flow direct electrolysis approach for electroreduction of 

furfural to address the above-mentioned issues using an electrochemical flow reactor 

developed in our group (Figure 4.1).15 Key in the design of this electrochemical reactor is its 

flexible reactor volume, enabling two different operation modes, i.e. a serial (volume ranging 

from 88 μL/channel up to 704 μL) or a parallel mode (numbering-up or parallel screening of 

reaction conditions) (Figure 4.2).16 In this reactor, we screened both basic and acidic reaction 

conditions, and our results indicate that a basic environment is optimal not only to obtain a 

high yield of the targeted furfuryl alcohol but also to obtain high Faradaic efficiencies. 

 



Efficient electrocatalytic reduction of furfural to furfuryl alcohol 
 

47 

 

Figure 4.1 Continuous multichannel electrochemical flow reactor which allows for a rapid 

screening of key reaction conditions in parallel. 

 

Figure 4.2 Serial mode (left) or parallel mode (right) operation of the electrochemical flow 

reactor. 
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4.2 Experimental section 

General information 

For the chemicals, furfural (99%), furfuryl alcohol (98%), 3-furancarboxaldehyde (97%), 

furan-3-methanol (99%), potassium hydroxide pellets (85%), potassium ethoxide (95%), 

sodium hydroxide pellets (98%), and tetrabutylammonium bromide (99%), were purchased 

from Sigma-Aldrich and used as received. Hydrochloric acid (37%), ethanol (99.5%), and 

acetonitrile (99%) were bought from VWR. Sulfuric acid (98%) was obtained from Merck. 

Ammoeng 110 Poly[oxy(methyl-1,2-ethanediyl)], a-[2-(diethylmethylammonio)ethyl]-w-

hydroxy-,chloride (1:1), 95% was gained from Iolitec. One molar HCl and 0.5 M H2SO4 

solution were prepared by dilution with deionized water (18.2 MΩ·cm). 

Flow setup 

For the flow setup, microsyringe pumps (Fusion 720, Chemyx) were used to infuse the liquid 

solutions. Before each set of experiments, stock solutions were prepared according to the 

different conditions as described herein. The liquids were taken up into disposable plastic 

syringes (10 mL, BD Discardit II) and mounted on the syringe pumps. Microfluidic 

connections between the electrochemical flow reactor and the syringes consisted of 

perfluoroalkoxy capillary tubing (ID 0.75 mm or 1.58 mm, PFA) and were attained from 

APT. Microfluidic connectors (LT-115X) and ferrules (P-259X) were procured from IDEX. 

Electric power (0−30 V, 0−5 A) was delivered by a LABPS3005D power supply. Electrode 

material (i.e., stainless steel 316L, copper Cu-DHP, and graphite) were bought at Salomon’s 

Metalen B.V. The reactor body (reinforced iron plates and PTFE supporting containers) was 

manufactured by Equipment & Prototype Center at Eindhoven University of Technology. It 

should be noted that the electrodes did not display any corrosion under the given reaction 

conditions.15,17 

Voltammogram 
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Prior to each experiment, a voltammogram was acquired which determines the suitable 

electrochemical reaction conditions.18 As shown in Figure 4.3, a plateau appeared at 

2.80−3.00 V in acidic electrolyte, while it situated at 2.10−2.30 V in basic electrolyte. 

Therefore, 2.90 and 2.20 V were respectively chosen for subsequent optimization. 

 

Figure 4.3 Voltammogram of furfural at a residence time of 10 min in acidic (A) or basic 

(B) reaction conditions. 

4.3 Results and discussion 

We commenced our investigations toward the electroreduction of furfural in 0.5 M sulfuric 

acid in combination with acetonitrile using a copper/stainless steel electrode pair (Table 4.1, 

entry 1). However, only a yield of 8% was obtained for the targeted furfuryl alcohol. When 

switching to a more protic solvent such as ethanol, an increase in yield toward 29% was 

witnessed (Table 4.1, entry 2). Interestingly, a further improvement was observed in the 

presence of hydrochloric acid (Table 4.1, entries 3 and 4). In contrast, changing the electrode 

material did not result into a further increase in yield (Table 4.1, entries 5−8), indicating that 

the combination of stainless steel/copper is optimal. Finally, we also checked the need for 

supporting electrolytes which are required to minimize the Ohmic drop in electrochemical 

processes. It is often claimed that microreactors do not require any supporting electrolytes 

due to small interelectrode gap.19,20 However, in our case, small amounts of electrolyte (0.05 

M), such as the ionic liquid Ammoeng 110 or n-Bu4NBr, were beneficial to increase the 

overall yield. 
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Next, we turned our attention to basic reaction conditions using potassium ethoxide in 

ethanol.21,22 Interestingly, a substantial increase in the reaction yield was observed (Table 

4.2). Varying the electrode material showed that the best results were obtained with a 

copper/graphite couple (Table 4.2, entry 3) yielding the targeted furfuryl alcohol in 90%. 

Other bases, such as NaOH and KOH, did not lead to any further improvement (Table 4.2, 

entries 6 and 7). 

Table 4.1 Optimization for furfuryl alcohol production in acidic environmenta 

 

 

 

Entry Electrolyted 
Working 

Electrodec 

Counter 

Electrode 
Solvent 

Supporting 

Electrolyte 

Yield 

(%)b 

1 H2SO4 Copper Stainless Steel CH3CN -- 8 

2 H2SO4 Copper Stainless Steel EtOH -- 29 

3 HCl Copper Stainless Steel CH3CN -- 33 

4 HCl Copper Stainless Steel EtOH -- 41 

5 HCl Stainless Steel Stainless Steel EtOH -- 14 

6 HCl Graphite Stainless Steel EtOH -- 22 

7 HCl Copper Graphite EtOH -- 1 

8 HCl Copper Copper EtOH -- 10 

9 HCl Copper Stainless Steel EtOH Ammoeng 110 55 

10 HCl Copper Stainless Steel EtOH n-Bu4NBr 55 

[a] Reaction conditions: 0.1 M furfural, 0.1 M H+, 0.05 M supporting electrolyte, 10 % H2O, flow rate 

0.075 mL/min, residence time 10 min. [b] GC-yield using GC-FID with external standard calibration. 

[c] The SAE international stainless steel type is 316L, the copper type is Cu-DHP. [d] The molar 

concentration of HCl is 0.1 mol/L, the molar concentration of H2SO4 is 0.05 mol/L in stock solution. 
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Table 4.2 Optimization for furfuryl alcohol production in basic environmenta 

 

Entry Electrolyte 
Working 

Electrodec 

Counter 

Electrode 
Yield (%)b 

1 C2H5OK Graphite Graphite 25 

2 C2H5OK Stainless Steel Graphite 46 

3 C2H5OK Copper Graphite 90 

4 C2H5OK Copper Stainless Steel 43 

5 C2H5OK Copper Copper 10 

6 NaOH Copper Graphite 41 

7 KOH Copper Graphite 78 

[a] Reaction conditions: 0.1 M furfural, 0.05 M electrolyte, ethanol solvent, flow rate 0.075 

mL/min, residence time 10 min. [b] GC-yield using GC-FID with external standard calibration. 

[c] The SAE international stainless steel type is 316L, the copper type is Cu-DHP. The counter 

electrode is graphite.  

Given the importance of the use of acids or bases to effect the desired transformation, we 

next turned our attention to scan a wide variety of different concentrations (Table 4.3). For 

this specific experiment, our homemade electrochemical reactor design provided a clear and 

unique advantage as eight reaction conditions can be screened simultaneously in parallel in 

the eight different channels. Hence, we rapidly found that 0.10 M HCl and 0.05 M C2H5OK 

provided optimal results for electroreduction of furfural. 

Having determined the relative importance of the reaction partners, we investigated the 

influence of the reaction time (Figure 4.3). Interestingly, in both acidic and basic media, the 

optimal residence time to reach full conversion is only 10 min. We believe this very short 

residence time can be attributed to the large electrode surface-to-volume ratio and the short 
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diffusion distances observed in the electrochemical microreactor. Indeed, when we carried 

out the reaction in a batch electrochemical cell, the yield dropped to 18% in acidic medium 

and 31% in basic conditions and requires 6 h of reaction time. 

Table 4.3 Optimization of electrolyte via 8-channel simultaneously parallel reactions 

Channela Electrolyte Yield (%)c Channelb C2H5OK (%) Yield (%)c 

1 0.05 M HCl 22 1 0.01 M  38 

2 0.07 M HCl 35 2 0.02 M  50 

3 0.09 M HCl 46 3 0.03 M  62 

4 0.10 M HCl 55 4 0.04 M  82 

5 0.11 M HCl 53 5 0.05 M  90 

6 0.13 M HCl 49 6 0.06 M  88 

7 0.15 M HCl 46 7 0.07 M  86 

8 0.17 M HCl 45 8 0.08 M  83 

[a] Reaction conditions: 0.1 M furfural, 2.90 V, 10% H2O, ethanol solvent, flow rate 0.075 mL/min, 

residence time 10 min. [b] Reaction conditions: 0.1 M furfural, 2.20 V, ethanol solvent, flow rate 0.075 

mL/min, residence time 10 min. [c] GC-yield using GC-FID with external standard calibration. 

Next, we tested the influence of constant current or constant potential electrolysis conditions 

(Figure 4.4). Constant potential electrolysis offers a more stable and tunable selectivity,17 

while constant current electrolysis provides a more controlled and constant reaction 

conversion.23 However, for the electroreduction of furfural, almost similar behavior was 

observed under these two operational regimes. This gives us a high level of flexibility: if 

higher selectivity is required, one can use the constant potential conditions, while 

galvanostatic conditions are preferred to establish an adequate chemical conversion in shorter 

time scales. However, it must be noted that even though we did use potentiostatic reaction 

conditions, the flow processing enables us the keep the conversion time very short as 

described above (tR = 10 min, see Figure 4.5). 

Having the optimal reaction conditions for the electroreduction of 2-furfural in hand (Table 

4.4, entries 1 and 2), we investigated if the conditions were also applicable to 3-furfural 
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(Table 4.4, entries 5 and 6). Interestingly, the same trend was observed for 3-furfural with 

the most optimal conversion and yield observed in basic media (Table 4.4, entry 6). In 

addition, for all the different conditions, we calculated the Faradaic efficiency: high Faradaic 

efficiencies were obtained for the basic reaction conditions (90−92%), while in acidic media, 

very poor Faradaic efficiencies were observed (18−19%). This can be attributed to the 

generation of higher amounts of hydrogen, as the hydrogen evolution reaction competes more 

efficiently with the electrocatalytic hydrogenation reaction in acidic reaction conditions. 

Interestingly, the corresponding batch conditions were not only considerably slower but also 

provided lower yields and Faradaic efficiencies (Table 4.4, entries 3 and 4). We surmise that 

the slower reaction times are due to mass transfer limitations and lower electrode surface-to-

volume ratios and give more time for the undesired hydrogen formation reaction to occur.

Figure 4.4 Constant-potential (A)(C) vs constant-current (B)(D) electrolysis. 
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Figure 4.5 Influence of the residence time on the electroreduction of furfural to furfuryl 

alcohol in acidic and basic media. 

Table 4.4 Scope for furfural electroreduction in flow & comparison with batch reaction 

conditions. 

Entry Reactor Type Substrate Electrolyte Yield (%)e Faradaic Efficiency (%) 

1a Flow furfural (2-furaldehyde) HCl 55 19 

2b Flow furfural (2-furaldehyde) C2H5OK 90 90 

3c Batch furfural (2-furaldehyde) HCl 18 12 

4d Batch furfural (2-furaldehyde) C2H5OK 31 60 

3a Flow 3-furfural (3-furaldehyde) HCl 40 18 

4b Flow 3-furfural (3-furaldehyde) C2H5OK 78 92 

[a] Reaction conditions: 0.1 M furfural, 2.90 V, 0.1 M electrolyte, 10% H2O, ethanol solvent, flow rate 

0.075 mL/min, residence time 10 min. [b] Reaction conditions: 0.1 M furfural, 2.20 V, 0.05 M 

electrolyte, ethanol solvent, flow rate 0.075 mL/min, residence time 10 min. [c] Reaction conditions: 

0.1 M furfural, 2.90 V, 0.1 M electrolyte, 10% H2O, ethanol solvent, residence time 300 min. [d] 

Reaction conditions: 0.1 M furfural, 2.20 V, 0.05 M electrolyte, ethanol solvent, residence time 300 

min [e] GC-yield using GC-FID with external standard calibration. 
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Finally, we investigated the steady state production of 2-furfuryl alcohol under these acidic 

and basic reaction conditions. We took reaction samples every 5 min and analyzed the 

obtained yield via GC-FID. The overall observed trend for both conditions showed a decline 

in yield over time. This decline can be attributed to erosion of the electrode efficiency. It was 

noteworthy, however, that the efficacy of the electrodes could be restored by incorporating 

an adequate cleaning and surface treatment step (Figure 4.6). This indicates that the reduced 

yield is caused by a deposition on the electrode surface which can be washed away 

effectively.24 To keep the reaction yield constant, we could place two reactors in parallel: one 

of them is in operation mode while the other one is in cleaning mode. When the yield drops, 

the modes can be switched and a “continuous” production of electrocatalytic reduction of 

furfural can be simulated. 

 

Figure 4.6 Two runs of stability test (60 min) for reactions (Table 4.4, entries 1 and 2) with 

10 min residence time. 

4.4 Conclusion 

In conclusion, we developed a continuous-flow protocol for the electrocatalytic reduction of 

furfural. Both acidic and basic reaction conditions were evaluated. We found that the basic 

reaction conditions delivered the highest yield for the targeted furfuryl alcohol and provided 
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a high Faradaic efficiency. The reaction could be completed in only 10 min and required only 

a minimum amount of supporting electrolyte, highlighting the benefits of the microreactor 

environment. While an efficient process was established in flow, a reduced efficiency was 

observed due to pollution of the electrodes. However, we found that a cleaning step could 

alleviate this issue effectively. 
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Abstract 

Furfural is a prominent, non-petroleum-based chemical feedstock material, derived from 

abundantly available hemicellulose. Hence, its derivatisation into other useful biobased 

chemicals is a subject of high interest in contemporary academic and industrial research 

activities. While most strategies to convert furfural require energy-intensive reaction routes, 

the use of electrochemical activation allows to provide a sustainable and green alternative. 

Herein, we report a disparate approach for the conversion of furfural based on a divergent 

paired electrochemical conversion, enabling the simultaneous production of 2(5H)-furanone 

via an anodic oxidation, and the generation of furfuryl alcohol and/or hydrofuroin via a 

cathodic reduction. Using water as solvent and NaBr as supporting electrolyte and electron-

mediator, a green and sustainable process was developed which maximizes productive use of 

electricity and minimizes byproduct formation 
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5.1 Introduction 

Furfural is one of the most prominent biobased molecules, registered as a top 30 biomass-

derived platform molecule by the US Department of Energy.1 It is obtained by hydrolysis and 

dehydration of xylan, which is abundantly available from hemicellulose. Furfural is currently 

produced on a 300 kTon per annum scale and about 70% of its production is carried out in 

China.2 

The establishment of furfural as a commodity chemical spurs academic and industrial interest 

to develop new synthetic routes for its further derivatisation into useful chemicals, materials 

and biofuels.3–5 Amongst the different strategies used to convert furfural (e.g. pyrolysis, 

gasification, thermo-catalytic processes), the use of electrochemical activation enables a 

green and sustainable alternative to these often high-energy-demanding processes.6–10 

Notably, electrochemistry allows to convert green electricity, derived from wind and solar 

energy, directly into useful chemicals and kinetic barriers are overcome by applying a suitable 

potential over the electrodes. Hence, no additional reagents are required to enable the 

reduction11–14 and oxidation processes,15 which can aid to further reduce fossil fuel 

consumption (e.g. hydrogen is often derived from natural gas via the water-gas shift 

reaction).16 

While several useful electrochemical strategies for the conversion of furfural have been 

developed, the focus so far was almost exclusively on the optimization of a single electrode 

reaction. However, when both electrode reactions are harmonized to produce value-added 

products, a green and sustainable synthesis can be obtained which maximizes productive use 

of electricity, minimizes waste generation and reduces energy consumption.17–20 Such a 

coupled process, also called “paired electrolysis”, would be of great added value for the 

conversion of furfural, where the economical margins are often low. 

Herein, we describe such a divergent paired electrochemical conversion of furfural where the 

cathodic and anodic reactions are separated by a membrane and are productively used to 

generate valuable derivatives (Figure 5.1 A). To further increase the utility and scalability of 

the process,21 the reactions are carried out in a continuous-flow electrochemical reactor with 

a narrow inter-electrode gap (Figure 5.1 B).22–26 The selectivity can be increased in such 
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reactors due to the large electrode surface-to-volume ratio and due to a meticulous control 

over the residence time and the cell potential. Using such intensified reaction conditions, the 

reaction time is typically reduced significantly compared to batch cells and, thus, the products 

are only briefly exposed to the electrochemical conditions, efficiently avoiding undesired 

follow-up reactions.27–29 In this work, we show that a divergent paired electrochemical flow 

strategy enables the simultaneous production of 2(5H)-furanone via an anodic oxidation, and 

the generation of furfuryl alcohol and/or hydrofuroin via a cathodic reduction (Figure 5.1 A). 

It should be noted that these three biobased compounds derived from furfural have great 

synthetic and practical value. 2(5H)-furanone can readily be reduced to generate γ-

butyrolactone,30,31 a valuable biobased solvent, synthetic intermediate and monomer for the 

synthesis of poly(γ-butyrolactone).32 Furfuryl alcohol is mainly used as a raw material to 

produce furan-based foundry resins,13 while hydrofuroin can be utilized as a jet-fuel 

precursor.33 

5.2 Results and discussion 

We commenced our investigations by repurposing our original electrochemical flow reactor 

design (Figure 5.1B).34 An ion exchange membrane was used to separate the anodic and the 

cathodic electrolysis half-cells.35 Both cation- (Nafion XL) and anion-exchange (Fumasep 

FAS-50) membranes36 were purchased and could be readily sandwiched between two Teflon 

reaction channel spacers as shown in Figure 5.1B. The reaction solution was introduced into 

the two half-cells of the electrochemical flow reactor using syringe pumps (Fusion 200, 

Chemyx). The catholyte and anolyte were separately collected and analysed by GC-FID. 

Prior to the optimization studies, a voltammogram was recorded to establish the operational 

windows for the electrolysis of furfural (Figure 5.2). Two clear plateaus can be distinguished 

at 2.3–2.5 V and 2.8–3.0 V for both the cation- and the anion-exchange membrane. The 

current is higher at any given potential for the cation exchange membrane, suggesting a lower 

resistance for ion transport compared to the anion-exchange membrane. 

 

Based on these results (Figure 5.2), we decided to use our flow cell in a constant-potential or 

potentiostatic operation mode and set the cell potential at either 2.4 V or 2.9 V (Table 5.2). 

In our experience, a potentiostatic mode in combination with a continuous-flow operation 
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allows to obtain high selectivities for a targeted compound without the need to extend the 

reaction times.29,37,38 

 

 

Figure 5.1 (A) Processes based on a divergent paired electrolysis of furfural allows to obtain 

useful derivatives of both cathodic and anodic processes simultaneously. (B) Schematic 

representation of the divided-cell flow microreactor design using an ion-exchange membrane 
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to separate the anodic and the cathodic electrolysis half-cells. 

Extended reaction times, observed with potentiostatic electrochemical transformations, is an 

often encountered problem in batch electrolysis as the current decreases with increasing 

conversions.39 However, in flow, high substrate concentrations are encountered at the 

entrance of the reactor and low concentrations at the exit, leading to an average current 

density over the entire reactor length. This phenomenon in combination with the high 

electrode surface-to-volume ratio results in significantly reduced reaction times in flow.22 An 

aqueous mixture of furfural and NaBr, as supporting electrolyte and potentially as anodic 

electron mediator40 facilitating the oxidation process,41,42 was infused into the reactor. The 

two half-cells are separated by a Fumasep FAS-50 anion-exchange membrane and graphite 

was initially selected as anode and lead as the cathode, which has a high hydrogen 

overpotential (Table 5.1, Entry 1).43 Suppression of the hydrogen evolution reaction is 

important to ensure high Faradaic efficiencies44,45 and to avoid gas formation which leads to 

a higher Ohmic drop.46 As can be seen from Table 5.1, within 5 min residence/reaction time, 

good yields are obtained for 2(5H)-furanone at the anodic half-cell and furfuryl alcohol and 

hydrofuroin at the cathodic half-cell. At a cell potential of 2.4 V, a higher selectivity is 

observed for furfuryl alcohol at the cathode (Table 5.1, Entry 1). A higher yield for both 

2(5H)-furanone and hydrofuroin are observed at a cell potential of 2.9 V, respectively 77% 

and 71% (Table 5.1, Entry 1). This result demonstrates that small changes in cell potential 

allow to fine-tune the selectivity of the electrochemical redox process. Other electrode 

materials, such as Ni, 316 L stainless steel, Monel 400, copper, showed a reduced efficacy to 

generate the targeted compounds (Table 5.1, Entries 2-9). 
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Figure 5.2 Voltammogram of furfural in the divided-cell flow microreactor design using an 

anion- or a cation-exchange membrane. 

Table 5.1 Screening of electrode materials for the paired electrolysis of furfural.a 

 

Entry Anode Cathode 
Yield 2 [%]b Yield 3 [%]b Yield 4 [%]b 

2.4 V 2.9 V 2.4 V 2.9 V 2.4 V 2.9 V 

1 G Pb 46 77 58 20 29 71 

2 Ni Pb Trace 11 54 17 18 46 

3 316L Pb Trace 10 45 10 9 32 

4 Monel 400 Pb 14 23 60 26 12 55 

5 G Cu 40 73 56 24 25 64 

6 G Monel 400 36 70 47 9 23 62 

7 G Ni 32 65 51 17 17 49 

8 G G 32 69 28 Trace 20 20 

9 G 316L 27 49 34 Trace Trace 33 

[a] Reaction conditions: 0.1 M furfural, 0.1 M NaBr, H2O, 5 min residence time, Fumasep FAS-

50 as an anion exchange membrane. [b] GC-yield using GC-FID with internal standard (toluene). 

An investigation of the yield and selectivity in function of the residence/reaction time was 

carried out for both the cation- and the anion-exchange membrane configuration (Figure 5.3). 

For the anodic half-cell (Figure 5.3 A), the highest yield for 2(5H)-furanone (77% GC yield) 

is observed at 5 min for the anion-exchange membrane after which it reaches a plateau. At 5 

min residence/reaction time, the yield at the cation-exchange membrane is only 62% for the 

targeted compound (Figure 5.3 A). Interestingly, at the cathodic half-cell, better results are 

obtained with the cation-exchange membrane for the production of furfuryl alcohol and 

hydrofuroin. However, the difference in performance between the two membranes is less 

pronounced than for the anodic half-cell; e.g. at 5 min 75% hydrofuroin and 14 % furfuryl 
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alcohol is obtained for the cation-exchange membrane versus 67% hydrofuroin and 26% 

furfuryl alcohol for the anion-exchange membrane. Hence, we selected the anion-exchange 

membrane for our further studies. 

 

Figure 5.3 Residence Time Screening for the (A) anodic half-cell yielding 2(5H)-furanone 

(2), and (B) cathodic half-cell yielding furfuryl alcohol (3) and hydrofuroin (4). Reaction 

conditions: 0.1 M furfural, 0.1 M NaBr, H2O, graphite anode | lead cathode, cell potential 2.9 

V. Yields obtained with GC-FID and internal standard calibration (toluene). 

Next, we investigated the effect of various halide sources on the reaction outcome (Table 5.2). 

The best results were obtained with bromide salts (Table 5.2, Entry 1 versus Entry 2). It is 

known that bromide ions enable mild and indirect anodic oxidations via either hypobromite 

(BrO-) or bromonium (Br+) intermediates.47–50 Other alkali bromide sources were also 

effective but the best results were obtained with cheap and abundantly available NaBr (Table 

5.2, Entries 1, 3-7). Addition of small quantities (10 vol %) of organic solvents did not lead 

to any significant improvement and was even less effective in the cases of methanol and THF 

(Table 5.2, Entries 8-10). Interestingly, in the absence of a membrane, a much-reduced 

reaction efficiency was noticed (Table 5.2, Entry 11); this observation demonstrates that the 

presence of a suitable membrane to separate the two half reactions is crucial to obtain high 

yields and selectivities. 

In order to scale up this paired electrolysis of furfural, we wondered if it was possible to 

increase the concentration of the starting material without compromising the yield and the 
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selectivity (Figure 5.4). A higher concentration would result in a higher throughput whilst 

keeping the residence time constant. Indeed, the concentration could be increased up to 0.6 

M furfural without reducing the efficacy of the electrochemical process. Higher 

concentrations were not possible due to the limited solubility of furfural in water. 

Table 5.2 Influence of halide sources, solvent and control experiment for the paired 

electrolysis of furfural.a 

 

Entry MX Solvent Yield 2 [%]b Yield 3 [%]b Yield 4 [%]b 

1 NaBr H2O 77 20 71 

2 NaCl H2O Trace Trace Trace 

3 LiBr H2O 64 10 32 

4 KBr H2O 59 26 55 

5 CsBr H2O 61 25 67 

6 MnBr2 H2O 15 7 27 

7 TBAB H2O 38 24 29 

8 NaBr H2O + CH3CNc 77 27 66 

9 NaBr H2O + CH3OHc 58 33 41 

10 NaBr H2O + THFc 52 12 22 

11d NaBr H2O Trace 16 11 

[a] Reaction conditions: 0.1 M furfural, 0.1 M MX, graphite anode|lead cathode, residence time 5 

min, cell potential 2.9 V, full conversion with anion exchange membrane [b] Yields obtained with 

GC-FID and internal standard calibration (toluene). [c] The solvent consists of 90 vol% H2O and 10 

vol% organic solvent. [d] The reaction was done with the same conditions as Entry 1 but in an 

undivided electrochemical flow cell. 
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Figure 5.4 Concentration effect on the divergent paired electrolysis of furfural. Reaction 

conditions: x M furfural, 0.1 M NaBr, H2O, 5 min residence time, Fumasep FAS-50 as an 

anion exchange membrane. [b] GC-yield using GC-FID with internal standard (toluene). 

Based on the experimental observations, a plausible mechanism is suggested in Figure 5.5. 

In the anodic half-cell, the C5 chemical furfural is converted into the C4 building block 

2(5H)-furanone in excellent yield. Based on recent work from Song, Han and coworkers,51 

we suggest that a hydroxyl-radical-induced C–C bond cleavage generates the corresponding 

2-hydroxyfuran and formic acid. Subsequent isomerization of 2-hydroxyfuran generates the 

observed 2(5H)-furanone. In the cathodic half-cell, furfural is reduced to generate the 

corresponding radical.44 These radicals can dimerize to yield the C10 compound, hydrofuroin. 

Competitively, the radical can consume another electron to generate furfuryl alcohol. 
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Figure 5.5 Proposed mechanism for the divergent paired electrolysis of furfural.   

5.3 Conclusion 

We have developed a divergent, paired continuous-flow electrolysis of furfural yielding 

useful bio-based chemicals; this includes 2(5H)-furanone via an anodic oxidation and 

furfuryl alcohol and hydrofuroin at the cathodic half-cells. We have shown that it is key to 

separate the two half-cell reactions from each other with a membrane to obtain high yields 

and selectivities. Interestingly, the reactions can be carried out in water as a green solvent 

and only require NaBr as supporting electrolyte and electron-mediator. We believe that this 

paired electrochemical process to convert furfural into useful bio-based derivatives will be 

of great added value from the vantage point of an increased productive use of electricity, and 

a reduction of waste generation and energy consumption. 
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Abstract 

Electrochemistry is currently resurging in popularity amongst synthetic chemists due to the 

unique opportunities it provides to activate organic molecules. Simultaneously, continuous-

flow technology has been used to enable scalability and to increase the efficiency of the 

developed electrochemical processes. Many of these processes involve a gaseous reagent or 

byproduct generated during the electrochemical process. The presence of a gas phase in flow 

reactors may lead to the generation of a so-called Taylor flow regime, where gas bubbles and 

liquid segments alternate. While Taylor flow has almost exclusive positive effects in flow 

chemistry due to increased mass and heat transfer, we show herein that the ramifications of 

gas bubbles on flow electrochemistry are essentially negative. Computational fluid dynamics 

(CFD) was used to gain a detailed understanding of the effects induced by the gas phase on 

the electrochemical process, taking the reduction of furfural to furfuryl alcohol carried out in 

an in-house developed electrochemical reactor as benchmark. We show that the gas bubble 

presents a local situation with infinite electrical resistance leading to a temporary passivation 

of the electroactive surface, while its presence also intensifies the mixing in the liquid slug 

reducing mass transfer limitations. Essentially, the larger the bubble, the higher the energy 

losses become and the less efficient the reactor is used. This results in a higher overall energy 

consumption for the electrochemical process. Moreover, we investigated the residence time 

distribution in the liquid slug, and the effect of different operational conditions (bubble size, 

gas holdup, interelectrode distance, electrolyte velocity and species concentration) on the 

overpotential and current density, providing guidelines for reactor design and operation. 

Based on the results described herein, we also discuss potential solutions to increase the 

efficiency of the electrochemical flow reactor. 
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6.1 Introduction 

Due to the increased availability of green electricity, the use of electrons as energy carrier has 

permeated a wide variety of different applications, including the electrification of the 

transport and the energy sector.1,2 Similarly, the chemical industry is interested in using 

electrons for chemical activation, not only from a sustainability perspective but also due to 

its ability to establish new reaction pathways and to provide higher selectivities compared to 

conventional, nonelectrochemical synthetic pathways.3,4  

Most electroorganic transformations are carried out under homogeneous reaction conditions 

(single-phase), where all reagents, products and electrolytes are in solution. However, 

multiphase reactions, such as hydrogenations and oxidations as common gas-liquid 

transformations, are mainstay in the chemical industry. Also, in electrochemistry, reactions 

with gaseous reagents and/or byproducts are often observed,5 e.g. when hydrogen evolution 

occurs at the cathode.6 

In general, gas–liquid reactions are challenging transformations due to gravity-driven 

segregation of the gas and the liquid phase. Microreactors have been embraced by the 

community to carry out such reactions as they provide high surface-to-volume ratios, short 

diffusion distances, high and reproducible interfacial areas.7,8 The most popular flow regime 

is the so-called Taylor flow9 which is characterized by alternating gas and liquid segments 

(Figure 6.1).10,11 In those segments, toroidal fluid circulation patterns are observed which 

allow for increased radial heat and mass transfer and minimized axial dispersion effects.12 

Consequently, Taylor flow has been widely employed for a variety of applications, including 

the improved irradiation for photochemical applications (Figure 6.1 A)13, the prevention of 

microchannel clogging,14 the enhancement of catalysis in wallcoated catalytic 

microreactors15 (Figure 6.1 B) and the preparation of monodisperse nanoparticles.16 In most 

of these transformations, the addition of a gas phase results in net-positive effects.17 The thin 

liquid film (also called lubricating film) that surrounds the gas bubble plays an important role 

in the observed transport phenomena, allowing for a fast local gas saturation of the liquid, 

which is beneficial when the gas is a reagent.18 In photochemistry, this layer is suspected to 

receive the highest photon flux and displays thus the highest reaction kinetics.19,20 However, 
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we wondered what the effect of an additional gas phase would be on electrochemical 

transformations carried out in a microreactor operating under Taylor flow?21 Bubbles are 

known to influence the mass and energy transport phenomena22 and several studies in the 

past have been focused on the understanding of their impact on electrochemical systems.23,27 

These studies centred mainly around the effects of attached bubbles at the electrode surface, 

or gas flowing in a region close to the surface, including the investigation of the mechanisms 

of bubble formation, growth and detachment.28 In these works, there is consensus that 

bubbles disturb the electrical behaviour of electrochemical reactors.30,32 However, to the best 

of our knowledge, electrochemical conditions where a Taylor flow is established in a 

microchannel carrying out organic transformations was never investigated before. 

Some authors have proposed models to describe and investigate electrochemical system with 

gas evolving from the electrodes.29,31,33–37,41 These works range from 1D to 2D approaches 

with different degrees of complexity where essentially electrolyzers were evaluated under 

bubbly flow conditions. A model describing gas–liquid flow in electrochemical reactors 

carrying out organic synthesis with Taylor flow pattern through CFD techniques is essentially 

hitherto not reported, and it is the subject of this study. In contrast to most other chemical 

processes (Figure 6.1), we show that the presence of a gas bubble completely shuts down the 

electrochemical transformation in the film region. Also, we investigate the mixing behavior 

in the Taylor slugs found in such devices. We believe the insights provided in this manuscript 

will be helpful for the design of future electrochemical reactors and the execution of flow 

electrochemical transformations. 

6.2 Method 

For the setup, the micro flow electrochemical reactor (Figure 6.2) was designed by our group 

and described in detail elsewhere.38 The reinforcement part was made of stainless steel (SAE 

international type 316L), offering adequate force for a closed plate and frame system with 

polytetrafluoroethylene (PTFE) spacer that provided chemical resistance and appropriate 

elastic modulus (proper stiffness for mechanical strength, suitable elastic deformation to 

prevent leakages). The insulated spacer partitioned the reactive chamber into 8 channels. The 

electrode plates were made of super fine graphite AC-K800 (anode) and phosphorus 
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deoxidized copper Cu-DHP (cathode). 

 

Figure 6.1 Influence of Taylor flow regime on different reaction types: (A) 

Photomicroreactors, (B) Wall-coated catalytic microreactors, (C) Electrochemical 

microreactors. In the case of A & B, the addition of gas has positive impact on the reaction.  
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As the benchmark reaction, the electrocatalytic hydrogenation of furfural was studied for 

experimental validation of the electrochemical gas–liquid reactive flow.39 Syringe pumps 

(Fusion 720, Chemyx) were used to introduce the liquid reagents into the reactor. For the 

nonreactive gas–liquid ratio test, the bubble effect was correlated to the gas–liquid ratio. It 

should be noted that the calculated gas–liquid flow effects therefore reflects the actual flow 

regime of the electrochemical microsystem.  

 

Figure 6.2 Experimental setup: (A) overview of the electrochemical reactor and the tubing,21 

(B) detailed view of the standard configuration, composed by 8 interconnected channels, and 

(C) view of the gas-liquid flow established in the tubing when furfural electrocatalytic 

hydrogenation to form furfuryl alcohol takes place in the reactor. 

6.3 Mathematical modeling 

The gas–liquid Taylor flow inside the electrochemical device was represented by a 2D model, 

as depicted in Figure 6.3. The full domain (Figure 6.3 A) is composed by two flow 

development zones and an active zone. In particular, the active zone represents the region 

where the bubbles are located, generating recirculation of the liquid flow within the slug and 

reactive mass transfer of the model chemical species. Also, this active zone contains the 

electrodes (cathode at the bottom wall and anode at the upper wall). The interelectrode 

distance (H) was set as 250 µm, representing the reference experimental setup.38 The reactive 

zone was composed by an array of six bubbles, with unit cell features depicted in Figure 6.3 

B. The reference bubble length (LB) was set as LB = 2H. Moreover, the slug half-length was 

defined as LS/2 = 0.667H. Therefore, the length of the reactive zone was 5.0 mm, while each 
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of the flow development zones had a length of 1.67 mm. A liquid film with reference 

thickness = 5 µm was considered. The bubble was the reference frame in all the simulations, 

thus it was assumed to be fixed while at the electrodes (bottom and upper walls) a negative 

velocity was imposed, equal to the bubble velocity (UB). The regions representing the gas 

bubbles were empty in the model. 

 

Figure 6.3 The CFD model: (A) an overview of the computational domain, (B) details of an 

unit cell, and (C) points where the concentration of furfural was recorded along time (5.0 s 

in total). 

Based on the reference experimental setup, ethanol was selected as the liquid flowing in the 

system, while furfural was used as model species. Since furfural was diluted in the mixture, 

the transport properties of ethanol were assumed as effective and used in all the simulations. 

In addition, a reference diffusivity (DAB) of 10-9 m2/s was adopted. 

The mathematical model consists of a set of nonlinear differential equations describing the 

two-dimensional, steady-state, single-phase (electrolyte domain) and incompressible 

problem. It should be highlighted that the assumption of steady state and single-phase flow 

(solving the electrolyte domain) was possible due to the approach adopted herein, considering 

the bubble as reference frame. Table 6.1 presents the mass, momentum and species 

conservation equations solved in the computational domain. 
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Table 6.1 Governing equations solved in the computational domain. 

Mass conservation 

𝜕𝜐𝑥

𝜕𝑥
+

𝜕𝜐𝑦

𝜕𝑦
= 0                                                                                                                                    (1) 

Momentum conservation 

𝜌 ( 𝜐𝑥

𝜕𝜐𝑥

𝜕𝑥
+ 𝜐𝑦

𝜕𝜐𝑥

𝜕𝑦
) = −

𝜕𝑃

𝜕𝑥
− [

𝜕𝜏𝑥𝑥

𝜕𝑥
+

𝜕𝜏𝑦𝑥

𝜕𝑦
]                                                                         (2) 

𝜌 ( 𝜐𝑥

𝜕𝜐𝑦

𝜕𝑥
+ 𝜐𝑦

𝜕𝜐𝑦

𝜕𝑦
) = −

𝜕𝑃

𝜕𝑦
− [

𝜕𝜏𝑥𝑦

𝜕𝑥
+

𝜕𝜏𝑦𝑦

𝜕𝑦
]                                                                        (3) 

𝜏𝑥𝑥 = −𝜇 [2
𝜕𝜐𝑥

𝜕𝑥
] +

2

3
𝜇 (

𝜕𝜐𝑥

𝜕𝑥
+

𝜕𝜐𝑦

𝜕𝑦
)                                                                                          (4) 

𝜏𝑦𝑦 = −𝜇 [2
𝜕𝜐𝑦

𝜕𝑦
] +

2

3
𝜇 (

𝜕𝜐𝑥

𝜕𝑥
+

𝜕𝜐𝑦

𝜕𝑦
)                                                                                         (5) 

𝜏𝑥𝑦 = 𝜏𝑦𝑥 = −𝜇 [
𝜕𝜐𝑦

𝜕𝑥
+

𝜕𝜐𝑥

𝜕𝑦
]                                                                                                         (6) 

Species conservation 

𝜐𝑥

𝜕𝐶𝑖

𝜕𝑥
+ 𝜐𝑦

𝜕𝐶𝑖

𝜕𝑦
−

𝜕𝐽𝑖,𝑥

𝜕𝑥
−

𝜕𝐽𝑖,𝑦

𝜕𝑦
= 0                                                                                               (7) 

𝐽𝑖,𝑥 = −𝐷𝐴𝐵

𝜕𝐶𝑖

𝜕𝑥
                                                                                                                                 (8) 

𝑱𝒊,𝒚 = −𝑫𝑨𝑩

𝝏𝑪𝒊

𝝏𝒚
                                                                                                                                 (𝟗) 

6.4 Boundary conditions 

To solve the set of partial differential equations that represents this system, boundary 

conditions must be properly specified. In particular, the problem can be divided into three 

sub-problems: 1) fluid flow, 2) species transport and 3) electrochemistry, all of them coupled 

and nonlinear. 

To solve the Taylor flow, an iterative procedure was adopted to set the proper boundary 

conditions. Initially, the velocity profile of ethanol flowing in a channel with the same height 
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H was obtained in the fully developed zone, considering an average entrance velocity of 

1.436 mm/s (which yields an average residence time of 10 min in the experimental setup of 

reference) and lab reference frame (fixed walls with no-slip condition and vx = vy = 0). Then, 

we found the velocity -UB imposed at the channel bottom and upper walls (under no-slip 

condition and according to the scheme presented in Figure 6.3) that results in the same 

velocity profile (UTP = UB + UL, where UTP is the velocity of the two-phase flow, UB is the 

bubble velocity and UL is the liquid velocity) in the fully developed flow zone of the domain 

containing the bubbles. Null pressure difference (P = 0) was considered at the ends of the 

domain. At the gas–liquid interface (bubble walls), a slip condition was imposed (i.e., the gas 

and liquid velocities are the same at each point of the gas–liquid interface). 

For the reactive gas, a saturation concentration (Csat = 0.1 M, based on the experimental 

reference setup) of the model species was imposed at the entire surface of each bubble. The 

species reaching the bottom wall surface was reduced through concentration-dependent 

Butler Volmer kinetics expressed according to Eqs. (10) and (11) 

𝑟𝑖
′′ =

𝜈𝑖 ∙ 𝑖𝑙𝑜𝑐

𝑛 ∙ 𝐹
                                                                                                                                                    (10) 

𝑖𝑙𝑜𝑐 = 𝑖0 [𝐶𝑅 ∙ 𝑒𝑥𝑝 (
𝛼𝑎𝐹𝜂

𝑅𝑇
) − 𝐶𝑂 ∙ 𝑒𝑥𝑝 (

−𝛼𝑐𝐹𝜂

𝑅𝑇
)]                                                                                  (11) 

where 𝑟𝑖
′′ is the rate of reduction of species 𝑖 at the cathode’s surface (mol/m2∙s), 𝜈𝑖  is the 

stoichiometric coefficient (= −1, dimensionless), 𝑖𝑙𝑜𝑐  is the local current density (A/m2), 𝑛 

is the number of electrons participating in the reaction (= 2, dimensionless), 𝐹 is the Faraday 

constant (= 96485.3 C/mol), 𝑖0 is the exchange current density (A/m2), 𝐶𝑅 and 𝐶𝑂 are the 

concentration of reduced (= 0) and oxidized (= 𝐶𝑖 𝐶𝑠𝑎𝑡⁄  , dimensionless), respectively, 𝛼𝑎 

and 𝛼𝑐  are the anodic and cathodic transfer coefficients (both = 0.5, dimensionless), 

respectively, 𝑅  is the universal gas constant (= 8.314 J/mol∙ K), 𝑇  is the temperature (= 

293.15 K) and 𝜂  is the overpotential (= 𝜙𝑠,𝑒𝑥𝑡 − 𝜙𝑙 − 𝐸𝑒𝑞   in V; 𝜙𝑠,𝑒𝑥𝑡   is the external 

potential applied to the electrode, equal to −2.2 V, 𝜙𝑙 is the electrolyte potential and 𝐸𝑒𝑞  is 

the equilibrium potential, equal to − 1.23 V). The value of the exchange current density 

parameter (𝑖0) was set as 1.0 A/m2. 

At the surface of the anode (upper wall), a linearized Butler-Volmer kinetics was imposed, 
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according to Eq. (12). 

𝑖𝑙𝑜𝑐 = 𝑖0 [
(𝛼𝑎 + 𝛼𝑐)𝐹

𝑅𝑇
] 𝜂                                                                                                                                (12) 

This condition arises from the naturally fast oxidation reactions that eventually results in gas 

evolution at the anode. Different values for the exchange current density (i0) were evaluated 

(10, 1.0 and 0.1 A/m2; 10 A/m2 taken as reference). A scenario in which the anode kinetics is 

neglected was also considered, assuming that the electrolyte potential is zero at the electrode 

surface. 

In the case of inert gas, the saturation concentration was imposed at the upper surface (along 

the entire channel). This condition was chosen based on the verification that the concentration 

of the model species varies insignificantly at this region along the active zone. Moreover, this 

condition represents a proper scenario for the assumption of steady state in the system under 

study.  

A complementary study was carried out considering that a catalyst is deposited at the bottom 

wall of the reactor, resulting in the consumption of the model species by a first order kinetics 

(𝑟𝑖
′′ = 𝑘𝐶𝑖). The specific reaction rate 𝑘 was chosen to be equal to 2∙10-6 m/s in order to 

match the averaged 𝑘 -value coming from the concentration-dependent Butler-Volmer 

kinetics at the cathode surface. Null gradient of species 𝑖 was assumed at the domain ends. 

6.5 Computational procedure 

All the numerical simulations were carried out with the finite element-based commercial code 

COMSOL® Multiphysics. The entire computational domain was discretized in a total of 

~3.6×105 elements. Boundary layer elements (in a total of eight) were specified at the 

electrode surfaces and at the gas–liquid interface (bubble’s surfaces). A mesh independence 

study was carried out to ensure that the results are independent of the grid refinement level. 

As previously mentioned, the bubble reference frame was adopted in this study since the 

system under investigation presents steady state features. A system in which only a liquid 
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phase is present between the two electrodes was also investigated, in order to provide an 

overview of the phenomena when no bubbles are present. In this particular case, the lab 

reference frame was adopted, i.e., the walls were fixed and a no-slip boundary condition with 

𝑣𝑥 = 0 at the wall surfaces was adopted. The same operational conditions (concentration and 

velocity) were adopted. Two cases were investigated: 1) concentration-dependent Butler-

Volmer kinetics at the cathode’s surface and linearized Butler-Volmer kinetics at the anode’s 

surface with 𝑖0  = 10 A/m2 and 2) concentration-dependent Butler-Volmer kinetics at the 

cathode’s surface and negligible kinetics at the anode surface (null electrolyte potential at 

this wall). The reaction was allowed to occur throughout the entire channel, but a selected 

window at the center of the channel (with the same length of a bubble unit cell, i.e., LB + LS) 

was chosen for better visualization. 

A complementary time-dependent study was carried out to investigate the fate of the model 

species departing from the surface of a single bubble. In this case, the entire computational 

domain was initially free from furfural, and the fluid flow of ethanol was solved in steady 

state, providing the velocity field in the system. Next, a rectangular pulse of furfural (0 

mol/m3 → 100 mol/m3, i.e. Csat
  → 0 mol/m3) was introduced at the surface of the chosen 

bubble (an internal one in the array, allowing to properly capture the effect of the recirculation 

at the bubble nose and rear) from 0.1 s to 0.3 s (with a transition zone of 0.1 s). The fate of 

the species in the system, under the absence of chemical reaction, was monitored during 5.0 

s in total. The concentration of furfural at the bubble’s surface, at the middle of the liquid 

film close to the cathode surface and near the bubble nose and rear was then recorded at the 

points indicated in Figure 6.3 C. 

6.6 Results and discussion 

Initial assessment 

We commenced our investigations by calculating an electrochemical situation in the absence 

of any gas. The reactor channel geometry is based on an in-house developed electrochemical 

flow cell with an interelectrode distance of 250 µm.38,40,42 Further, we assumed a fully 

developed laminar flow profile and thus potential entrance effects are neglected. Under such 

conditions, a uniform electric field is obtained with normal current density and potential 
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profiles (Figure 6.4 A & B). The starting material is gradually consumed at the working 

electrode (Figure 6.4 C & E) and the entire electrode surface is active and productively used 

for the electrochemical process (Figure 6.4 D) as the absolute current density is constant over 

the entire surface. 

 

Figure 6.4 Calculated properties for single-phase flow electrochemistry: (A) electrolyte 

current density, (B) electrolyte potential, (C) concentration of the starting material, (D) 

absolute current density profile at the electrode surface, and (E) concentration profile of 

starting material. Calculated properties for gas-liquid flow electrochemistry in the Taylor 

flow regime using a non-reactive gas: (F) electrolyte current density, (G) electrolyte potential, 

(H) concentration of the starting material, (I) absolute current density profile at the electrode 

surface, and (J) concentration profile of starting material. Calculated properties for gas-liquid 

flow electrochemistry in the Taylor flow regime using a reactive gas: (K) electrolyte current 

density, (L) electrolyte potential, (M) concentration of the starting material, (N) absolute 

current density profile at the electrode surface, and (O) concentration profile of starting 

material. 

Next, we investigated a scenario where inert gas is added to the reaction mixture (Figure 6.4 

F-J). Inert gasses, such as nitrogen, are sometimes added to increase the mixing efficiency or 

they are formed as a byproduct at the counter electrode, e.g. formation of hydrogen or oxygen. 
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We specifically computed the scenario where a fully developed Taylor-flow regime is 

established. This is the most common regime for gas–liquid reaction conditions in 

microchannels and a stable Taylor flow can be established for a wide range of different gas 

and liquid velocities. 

The presence of the gas bubble presents a local situation with infinite electrical resistance,32 

which increases the overall energy losses of the flow cell (Figure 6.4 F–J).43 Notably, the gas 

bubble imposes a severe deformation of the electric field and the associated potential and 

current density in the electrolyte (Figure 6.4 F & G). Indeed, the region of the liquid film 

becomes a critical zone, where a minimum current density (Figure 6.4 I) and reaction rate is 

observed (Figure 6.4 H). As a consequence, the electrochemical reduction only happens along 

the length of the liquid slug at the cathode surface, and not in the liquid film (Figure 6.4 J). 

As both the gas and liquid phase are moving forward, the electrochemical surface displays 

an on-again/off-again electrochemical activity.44 If the gas bubble and liquid slug are of 

similar length, it can be easily understood that the electrochemical surface is only half of the 

time active. Hence, the remaining uncovered surface has to produce a higher current density 

to compensate for the loss of electroactive area. Consequently, an increase in overpotential 

and kinetic losses are observed, thus representing a sub-optimal operation of the reactor. 

Increasing the electrical conductivity of the liquid, e.g. by increasing the amount of 

electrolyte, leads to a higher current density and consequently reaction rate in the liquid slug, 

but it does not alleviate the non-reactive behavior in the liquid film. 

Finally, a scenario with a reactive gas is considered (Figure 6.4 K–O), which is relevant for 

electrochemical transformations, such as CO2 reduction and fuel cells.45 While the 

application of gaseous reagents in electrochemical synthetic organic chemistry is currently 

limited,21 an increase in research can be anticipated given the surging popularity of synthetic 

electrochemistry. Under these conditions, the reactive species first dissolves in the liquid 

phase after which it diffuses to the electrode surface and is able to react. Similar to what was 

found for an inert gas bubble, the current density is almost depleted in the region of the liquid 

film and thus low reaction rates are observed (Figure 6.4 K–M). This observation appears to 

be general for a variety of different diffusivities and liquid film thicknesses. 
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However, it should be noted that the film region is crucial for the mass transfer of the gas to 

the liquid phase, i.e. the overall gas-to-liquid mass transfer is dominated by the contribution 

from the gas bubbles to the film. This causes a saturation of the reactant in the film region 

due to the reduced reaction rate occurring in this zone. Interestingly, a fraction of the 

molecules dissolved in the liquid are pushed back to the slug ahead of the gas bubble due to 

the flow pattern in this region, where they have another chance to diffuse and react at the 

surface of the electrode. 

Given these conditions, different concentration profiles are observed when taking into 

account non-reactive and reactive gas scenarios (clearly noticed when comparing Figure 6.4 

H, M or J, O). In the case of reactive bubbles, the species is consumed in the liquid slug 

portion ahead of the bubble, but its concentration increases along the liquid film region, as 

previously mentioned. Then, the species is consumed again in the liquid slug portion behind 

the bubble. This behavior is repeated periodically for each bubble inside the reactor (leading 

to equal concentrations at the ends of a line crossing the unit cell in the midpoint of the bottom 

liquid film, i.e. Figure 6.4 O). In case of a non-reactive gas a distinct behavior can be noticed. 

When looking to Figure 6.4 J (also representing the concentration profile along a line crossing 

the unit cell in the midpoint of the bottom liquid film), one can observe that the species is 

consumed in the liquid slug ahead of the bubble and its concentration slightly changes along 

the liquid film. In the liquid slug portion behind the bubble there is a slight increase in the 

species concentration due to the fast mixing arising from the Taylor recirculation associated 

with the concentration gradient existing between the upper and bottom portions of the 

interelectrode space. As one moves in counterflow direction, more pronounced is the 

concentration jump behind the bubble since the concentration gradient is higher between the 

upper and the bottom portions of the interelectrode distance. Finally, the species 

concentration decreases along the liquid slug behind the non-reactive bubble, as expected. 

Residence time distribution in the liquid slug 

Molecules reaching the liquid film have a small chance to react, but display an excellent 

residence time distribution (RTD) (see Figure 6.5 A, point 5). Molecules reaching the slug 

close to the rear interface of the gas bubble have a higher chance to react and show some 
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non-ideality in the RTD. The recirculation pattern in this region intensifies the mixing, as we 

can notice especially in points 7, 8 and 9 of Figure 6.5 A. In contrast, the core of the slug 

exhibits improved current densities but is less accessible to the molecules coming from the 

gas bubbles. These molecules are transported via convection in a complex recirculating flow 

pattern and witness a relatively poor RTD, as we can notice particularly in point 9 of Figure 

6.5 A. Interestingly, the opposite behavior is observed at the bubble nose. Here, the region 

close to the cathode presents a relatively poor RTD compared to the slug core. Again, we can 

notice the mixing induced by the recirculation pattern in the region (clear in points 1 and 2 

of Figure 6.5 A). Figure 6.5 B shows contours of the model species concentration time-

dependent evolution in an interval of 5 s (supported by the video available in this link), 

considering a single bubble as a source. The mixing induced by the recirculation in the liquid 

slug can be clearly noticed from Figure 6.5 B. 

Sensitivity analysis 

We also investigated the effect of operational parameters, namely electrolyte velocity, bubble 

size, gas holdup, interelectrode distance and concentration, on the performance of the 

electrochemical reactor.  

Figure 6.6 presents the overpotential for (A) larger and (B) smaller reactive bubbles, and (C) 

larger and (D) smaller non-reactive bubbles, and the current density for (E) larger and (F) 

smaller reactive bubbles, and (G) larger and (H) smaller non-reactive bubbles, both as a 

function of the electrolyte velocity and the concentration. In all cases the interelectrode 

distance (250 µm) and the gas holdup (~0.5) were kept constant. Larger bubbles correspond 

to a length LB, while smaller bubbles have length LB/2. The effect of varying the electrolyte 

velocity is represented herein by the operator β, a multiple of the velocity adopted in the 

reference experimental setup.  

An increase in the electrolyte velocity tends to increase the current density and decrease the 

overpotential in all cases, with a more pronounced effect when lower concentrations are 

considered. Moreover, the impact of the electrolyte velocity on the system performance 

within the species concentration space is more pronounced in the case of nonreactive bubbles.  
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Figure 6.5 (A) Concentration profiles of the model species obtained at the points indicated 

in Figure 6.3 C in the interval of 5.0 s. (B) Concentration map of the model species after a 

rectangular pulse at the gas-liquid interface. The color bar expresses the concentration of the 

model species in mol/m3. More details in the video available in this link showing the 

evolution of the model species concentration in an interval of 5.0 s. 
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Higher electrolyte velocities result in more intense recirculation in the liquid slug. However, 

as the electrolyte velocity reaches a certain limit, a further increase does not result in a 

significant decrease in the overpotential and an increase in the current density as the mass 

transfer limitations are minimized. This behavior is more pronounced for lower 

concentrations, where the effect of mass transfer limitations is expected to be indeed more 

relevant. 

 

Figure 6.6 Overpotential as a function of the electrolyte velocity and concentration for (A) 

larger and (B) smaller reactive bubbles, and (C) larger and (D) smaller nonreactive bubbles. 

Current density as a function of the electrolyte velocity and concentration for (E) larger and 

(F) smaller reactive bubbles, and (G) larger and (H) smaller non-reactive bubbles. In all cases 

a gas holdup of ~0.5 is considered. 

The same dependence on the electrolyte velocity and concentration is noticed when the 

interelectrode distance is varied, according to Figure 6.7, i.e., the overpotential tends to 

decrease while the current density tends to increase as the electrolyte velocity is increased, 

keeping the bubble size (larger bubble) and the gas holdup (~0.5) constant. 

When the interelectrode gap is increased according to the path 0.5H → H → 2H (with H = 

250 µm being the reference interelectrode distance), the average current density calculated at 

the cathode and the overpotential tends to decrease, both for reactive and non-reactive 

bubbles. Interestingly, the extent of the variation of these quantities with the electrolyte 

velocity is higher within the concentration space for reduced interelectrode distances (i.e., 
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the sensitiveness is inversely proportional to the interelectrode gap). Particularly in the case 

of reactive bubbles, the dependence of the overpotential and the current density with the 

electrolyte velocity is relevant for very diluted solutions when the interelectrode gap 2H is 

considered. 

 

Figure 6.7 Effect of the interelectrode distance on the overpotential and current density under 

different values of electrolyte velocity and concentration for reactive and non-reactive 

bubbles: (A)-(C) overpotential and (D)-(F) current density for interelectrode distances of 

0.5H, H and 2H and reactive bubbles; (G)-(I) overpotential and (J)-(L) current density for 

interelectrode distances of 0.5H, H and 2H and non-reactive bubbles. The interelectrode 

distance H corresponds to 250 µm (experimental reference). In all cases a condition of larger 

bubbles and gas holdup of ~0.5 is considered. 

The effect of varying the gas holdup for a given reactive bubble size (larger bubble) and 

interelectrode distance (250 µm) was also investigated. Figure 6.8 shows (A) overpotential 

and (B) current density as a function of electrolyte velocity and concentration for a gas holdup 

of ~0.5, and (C) overpotential and (D) current density as a function of electrolyte velocity 

and concentration for a gas holdup of ~0.25. 

Overall, the current density and the overpotential increased when the gas holdup decreased. 
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Within a given gas holdup, the behavior previously noticed is also observed, i.e., the 

overpotential decreases while the current density increases as the electrolyte velocity is 

increased, reaching a plateau for higher electrolyte velocities. The effect of varying the 

electrolyte velocity in the concentration space is more pronounced as the gas holdup is 

decreased. A higher current density is observed for the case of lower gas holdup since in this 

case the disturbance induced by the gas bubbles on the electric field is diminished. Also, at 

lower gas holdups the length of the liquid slug is higher and consequently the mixing effect 

induced by the recirculation is less pronounced, resulting in lower sensitivity for the 

overpotential and the current density when the electrolyte velocity is varied in the 

concentration space, i.e. higher electrolyte velocities are required to reach a plateau where 

the mass transfer limitations vanish, especially at lower concentrations. 

 

Figure 6.8 (A) overpotential and (B) current density as a function of electrolyte velocity and 

concentration for a gas holdup of ~0.5; (C) overpotential and (D) current density as a function 

of electrolyte velocity and concentration for a gas holdup of ~0.25. In all cases, reactive larger 

bubbles and an interelectrode distance H are considered. 

Finally, an assessment of the bubble-induced mixing on the performance of the 
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electrochemical reactor was performed, complementing the results reported in Figures 6.6-

6.8. Figure 6.9 presents the (A) overpotential and the (B) current density as a function of the 

electrolyte velocity and the concentration for larger non-reactive bubbles under fixed gas 

holdup (~0.5) and interelectrode distance (250 µm). Moreover, a complementary study was 

carried out in a condition of no flow in the absence of bubbles in the same computational 

domain. Figure 6.9 (C) and (D) presents the overpotential and the current density for this 

case. In all the scenarios studied, the concentration is indexed 1–4 corresponding to 1 mol/m3, 

10 mol/m3, 50 mol/m3 and 100 mol/m3, respectively. 

 

Figure 6.9 (A) overpotential and (B) current density as a function of the electrolyte velocity 

and the concentration for larger non-reactive bubbles under fixed gas holdup (~0.5) and 

interelectrode distance (250 µm); (C) overpotential and (D) current density for a condition of 

no flow in the same computational domain in the absence of bubbles. The concentration 

equals to 1 mol/m3, 10 mol/m3, 50 mol/m3 and 100 mol/m3 for indexes 1–4, respectively. 
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From Figure 6.9 (A) and (B), we can observe that as the electrolyte velocity approaches zero, 

the overpotential of the system containing bubbles approximates to the condition of no 

bubbles, although always remains slightly higher for the homogeneous case (absence of 

bubbles). Similarly, the current density follows the same trend when the electrolyte velocity 

is close to zero, although the values calculated for the homogenous channel are always 

significantly higher than those recorded for the domain containing bubbles (~2x higher), in 

accordance with the previous discussion. As the electrolyte velocity increases, there is a 

decrease in the overpotential and an increase in the current density tending to a plateau in the 

region where the mass transfer limitations vanish. Therefore, increasing the electrolyte 

velocity induces a more intense mixing in the liquid slug contributing to improve the 

performance of the system containing bubbles, up to a certain limit. Clearly, the plateau 

reached for the current density is not as high as the value for the channel with absence of 

bubbles due to the disturbances that the bubbles induce in the electrical field. 

Mitigation mechanisms and outlook 

Using computational fluid dynamics, we calculated different scenarios for a gas–liquid 

Taylor flow regime in an electrochemical microflow reactor. This flow regime has proven its 

value in a variety of chemical applications. However, our results show convincingly that 

Taylor flow complicates the electrochemical process when carried out in microreactors. 

The gas bubble acts as an insulator resulting in a high energy loss, which prevents any 

reaction to occur in the bubble region. As the bubble moves over the electrode surface, this 

leads to an on-again/off-again operation of the local electrochemical surface. The larger the 

bubble becomes the less efficient the reactor is used, resulting in a higher overall energy 

consumption for the electrochemical process. As an extreme case, we can consider annular 

flow or pipe flow where the gas flows at a higher velocity in the centre of the microchannel 

and the liquid lubricates the electrodes and the reactor walls. It is evident that such a scenario 

should be avoided at all costs. 

While Taylor flow still leads to an increase in mass transfer in flow electrochemistry, we have 

shown that this advantage does not outweigh the disadvantages as described herein. 

Following previous contributions in the literature that propose ways to overcome this issue, 
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we propose three potential solutions. 

A first option is to apply elevated pressures which increases the solubility of the gas in the 

liquid and reduces the average volume of the bubbles.46 However, this has to be evaluated on 

a case-by-case scenario as elevated pressures can shift the chemical equilibria (Le Chatelier's 

principle) and thus can give rise to byproduct formation.32,47 

A second solution to overcome the limitations of Taylor gas–liquid flow could be the use of 

gas-diffusion electrodes. These porous electrodes enable efficient contact between the gas, 

the liquid phase and the electroactive surface.48 The electrodes can be installed in such a way 

that the interelectrode gap is filled with the conducting electrolyte solution, while the gas 

phase is flowing on the opposite side.49 Hence, an intimate contact between the gas and the 

liquid is established without passivating the electroactive surface. Also, in the case of gaseous 

byproduct formation, the gasses can be effectively removed through the gas-permeable 

electrode by applying a vacuum. 

Third, surfactants can be added to the reaction solution, which lowers the surface tension. 

For gas-evolving reactions (e.g. hydrogen evolution), this leads not only into a faster 

detachment of the gas from the electrodes but it also results in a reduction of the average 

bubble size of the gas phase.50 In addition, it has been shown that a reduction of the bubble 

size is accompanied by a significant improvement of the current efficiency.51 

6.7 Conclusions 

We investigated the effect of gas bubbles in Taylor-flow regimes in electrochemical 

microreactors using a computational fluid dynamics model. We have shown that the presence 

of the gas bubbles in Taylor flow has controversial effects. From the electrochemical stance, 

the presence of bubbles results in disturbances in the current distribution. However, due to 

Taylor vortices, the presence of bubbles intensifies the mixing efficiency in the liquid slug 

allowing to minimize mass transfer limitations. We have studied different scenarios, 

including the absence and presence of both reactive and unreactive gases. Furthermore, an 

indepth analysis was performed taking into account the residence time distribution of 

molecules in the liquid slug and the effect of different operational variables (bubble size, gas 
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holdup, interelectrode distance, electrolyte velocity and concentration) on the overpotential 

and current density. Finally, a discussion about strategies to overcome these issues was 

presented. 

We anticipate that the insights gained herein will be of importance to the community to 

develop improved and more energy-efficient gas–liquid electrochemical flow cells. We 

believe the results are also significant for the large-scale electrochemical production of 

chemicals as these are often carried out in narrow-gap flow cells.21 
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Abstract 

A comprehensive understanding of the underlying phenomena (coupled fluid flow, charge 

transfer, mass transfer and chemical reaction) is fundamental for a proper design, analysis 

and scale-out of chemical reactors when carrying out multiphase electro-organic 

transformations. In this study, we have explored the novel combination of organic 

electrochemical synthesis and computational fluid dynamics (CFD) to perform a systematic 

theoretical investigation concerning the effect of different operational parameters on the 

performance of organic-aqueous Taylor flow in electrochemical microreactors. The results 

indicate that operating at high concentrations of the rate-limiting species (>5 molm-3 for 

𝐷𝑖 ≥ 10−9 m2s-1; 500 molm-3 for 𝐷𝑖~10−10 m2s-1) is beneficial for the reactor’s 

performance. However, excessively high concentrations (>500 molm-3) do not result in a 

further improvement in mass transfer and current/voltage relation. Higher diffusivities are 

also beneficial, but even in this scenario limiting current densities can be found when working 

at low concentrations. Overall, keeping an internal:external phase electrical conductivity 

ratio >1 improves the reactor performance. Working at lower velocities can be beneficial in 

some scenarios, since higher limiting current densities can be obtained. However, the velocity 

impact on the reactor performance is not significant in some operating conditions (e.g., at 

higher concentrations and diffusivities). Finally, working with higher cell potentials is 

beneficial, but limiting current densities can be encountered at lower concentrations and 

diffusivities. Variables such as internal phase volume fraction, droplet length and 

interelectrode distance also have relevant impact on the reactor performance, but are 

subjected to the same conditioning factors previously mentioned. A comprehensive potential 

balance was also conducted, showing the relative importance of the activation, Ohmic and 

concentration overpotentials under different operating conditions. We believe the insights 

gained herein will be of interest to researchers in both academia and industry to develop more 

efficient electrochemical flow reactors for liquid-liquid transformations. 
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7.1 Introduction 

There is no doubt about the urgent need for an in-depth assessment of the current industrial 

standards for chemical transformations to enable greener and more efficient synthetic routes. 

Smart chemical plants will be required, which use automation and artificial intelligence to 

adjust the processes in real time, thus establishing highly selective and productive 

transformations.1,2 In addition, the sustainability goals of the chemical industry can -at least 

partially- be achieved through the maxims of process intensification (PI).3–9 

Multifunctional reactors10-12, including monolithic designs13-15, and micro-flow16, 17 devices 

are the current standards for intensifying chemical transformation plants at the equipment 

level. Monolithic structures have been applied in electrochemical18-20, photochemical21 and 

thermally-activated catalytic reactions22, 23. Environmental protection, power plants and bulk 

chemicals can be listed among several sectors in which this technology has already been 

implemented, carrying out monophasic or multiphase flows.23 Similarly, micro-flow 

chemistry, driven by photochemical24,25 or electrochemical26 activation modes, has attracted 

a great deal of attention in recent years due to the potential to use renewable energy sources. 

Microreactors have widely been recognized as a key equipment for Process Intensification 

as they provide high surface-to-volume ratios, short diffusion distances, high and 

reproducible interfacial areas.27 Therefore, the combination of microreactors with photo-

/electrochemistry is a perfect match to enable green process development focused on high 

efficiency with a reduction of the negative side effects to our planet. 

The increased availability of green electricity has driven smart technologies in several areas, 

including transportation and the energy sector.28,29 This fact has also pushed academia and 

industry towards a renewed interest in developing micro-flow electrochemical 

methodologies.30 Electron-driven chemical activation is attractive not only from a 

sustainability perspective but also as a strategy to establish new synthetic transformations 

and to provide higher selectivities in conventional synthetic pathways.31,32 While most of the 

electroorganic transformations are conducted in single-phase flow (i.e., with all species in 

solution), multiphase applications involving gas-liquid33,34 and liquid-liquid flow,35-37 often 

leading to the so-called Taylor flow,38-40 are also encountered. The segmented flow regime 
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occurring in these devices leads to toroidal fluid circulation patterns,39,40 allowing for 

increased radial heat and mass transfer while minimizing axial dispersion effects. 

The theoretical understanding of the transport phenomena and the charge transfer processes 

occurring in multiphase micro-flow electrochemistry is of paramount importance for proper 

design, analysis and scale-out purposes. In a previous study41 we have used computational 

fluid dynamics (CFD), a powerful tool for simulating the coupled nonlinear phenomena 

taking place in micro-flow chemistry,42-48 to investigate the effect of mixing and charge 

transfer in gas-liquid micro-flow electro-organic transformations. Our calculations have 

shown that gas bubbles have controversial effects on the performance of these devices. This 

means that, while the presence of the bubbles intensify the mixing efficiency,49-53 the gas 

bubbles also block the charge transfer and, thus, the chemical reaction shuts down around the 

gas bubble. - 

Despite the fact that the fluid dynamics54-57 and the associated heat58-62 and mass63-65 transport 

mechanisms of liquid-liquid flow processes are quite established, theoretical and/or 

experimental investigations of liquid-liquid electrochemical systems are hitherto only rarely 

reported.66-69 

To the best of our knowledge, a systematic theoretical investigation of Taylor flow with 

coupled mass transfer, charge transfer and chemical reaction in liquid-liquid electro-organic 

transformations is currently missing. More specifically, we were interested in the charge and 

mass transfer behavior in such liquid-liquid micro-flow systems and the influence of different 

electrical conductivity ratios. Could the presence of an aqueous phase have a positive effect 

on electro-organic transformations in comparison to an equivalent homogeneous (single-

phase) system? How different would the coupled nonlinear phenomena behave in liquid-

liquid electro-organic systems when compared to the gas-liquid ones?  

These questions have stimulated us to perform a study focused on the novel combination of 

CFD and liquid-liquid electro-organic transformations. The effect of different operational 

variables (electrical conductivity ratio, mass diffusivity, velocity, concentration, cell potential, 

internal phase volume fraction, internal phase length and inter-electrode distance) were 

systematically studied using CFD calculations. The investigation was mainly based on the 
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analysis of a potential distribution in the electrochemical microreactor (considering the 

contribution of ohmic, concentration and activation overpotential) and polarization curves. 

The electrochemical oxidative coupling between thiophenol and fluoride yielding sulfonyl 

fluorides70,71) was selected as a benchmark reaction and a typical modular electrochemical 

microreactor configuration was considered.72 We believe that the insights provided herein 

will aid in the future design, analysis and scale-out of electrochemical flow reactors and the 

execution of micro-flow electro-organic transformations. 

7.2 Electrochemical reactor and benchmark reaction 

The micro-flow electrochemical reactor (Figure 1A) designed by our group and described in 

detail elsewhere72 was considered for modeling purposes. In summary, the reactor comprises 

eight channels (allowing for different reactor configurations in series and parallel and 

consequent variable reaction volume) with an interelectrode distance of 250 m and a width 

of 3 mm (Figure 7.1B).71-73 This device represents a typical electrochemical microreactor for 

organic transformations, serving as a reference for the interelectrode distances and velocities 

adopted in our numerical investigations. 

 

Figure 7.1 Overview of the reaction environment: (A) electrochemical reactor – external 
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view, (B) electrochemical reactor – internal view, (C) chemical transformation under study, 

and (D) reaction mechanism (reaction ii represents the rate limiting step at the anode’s surface, 

since the steps iii-v represent click reaction mechanisms; step i represents KF dissociation, 

mediated by pyridine, and fluoride interfacial transfer from the aqueous to the organic phase).  

Moreover, as a benchmark reaction with the kinetics at the anode as the rate-limiting step, 

the electrochemical oxidative coupling of thiophenol and fluoride yielding sulfonyl fluoride 

was considered (Figure 7.1C).71 The reaction medium consists of a biphasic mixture 

composed of aqueous HCl solution and an organic CH3CN phase. Thiophenol is used as the 

substrate, while KF was the fluoride source. Moreover, pyridine is added to produce high 

yields since it may act as a phase transfer catalyst and electron mediator, according to the 

mechanism illustrated in Figure 7.1D.  

Following the mechanism proposed, reaction (ii) represents the rate-limiting step at the 

anode70,74,75 while the other steps are considered to be fast as we were never able to isolate or 

observe those intermediates under the given reaction conditions. Furthermore, step (i) 

represents KF association with pyridine and fluoride interfacial transfer from the aqueous to 

the organic phase. The fluoride phase transfer occurs in the form of C5H5NH+-F- and controls 

the supply of this reagent to the anode surface. The optimal reaction condition is achieved 

with a residence time of 5-10 min and a cell potential of 3.30 V.71 Again, this reaction 

environment was taken as a reference for the parametric study carried out numerically herein, 

considering the effects of different scenarios on the performance of liquid-liquid 

electrochemical transformations in micro-flow. 

7.3 Mathematical modeling and computational procedure 

Computational domain 

The liquid-liquid flow inside the electrochemical microreactor can be represented by the 

scheme shown in Figure 7.2A, where Ω1 is the internal (dispersed) phase and Ω2 is the 

external (continuous) phase. 
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Figure 7.2 Biphasic flow occurring in the electrochemical reactor: (A) segmented flow 

(internal phase Ω1 and external phase Ω2 flowing periodically between the electrodes), and 

(B) a scheme of the unit cell considered in this work, with an indication of the boundary 

conditions adopted. 

Taylor recirculation occurs in the external and internal phases. The subdomain Ω1 repeats 

periodically along the reactor. Moreover, each subdomain Ω1 represents a source for the 

limiting-rate species i. The two-phase flow occurs in the interelectrode gap (cathode placed 

at the upper plate and anode placed at the bottom plate). The electrochemically-driven 

chemical transformation occurs only at the anode surface. 

The full domain was reduced to a 2D unit cell (UC) for modeling purposes, representing the 

periodical Taylor flow occurring throughout the reactor, depicted in Figure 7.2B. This unit 

cell was modeled, taking the disperse phase as the reference frame. Therefore, the droplet 

velocity 𝑈𝐷  was imposed at the walls, while a relative velocity ( 𝑈𝐷 − 𝑈𝑇𝑃 ; 𝑈𝑇𝑃 

corresponding to the average two-phase velocity) and null gauge pressure were prescribed at 

the inlet and the outlet, respectively. 
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Fluid flow 

The multiphase flow in the electrochemical device was calculated through the moving mesh 

Arbitrary Lagrangian–Eulerian (ALE) formulation76-79 in COMSOL® Multiphysics. This 

enables precise flux calculations at fluid-fluid interfaces. Moreover, it allows a 

straightforward implementation of fluxes at fluid-fluid interfaces. Working with the moving 

mesh approach also provides an easy implementation of a known saturation concentration or 

a partition coefficient at the interface. Moreover, growth or shrinkage of the dispersed phase 

due to mass transfer at the interface can be easily implemented in COMSOL® Multiphysics 

using the moving mesh approach. Given the advantages of this method for the current and 

future investigations in this field, we have opted to use this approach in our simulations as an 

alternative to traditional multiphase models (e.g., level-set, phase field, etc.). 

The two-dimensional, Newtonian, transient, laminar and incompressible flow occurring in 

the micro-electrochemical device was modeled according to Eqs. 1 and 2 (momentum and 

overall mass conservation, respectively): 

𝜌 [
𝜕𝒖

𝜕𝑡
+ (𝒖𝑐 ∙ ∇)𝒖] = ∇ ∙ [−𝑝𝑰 + 𝜇(∇𝒖 + (∇𝒖)𝑇)]                                                              (1) 

∇ ∙ 𝒖 = 0                                                                                                                                         (2) 

where 𝒖𝑐 (ms-1) is the convective velocity, defined as the difference of material velocity 

and mesh velocity, and 𝒖 (ms-1) is the mesh velocity. The gravitational force was neglected. 

(since viscous forces and surface tension are predominant, 𝐵𝑜 = ∆𝜌𝑔𝐷2 𝜎⁄ = 0.13).  

At the inlet, fully developed laminar flow was adopted, while at the outlet, null gauge 

pressure was specified. At the upper and bottom walls, a tangential velocity was specified 

according to Eq. 3. 

𝒖 = 𝑈𝑤𝒕                                                                                                                                          (3) 

where 𝑈𝑤 (ms-1) is the velocity imposed at these boundaries and 𝒕 (dimensionless) is the 

tangential vector at the walls. 



CFD study on liquid-liquid Taylor flow electrochemistry 

107 
 

At the liquid-liquid interface, the finite stresses are calculated according to Eq. 4 10. 

𝒏 ∙ 𝝉1 = 𝒏 ∙ 𝝉2 + 𝒇𝑠𝑡                                                                                                                     (4) 

where 𝝉1  (Nm-2) and 𝝉2  (Nm-2) are the total stress tensors in each phase (internal and 

external, respectively) at the interface, while 𝒏  (dimensionless) is the normal of the 

interface. The term 𝒇𝑠𝑡 (Nm-2) corresponds to the force per unit area related to the surface 

tension, expressed in Eq. 5 10. 

𝒇𝑠𝑡 = 𝜎(∇𝑠 ∙ 𝒏)𝒏 − ∇𝑠𝜎                                                                                                              (5) 

where 𝜎 is the surface tension coefficient (Nm-1) and ∇𝑠 is the surface gradient operator, 

given by Eq. 6.66 

∇𝑠= (𝑰 − 𝒏 ∙ 𝒏𝑇)∇                                                                                                                        (6) 

Two components (normal and tangential) can be written for the surface tension, according to 

Eqs. 7 and 8, respectively.66 

(𝒏 ∙ 𝝉1 − 𝒏 ∙ 𝝉𝟐) ∙ 𝒏 = 𝜎𝜅 ∙ 𝒏                                                                                                     (7) 

(𝒏 ∙ 𝝉1 − 𝒏 ∙ 𝝉𝟐) ∙ 𝒕 = 0                                                                                                               (8) 

where 𝜅  (dimensionless) is the curvature of the interface. Moreover, continuity of the 

velocity field is considered at the interface, according to Eq. 9.66 

𝒖1 = 𝒖2                                                                                                                                          (9) 

where 𝒖1  (ms-1) and 𝒖2  (ms-1) are the velocity of the internal and external phase, 

respectively, at the interface.  

Mass transfer and chemical reaction  

The transport of species i in the micro-electrochemical reactor was modeled through the 
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steady-state convection-diffusion equation (Eq. 10), neglecting any bulk chemical reaction 

and considering Fickian diffusive flux. 

(𝒖𝑐 ∙ ∇)𝑐𝑖 = ∇ ∙ (𝐷𝑖∇𝑐𝑖)                                                                                                            (10) 

where 𝒖𝑐  (ms-1) is the convective velocity, 𝑐𝑖  (molm-3) is the species i molar 

concentration and 𝐷𝑖  (m2s-1) is the species i mixture diffusivity (assumed as constant).  

A finite flux was taken into account for species i, dependent on the local current density, at 

the anode’s surface (Eq. 11), while the diffusive flux was assumed as negligible at the 

cathode’s surface (Eq. 12). 

−𝑟𝑖
′′ =

𝜈𝑖𝑖𝑙𝑜𝑐

𝑛𝐹
                                                                                                                               (11) 

−𝒏 ∙ 𝑱𝑖 = 0                                                                                                                                  (12) 

where −𝑟𝑖
′′ is the rate of species i consumption per unit of the anode’s surface area (molm-

2s-1), 𝜈𝑖   is the stoichiometric coefficient (dimensionless), 𝑖𝑙𝑜𝑐  is the position-dependent 

current density (Am-2), 𝑛  is the number of electrons involved in the chemical 

transformation (dimensionless), 𝐹 is the Faraday constant (Cmol-1) and 𝒏 is the normal 

vector (dimensionless). 

Periodicity was assigned at the unit cell's lateral boundaries, as described by Eqs. 13 and 14, 

i.e., both the species i concentration and normal convective flux are equal at these frontiers. 

𝑐𝑖𝑠𝑟𝑐
= 𝑐𝑖𝑑𝑠𝑡

                                                                                                                                (13) 

−𝒏𝑠𝑟𝑐 ∙ (𝑱𝑖 + 𝒖𝑐𝑖)𝑠𝑟𝑐 = 𝒏𝑑𝑠𝑡 ∙ (𝑱𝑖 + 𝒖𝑐𝑖)𝑑𝑠𝑡                                                                       (14) 

where 𝑐𝑖𝑠𝑟𝑐
 and 𝑐𝑖𝑑𝑠𝑡

 are the species i concentration (molm-3) at the source and destination 

boundaries, respectively; 𝒏𝑠𝑟𝑐  and 𝒏𝑑𝑠𝑡  (dimensionless) are the normal vectors at the 

source and destination boundaries, respectively. The source and destination boundaries for 

the species transport model are equivalent to the inlet and outlet boundaries, respectively, of 
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the fluid flow model. 

Moreover, the concentration of species i was imposed as the saturation concentration at the 

fluid-fluid interface, according to Eq. 15. 

𝑐𝑖 = 𝑐𝑖,𝑖𝑛𝑡 = 𝑐𝑖,𝑠𝑎𝑡                                                                                                                       (15) 

where 𝑐𝑖,𝑠𝑎𝑡 is the species i's saturation concentration (molm-3). 

Electrochemistry 

The unit cell's electrochemistry was solved through a steady-state secondary current 

distribution approach, accounting for the concentration gradient and electrode kinetics. The 

electrolyte (phases Ω1 and Ω2) was assumed to conduct current according to Ohm’s law 

(Eqs. 16 and 17). 

𝒊𝑙 = −𝜎𝑙∇𝜙𝑙                                                                                                                                 (16) 

∇ ∙ 𝒊𝑙 = 0                                                                                                                                      (17) 

where 𝒊𝑙 (Am-2) is the current density vector, 𝜎𝑙 (Sm-1) is the electrical conductivity and 

𝜙𝑙  (V) is the electrolyte potential. The conductivity of each phase (𝜎𝑙,Ω1
  and 𝜎𝑙,Ω2

 ) was 

constant. However, the values attributed to 𝜎𝑙,Ω1
 and 𝜎𝑙,Ω2

 were systematically varied in 

this study.  

Null electric flux was assigned to the unit cell's lateral boundaries (Eq. 18), ensuring 

periodicity.  

−𝒏 ∙ 𝒊𝑙 = 0                                                                                                                                   (18) 

where 𝒏 (dimensionless) is the normal vector.  

On the other hand, the electric flux assumed finite values at the electrodes (Eq. 19), which in 

a generic case can be expressed as the sum of the local current densities from the 𝑚 
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chemical reactions occurring at those boundaries (Eq. 20).  

𝒏 ∙ 𝒊𝑙 = 𝑖𝑡𝑜𝑡𝑎𝑙                                                                                                                                (19) 

𝑖𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑖𝑙𝑜𝑐,𝑚

𝑚

= 𝑖𝑙𝑜𝑐                                                                                                            (20) 

where 𝑖𝑡𝑜𝑡𝑎𝑙   (Am-2) is the total current density arising from the 𝑚  chemical reactions 

occurring at the electrode’s surface. In this study, 𝑚 = 1 and 𝑖𝑡𝑜𝑡𝑎𝑙  is equal to the position-

dependent current density 𝑖𝑙𝑜𝑐 (Am-2). 

In particular, concentration-dependent kinetics was prescribed at the anode (Eq. 21) to 

account for the current density at that surface, while linearized Butler-Volmer kinetics was 

assumed at the cathode (Eq. 22). 

𝑖𝑙𝑜𝑐 = 𝑖0 [𝑐𝑅𝑒𝑥𝑝 (
𝛼𝑎𝐹𝜂

𝑅𝑇
) − 𝑐𝑂𝑒𝑥𝑝 (

𝛼𝑐𝐹𝜂

𝑅𝑇
)]                                                                       (21) 

𝑖𝑙𝑜𝑐 = 𝑖0 [
(𝛼𝑎 + 𝛼𝑐)𝐹

𝑅𝑇
] 𝜂                                                                                                           (22) 

where 𝑖𝑙𝑜𝑐  (Am-2) is the local current density, 𝐹  (Cmol-1) is the Faraday constant, 𝑖0 

(Am2) is the exchange current density, 𝑐𝑅 and 𝑐𝑂 (dimensionless) are the concentration of 

reduced and oxidized species, respectively, 𝛼𝑎 and 𝛼𝑐 (dimensionless) are the anodic and 

cathodic transfer coefficients, respectively, 𝑅 (Jmol-1K-1) is the universal gas constant, 𝑇 

(K) is the temperature and 𝜂 (V) is the overpotential. 

The overpotential 𝜂 was calculated according to Eq. 23, where 𝜙𝑠 (V) and 𝜙𝑙 (V) are the 

electrode and electrolyte potential, respectively, and 𝐸𝑒𝑞  (V) is the equilibrium potential. 

Finally, a comprehensive potential balance was carried in the system, accounting for the 

activation (𝜂𝑎 and 𝜂𝑐, at the anode and the cathode, respectively), the ohmic (𝜂𝑜ℎ𝑚) and the 

concentration (𝜂𝑐𝑜𝑛𝑐) overpotentials, according to Eq. 24. 

𝜂 = 𝜙𝑠 − 𝜙𝑙 − 𝐸𝑒𝑞                                                                                                                      (23) 
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𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑒𝑞 + 𝜂𝑎 + 𝜂𝑐 + 𝜂𝑜ℎ𝑚 + 𝜂𝑐𝑜𝑛𝑐                                                                                  (24) 

Computational domain and solution strategy 

We started the simulations by solving the fluid dynamics in the 2D unit cell. A UC with height 

𝐻 = 250 𝜇𝑚 and length 4𝐻 was taken as reference. The ratio 𝛾 = Ω1 Ω2⁄  was initially 

fixed in 0.5. An arbitrary shape for the secondary phase (Ω2 ) was considered. Given the 

boundary conditions imposed, a time-dependent solution of the fluid flow equations was 

performed until steady-state was reached, i.e., when the interface velocity was virtually zero. 

An iterative procedure was adopted to find the wall velocity (𝑈𝑤) resulting in steady-state 

conditions, i.e., stable secondary phase morphology with negligible interface motion 

positioned at the center of the UC, for a given set of boundary conditions. Three velocities 

were considered though a multiplier 𝛽 = 1 – 3 (𝛽 = 3 corresponding to the velocity leading 

to the residence time of 5 min – typical in liquid-liquid electroorganic transformations in 

microchannels; 𝛽2 = 𝛽3 2⁄  and 𝛽1 = 𝛽3 3⁄ ). The surface tension coefficient was defined as 

1 mN·m-1 in all simulations. Surface tension coefficients for aqueous-organic pairs typically 

vary in the range of ~1 mN/m to ~50 mN/m.81 The external phase consists of CH3CN, with 

density of 786 kg∙m-3 and dynamic viscosity of 0.341 mPa∙s, while the internal phase is water, 

with density of 1000 kg∙m-3 and dynamic viscosity of 1 mPa∙s. 

Validation of the fluid flow model 

Based on the same approach, different configurations were tested varying the two-phase 

velocity in the UC (𝑈𝑇𝑃), the UC length keeping 𝛾 constant (elongated secondary phase), 

the UC length with variable 𝛾 and the UC height 𝐻.  

The same procedure was also applied to verify the fluid flow model, taking the thin film 

formed between the interface and the walls (external phase, Ω2, film thickness), the droplet 

(internal phase, Ω1 ) velocity and the pressure drop per droplet (internal phase, Ω1 ) as 

reference. The numerical result for the external phase film thickness was compared with the 

prediction from the correlations developed or modified by Bretherton82, Aussillous and 

Quéré83, Han, Shikazono and Kasagi84 and Eain, Egan and Punch85 according to Eqs. (25) to 
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(28), respectively. 

𝛿

𝐷
=

1

2
∙ 0.643 ∙ (3 ∙ 𝐶𝑎𝐷)2 3⁄                                                                                                   (25) 

𝛿

𝐷
=

1

2
∙

0.643 ∙ (3 ∙ 𝐶𝑎𝐷)2 3⁄

1 + 2.5 ∙ 0.643 ∙ (3 ∙ 𝐶𝑎𝐷)2 3⁄
                                                                                (26) 

𝛿

𝐻
=

0.670 ∙ 𝐶𝑎𝐷
2 3⁄

1 + 3.13 ∙ 𝐶𝑎𝐷
2 3⁄

+ 0.504 ∙ 𝐶𝑎𝐷
0.672 ∙ 𝑅𝑒𝐷

0.589 − 0.352 ∙ 𝑊𝑒𝐷
0.0629

                       (27) 

𝛿

𝐷
=

1

2
∙

0.643 ∙ (3 ∙ 𝐶𝑎)2 3⁄

1 + 1.6 ∙ 0.643 ∙ (3 ∙ 𝐶𝑎)2 3⁄
                                                                                  (28) 

where 𝛿  (m) is the thin film thickness, D (m) is the channel’s diameter, H (m) is the 

channel’s height, 𝐶𝑎𝐷 (dimensionless) is the capillary number based on the dispersed phase 

velocity (𝐶𝑎𝐷 = 𝜇𝑒𝑥𝑡𝑈𝐷 𝜎⁄  ; 𝜇𝑒𝑥𝑡   consisting the dynamic viscosity of the external phase) 

and 𝐶𝑎 is the capillary number based on the average two-phase velocity (𝐶𝑎 = 𝜇𝑒𝑥𝑡𝑈𝑇𝑃 𝜎⁄ ). 

The droplet velocity was calculated as a function of the average two-phase velocity, the film 

thickness (predicted by a correlation) and the channel’s characteristic length according to Eq. 

(29).86 

𝑈𝐷

𝑈𝑇𝑃

= (1 − 2 ∙
𝛿

𝐷
)

−2

                                                                                                              (29) 

Moreover, the pressure drop per droplet was estimated using the correlations of Ratulowski 

and Chang87 and Langewisch and Buongiorno88, according to Eqs. (30) and (31), respectively. 

∆𝑃𝐷

𝜎 𝑅⁄
= 4.52 ∙ (3 ∙ 𝐶𝑎𝐷)2 3⁄ − 12.6 ∙ 𝐶𝑎𝐷

0.95                                                                      (30) 

∆𝑃𝐷

𝜎 𝑅⁄
= {

3.96 ∙ 𝐶𝑎𝐷
0.58,   𝐶𝑎𝐷 < 0.187, 𝑅𝑒𝐷 < 5

8 ∙ 𝐶𝑎𝐷 ,   𝐶𝑎𝐷 ≥ 0.187
                                                             (31) 
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Calculation of the species transport and the electrochemistry 

The next step consisted of simulating the coupled species transport and electrochemistry with 

a steady-state solver. A specific concentration of species i was considered in the Ω1 

subdomain (internal phase) and at the interface, while null concentration was specified in the 

subdomain Ω2 (external phase). The species i dissolved in the subdomain Ω2 reacted at the 

anode’s surface following concentration-dependent kinetics. Periodicity was ensured, as 

indicated before. 

A half-cell approach was adopted, considering a varying positive voltage at the anode (+3 

V to +4 V in intervals of 0.1 V) while keeping 0 V at the cathode. 𝐸𝑒𝑞 was specified as 

0 V and +2.9 V at the cathode and the anode, respectively. Moreover, the exchange current 

density was defined as 𝑖0 = 1.0 A·m-2 at the anode, while 𝑖0 = 10 A·m-2 was considered at 

the cathode.  

The concentration of the species i transferred from the phase Ω1 to phase Ω2, the electrical 

conductivity ratio 𝜃 = 𝜎1 𝜎2⁄  and the diffusivity of species i were systematically varied in 

the simulations: 

• 𝑐𝑖,Ω1
= 𝑐𝑖,𝑖𝑛𝑡 assumed the values 500 mol·m-3, 5 mol·m-3, 0.5 mol·m-3, and 0.05 

mol·m-3. 

• 𝜃  was defined as 2 (500 𝜇 S·cm-1/250 𝜇 S·cm-1), 50 (500 𝜇 S·cm-1/10 𝜇 S·cm-1), 

0.5 (250 𝜇S·cm-1/500 𝜇S·cm-1) and ~ 0 (10-6 𝜇S·cm-1/250 𝜇S·cm-1). 

• 𝐷𝑖  was equal to 10-9 m2·s-1 (reference), 10-8 m2·s-1 and 10-10 m2·s-1. 

CFD code and numerical details 

The mathematical model was solved with the finite element method-based software 

COMSOL® Multiphysics (Burlington, MA), using the laminar flow, secondary current 

distribution and transport of diluted species modules. A mesh independence study was carried 

out to determine the optimal refinement level (i.e., capturing the intrinsic phenomena with an 

adequate computational cost). The optimal mesh refinement level consisted of ~2.6×105 

elements. The fluid flow (time-dependent) and the coupled mass transfer and 
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electrochemistry (steady-state) were solved in two separate steps with direct solvers 

(MUMPS and PARDISO, respectively). The BDF algorithm was used for the variable time-

stepping when solving the fluid dynamics.  

7.4 Fluid dynamics in the electrochemical microreactor 

Figure 7.3A presents the Taylor recirculation obtained through the CFD simulations in the 

2D unit cell. The toroidal recirculation pattern obtained herein is consistent with previous 

works reported in the literature.58,63,89,90 

In fact, Taylor recirculation plays a significant role in segmented flow in microchannels, 

contributing to intensifying the mixing.91 The reliability of the fluid dynamics model was 

tested in the 2D rectangular channel taking the external phase (Ω2) film thickness, the droplet 

(internal phase, Ω1 ) velocity and the pressure drop per droplet (internal phase, Ω1 ) as 

reference. For the given set of boundary conditions specified, the wall velocity was iteratively 

varied until a steady-state was reached with stagnant internal phase (Ω1) positioned at the 

UC’s center (considering 𝛾 = 0.5 and 𝐿𝑈𝐶 = 4𝐻𝑈𝐶). Under these conditions, the thin film 

thickness was measured (average value in the uniform liquid film zone) and compared to the 

correlations expressed by Eqs. (25) to (28). Figure 7.3B presents the external phase thin film 

thickness obtained numerically (CFD solution) and through the correlations of Bretherton 82, 

Aussillous and Quéré83, Han, Shikazono and Kasagi84 and Eain, Egan and Punch85. Good 

agreement was observed between the CFD results and all the correlations tested. The 

correlations from Aussillous and Queré, Han, Shikazono and Ksagi (HSK) and Eain, Egan 

and Punch (EEP) tended to underpredict the film thickness as the capillary number increased, 

while Bretherton’s correlation resulted in a slight overprediction of  for the higher capillary 

number evaluated. 
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Figure 7.3 (A) Taylor flow in the unit cell. (B) Film thickness as a function of the capillary 

number. (C) Pressure drop per droplet as a function of the capillary number. (D) Droplet 

velocity as a function of the capillary number. 

A critical capillary number for the transition from viscous-capillary to viscous-inertial 

regime can be estimated as 𝐂𝐚∗~(𝛍𝟐 𝛒𝐑𝛔⁄ )𝟑 𝟒⁄ .83,85 For the conditions evaluated in this 

work, 𝐂𝐚∗~𝟐. 𝟓. Therefore, a viscous-capillary regime can be considered for all scenarios 

studied herein. 

The theoretical expression proposed by Bretherton82 (𝟏𝟎−𝟒 < 𝐂𝐚𝐛 < 𝟏𝟎−𝟐, inviscid gas 

bubbles, 𝛅 ≪ 𝐑) and the semi-empirical correlation presented by Aussillous and Quéré83 

(𝐂𝐚𝐛 < 𝟏. 𝟒) were obtained for gas-liquid Taylor flow in circular channels. The model from 

Aussillous and Queré captures the capillary’s confinement effect imposing a limit to the 

film thickness for large 𝐂𝐚𝐛, but reduces to Bretherton’s predictions for low 𝐂𝐚𝐛. The 

correlations proposed by Bretherton and Aussillous and Quéré fail to capture inertial effects 

on the film thickness. The correlation proposed by Eain, Egan and Punch85 consists in a 

modification of the empirical coefficient in the expression from Aussillous and Quéré and 

considers liquid-liquid Taylor flow in circular channels (𝐂𝐚 < 𝟎. 𝟏𝟒). The correlation of 

Han, Shikazono and Kasagi84 is applicable for gas-liquid Taylor flow in between two 

parallel plates (considering 𝟎 < 𝐂𝐚𝐛 ≲ 𝟎. 𝟒 and 𝐑𝐞 < 𝟐 × 𝟏𝟎𝟑). Thus, it is suitable for the 
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2D cases evaluated in this work. Moreover, it accounts for the inertial effects (inertial 

thinning at low 𝐑𝐞 and inertial thickening at high 𝐑𝐞).88 

Therefore, given the low 𝐂𝐚𝐛 and 𝐑𝐞 for the cases evaluated in this study, the film 

thickness obtained numerically is in good agreement with all correlations tested. Also, the 

low viscosity ratio for the internal/external phases (0.341) minimizes the effect of the 

droplet viscosity on the film thickness, as observed in previous works,92-95 so that the 

predictions from the Bretherton’s correlation are in agreement with the CFD results. 

It is also interesting to note, from Fig. 7.3C, that a good agreement was obtained when 

comparing the pressure drop per droplet (internal phase, 𝛀𝟏) and the prediction from the 

expressions proposed by Ratulowski and Chang87 (𝐂𝐚𝐛 < 𝟏𝟎−𝟏) and Langewisch and 

Buongiorno88 (𝐂𝐚𝐛 < 𝟎. 𝟏𝟖𝟕 and 𝐑𝐞 < 𝟓). Finally, Fig. 7.3D shows that an excellent 

agreement was observed when comparing the droplet velocity obtained numerically (based 

on the iterative approach described earlier) and that predicted by Eq. (29) taking the film 

thickness predicted by the correlations of Bretherton82 and Han, Shikazono and Kasagi84 as 

reference. 

It is important to highlight that different surface tension coefficients (taken as 1 mNm-1 as 

a reference in this study) would essentially result in different thin film thicknesses.  

In a previous study,41 we have simulated gas-liquid Taylor flow in microchannel 

electrochemical reactors in steady-state, considering that the shear rate at the interface is 

negligible. Therefore, the slip boundary condition can be successfully applied to the 

interface. Since in liquid-liquid flow this assumption is not valid, the model must account 

for the shear rate at the interface. Therefore, a proper boundary condition should be 

implemented at the interface, allowing for a steady-state solution similar to what we did, or 

a multiphase model can be solved, which is the case of the moving mesh ALE approach 
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used herein. Robust results could also be obtained with traditional multiphase models, such 

as level-set, phase field, etc. 

7.5 Liquid-liquid micro-flow electrochemistry 

Polarization plots for the standard UC 

Figure 7.4 presents the polarization plot (average current density measured at the anode 

varying the potential applied to the electrochemical cell in the range +3  V to +4  V in 

intervals of + 0.1 V) for the standard UC, considering different concentrations (ci,sat = 500 

molm-3, 5 molm-3, 0.5 molm-3 and 0.05 molm-3), diffusivities (Di = 10-8 m2s-1, 10-9 m2s-1 

and 10-10 m2s-1) and velocities (β =1 – 3), but keeping the internal:external phase electrical 

conductivity ratio as 2 (500 μScm-1 and 250 μScm-1 for the internal and external phase, 

respectively). Each row indicates a different diffusivity (10-8 m2s-1 → 10-10 m2s-1), while 

each column represents a different velocity for a variable-length reactor (β =1 → 3). 
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Figure 7.4 Polarization plot. Each column represents a given velocity (𝛽 = 3 → 1), while 

each row represents a diffusivity (𝐷𝑖 = 10−8  m2s-1, 𝐷𝑖 = 10−9  m2s-1 and 𝐷𝑖 = 10−10 

m2s-1, respectively). (A) 𝛽 = 3, 𝐷𝑖 = 10−8 m2s-1. (B) 𝛽 = 2, 𝐷𝑖 = 10−8 m2s-1. (C) 𝛽 

= 1, 𝐷𝑖 = 10−8 m2s-1. (D) 𝛽 = 3, 𝐷𝑖 = 10−9 m2s-1. (E) 𝛽 = 2, 𝐷𝑖 = 10−9 m2s-1. (F) 

𝛽 = 1, 𝐷𝑖 = 10−9 m2s-1. (G) 𝛽 = 3, 𝐷𝑖 = 10−10 m2s-1. (H) 𝛽 = 2, 𝐷𝑖 = 10−10 m2s-1. 

(I) 𝛽 = 1, 𝐷𝑖 = 10−10 m2s-1. 

Effect of 𝐜𝐢,𝐬𝐚𝐭, 𝐃𝐢 and 𝛃 on the performance of electrochemical microreactor 

Overall, the diffusivity has a more significant effect on the reactor performance than the 

velocity. Concentrations higher than 500 molm-3 did not result in mass transfer limitations 

for any diffusivities or velocities tested. In fact, for 5 molm-3 the mass transfer limitations 

are negligible for all scenarios when considering 𝐷𝑖 = 10−8 m2s-1. However, for 𝑐𝑖,𝑠𝑎𝑡 < 

5 molm-3 significant mass transfer limitations can be observed for all velocities considered.  

When the diffusivity 𝐷𝑖 = 10−9 m2s-1 is considered, mass transfer limitations have a weak 

but noticeable effect for 5 molm-3. However, the higher the velocity, the lower these 

limitations, which is aligned with the expected behavior. A limiting current density can be 

observed for the lower concentration tested (0.05 molm-3), indicating severe mass transfer 

limitations.  

For the diffusivity 𝐷𝑖 = 10−10 m2s-1, significant mass transfer limitations are observed for 

5 molm-3 and a limiting current density is noticed even for 0.5 molm-3.  

Interestingly, lower velocities result in higher current densities saturation values (limiting 

current densities) for lower concentrations. As the velocity increases, the mixing effect due 

to the Taylor recirculation is more pronounced. It leads to a higher concentration gradient 

( 𝑑𝑐𝑖/𝑑𝐻 ) close to the anode’s surface at the midpoint of two consecutive droplets 

(considering the saturation concentration of 0.05 molm-3 of species i from the aqueous phase). 

At this point, a higher velocity results in a higher local species concentration at the anode’s 

surface and a higher species flux towards the anode.  

However, it shows that the concentration gradient ( 𝑑𝑐𝑖/𝑑𝐻 ) decreases as the velocity 
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increases in the region of the external phase liquid film. In particular, this profile was obtained 

at the center of the liquid film region. Also, note that in this plot the concentration is 

represented across the entire thickness of the external phase liquid film, i.e., in between the 

liquid-liquid interface and the electrode (anode). The extent of this region (y-axis range) is 

naturally dependent on the velocity, as discussed before. Thus, it reveals that the species flux 

to the anode decreases as the velocity increases. Moreover, the local concentration at the 

anode surface is lower for higher velocities. Overall, the average species mass flux to the 

anode increases as the velocity decreases, as illustrated previously.  

Thus, the limiting current density obtained is higher for lower velocities than the higher 

velocities evaluated. Another important conclusion is that the higher mass flux in the UC 

occurs precisely at the dispersed phase region. Therefore, in systems where the electrical 

conductivity of the secondary phase is higher than that of the primary phase (e.g., in liquid-

liquid processes operating with aqueous droplets in a continuous organic phase), there is an 

intensification of the reaction rate due to the presence of the dispersed phase.  

From these observations, it is clear that it is relevant to operate electrochemical microreactors 

at high concentrations (>5 molm-3 for 𝐷𝑖 ≥ 10−9 m2s-1; 500 molm-3 for 𝐷𝑖~10−10 m2s-

1) since it maximizes the current/voltage relation. However, an optimization is required since 

excessively high concentrations (>500 molm-3) will not result in any efficiency gain. 

Moreover, too high concentrations are challenging in microreactors due to solubility limits 

and thus clogging can occur when e.g., the product is less soluble than the starting materials. 

Potential balance under different operational conditions 

A complementary understanding of the effect of the different operational variables studied 

herein can be obtained from Figure 7.5, representing the relative importance of the ohmic 

(𝜂𝑜ℎ𝑚 ), concentration (𝜂𝑐𝑜𝑛𝑐 ) and activation (at the anode, 𝜂(+)
𝑎𝑐𝑡  , and the cathode, 𝜂(−) ) 

overpotentials, excluding the equilibrium potential, i.e., [𝐸𝑐𝑒𝑙𝑙 (∑ 𝜂𝑖𝑖 − 𝐸𝑒𝑞)⁄ ] × 100, on the 

cell potential, for 𝐷𝑖 = 10−9 m2s-1. 
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Figure 7.5 Potential distribution map. Each column represents a concentration (500 molm-

3, 5 molm-3, 0.5 molm-3 and 0.05 molm-3, respectively), while each row represents a given 

velocity (𝛽 = 3 → 1). 𝐷𝑖 = 10−9 m2s-1 in all cases. (A) 𝛽 = 3, 𝑐𝑖,𝑠𝑎𝑡  = 500 molm-3. (B) 

𝛽 = 3, 𝑐𝑖,𝑠𝑎𝑡  = 5 molm-3. (C) 𝛽 = 3, 𝑐𝑖,𝑠𝑎𝑡 = 0.5 molm-3. (D) 𝛽 = 3, 𝑐𝑖,𝑠𝑎𝑡 = 0.05 molm-

3. (E) 𝛽 = 2, 𝑐𝑖,𝑠𝑎𝑡  = 500 molm-3. (F) 𝛽 = 2, 𝑐𝑖,𝑠𝑎𝑡 = 5 molm-3. (G) 𝛽 = 2, 𝑐𝑖,𝑠𝑎𝑡 = 0.5 

molm-3. (H) 𝛽  = 2, 𝑐𝑖,𝑠𝑎𝑡  = 0.05 molm-3. (I) 𝛽  = 1, 𝑐𝑖,𝑠𝑎𝑡  = 500 molm-3. (J) 𝛽  = 1, 

𝑐𝑖,𝑠𝑎𝑡 = 5 molm-3. (K) 𝛽 = 1, 𝑐𝑖,𝑠𝑎𝑡 = 0.5 molm-3. (L) 𝛽 = 1, 𝑐𝑖,𝑠𝑎𝑡  = 0.05 molm-3. 

Effect of 𝐜𝐢,𝐬𝐚𝐭 and 𝛃, for a given 𝛔𝛀𝟏
𝛔𝛀𝟐

⁄  and 𝐃𝐢 

Clearly, for the higher concentration (500 molm-3) there is a negligible effect of varying the 

velocity (decreasing 𝛽 = 3 → 1 for (A) → (I)). For 5 molm-3 there is a noticeable increase 

in the concentration overpotential as 𝐸𝑐𝑒𝑙𝑙  increases for lower velocities due to the lower 

mixing effect in this scenario. As the concentration is even lower (0.5 molm-3 and 0.05 

molm-3), the concentration overpotential (𝜂𝑐𝑜𝑛𝑐 ) becomes significant and represents the 

largest fraction of the cell potential when the applied potential is increased. However, it is 

interesting to note that for the lower concentration evaluated (0.05 molm-3), the 

concentration overpotential decreased as the velocity decreased. On the other hand, the ohmic 

drop increased as the velocity decreased, which can be attributed to a reduced ion transport 

(A) (B) (C) (D)

(E) (F) (G) (H)

(I) (J) (K) (L)
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between the electrodes at decreasing velocities. The activation overpotentials at the anode 

and the cathode were virtually independent of the velocity. The same behavior can be noticed 

for the concentration of 0.5 molm-3. 

Effect of 𝐜𝐢,𝐬𝐚𝐭 under different 𝐃𝐢, for a given 𝛃 

Figure 7.6 shows the effect of the diffusivity of species i on the potential distribution in the 

electrochemical cell. 

 

Figure 7.6 Potential distribution map. First column represents the concentration of 500 

molm-3, while the second column represents the concentration of 0.05 molm-3 (i.e., the limits 

(A) (B)

(C) (D)

(E) (F)
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tested). Each row represents a different diffusivity (𝐷𝑖 = 10−8 m2s-1, 𝐷𝑖 = 10−9 m2s-1 and 

𝐷𝑖 = 10−10  m2s-1, respectively). (A) 𝐷𝑖 = 10−8  m2s-1, 𝑐𝑖,𝑠𝑎𝑡  = 500 molm-3. (B) 𝐷𝑖 =

10−8 m2s-1, 𝑐𝑖,𝑠𝑎𝑡 = 0.05 molm-3. (A) 𝐷𝑖 = 10−9 m2s-1, 𝑐𝑖,𝑠𝑎𝑡 = 500 molm-3. (C) 𝐷𝑖 =

10−9 m2s-1, 𝑐𝑖,𝑠𝑎𝑡 = 0.05 molm-3. (D) 𝐷𝑖 = 10−10 m2s-1, 𝑐𝑖,𝑠𝑎𝑡 = 500 molm-3. (E) 𝐷𝑖 =

10−10 m2s-1, 𝑐𝑖,𝑠𝑎𝑡 = 0.05 molm-3. 𝛽 = 2 in all cases. 

Clearly, for the higher concentration (500 molm-3), the effect of varying the diffusivity on 

the potential distribution is insignificant within the considered 𝐸𝑐𝑒𝑙𝑙  range. However, this 

behavior changes as the concentration of species i in the dispersed phase decreases. In the 

limit scenario where the concentration is as low as 0.05 molm-3, the potential distribution is 

indeed significantly dependent on the species i diffusivity. Notably, for the diffusivity 𝐷𝑖 =

10−10  m2s-1, the applied 𝐸𝑐𝑒𝑙𝑙   is essentially distributed in concentration and anode 

activation overpotential. As the diffusivity increases, more relevant is the ohmic drop 

contribution and the cathode activation potential, accompanied by a remarkable decrease of 

the concentration overpotential. Interestingly, when taking the higher 𝐸𝑐𝑒𝑙𝑙 as a reference, 

the anode overpotential is virtually independent of the diffusivity. 

Next, we set out to investigate the effect of the internal/external phase electrical conductivity 

ratio on the electrochemical performance. Figure 7.7 shows the observed behavior when the 

electrical conductivity ratio was changed to 50 (500 𝜇Scm-1:10 𝜇Scm-1 for the internal and 

external phase, respectively), keeping the diffusivity constant ( 𝐷𝑖 = 10−9  m2s-1) and 

considering the velocity multiplier 𝛽 = 2. 

In this scenario, the maximum current density observed (for the concentration of 500 molm-

3) is 55.6% lower than in the case where 𝜎Ω1
𝜎Ω2

⁄  = 2. Moreover, it is interesting to note 

that for 𝜎Ω1
𝜎Ω2

⁄  = 50, the polarization curves overlap for the concentrations of 500 molm-

3, 5 molm-3 and 0.5 molm-3 (while for the reference case, 𝜎Ω1
𝜎Ω2

⁄  = 2, a deviation from 

the maximum current-voltage relation is observed for 0.5 molm-3). Different behavior is 

observed for the concentration of 0.05 molm-3, leading to a limiting current density. 

Interestingly, the limiting current density for 𝜎Ω1
𝜎Ω2

⁄  = 50 is virtually at the same level 

observed for 𝜎Ω1
𝜎Ω2

⁄  = 2. The potential distribution plot reveals that the ohmic drop effect 

dominates for the concentrations of 500 molm-3, 5 molm-3 and 0.5 molm-3. A small 
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concentration overpotential is only observed when the concentration is reduced to 0.5 molm-

3. However, when the concentration is further reduced to 0.05 molm-3 the behavior is 

significantly different, and the concentration overpotential is the main contributor as the 

𝐸𝑐𝑒𝑙𝑙   is increased (although for 𝐸𝑐𝑒𝑙𝑙   → 3 V the ohmic drop is still the controlling 

mechanism). 

 

Figure 7.7 Potential distribution map and polarization plot for 𝜎Ω1
𝜎Ω2

⁄  = 50 (500 𝜇Scm-

1:10 𝜇Scm-1 for the internal and external phase, respectively), keeping 𝐷𝑖 = 10−9 m2s-1 

and 𝛽 = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations 

of 500 molm-3, 5 molm-3, 0.5 molm-3 and 0.05 molm-3, respectively, while (E) illustrates 

the polarization plot for different concentrations considering the 𝐸𝑐𝑒𝑙𝑙 range of 3 V – 4 V. 

Next, we have inverted the electrical conductivity ratio to 𝜎Ω1
𝜎Ω2

⁄  = 0.5 (10 𝜇Scm-1:500 

𝜇Scm-1 for the internal and external phase, respectively), keeping the diffusivity 𝐷𝑖 = 10−9 

m2s-1 and 𝛽 = 2. The results are summarized in Figure 7.8. 

In this scenario, the maximum current density for the concentration of 500 molm-3 is the 

same obtained in the reference case (𝜎Ω1
𝜎Ω2

⁄  = 2). However, as the concentration is reduced, 

lower current densities are obtained as 𝐸𝑐𝑒𝑙𝑙  is increased for 𝜎Ω1
𝜎Ω2

⁄  = 0.5, but a limiting 

current density at the same level for 𝜎Ω1
𝜎Ω2

⁄  = 2 is observed when the lower concentration 

(0.05 molm-3) is taken into account (i.e., the limits are kept constant, although some deviation 

occurs within the analyzed range). In terms of potential distribution, it is interesting to note 

(A) (B)

(C) (D)

(E)
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that the ohmic drop dominates for the higher concentration (500 molm-3) as 𝐸𝑐𝑒𝑙𝑙  increases. 

But, as 𝐸𝑐𝑒𝑙𝑙  → 3 V, the anode activation overpotential becomes the dominating mechanism. 

Reducing the concentration has a sensible impact on the potential distribution from 5 molm-

3, as the concentration overpotential is significant for 𝐸𝑐𝑒𝑙𝑙 → 4 V. As the concentration is 

reduced to the lowest level tested (0.05 molm-3), the concentration overpotential dominates 

the potential distribution in the electrochemical cell as 𝐸𝑐𝑒𝑙𝑙  → 4 V. However, for 𝐸𝑐𝑒𝑙𝑙  → 

3 V the anode activation overpotential is the main mechanism. It is also interesting to note 

that the ohmic drop represents a smaller portion of the potential map in all conditions tested 

for 𝜎Ω1
𝜎Ω2

⁄  = 0.5 when compared to 𝜎Ω1
𝜎Ω2

⁄  = 2 (reference case).  

 

Figure 7.8 Potential distribution map and polarization plot for 𝜎Ω1
𝜎Ω2

⁄  = 0.5 (10 𝜇Scm-

1:500 𝜇Scm-1 for the internal and external phase, respectively), keeping 𝐷𝑖 = 10−9 m2s-1 

and 𝛽 = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations 

of 500 molm-3, 5 molm-3, 0.5 molm-3 and 0.05 molm-3, respectively, while (E) illustrates 

the polarization plot for different concentrations considering the 𝐸𝑐𝑒𝑙𝑙 range of 3 V – 4 V. 

Then, we investigated the scenario where 𝜎Ω1
𝜎Ω2

⁄   10-9 (10-6 𝜇Scm-1:500 𝜇Scm-1 for 

the internal and external phase, respectively), keeping the diffusivity 𝐷𝑖 = 10−9 m2s-1 and 

𝛽 = 2. This scenario corresponds to a limiting case where the electrical resistance in the 

internal phase tends to infinite. We have investigated it deeply in our previous study on the 

influence of gas-liquid segmented flow on the electrochemical performance.32 Figure 7.9 
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summarizes the results obtained. 

 

Figure 7.9 Potential distribution map and polarization plot for 𝜎Ω1
𝜎Ω2

⁄   10-9 (10-6 𝜇Scm-

1:500 𝜇Scm-1 for the internal and external phase, respectively), keeping 𝐷𝑖 = 10−9 m2s-1 

and 𝛽 = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations 

of 500 molm-3, 5 molm-3, 0.5 molm-3 and 0.05 molm-3, respectively, while (E) illustrates 

the polarization plot for different concentrations considering the 𝐸𝑐𝑒𝑙𝑙 range of 3 V – 4 V. 

Overall, lower current densities were observed for all concentrations (500 molm-3, 5 molm-

3, 0.5 molm-3 and 0.05 molm-3). A reduction of approximately 34% is noticed for the higher 

concentration at the higher potential (4 V) when compared to the reference case (𝜎Ω1
𝜎Ω2

⁄  = 

2). Limiting current densities are observed for the concentrations of 0.5 molm-3 and 0.05 

molm-3. Interestingly, the plateau obtained for the concentration of 0.05 molm-3 is lower 

than the result obtained in the reference case. The reaction shuts down in the region of the 

internal phase. For the higher concentration tested (500 molm-3), this scenario is even more 

noticeable. On the other hand, for the lower concentration (0.05 molm-3), the species i flux 

is maximum at the edges of the internal phase. 

Summary of the effect of 𝐜𝐢,𝐬𝐚𝐭 under different 𝛔𝛀𝟏
𝛔𝛀𝟐

⁄  

Figure 7.10 summarizes the conclusions extracted from the study of the effect of the electrical 

conductivity ratio 𝜎Ω1
𝜎Ω2

⁄  on the performance of the electrochemical reactor, based on the 
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polarization plots. A higher 𝜎Ω2
𝜎Ω1

⁄   leads to better performance. However, for optimal 

operation, 𝜎Ω2
 must be tuned to significant levels, as lower values for this parameter are 

detrimental for the overall performance. While the reaction is intensified at the internal phase 

region when 𝜎Ω1
 > 𝜎Ω2

, the reaction shuts down in this region when 𝜎Ω1
𝜎Ω2

⁄  → 0, i.e., 

when the electrical resistance in the internal phase becomes almost infinite; this is a situation 

which is comparable to gas-liquid Taylor flow where no ion transport is observed in and 

around the gas bubble.  

 

Figure 7.10 Polarization plot for different operating conditions. (A) 𝜎Ω1
𝜎Ω2

⁄  = 2 (500 

𝜇Scm-1:250 𝜇Scm-1 for the internal and external phase, respectively). (B) 𝜎Ω1
𝜎Ω2

⁄  = 50 

(500 𝜇Scm-1:10 𝜇Scm-1 for the internal and external phase, respectively). (C) 𝜎Ω1
𝜎Ω2

⁄  = 

0.5 (10 𝜇Scm-1:500 𝜇Scm-1 for the internal and external phase, respectively). (D) 𝜎Ω1
𝜎Ω2

⁄  

 10-9 (10-6 𝜇Scm-1:500 𝜇Scm-1 for the internal and external phase, respectively). 𝐷𝑖 =

10−9 m2s-1 and 𝛽 = 2 in all cases. 

Finally, we investigated the effect of different configurations for the UC, considering a 

(A) (B)

(C) (D)
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varying 𝛾 (volume fraction ratio of internal/external phase) first. As 𝛾 is reduced for the 

same set of operational conditions (diffusivity 𝐷𝑖 = 10−9 m2s-1, 𝛽 = 2 and 𝜎Ω1
𝜎Ω2

⁄  = 2) 

the reactor performance deteriorates. With lower 𝛾, the current density is lower for a given 

𝐸𝑐𝑒𝑙𝑙 . While for the higher concentration tested (500 molm-3) the potential distribution is 

virtually independent of 𝛾, this scenario is different when the concentration of 0.05 molm-3 

is considered. In this case, as 𝛾 is reduced, the ohmic drop reduces and the concentration 

overpotential increases, becoming the dominating mechanism as 𝐸𝑐𝑒𝑙𝑙 → 4 V. Therefore, it 

is preferable to operate the reactor with a higher frequency of dispersed phase to maximize 

its performance. Figure 7.11 illustrates this behavior. 

 

Figure 7.11 Polarization plot and potential distribution map as a function of the volume 

fraction (𝛾) of the internal phase and the concentration. Each column represents a different 

volume fraction (𝛾 = 0.5, 𝛾 = 0.25 and 𝛾 = 0.125, respectively). Second row illustrates the 

behavior for the concentration of 500 molm-3, while the third row represents the 

concentration of 0.05 molm-3 (i.e., the limits of analysis). 𝐷𝑖 = 10−9 m2s-1 and 𝛽 = 2 in 

all cases. 

(A) (B) (C)

(D) (E) (F)

(G) (H) (I)
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Complementary studies about the effect of relevant variables 

The effect of increasing the UC length while keeping the volume fraction of the internal phase 

(γ) constant (i.e., working with elongated internal phase), varying the inter-electrode gap (H) 

as well as the maps for the electrolyte potential, electrolyte current density and concentration 

for the system operating under different reaction conditions are presented and discussed in 

the Supplementary Information. 

Figures 7.12 and 7.13 illustrate the electrolyte potential, electrolyte current density and 

concentration maps for the system operating under different reaction conditions. In Figure 

7.12, one can notice that for 𝜎Ω
1

𝜎Ω
2

⁄  = 2, 𝐷𝑖 = 10−9 m2s-1 and 𝛽 = 2, i.e., the standard 

case for a concentration of 500 molm-3, it is clear to see the intensification of the reaction 

rate at the region of the internal phase, regardless of 𝐸𝑐𝑒𝑙𝑙. 

 

Figure 7.12 Contours of electrolyte potential, electrolyte current density and concentration 

as a function of the applied potential (𝐸𝑐𝑒𝑙𝑙), considering a concentration of 500 molm-3 in 

the internal phase. (A) Electrolyte potential for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (B) Electrolyte potential for 

𝐸𝑐𝑒𝑙𝑙  = 4 V. (C) Electrolyte current density for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (D) Electrolyte current density 

for 𝐸𝑐𝑒𝑙𝑙  = 4 V. (E) Concentration for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (F) Concentration for 𝐸𝑐𝑒𝑙𝑙 = 4 V. 𝐷𝑖 =

10−9 m2s-1, 𝛽 = 2 and 𝜎Ω1
𝜎Ω2

⁄  = 2 in all cases. 
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Figure 7.13 Contours of electrolyte potential, electrolyte current density and concentration 

as a function of the applied potential (𝐸𝑐𝑒𝑙𝑙), considering a concentration of 0.05 molm-3 in 

the internal phase. (A) Electrolyte potential for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (B) Electrolyte potential for 

𝐸𝑐𝑒𝑙𝑙  = 4 V. (C) Electrolyte current density for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (D) Electrolyte current density 

for 𝐸𝑐𝑒𝑙𝑙  = 4 V. (E) Concentration for 𝐸𝑐𝑒𝑙𝑙  = 3 V. (F) Concentration for 𝐸𝑐𝑒𝑙𝑙 = 4 V. 𝐷𝑖 =

10−9 m2s-1, 𝛽 = 2 and 𝜎Ω1
𝜎Ω2

⁄  = 2 in all cases. 

It is also interesting to note that as the diffusivity decreases, the reactor tends to operate like 

a divided cell. Moreover, Figure 7.13 presents the behavior when the conditions from Figure 

7.12 are kept except that the concentration is reduced to the lower limit (0.05 molm-3). 

Clearly, in this scenario there is still an intensification of the reaction rate at the region of the 

internal phase, but the pattern observed for the electrolyte potential and the electrolyte current 

density is significantly different. 

7.6 Conclusions 

We have conducted a phenomenological investigation on the effect of different operational 

scenarios for liquid-liquid Taylor flow electrochemistry. We show that the selected variables 

(electrical conductivity ratio, mass diffusivity, velocity, concentration, cell potential, internal 

phase volume fraction, internal phase length and inter-electrode distance) have different 

impact levels on the reactor performance, with a strong interdependence.  
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Operating micro-flow electrochemical devices at high concentrations is beneficial in all 

scenarios evaluated. However, a large excess should be avoided as it does not result in a 

further improvement after a specific limit which should be optimized for each specific 

electrochemical transformation and reactor configuration. Moreover, the systems take 

advantage of higher diffusivities, although even in this case, limiting current densities can be 

noticed when operating at low concentrations.  

In all cases, operating with an electrical conductivity ratio > 1 for internal:external phase is 

beneficial, which is commonly observed when working with aqueous droplets in a continuous 

organic phase. In general, the higher the ratio, the better the performance. However, care 

should be taken to keep the external phase electrical conductivity at sufficiently high levels 

to ensure the improved performance. The velocity impact is significant only under specific 

operating windows, and in some cases working at lower velocities is beneficial since higher 

limiting current densities are observed (and consequently, the reaction rate is improved).  

The higher the applied potential, the better the performance in terms of current density (and 

consequently reaction rate) at a given set of operating conditions. Although, it should be noted 

that in some cases a limiting level is reached due to severe mass transfer limitations (null 

limiting reagent concentration at the working electrode surface). Interestingly, a diverse set 

of potential distribution fractions (considering ohmic, concentration and activation 

overpotentials) is observed as the cell potential is varied under the subspaces of independent 

variables.  

The flow arrangement (internal phase volume fraction, droplet length and inter-electrode 

distance) also has a significant effect on the electrochemical performance, although the same 

limiting-performances can be observed in some scenarios. 

Finally, we believe that the insights gained herein will be important to electrochemistry 

practitioners in both academia and industry to develop more efficient electrochemical micro-

flow reactors and processes for liquid-liquid transformations.  



CFD study on liquid-liquid Taylor flow electrochemistry 

131 
 

References 

[1] Mohan SV, Katakojwala R (2021). Curr Opin Green Sustain Chem 28:100434 

[2] Yang F, Gu S (2021). Complex Intell Syst 7:1311-1325 

[3] Van Gerven T, Stankiewicz A (2009). Ind Eng Chem Res 48:2465–2474 

[4] Keil FJ (2018). Rev Chem Eng 34:135–200 

[5] Becht S, Franke R, Geißelmann A, Hahn H (2009). Chem Eng Process Process Intensif 

48:329–332 

[6] Ponce-Ortega JM, Al-Thubaiti MM, El-Halwagi MM (2012). Chem Eng Process Process 

Intensif 53:63–75 

[7] Rivas DF, Castro-Hernández E, Villanueva Perales AL, van der Meer W (2018). Chem 

Eng Process - Process Intensif 123:221–232 

[8] Kim Y, Park LK, Yiacoumi S, Tsouris C (2017). Annu Rev Chem Biomol Eng 8:359–380 

[9] Boffito DC, Fernandez Rivas D (2020). Can J Chem Eng 98:2489–2506 

[10] Dautzenberg FM, Mukherjee M (2001). Chem Eng Sci 56:251–267 

[11] Chaudhuri A, Kuijpers KPL, Hendrix R, Hacking J, Shivaprasad P, Emanuelsson EAC, 

Noel T, Schaaf J van der (2020). Chem Eng J 400:125875 

[12] Dong Z, Wen Z, Zhao F, Kuhn S, Noël T (2021). Chem Eng Sci X :100097 

[13] Balomenou SP, Tsiplakides D, Katsaounis A, Brosda S, Hammad A, Fóti G, Comninellis 

C, Thiemann-Handler S, Cramer B, Vayenas CG (2006). Solid State Ionics 177:2201–2204 

[14] Wang C, Gu Y, Wu S, Yu H, Chen S, Su Y, Guo Y, Wang X, Chen H, Kang W, Quan X 

(2020). Environ Sci Technol 54:1920–1928 

[15] Rabuni MF, Vatcharasuwan N, Li T, Li K (2020). J Power Sources 458:228026 

[16] Hessel V (2009). Chem Eng Technol 32:1655–1681 

[17] Hessel V, Kralisch D, Kockmann N, Noël T, Wang Q (2013). ChemSusChem 6:746–789 

[18] Hammad A, Souentie S, Papaioannou EI, Balomenou S, Tsiplakides D, Figueroa JC, 

Cavalca C, Pereira CJ (2011). Appl Catal B Environ 103:336–342 

[19] Balomenou S, Tsiplakides D, Katsaounis A, Thiemann-Handler S, Cramer B, Foti G, 

Comninellis C, Vayenas CG (2004). Appl Catal B Environ 52:181–196 

[20] Chatzilias C, Martino E, Katsaounis A, Vayenas CG (2021). Appl Catal B Environ 

284:119695 

[21] Jacobs M, Kayahan E, Thomassen LCJ, Kuhn S, Leblebici ME (2020). J Adv Manuf 



Chapter 7 

132 
 

Process 2:e10047 

[22] Tomašić V, Jović F (2006). Appl Catal A Gen 311:112–121 

[23] Moulijn JA, Kapteijn F (2013). Curr Opin Chem Eng 2:346–353 

[24] Su Y, Straathof NJW, Hessel V, Noël T (2014). Chem – A Eur J 20:10562–10589 

[25] Sambiagio C, Noël T (2020). Trends Chem 2:92–106 

[26] Noël T, Cao Y, Laudadio G (2019). Acc Chem Res 52:2858–2869 

[27] Atobe M, Tateno H, Matsumura Y (2018). Chem Rev 118:4541–4572 

[28] Obama B (2017). Science (80- ) 355:126–129 

[29] Armaroli N, Balzani V (2011). Energy Environ Sci 4:3193–3222 

[30] Tanbouza N, Ollevier T, Lam K (2020). iScience 23 

[31] Yan M, Kawamata Y, Baran PS (2017). Chem Rev 117:13230–13319 

[32] Wiebe A, Gieshoff T, Möhle S, Rodrigo E, Zirbes M, Waldvogel SR (2018). Angew 

Chemie Int Ed 57:5594–5619 

[33] Marken F, Wadhawan JD (2019). Acc Chem Res 52:3325–3338 

[34] Tang S, Liu Y, Lei A (2018). Chem 4:27–45 

[35] Reymond F, Fermı́n D, Lee HJ, Girault HH (2000). Electrochim Acta 45:2647–2662 

[36] Scholz F (2006). Annu Reports Sect “C” (Physical Chem 102:43–70 

[37] Vanýsek P (1995). Electrochim Acta 40:2841–2847 

[38] Gupta R, Fletcher DF, Haynes BS (2010). J Comput Multiph Flows 2:1–31 

[39] Haase S, Murzin DY, Salmi T (2016). Chem Eng Res Des 113:304–329 

[40] Sobieszuk P, Aubin J, Pohorecki R (2012). Chem Eng Technol 35:1346–1358 

[41] Cao Y, Soares C, Padoin N, Noël T (2021). Chem Eng J 406:126811 

[42] Oliveira de Brito Lira J, Riella HG, Padoin N, Soares C (2021). J Environ Chem Eng 

9:105068 

[43] Lira JOB, Riella HG, Padoin N, Soares C (2020). Chem Eng Process - Process Intensif 

154:107998 

[44] de Oliveira GX, Lira JOB, Cambié D, Noël T, Riella HG, Padoin N, Soares C (2020). 

Chem Eng Res Des 153:626–634 

[45] de O.B. Lira J, Padoin N, Vilar VJP, Soares C (2019). J Hazard Mater 372:145–153 

[46] Padoin N, Souza AZ de, Ropelato K, Soares C (2016). Chem Eng Res Des 109:698–706 

[47] Padoin N, Soares C (2017). Chem Eng J 310:381–388 

[48] Padoin N, Dal’Toé ATO, Rangel LP, Ropelato K, Soares C (2014). Int J Heat Mass Transf 



CFD study on liquid-liquid Taylor flow electrochemistry 

133 
 

73:239–249 

[49] Cambié D, Bottecchia C, Straathof NJW, Hessel V, Noël T (2016). Chem Rev 

116:10276–10341 

[50] Poe SL, Cummings MA, Haaf MP, McQuade DT (2006). Angew Chemie Int Ed 

45:1544–1548 

[51] Karim A, Bravo J, Gorm D, Conant T, Datye A (2005). Catal Today 110:86–91 

[52] Sebastian Cabeza V, Kuhn S, Kulkarni AA, Jensen KF (2012). Langmuir 28:7007–7013 

[53] Günther A, Jensen KF (2006). Lab Chip 6:1487–1503 

[54] Gupta R, Leung SSY, Manica R, Fletcher DF, Haynes BS (2013). Chem Eng Sci 92:180–

189 

[55] Abdollahi A, Norris SE, Sharma RN (2020a). Int J Heat Mass Transf 156:119802 

[56] Jovanović J, Zhou W, Rebrov E V, Nijhuis TA, Hessel V, Schouten JC (2011). Chem 

Eng Sci 66:42–54 

[57] Desir P, Chen T-Y, Bracconi M, Saha B, Maestri M, Vlachos DG (2020). React Chem 

Eng 5:39–50 

[58] Abdollahi A, Norris SE, Sharma RN (2020b). Appl Therm Eng 172:115123 

[59] Dai Z, Guo Z, Fletcher DF, Haynes BS (2015). Chem Eng Sci 138:140–152 

[60] Vivekanand SVB, Raju VRK (2018). Heat Transf Res 47:794–805 

[61] Abdollahi A, Sharma RN, Vatani A (2017). Int Commun Heat Mass Transf 84:66–74 

[62] Sarkar PS, Singh KK, Shenoy KT, Sinha A, Rao H, Ghosh SK (2012). Ind Eng Chem 

Res 51:5056–5066 

[63] Yao C, Ma H, Zhao Q, Liu Y, Zhao Y, Chen G (2020). Chem Eng Sci 223:115734 

[64] Dessimoz A-L, Cavin L, Renken A, Kiwi-Minsker L (2008). Chem Eng Sci 63:4035–

4044 

[65] Vansteene A, Jasmin J-P, Cote G, Mariet C (2018). Ind Eng Chem Res 57:11572–11582 

[66] Girault HH. In: Bard AJ, Zoski CG (eds) Electroanalytical chemistry. CRC Press PP - 

Boca Raton, pp 1–104 

[67] Liu B, Mirkin M V (2000). Electroanalysis 12:1433–1446 

[68] Liu S, Li Q, Shao Y (2011). Chem Soc Rev 40:2236–2253 

[69] Kivlehan F, Lanyon YH, Arrigan DWM (2008). Langmuir 24:9876–9882 

[70] Laudadio G, Bartolomeu A de A, Verwijlen LMHM, Cao Y, de Oliveira KT, Noël T 

(2019a). J Am Chem Soc 141:11832–11836 



Chapter 7 

134 
 

[71] Cao Y, Adriaenssens B, de A. Bartolomeu A, Laudadio G, de Oliveira KT, Noël T (2020). 

J Flow Chem 10:191–197 

[72] Laudadio G, de Smet W, Struik L, Cao Y, Noël T (2018). J Flow Chem 8:157–165 

[73] Laudadio G, Barmpoutsis E, Schotten C, Struik L, Govaerts S, Browne DL, Noël T 

(2019b). J Am Chem Soc 141:5664–5668 

[74] Dong J, Krasnova L, Finn MG, Sharpless KB (2014). Angew Chemie Int Ed 53:9430–

9448 

[75] Abdul Fattah T, Saeed A, Albericio F (2018). J Fluor Chem 213:87–112 

[76] Ni D, Hong FJ, Cheng P, Chen G (2017). Int Commun Heat Mass Transf 88:37–47 

[77] Yang K, Hong F, Cheng P (2014). Int J Heat Mass Transf 70:409–420 

[78] Jia H, Xiao X, Kang Y (2019). Int J Heat Mass Transf 137:545–557 

[79] Donea J, Huerta A, Ponthot J-P, Rodríguez-Ferran A (2017). Encycl. Comput. Mech. 

Second Ed. 1–23   

[80] Bretherton FP (1961). J Fluid Mech 10:166–188 

[81] Aussillous P, Quéré D (2000). Phys Fluids 12:2367–2371 

[82] Han Y, Shikazono N, Kasagi N (2011). Int J Multiph Flow 37:36–45 

[83] Andersson MP, Bennetzen M V, Klamt A, Stipp SLS (2014). J Chem Theory Comput 

10:3401–3408 

[84] Mac Giolla Eain M, Egan V, Punch J (2013). Int J Heat Fluid Flow 44:515–523 

[85] Hoang DA, van Steijn V, Portela LM, Kreutzer MT, Kleijn CR (2013). Comput Fluids 

86:28–36 

[86] Ratulowski J, Chang H-C (1990). J Fluid Mech 210:303–328 

[87] Langewisch DR, Buongiorno J (2015). Int J Heat Fluid Flow 54:250–257 

[88] Peng Z, Ge L, Moreno-Atanasio R, Evans G, Moghtaderi B, Doroodchi E (2020). Chem 

Eng J 396:124738 

[89] Ge L, Peng Z, Moreno-Atanasio R, Doroodchi E, Evans GM (2020). Ind Eng Chem Res 

59:7965–7981 

[90] Ahmed-Omer B, Brandt JC, Wirth T (2007). Org Biomol Chem 5:733–740 

[91] Martinez MJ, Udell KS (1990). J Fluid Mech 210:565–591 

[92] LAC E, SHERWOOD JD (2009). J Fluid Mech 640:27–54 

[93] Jovanović J, Zhou W, Rebrov E V, Nijhuis TA, Hessel V, Schouten JC (2011). Chem 

Eng Sci 66:42–54 

[94] Gupta R, Leung SSY, Manica R, Fletcher DF, Haynes BS (2013). Chem Eng Sci 92:180–

189 



 

135 
 

Outlook 

 

In a nutshell, this dissertation covers the organic electrochemical synthesis in flow, together 

with the fundamental principles research on multiphase flow regime, as a way to dig deeper 

into the advantages behind the use of continuous-flow microreactors for carrying out 

synthetic organic electrochemistry and the potential of biobased platform feedstock. The 

chapters were introduced in chronological order, from the design and verification of 

electrochemical microflow reactor, the electrochemical conversion of furfural (a typical 

biobased chemical) into valuable chemicals in flow, the transformation and acceleration of a 

liquid-liquid biphasic electrochemical reactions into microflow reactor, and the numerical 

analysis of gas-liquid Taylor flow regime at last. It was our aim to compile organic chemistry 

and chemical engineering, which hopefully will serve as a useful reference and starting point 

for researchers looking to translate their electrochemistry to flow. Fundamental 

understanding about multiphase flow regime in flow electrochemistry will allow practitioners 

to get the maximum out of the technology. While significant progress has been made 

throughout the past decade, moving forward is not without a challenge. Through use of 

continuous-flow microreactors, new and uncharted chemical space can be discovered. Hence, 

the community should focus more on examples that provide decisive advantages over their 

batch counterparts. In our opinion, multiphase electrochemistry remains largely 

underrepresented to date. Arguably, clogging of the channels continues to be the Achilles heel 

of microreactor technology, and effective solutions need to be found to accommodate both 

solid reagents and products in flow. Solving these issues undoubtedly requires collaborative 

efforts between chemical engineers and chemists from both academia and industry. We are 

confident that progress on these aspects will increase the utility of flow reactor technology 

and will push the boundaries of synthetic organic electrochemistry. 
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