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Summary

Vehicle automation has become an important topic in recent years. It is aimed
towards mitigating driver-induced traffic accidents, improving the road capacity
of the existing infrastructure as well as reducing fuel consumption. Two major
classes of automated vehicles can be distinguished. The first is the class of
cooperative vehicles, which use vehicle-to-vehicle (V2V) communication, or
vehicle-to-infrastructure (V2I) communication in order to exchange motion data
and sometimes meta data such as intention. An example of cooperative vehicles
that use inter-vehicle communication is Cooperative Adaptive Cruise Control
(CACC), in which vehicles drive at very small inter-vehicle distances and use
communicated inputs from preceding vehicles in order to maintain a desired
spacing. The spacing policy and controllers of these vehicles aim for string
stability, which is the property that disturbances attenuate in upstream direction
of the vehicle platoon. This is pivotal in preventing traffic jams and thus for
increasing road capacity. However, due to the pre-defined behaviour of vehicle
following, the vehicle is only capable of driving in a limited number of scenarios.
The second class concerns autonomous vehicles. This type of vehicle uses
on-board sensors such as radar, LIDAR and computer vision systems in order to
identify the road, other traffic participants, and other relevant features or
obstacles. The control algorithms on board these vehicles make use of explicit
planning of a vehicle trajectory, such that feasibility and collisions can be
checked prior to committing to the planned motion. This allows autonomous
vehicles to handle a much wider class of traffic scenarios, compared to
cooperative vehicles. However, in contrast to cooperative vehicles, the
framework of autonomous vehicles is typically not aimed towards obtaining a
string-stable traffic system of multiple autonomous vehicles. Additionally, these
classes of vehicles use different automation frameworks: Cooperative vehicles in
platoons make use of feedforward and feedback control, whereas autonomous
vehicles make use of explicit trajectory planning.

A promising way forward is to integrate the string stability objective and the
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communication aspect of the cooperative approach in the framework of
autonomous vehicles. This would combine the versatility of the autonomous
vehicle with the road capacity benefits of the cooperative vehicle. Such a vehicle
would be capable of navigating the roads autonomously, and when encountering
other equipped vehicles, decide to start platooning. Additionally, it can decide to
overtake vehicles (e.g., heavy duty road vehicles) if these vehicles drive too slow
to start a time-efficient platoon, or decide to break up a platoon if the preceding
vehicle demonstrates behavior that is undesired for the host vehicle. The
development of a unified framework for both cooperative and autonomous
vehicles is therefore the main focus of the work presented here.

This framework is designed to plan a trajectory relative to a reference path
and reference velocity, which has been shown in literature to provide good
results for autonomous vehicles. The trajectory planning is performed in a
Frenet frame with respect to a nominal path, such that the vehicle will always
follow the general direction of the road. B-splines are used to construct the
planned trajectories, as these allow the trajectories to be efficiently
communicated between vehicles since only a few parameters are required. This
allows the required communication bandwidth to be low. The automated
vehicles that utilize this framework simultaneously generate both cooperative as
well as autonomous trajectories. This allows them to decide to break up the
platoon at any moment if needed and instead utilize the autonomous
trajectories. This vehicle could then potentially become, the lead vehicle of the
newly formed platoon.

The generation of the autonomous trajectory of the automated vehicle is the
lowest cost trajectory of a set of potential candidate trajectories. This set also
always includes trajectories that perform emergency braking or lateral deviations
to prevent possible collisions. A cost function is used to select the
most-comfortable, feasible and collision free trajectory. The cost functions for
both cooperative and autonomous trajectories are designed in such a way that
the selected trajectories in consecutive planning cycles are similar within the
class of B-spline functions. This is referred to as temporal consistency. Temporal
consistency is important as the selected trajectories are communicated to
following vehicles, which in turn generate the cooperative trajectories based on
the received information.

For cooperative trajectories, timing is critical due to the small inter vehicle
distance. The trajectories are constructed by means of a closed form
computation, such that computation time can be guaranteed to satisfy the real
time implementation requirements. Moreover, the communicated trajectories
also include the time of construction on a common clock, which is obtained via
the Global Positioning System (GPS). As a result, the cooperative vehicles are
aware of the time delay between the planning of the preceding vehicle and the
planning of the host vehicle, such that they can compensate for it.

A challenge of adopting the trajectory planning framework for cooperative
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driving at short inter vehicle distances is the required computation time. The
trajectories are typically updated 5 times per second, whereas distance
information of the radar is typically updated around 20 times per second. To
overcome the drawback of reduced control bandwidth, a method of time scaling
is derived. This time scaling algorithm uses the measured inter vehicle distance
to scale the time of the selected trajectory. In doing so, it allows the vehicle to
slow down if needed, while maintaining the same geometric path as originally
planned. Implementing the time scaling mechanism in the framework of the
cooperative automated vehicle allows the use of the most up-to-date radar
information available.

To validate this theoretical framework, two full-scale prototype demonstrator
platforms have been developed in the form of two modified Renault Twizy’s. The
experiments performed with these demonstrator platforms show that the
theoretical framework can be used for cooperative and automated driving at
short inter-vehicle distances. Additionally, both the gap closing strategy as well
as the time scaling mechanism are validated. The time scaling mechanism also
showed promising results in overcoming system faults in the lead vehicle, where
the lead vehicle would significantly deviate from its communicated trajectory.

Summarizing, this thesis focusses on the development of a unified framework
including both cooperative as well as autonomous vehicles, as well as the
experimental validation thereof. The framework allows a single vehicle to act
both as an autonomous vehicle, or demonstrate vehicle-following behavior at
short inter vehicle distances, while considering string stability. The flexibility of
decision making of the autonomous vehicle is retained, such that versatile traffic
scenarios can be handled. Experimental validation demonstrates that the
developed framework has great potential for further improvement for the next
generation of automated vehicles.





Contents

Summary v

1 Introduction 1
1.1 Automated Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Autonomous Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Cooperative Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.3 i-CAVE (Integrated Cooperative Automated VEhicle) . . . . . . 8

1.2 Challenges in Trajectory Planning for Automated Cooperative
Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Research objectives and Contributions . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Background 13
2.1 Motion Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.1 Literature Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.2 Vehicle model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Motion Planning in Frenet Frame . . . . . . . . . . . . . . . . . . . . . 18
2.1.4 Trajectory Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.1 Bézier curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2 B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3 Reference Trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.1 Reference Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.2 Reference Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 Cooperative Trajectory Planning 47
3.1 Cooperative trajectory objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48



x CONTENTS

3.1.1 Temporal Consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.2 String Stability and Collision Avoidance . . . . . . . . . . . . . . . . 49
3.1.3 Spacing Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Cooperative trajectory generation using polynomials . . . . . . . . . . . . 51
3.2.1 Shift in Arrival Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3 Cooperative B-spline Trajectory Generation . . . . . . . . . . . . . . . . . . . 58
3.3.1 B-spline Trajectory Construction . . . . . . . . . . . . . . . . . . . . . . 58
3.3.2 Design Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.3 Communication / Planning Delay . . . . . . . . . . . . . . . . . . . . . 61
3.3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Gap Closing B-spline Trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.4.1 Variable Spacing Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4 Autonomous Planner and Combined Framework 83
4.1 Autonomous Planner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.1.1 Longitudinal Trajectory Generation . . . . . . . . . . . . . . . . . . . 85
4.1.2 Discretized Search Space . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.1.3 Lateral Trajectory Generation . . . . . . . . . . . . . . . . . . . . . . . . 91

4.2 Combined Autonomous and Cooperative Trajectory Planning . . . . . 95
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5 String Stability Analysis 105
5.1 L2-String Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2 Discrete-Time Dynamics of Planning Algorithm . . . . . . . . . . . . . . . . 108

5.2.1 Lead Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2.2 Follower Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.3 String Stability in the Frequency Domain . . . . . . . . . . . . . . . . . . . . . 114
5.3.1 Coordinate Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3.2 Transfer Function Description . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3.3 Evaluation and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.4 Temporally Consistent Lead Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.4.1 Lead Vehicle Minimum Jerk . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.2 Lead Vehicle Velocity Controlled Trajectory Planner . . . . . . . 130
5.4.3 Planning Delay for Following Vehicles . . . . . . . . . . . . . . . . . 132

5.5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6 Experimental Implementation 139
6.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.2.1 Integration of Radar Information . . . . . . . . . . . . . . . . . . . . . 142
6.2.2 Most Important Object (MIO) Identification . . . . . . . . . . . . . 142
6.2.3 Drivetrain Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145



CONTENTS xi

6.2.4 Initial Condition of Planning . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.3 Lead Vehicle Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.4 Cooperative Vehicle Following Experiments . . . . . . . . . . . . . . . . . . . 148

6.4.1 Planning Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.4.2 Gap Closing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.4.3 Vehicle Following . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7 Time Scaling 161
7.1 Scaling Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.3 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

8 Conclusions and Recommendations 169
8.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
8.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

A Integral of the product of two B-splines 175

B Planning Algorithm Properties 179

Dankwoord 197

Curriculum Vitae 199





Chapter 1
Introduction

Vehicle automation has been a promising field of research to improve passenger
and driver comfort, road safety, fuel consumption and traffic efficiency.
Section 1.1 of this chapter first introduces the classes of automated vehicles and
outlines their capabilities and limitations. Section 1.2 then identifies the main
challenges in the field of cooperative trajectory planning, a promising solution to
bridge the gap between the aforementioned classes of automated vehicles.
Section 1.3 addresses these challenges by formulating objectives for this thesis
and summarizes the main contributions, after which Section 1.4 presents an
outline of the thesis.

1.1 Automated Vehicles

This section introduces the subclasses of vehicles within the group of automated
vehicles and discusses some technical aspects of them and highlights important
features. Vehicle automation has been an ongoing field of study for years that
aims to increase road safety, reduce fuel consumption, or simplify the driver’s
task. The first applications of vehicle automation can be found in commercially
available vehicles in the form of Anti-lock Braking Systems, Electronic Stability
Control or Cruise Control. More modern applications that can be found in
commercially available vehicles nowadays include lane keeping systems and
adaptive cruise control. However, these systems are referred to as driver
assistance systems, rather than automated vehicles since the driver remains
responsible for the behavior of the vehicle. Following the the taxonomy of the
SAE [1] , the term Automated Vehicle refers to a vehicle that has automated
systems for both longitudinal as well as lateral actuation and where the driver is
no longer responsible for the vehicle behavior. This is summarized in Table 1.1,
which shows which parts of the Dynamic Driving Task (DDT) are taken care of
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Table 1.1: SAE vehicle automation level definitions [1]

Le
ve

l

Name

Dynamic Driving Task
(DDT)

DDT
fallback

Operational
Design
Domain
(ODD)

Motion
Control

Object & Event
Detection and

Response
(OEDR)

Driver performs part or all of the DDT

0
No driving
automation

Driver Driver Driver n/a

1
Driver

assistance
Driver &
System

Driver Driver Limited

2
Partial
driving

automation
System Driver Driver Limited

ADS performs the entire DDT (while engaged)

3
Conditional

driving
automation

System System
Fallback-ready

user
Limited

4
High

driving
automation

System System System Limited

5
Full

driving
automation

System System System Unlimited

by the automated system, and for which the driver remains responsible. It can be
seen that from level three and up, the driver is no longer responsible for the
DDT. Therefore, level three and up the vehicle is refereed to as an automated
driving system (ADS), rather then a driving automation system.

These automated vehicles can be separated into two classes of vehicles [2].
The first class are autonomous vehicles, which rely on on-board sensors to
navigate a large variety of scenarios from urban streets to highways. The second
class are the cooperative vehicles. Cooperative driving can be described as
influencing the individual vehicle behaviour to optimize the collective behaviour in
terms of road throughput, fuel efficiency or safety [3]. Typically this is achieved by
means of information sharing over a wireless link. While both classes of vehicles
make use of some type of automation, the underlying control configurations can
be very different.
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Figure 1.1: Typical layers in the decision making process of a self driving car.

1.1.1 Autonomous Vehicles

Autonomous vehicles are a class of vehicles which are capable of navigating an
environment autonomously, by means of their on-board sensors. The decision
making process of this complex task is often subdivided into hierarchical layers
[4]. An overview of these layers is shown in Figure 1.1. The Routing layer
chooses what route to follow and which roads to take, in order to get to the
destination. The behavioural layer is responsible for interpreting the situation
and deciding what type of planner to invoke. A motion planner then generates a
feasible motion over a finite time horizon, according to the specification of the
behavioural layer. Finally, a low level motion controller regulates the vehicle
towards the planned motion.

When the specified motion is described purely geometrically, it is referred to
as a path and its planner is referred to as a path planner. A separate layer then
often determines the velocity with which the path needs to be driven. Examples
which utilize such a planner can be found in [5] [6], which make use of Bézier
curves to describe geometrical paths that circumvent obstacles and plan a path
in narrow corridor. A disadvantage of these path planners is that it is very
difficult to take into account dynamic obstacles, as the speed with which a path
is executed, determines if a collision will occur or not. Therefore, determining
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whether the path itself is feasible, is difficult to do without knowledge about the
corresponding velocity. When a motion is parametrized in time, it is referred to
as a trajectory, and the planning layer is referred to as a trajectory planner [4].
Trajectory planners can explicitly take into account the motion of obstacles,
making it relatively straightforward to do collision and constraint checks to
determine the feasibility of the trajectory. Both path and trajectory planning has
also been studies extensively in the field of robotics, but real-time planning for
high speed road vehicles has additional challenges that have lead to a separate
branch of research.

Two important events that had a major contribution to the development of
autonomous vehicles are the DARPA grand challenge of 2005, and the DARPA
Urban challenge of 2007. The DARPA grand challenge of 2005 was a competition
for driverless cars in which an off-road course of 212 km had to be traversed in
under 10 hours. The main challenge was high-speed road finding and obstacle
detection and avoidance [7]. Also no dynamic obstacles would have to be handled
by the robot vehicles. The winning team Stanford and their vehicle ’Stanley’ made
use of a two-stage path planner. The first layer was an offline path smoother that
translates the waypoints and speed limits to a smoother path and more detailed
speed limit. The second layer is an online path planning algorithm and consists of
a series of candidate trajectories that laterally swerve or nudge the vehicle around
obstacles or in the right direction.

Unlike the DARPA Grand Challenge, the DARPA Urban challenge involved
driving in urban scenarios with dynamics obstacles, while all traffic rules needed
to be obeyed. The finals consisted of three missions that traversed a 89 km
course. The vehicles had to navigate more complex urban scenarios, which
include pulling into a parking lot, crossing a four way intersection, merging into
traffic, and defensive driving in which another road user is driving head on in the
wrong lane. These challenges required sophisticated motion planning algorithms
for driving on structured roads, as well as cluttered parking lots. The winning
vehicle ’Boss’ from Tartan racing used a lattice planner [8] [9]. The Stanford
entry ’junior’ that received second place, made use of a dynamic programming
planner for global route planning and a set of trajectories that include lateral
shift to perform normal on-road driving [10]. A separate planner for free-form
navigation was used for path finding on parking lots and making u-turns in case
of blocked roads [11]. In contrast, the MIT entry ’Talos’ makes use of a
Rapidly-exploring Random Tree (RRT) for both free-form navigation, as well as
on-road driving. In the same competition different strategies were achieved to
complete the same objectives. A comprehensive review of the various types of
motion planners used in automated vehicles can be found in [12].

One very common solution is to make use of the a priori information of the
road, to construct a reference path for the vehicle to follow in general. This is due
to driving on a road being typically a fairly structured environment, due to the
direction of travel along a given lane of the road. The road provides the vehicle
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with a geometrical reference path and a narrow set of constraints in which to look
for candidate trajectories [13]. A group of trajectory planners that makes use of
this reference path operates by means of sampling. These planners first refine the
reference path [14], before deterministically sampling either the configuration
space or the input space of a stable closed loop representation of the vehicle
[15]. These samples are used to construct candidate trajectories that follow the
general direction of the reference path. The generated trajectories can then be
checked for feasibility and collisions, after which the most optimal based on a
given cost function (e.g., comfort and advancing along the route) is selected for
execution. In case of sampling of the configuration space, the trajectories are
often constructed in a moving reference frame, fixed to the reference path by
means of polynomials [16], [17], [18]. This allows the vehicle to satisfy the
direction of travel in the general direction of the road, while constraints on the
width of the road are easily applied. Moreover, the quintic polynomials in [18]
can be shown to minimize jerk and hence result in comfortable trajectories.

One disadvantage of these polynomial planners, is the difficulty in
implementing more complex manoeuvres, such as multiple lateral swerves. A
method that overcomes this drawback, makes use of graph searches, to
efficiently find trajectories constructed by means of motion primitives. In [19], a
spatio-temporal search graph is constructed in which the edges are represented
by quintic splines. By including a time variable in the search graph, trajectories
that are invalidated by dynamic obstacles can be easily eliminated. In [20] [21],
a similar approach is adopted, in which a graph is constructed on-line by means
of multiple lateral and longitudinal sampled configurations, that are connected
by means of polynomials in the lateral direction, and piecewise continuous
accelerations in the longitudinal direction. These papers also describe an
adaptive cruise control type of strategy for following vehicles, where the
acceleration is not piecewise continuous, but instead derived from a feedback
controller.

These autonomous vehicles are highly versatile: Applications for autonomous
vehicles include driving through the dessert [7], driving through urban areas with
also cyclists [18], but also cases of limit handling [22], where the vehicle operates
near peak friction. For example, in [23] [24], a controller is presented that is used
for the control of a racing vehicle, operating in the highly non-linear region of the
tyres, while in [25], a controller is presented for autonomous drifting. An example
more directly applicable to on-road driving is given in [26], which presents a
model predictive collision avoidance planner. These examples emphasise the high
variety of applications for the autonomous vehicle.

1.1.2 Cooperative Vehicles

In contrast to autonomous vehicles, cooperative vehicles aim to optimize the
collective behavior of a group of vehicles. An enabler for this collective behavior



6 Introduction

Actual distance
Desired distance

Vehicle progression

Vehicle length

Figure 1.2: Schematic representation of a platoon. Actual inter-vehicle distance is
regulated towards the desired inter-vehicle distance.

is communication via a wireless link. Using this wireless link, vehicles can share
information about their current state, their intention and their perception, which
provides a new information source that is beyond line-of-sight of individual
vehicles.

This additional information leads to many new applications that are not
feasible for autonomous vehicles. For example, [27] describes the use of vehicle
following with short inter-vehicle distances, often referred to as platooning. An
example of platooning is shown in Figure 1.2, which illustrates the objective of a
desired inter-vehicle distance, as well as the actual distance. An important
performance criterion in platooning is string-stability [28] [29] [30]. String
stability refers to the attenuation of the effect of disturbances in the upstream
direction of vehicle flow. This attenuation prevents amplification of both the
spacing error and control input to the string of vehicles, which are a major
contributor to traffic jams. In so-called ’ghost’ traffic jams, a vehicle brakes and
in response, the following vehicle brakes harder due to a delayed reaction time
of the driver or control loop. When this continues upstream, vehicles eventually
come to a complete stop and a traffic jam is formed without the road being
utilized at full capacity. Another benefit of platooning is the potential to increase
fuel efficiency, especially in trucks [31]. Other examples of cooperative driving
are found in [32] [33], where platooning is extended to also include lateral
vehicle following, where the latter eliminates the problem of corner cutting. In
[34] [35], a method is presented that makes use of virtual platoons to handle
intersections in a highly efficient manner, by mapping all incoming lanes to a
virtual platoon.

Similar to the DARPA Challenge for autonomous vehicles, development in
cooperative driving has also been accelerated due to projects and competitions.
A number of such projects are listed in [36]. For example, the Californian PATH
(Partners for Advanced Transportation Technology) pioneered research in
platooning technology [29] [37]. More recently, the Grand Cooperative Driving
Challenge (GCDC) of 2011 and 2016 contributed to the development of
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cooperative driving technology, and identified directions for future research. The
first GCDC was organised in 2011 with the aim to accelerate the introduction of
cooperative vehicle technologies [38]. Two scenarios, were executed during the
2011 GCDC. The first was highway driving, in which the steady state behavior
was assessed. The second scenario involved a traffic light where a platoon was
stopped. This platoon then had to accelerate smoothly when the traffic light
went green, after which an approaching second platoon smoothly had to join the
accelerating first platoon at the tail. The first GCDC demonstrated that
cooperative driving in heterogeneous platoons was indeed possible, using very
different control solutions. The GCDC of 2011 was won by Team ANNIEway
[39], which considered all preceding vehicles in the platoon as a leader to derive
multiple acceleration inputs for the host vehicle, after which the lowest
acceleration input was selected for execution.

The second GCDC was held in 2016 [40], aiming to enable more complex
cooperative manoeuvres. The first scenario that was tested, was merging of
platoons on two highway lanes. This scenario includes manoeuvres such as
vehicle following, gap making and changing lanes, which, when combined, led
to a zipping manoeuvre. The second scenario, was the cooperative crossing of a
T-intersection. In this scenario, vehicles coordinate their longitudinal motion to
prevent collisions and avoid a full stop at a T-intersection to increase throughput.
To enable these more complex manoeuvres, a hierarchical layer architecture and
a more involved message set was used to coordinate the manoeuvres. The GCDC
of 2016 was won by Team Halmstad university [41], which used the distance to
the preceding vehicle, as well as a communicated acceleration of the preceding
vehicle to determine the input to the host vehicle.

Participants of both GCDCs utilized different control strategies to achieve the
same objective. Many of these differences can be traced back to how vehicles
utilize information of downstream vehicles. These different controller topologies
have also been studied extensively in literature. In [42], a Networked Control
System modelling framework is used to study the influence of communication
delays on the system. In certain scenarios where the cohesion of the platoon is
important, such as for example truck platooning, it might be useful to consider
bi-directional communication, was was done in [43]. It presents a method in
which constraints on acceleration and velocity of vehicles are considered by
vehicles in the downstream direction of the constrained vehicle. Other
information topologies can also be considered. In [44] for example, the
requirements on the information topology and local controllers to achieve string
stability for a time-gap spacing policy are studied. Similarly, [45] demonstrates
that for a rigid platoon configuration, bi-directional-leader topology is required
for linear controllers to achieve a bounded stability margin, independent of
platoon size, while [46] shows a similar result for asymmetrical controllers.
Other examples where the platoon formation is rigid, are presented in [47]. In
[47], the application is not necessarily platooning, but instead focusses on
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scenarios in which the vehicles can have an arbitrary fixed formation, potentially
spanning multiple lanes. The formation then cooperatively navigates around
obstacles, while diverting from the fixed formation as little as possible by means
of Model Predictive Control (MPC). In other work, platoons are considered in
which not all vehicles are automated. In [48], a Connected Cruise Control (CCC)
is presented, in which a heterogeneous set of vehicles is considered. Some of
these vehicles can even be operated by humans. Various communication
topologies are considered, and it is demonstrated that even if not all vehicles are
automated, significant improvements can be achieved in terms of string stability
when inserting a number of automated vehicles into traffic.

One of the important considerations in cooperative driving is the dependency
on the wireless link. This wireless link will always to some extent be subject to
communication delay and packet loss. In order to remain safe, graceful
degradation of the system is required, in which the performance degrades in
proportion to the failure [49]. Some solutions to this problem have been
proposed, which include an estimator for the preceding vehicle [49], or the
communication of multiple input steps by means of an MPC controller [50]. In
[51], the string stability of such an MPC controller is assessed and verified
experimentally.

In conclusion, the cooperative vehicle is capable of potentially lowering fuel
consumption, increasing traffic flow and increasing the awareness of connected
traffic participants by means of beyond-line-of-sight perception. This comes with
the requirement that a wireless link is available for receiving and sharing
information. The additional overhead required for cooperative driving depends
on the application, but is typically larger then for autonomous vehicles. While
the cooperative vehicle adds many advantages over autonomous vehicles, the
application is often limited to some sort of vehicle following scenario.

1.1.3 i-CAVE (Integrated Cooperative Automated VEhicle)

Although the autonomous vehicle and cooperative vehicle are different classes of
vehicles, with different control topologies, an overlap exists between the two.
Both classes are equipped to actuate all vehicle controls and obtain information
of the environment. A research program that focusses on this overlap is the
i-CAVE program. i-CAVE (Integrated Cooperative Automated VEhicle) is a Dutch
scientific program in which a Cooperative Dual Mode Automated Transport
(C-DMAT) system is researched and designed [52]. This program is subdivided
into six research projects being; Sensing and Mapping [53] [54] [55],
Cooperative Vehicle Control [56] [57] [58], Dynamic Fleet Management [59],
Communication [60], Human Factors [61] [62] [63] and Architecture
Functional Safety [64]. The research from these six groups are integrated on a
full-scale demonstrator platform [65]. The work in this thesis is part of the
research programme i-CAVE Cooperative vehicle Control with project number
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14893, which is (partly) financed by the Dutch Research Council (NWO).

1.2 Challenges in Trajectory Planning for
Automated Cooperative Vehicles

Clearly, both the autonomous vehicle as well as the cooperative vehicle have
appealing attributes. While the autonomous vehicle is highly versatile due to its
trajectory planner, the cooperative vehicle is capable of improving overall traffic
throughput by ensuring string-stable behavior. The cooperative vehicle in
contrast is not suitable for a high variety of scenarios, due to the limitations of
not having a trajectory planner. Ideally, the versatility of the autonomous vehicle
would be combined with the interaction properties of the cooperative vehicle, in
particular string stability. Although some research includes vehicle following in
the trajectory planning framework (e.g., [18] [20]), string stability is not taken
into account explicitly. Many trajectory planners specifically aimed towards
highway driving are reviewed in [66]. However, none of them make use of
cooperation, making string stable trajectory planning a clear research direction.

Also a vehicle that is capable of driving cooperatively, yet decide to overtake
vehicles or break from the platoon when needed remains a challenge. An
attempt at the development of such a system is presented in [67], which
illustrated an MPC based platooning scenario, with lateral movement of the
platoon to overtake other road users generated by Artificial Potential Fields
(APF), in which the vehicles are allowed to switch between platooning and
single vehicle cruising, although string stability was not explicitly analysed.
Moreover, the MPC based trajectories would require a high communication
bandwidth in practice.

The issue above is also closely related to challenges in communication. A
traffic system in which cooperative vehicle are required cooperate with both
autonomous vehicles, as well as other cooperative vehicles, poses challenges in
terms of communication. As a result, the cooperative vehicle needs to operate
with information in both the format of an autonomous vehicle as well as that of
a cooperative vehicle. Additionally, the braking and forming of platoons in an
ad-hoc fashion requires that the system works well without a priori knowledge
of the information communication topology. Finally, to reduce the probability of
dropped packets in the wireless link, data packets need to be small [68], hence
solutions that utilize less communication bandwidth are preferred.

Although the notion of string-stability is well covered in literature,
string-stability for trajectory planners has not been thoroughly covered.
Specifically, when a trajectory planner plans a motion in continuous time in a
receding horizon manner, both continuous-time dynamics (the planned
trajectory) and discrete-time dynamics (updating of the planned trajectories at
given time intervals) come into play. To the best of the authors knowledge, this
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has not yet been covered in literature.
One drawback of trajectory planning over traditional feedback control is the

computational burden. On the same hardware, a trajectory planner updates at
significantly lower update rates. This might cause issues when driving at very
short inter vehicle distances. In such cases, safe vehicle following can only be
achieved if the update rate is sufficiently high to compensate for unexpected
disturbances. Overcoming this drawback is important for safe vehicle following
at short distances.

Finally, the switching between cooperative and autonomous trajectories
should occur smoothly, be predictable, and be tunable by means of user
parameters. When implemented correctly, a well implemented cost function in
combination with a framework that is capable of planning multiple different
types of trajectories, prevents the need for a behavioral layer to determine which
type of motion planner to invoke.

A solution to the aforementioned challenges is to develop a method of
cooperative trajectory planning. When string-stable vehicle following trajectories
can be generated, they can be incorporated in the trajectory planner framework
of the autonomous vehicle. This results in a versatile vehicle, that is capable of
string-stable vehicle following. To obtain a traffic system in which autonomous
vehicle and cooperative vehicles can cooperate, both driving modes should
broadcast the same information. This allows for ad-hoc platoon formation,
without the need of additional coordination. Ideally, only predecessor
information is sufficient, as this simplifies implementation drastically. This
allows the vehicle to simply join a platoon, or decide to break the platoon and
perform autonomous manoeuvres, such as overtaking of slower vehicles.
Additionally, this ad-hoc approach of forming and breaking of platoons, means
that such a framework would scale well for longer platoons, as only information
of the direct predecessor is required.

1.3 Research objectives and Contributions

Based on the aforementioned challenges, this thesis aims to contribute to the
analysis and control of automated vehicles, that make use of explicit trajectory
planning. In particular, automated vehicles are of interest that, that make use
of a communication link with other vehicles, in order to share intended motions
over a certain time horizon. Hence, the following objectives are defined:

• The design of a unified trajectory planning framework for automated and
cooperative vehicles. A vehicle equipped with the aforementioned
framework can operate both autonomously and in a cooperative fashion,
using the same control topology, while broadcasting the same information
in both modes.
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• Ensure that cooperative trajectories are string-stable, such that the
macroscopic traffic system benefits from the increased throughput.

• Experimental validation of the developed framework on full-scale vehicles.

The contributions of this thesis, based on the research objectives are as follows:

1. The development of a class of trajectory planning algorithms for
cooperative vehicles. These cooperative vehicles make use of V2V
communication, which is used to communicate their planned trajectories.
The bandwidth of this communication is taken into account, by making use
of parametrized trajectories.

2. The development of an autonomous trajectory planner, specifically
designed in support of the cooperative trajectory planner. Additionally, the
combination of both planners is considered and merged in a single
framework. This combinations allows the automated vehicle to maintain
the versatility of the autonomous vehicle, while being capable of benefiting
from V2V communication.

3. Next to the development of a cooperative trajectory planning method, this
thesis also focusses on a string-stability analysis of the aforementioned
algorithm. An analysis of L2 string stability of a string of vehicles equipped
with the cooperative trajectory planning algorithms is considered.
Moreover, this study also considers the delay between time at which the
preceding vehicle and the host vehicle plan their corresponding
trajectories.

4. The development of a time-scaling mechanism to overcome the
computational drawback of trajectory planning for vehicle following at
short inter vehicle distances.

5. Two full-scale demonstrator platforms have been developed within the
i-CAVE project to validate the theoretical results. The two Renault Twizy’s
that are used for this purpose have been equipped with sensing and
actuating capabilities. These vehicles have been used to validate all aspects
of the developed cooperative trajectory planning, including target tracking
by means of a radar, the communication of the message used to broadcast
the intention of the vehicle as well as the top-level supervisory layer.

1.4 Outline

The outline of this thesis is as follows. Chapter 2 describes the framework of the
autonomous vehicle, the in-plane model of the vehicle, planning in the Frenet
frame and a construction of a reference path and velocity. Additionally, it
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provides the reader with basic information of splines, which is required in the
following chapters. Chapter 3 describes the trajectory planning framework for
the automated cooperative vehicle, specifically addressing the construction of
longitudinal cooperative trajectories. A method for comfortable gap closing in
vehicle following scenarios is also provided. Chapter 4 then described the
construction of autonomous trajectories, as well as the construction of the lateral
part for the cooperative trajectories. Additionally, it describes how both
cooperative as well as autonomous trajectories can be integrated in a single
framework and how the automated vehicle can switch between both modes.
Chapter 5 then describes the L2-string stability analysis of the cooperative
vehicle following trajectories. Additionally, necessary conditions for string
stability are derived for a class of trajectory planning algorithms. Chapter 6
describes the experimental implementation of the trajectory planning algorithm
on the full-scale vehicle setup. Chapter 7 will present a time-scaling method that
is used to partially overcome the control bandwidth limitation of trajectory
planning in cooperative vehicle following. Finally, Chapter 8 will provide
conclusions on the presented work, and recommendations for future research
directions.



Chapter 2
Background

This chapter presents some preliminary information that is used throughout the
thesis. It starts with describing the motion planning framework that is extensively
used in literature, and is partly adopted in this work as well. After that, the
mathematical description of Bézier curves and B-splines is presented. Finally, the
reference trajectory that is used in the trajectory planning framework is described.
This reference trajectory consists of a Bézier spline and a reference velocity.

2.1 Motion Planning

To navigate through complex environments, automated vehicles make use of
motion planning. The motion planning problem for automated vehicles can be
summarized as follows: Given a cost function, find the optimal, collision free and
kinematically-feasible trajectory, that satisfy the vehicles constraints in real-time,
where the cost function can include many attributes of the trajectory depending
on the application. Finding such a trajectory can be challenging in the presence
of dynamic obstacles. This section discusses literature related various solutions
to the motion planning problem for automated vehicles, after which details of
the specific trajectory planning approach that is selected is presented.

2.1.1 Literature Overview

Path and trajectory planning is a wide field of research, which can be subdivided
in various layers with increasing complexity, ranging from route planning to
kino-dynamic trajectory planning. The type of planning that is suitable for each
planning algorithm is dependent on the application and the vehicle model that is
used. In what follows, a general overview of literature is presented, without a
specific vehicle model in mind.
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Optimal route route planning was pioneered by Dijkstra in 1959 [69].
Several years later, heuristics were added to speed up this algorithm in what
became known as A* [70] [71]. Dijkstra’s algorithm and A* solve a shortest-path
problem, which is formulated in a connected graph. A graph consists of nodes
and edges, in which the nodes can for example represent destinations, while the
edges relate to routes connecting the destinations, each with a given distance or
cost. Dijkstra’s algorithm can actually be used for any planning problem, which
can be represented by a graph. The nodes in the graph can also represent the
possible (or discritized) configurations of the system, while the edges represent
transitions between the configurations with corresponding costs. The optimal
configuration trajectory is then given by the sequence of edges returned by the
algorithm, which corresponds to the lowest cost transition.

These algorithms were also used in applications of robotics, where robots
need to find a path and move through cluttered environments. However, in these
cases, the environment is often only partially known, such that the graph needs
to be updated online. To this extend D* [72] was developed, which allowed for
dynamic execution. Additionally, when using the A* and D* in a gridded
representation of the environment, each node is only connected to its 8 direct
neighbours, which might result in spatially suboptimal paths if the goal is in a
certain place with respect to the origin. A solution to this issue is presented in
[73], which includes different connectivity structures between nodes, which the
authors have named basic Theta* and Phi*.

However, in robotics, simply finding a path is often not sufficient, as the path
might not satisfy the kinodynamic constraints of the robot. While this might
not be an issue for finding a route for the autonomous vehicle, it does become
relevant when planning the local motion of the vehicle in for example a lane
change. Although the A* algorithm and similar algorithms might be used to solve
kinodynamic planning problems by discritizing the state space of the robot, the
computational complexity quickly blows up for higher dimensional state spaces. A
method to overcome this problem is the Probabilistic Road Map (PRM) approach
[74], which first samples the free configurations space (the space spanned by the
generalized coordinates of the system) in a random manner to create nodes, after
which these nodes (or configurations) are connected by means of the dynamics
of the robot to assign cost to the edges. Finally, a graph search method such
as A* is used to find the optimal path. This method is complete in the sense
that it finds a path if one exists when the number of samples increase. However,
connecting two configurations that are close might be difficult in case of non-
holonomic constraints.

A method that overcomes this issue, is the Rapidly expanding Random Trees
(RRTs), which apply system inputs to drive the system closer towards randomly
selected configurations [75] [76], as opposed to exact convergence to the
configuration in the Probabilistic Road Map approach. These system inputs that
are used to drive the system towards a sample can for example be provided by
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an LQR controller, as was done in [77]. Due to the non-holonomic property of
road vehicles, RRTs have been applied to trajectory planners for vehicles [78]
[79] [80] [81]. A comprehensive comparison between RRT, PRM and A* path
planning for parking in automated vehicles can be found in [82]. A disadvantage
of the RRTs is the probabilistic nature of the samples, and the fact that the found
path is often non-optimal. The path obtained by RRT* [83] [84] converges to
the global optimal path, by reconnecting old nodes to new samples and
potentially decrease the cost of reaching a certain node. This ensures that the
returned cost converges to the global optimal cost the more the configuration
space is sampled, but the number of samples that are required can be large.
Other comparable methods are SST (Stable Sparse RRT) [85], in which a
steering function is not needed.

These methods typically attempt to search for a global optimal solution.
However, for on-road driving, typically the information regarding other road
users is incomplete, or changes over time. Hence, the trajectory needs to be
continuously updated on-line. Consequently, finding the global optimum to the
planning problem might become to time-consuming to perform on-line. Instead,
often local motion planning is used instead, in which the planners attempt to
find the optimal trajectory towards some intermediate goal state. Additionally,
reference information is often known a priori for on-road driving. Hence, the
path finding for which these algorithms are used is not strictly necessary, as the
general path is already known. This information can either be provided by
Highly Automated Driving (HAD) maps, in the form of the centerline of the
road, or it can be a refined version that is generated in real-time, such as in [14],
[16]. This information can be used to achieve human-like driving on roads, by
generating candidate trajectories that follow the general direction of the road.
This method was already used in the first DARPA challenge by many of the
teams. The information of the road can be used to sample intermediate goal
states, as the vehicle is expected to drive along the road. This is also done
extensively in literature. See for example [20] and [13] for graph search
approached related to reference path. Additionally, [86], [18] and [87] present
methods in which terminal states related to a reference path which are then
connected to the initial state by means of smooth and kinematically-feasible
paths.

2.1.2 Vehicle model

For the purpose of trajectory planning it is important to consider the dynamics
and resulting constraints that these trajectories should satisfy. Note that for a
planned trajectory to be feasible, it is required to start from the current vehicle
state, as the vehicle cannot change states instantaneously. The vehicles
considered in this thesis are typical road vehicles. Although extensive and
complex vehicle models can be derived which can include pitch and roll of the



16 Background

1/κ δ

L
vx θ

{x, y}
~r 1
2

~r 1
1

Figure 2.1: Kinematic bicycle model for in-plane dynamics

chassis, vertical wheel dynamics and (non-linear) tyre dynamics [88], most of
these can be considered too detailed for the purpose of trajectory planning.
Instead, a simplified model is used that is limited to the in-plane vehicle
dynamics that are relevant for trajectory planning.

Planar dynamics

A kinematic bicycle model is used as simplified model for the planar dynamics
of the road vehicle. This bicycle model is illustrated in Figure 2.1, which shows
the coordinates x and y expressed in the world fixed frame ~r 1. The curvature
κ of the path followed by the rear axle can be changed by means of steering
angle δ, and also depends on the wheelbase L. Finally the curvature changes the
heading angle θ whenever there is motion of the vehicle (e.g., vx 6= 0). This can
be captured by the following planar dynamics for vehicle i

κi(t) =
tan δi(t)

Li
, (2.1a)

θ̇i(t) = κi(t)vx,i(t), (2.1b)

ẋi(t) = vx,i(t) cos θi(t), (2.1c)

ẏi(t) = vx,i(t) sin θi(t), (2.1d)

in which Li represents the wheel base, δi(t) the steering angle and κi(t) the
curvature of the spatial path followed by the center point of the rear axle. The
steering angle δi(t) and forward velocity vx,i(t) can be considered the inputs to
these planar dynamics.
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Internal vehicle dynamics

In addition to the in-plane dynamics, the vehicle is limited in terms of adjusting
the steering wheel angle δ and forward velocity vx. These internal dynamics
are modelled as following. The rate of change of the steering wheel cannot be
changed instantaneously and is instead modelled by means of first order dynamics

δ̇i(t) =
1

ηδ,i
(uδ,i(t)− δi(t)) (2.2)

where ηδ,i represents the time constant and uδ,i(t) the input.
In addition, the drive-line dynamics introduce continuity in the longitudinal

acceleration, such that it cannot be changed instantaneously. The same model as
used in [27], [50], [51], [3] can be adopted, which represents the experimental
demonstrator platform that is used in later chapters. This model uses first-order
dynamics for the drive-line

ṡx,i(t) = vx,i(t), (2.3a)

v̇x,i(t) = ax,i(t), (2.3b)

ȧx,i(t) =
1

ηx,i
(ux,i(t)− ax,i(t)) , (2.3c)

in which sx,i(t) is the curvilinear distance travelled by the center of the rear axle,
vx,i(t) the longitudinal velocity, ax,i(t) is the longitudinal acceleration, ux,i(t) the
commanded longitudinal acceleration, and ηx,i the time constant of the drive-line
for vehicle i.

Planning consequences

To ensure that planned trajectories are feasible, they should be initialized from
the current vehicle states. As a result of the internal dynamics, these vehicle
states include the current Cartesian position, longitudinal velocity, longitudinal
acceleration, heading and steering angle.

To see that it is sufficient to require that the states are continuous up to the
steering input and acceleration consider the following coordinate transformation.
Define new augmented inputs to the system

νj,i(t) :=
1

ηj,i
(uj,i(t)− aj,i(t)), j ∈ {x, δ}, (2.4)

such that the steering dynamics can be represented by a simple integrator

δ̇i(t) = νδ,i(t). (2.5)
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Similarly a triple integrator system is obtained for the longitudinal dynamics.

ṡx,i(t) = vx,i(t), (2.6a)

v̇x,i(t) = ax,i(t), (2.6b)

ȧx,i(t) = νx,i(t), (2.6c)

in which sx,i(t), represents the curvilinear distance of the vehicle, and vx,i(t)
and ax,i(t) define the velocity and acceleration in the ~r 3

1 direction. When the
planned trajectories are initialized in these states, the trajectories in the original
coordinates can also be reconstructed.

Additionally note that properties of the planned trajectories can be used to
compensate for dynamics, since the input ux,i(t) to the original system can be
computed as ux,i(t) = ηx,iνx,i(t) + ax,i(t), where νx,i can be substituted by the
planned jerk. Similarly, uδ,i(t) = ηδ,iνδ,i(t) + δi(t), where νδ,i(t) can be
substituted by the planned steering rate. This shows a benefit of explicitly
planning trajectories, rather than using a feedback strategy, as the drive-line and
steering dynamics can be compensated.

Finally, as an additional benefit, this method also prevents jerky inputs due to
replanning. Consider a trajectory planner that does not initialize its trajectories in
the current acceleration and steering angle. In these cases, the reference steering
angle and reference acceleration that the low-level controllers should track are
discontinuous, which is uncomfortable for the passengers.

2.1.3 Motion Planning in Frenet Frame

The a priori information of the road can be used to define a new coordinate
frame in which the trajectory planning problem is formulated. Note that only
the reference path itself is not sufficient for on-road driving, as an obstacle might
prevent the vehicle from continuing. Therefore, a method is required, that allows
the vehicle to deviate from the reference path. A moving reference frame can be
attached to the spatial reference path. This reference frame is referred to as a
Frenet frame, and is illustrated in Figure 2.2. The figure illustrates a reference
path Xc(s) = [qc,x(s), qc,y(s)] in inertial reference frame ~r 1, with components ~r 1

1 ,
~r 1

2 , where s is the curvilinear distance or covered arc length. This reference path
can be regarded as being the centerline of the road, with sufficient continuity
properties. A moving Frenet frame ~r 2, with components ~r 2

1 , ~r 2
2 is then defined

at the projection of the vehicle onto the reference path, with ~r 2
1 pointing in the

direction of the reference path.
The planning problem is now defined as determining the curvilinear distance

s(t), of the moving Frenet frame, and the lateral distance `(t), of the vehicle to
the Frenet frame, parametrized to time t. A trajectory then refers to the
combination of longitudinal and lateral trajectories, {s(t), `(t)}. In particular, the
longitudinal and lateral coordinates together with their time derivatives form
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Figure 2.2: Reference path described by Xc(s), deviated path constructed via lateral offset
` in the moving Frenet frame ~r 2(s), which is parametrized to curvilinear
distance, s.

state trajectories S(t) := [s(t), ṡ(t), s̈(t)]ᵀ and Λ(t) := [`(t), ˙̀(t), ῭(t)]ᵀ. The
objective of the trajectory planner is to find feasible, collision free and
comfortable trajectories, S(t),Λ(t), starting from initial state S(t0),Λ(t0), over a
time horizon t ∈ [t0, t0 + T ], while considering dynamic obstacles.

Another possibility is to sample the intermediate goal states by means of this
Frenet frame, yet still plan the trajectories in the original Cartesian coordinate
frame. A comparison between these approaches is illustrated in Figure 2.3. Both
planning approaches in the example make use of quintic polynomials, as they
can be used to minimize jerk [18] [89]. These polynomials are initialized in the
current state S(t0),Λ(t0), which results in continuity in position, velocity and
acceleration (and curvature and direction). The Frenet frame is used to select
7 different laterally off-setted intermediate goal states that are aligned with the
reference path. These goal states are identical in both examples. Clearly, by
planning completely in the Frenet frame, the constructed trajectories follow the
curves of the road, whereas the planning in Cartesian coordinates cuts corners.
Although no constraints have been applied in the example, application of spatial
constraints is easier in the Frenet frame.
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Figure 2.3: Comparison of planning in the Frenet frame vs. planning in the Cartesian
frame. Left: Planning in Frenet frame by means of quintic polynomials in s(t)
and `(t) for 7 intermediate goal states that are laterally off setted with respect
to the reference path. Right: Planning in Cartesian frame by means of quintic
polynomials in xh,x(t) and xh,y(t).

Mapping of Coordinates

The coordinates
[
s(t), ṡ(t), s̈(t), `(t), ˙̀(t), ῭(t)

]
in the Frenet frame ~r 2(s) based on

reference path Xc(s), need to be mapped to coordinates
[qx(t), qy(t), θ(t), κ(t), vx(t), ax(t)], where qx(t) qy(t), θ(t) are position and
orientation of the vehicle frame ~r 3 with respect the global Cartesian coordinate
frame ~r 1, κ := d

dsh
θ is curvature of the vehicles trajectory, sx(t), vx(t) and ax(t)

are the arc length, velocity and acceleration of the vehicle in the ~r 3
1 direction and

velocity in ~r 3
2 is zero due to the kinematic description of the motion. These can

be computed by the following relations [18]. Position coordinates are found by
means of superposition[

qx
qy

]
= Xc(s) +

[
cos θc(s) − sin θc(s)
sin θc(s) cos θc(s)

] [
0
`

]
. (2.7)

Given the curvature κc := d
dsθc, and heading angle θc of the reference line, the

following relation can be identified for ṡ and ˙̀

ṡ (1− κcd) = vx cos θ∆, (2.8)
˙̀ = vx sin θ∆, (2.9)

θ∆ = θ − θc.

where θ∆ represents the heading difference between the vehicle frame and Frenet
frame, and the −κc` term accounts for the rotation of the Frenet frame when it
moves along the reference line. Using these relations, the vehicle velocity vx can
be written as

vx =

√
(1− κc`)2

ṡ2 + ˙̀2. (2.10)
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The derivative of ` with respect to s is found via

`′ =
d

ds
` =

dt

ds

d

dt
` =

˙̀

ṡ
= (1− κc`) tan θ∆. (2.11)

To find the remaining coordinates, a derivative operator with respect to s is
defined, that makes use of the covered arc length sx of the trajectory of the
vehicle frame. By substituting (2.8) the following can be written for operator of
the derivative with respect to covered arc length of the reference line

d

ds
=

dsx
ds

d

dsx
=

dsx
dt

dt

ds

d

dsx
=
vx
ṡ

d

dsx
=

1− κc`
cos (θ∆)

d

dsx
. (2.12)

With the definitions of curvatures κc and κ, the derivative of heading difference
is written as

d

ds
θ∆ =

1− κc`
cos (θ∆)

d

dsx
θ − d

ds
θc =

1− κc`
cos (θ∆)

κ− κc.

Then for the second derivative of ` with respect to s is found by differentiating
(2.11) again

`′′ =
d2

ds2
` =

d

ds
((1− κc`) tan (θ∆)) ,

= (1− κc`)
d

ds
tan (θ∆)− tan (θ∆)

d (κc`)

ds
,

=
(1− κc`)
cos2 (θ∆)

(
1− κc`
cos (θ∆)

κ− κc
)
− tan (θ∆) (κ′c`+ κc`

′) ,

(2.13)

where
d

ds
tan (θ∆) =

1

cos2 (θ∆)

(
1− κc`
cos (θ∆)

κ− κc
)
,

was used. By assuming the vehicle travels in the direction of the road, the heading
difference can be said to satisfy |θ∆| < π

2 . Consequently, by combining (2.8) with
vx ≥ 0 (vehicle is not moving backwards in vehicle frame) and ṡ ≥ 0 (vehicle is
not moving backwards along the reference line) it can be seen that (1 − κc`) >
0. Hence, (2.11) and (2.13) can be solved to find θ and κ of the trajectory.
Finally acceleration in the vehicle frame ax is found by first determining the time
derivative of (2.8)

vx = ṡ
1− κc`
cos θ∆

,

ax = v̇x = s̈
1− κc`
cos θ∆

+ ṡ
ds

dt

d

ds

(
1− κc`
cos θ∆

)
= s̈

1− κc`
cos θ∆

+
ṡ2

cos θ∆

(
(1− κc`) tan θ∆

(
1− κc`
cos θ∆

κ− κc
)
− (κ′c`+ κc`

′)

)
, (2.14)
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where it is used that

d

ds

1

cos θ∆
=

tan θ∆

cos θ∆

(
1− κc`
cos θ∆

κ− κc
)
.

Finally to relate the time derivatives of ` to the spatial derivatives of `, the
following relations can be found.

˙̀ =
ds

dt

d

ds
` = ṡ`′, (2.15)

῭=
d

dt
ṡ`′ = s̈`′ + ṡ2`′′. (2.16)

Implications of continuity

Consider again the vehicle model presented in Section 2.1.2, which requires
continuity in curvature κ(t) and acceleration ax. This continuity requirement in
turn imposes requirements on the continuity of the reference path Xc(s), and the
planned trajectory `(t) and s(t) in the Frenet frame, by means of the mapping
[Si(t),Λi(t),Xc(s)] → [sx,i(t), vx,i(t), ax,i(t), δi(t)] described above, in which s(t)
can be used to obtain Xc(s(t)). Note that the mapping to δi(t) was not explicitly
given, but can be derived by rewriting (2.13) to find expression for κ(t)

κ(t) =

(
(`′′ + tan (θ∆) (κ′c`+ κc`

′))
cos2 (θ∆)

(1− κc`)
+ κc

)
cos (θ∆)

1− κc`
, (2.17)

and combining it with (2.1a). Consequently the requirement of continuity in
κ(t) imposes the requirement that the reference path Xc(s) is thrice continuously
differentiable and `(s) is twice continuously differentiable.

Similarly by considering (2.14), it can be seen that in order for ax(t) in the
vehicle frame to be continuous, again Xc(s) should be thee times and `(s) is
twice continuously differentiable. However, in order to compute the input to the
system (2.6), the jerk ȧx(t) should also be continuous, hence Xc(s) should be four
times and `(s) is three times continuously differentiable. In practice however, the
contributions to motion in the vehicle frame [sx,i(t), vx,i(t), ax,i(t)], of the lateral
trajectories Λ(t) are much smaller than that of S(t).

2.1.4 Trajectory Generation

To navigate a high variety of scenarios, the trajectory planner should be capable
of diverting from the reference trajectory. This is useful when a lane is blocked
or other road vehicles obstruct the reference path. Moreover, the planner should
be capable of doing this in real-time, as the automated vehicle cannot come to a
standstill and consider its options. An approach that is often presented in
literature, is to generate a wide variety of candidate trajectories, and selecting
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the best one for the current scenario for execution. After generating the
trajectories, all trajectories are checked for feasibility and a collision check is
performed. This approach makes it very easy to take into account dynamic
obstacles. During trajectory generation, obstacles are not considered. The
collision check with the trajectory is easily performed afterwards. In [18], a set
of terminal states and arrival times are selected, to connect the current vehicle
states to these goal states by means of quintic polynomials. Because no
inequality constraints are considered during the trajectory construction phase, a
closed form expression can be found to generate these trajectories. As a result,
no iterative optimization is required, which is beneficial for real-time
implementation, since the time to compute a trajectory will always have a hard
upper bound.

Polynomial Trajectories

Following the notation used in [18], a trajectory ξξξ(t) = [ξ(t), ξ̇(t), ξ̈(t)]ᵀ related
to a generalized coordinate ξ(t) that connects initial state ξξξ0 = ξξξ(0) to terminal
state ξξξτ = ξξξ(τ), can be constructed by means of a quintic polynomial as

ξξξ(t) = M1(t− t0)c012 + M2(t− t0)c345, t0 ≤ t ≤ t0 + τ, (2.18)

M1(t) =

1 t t2

0 1 2t
0 0 2

 , M2(t) =

 t3 t4 t5

3t2 4t3 5t4

6t 12t2 20t3

 . (2.19)

With M2(0) = 03, the first coefficient can be determined by the initial conditions
and the final coefficient by the terminal condition by means of

c012 =
[
c0 c1 c2

]ᵀ
= M1(0)−1ξξξ0,

c345 =
[
c3 c4 c5

]ᵀ
= M2(τ)−1 (ξξξτ −M1(τ)c012) , τ > 0

where c012 and c345 represent the polynomial coefficients. For a quartic
polynomial, with c5 = 0, the polynomial ξξξ(t) and c34 are computed as

ξξξ(t) = M1(t− t0)c012 + M2(t− t0)

[
I2
0

]
c34, t0 ≤ t ≤ t0 + τ, (2.20)

c34 =

[
c3
c4

]
=

([
0 I2

]
M2(τ)

[
0
I2

])−1 ([
0 I2

]
ξξξτ −M1(τ)c012

)
,

where only the terminal velocity and acceleration are constrained, and the
position state is arbitrary. This is useful for example in cases of highway driving,
where the terminal position is not important, but instead a certain velocity is
more important. These polynomial trajectories can then be used to construct
trajectories, that connect the current vehicle state S(t0), Λ(t0), to a terminal
state S(τ), Λ(τ).
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A diverse set of terminal states is created by means of set of Nṡ + Ns
longitudinal, and N` lateral terminal states. For the longitudinal trajectories,
quartic polynomials are used to connect to goal states of a given
ṡ(τ) = ṡj , j ∈ [1, . . . , Nṡ] and s̈(τ) = 0, which are useful for highway driving
with a certain velocity. Alternatively, quintic polynomials are used to connect to
goal states with a specified goal position s(τ) = sj , j ∈ [1, . . . , Ns], ṡ(τ) = 0 and
s̈(τ) = 0, which are useful for a precision stop when stopping behind another
vehicle, at a traffic light or other scenarios that require a full stop.

The lateral trajectories are constructed by means of quintic polynomials in
such a way that they follow the direction of travel of the road lane. By selecting
goal states for a given lateral position `, and ˙̀ = 0, ῭ = 0, the trajectories always
continue to follow the direction of the road after a lateral swerve. Note that due
to the non-holonomic constraints of road vehicles, the state `(t) cannot vary
when s(t) does not. In [17], a solution is proposed in which for low velocities
(e.g., ṡ(t) below a given threshold), quintic polynomials parametrised in
curvilinear distance s (e.g., `(s(t))) instead of time t (e.g., `(t)) are used for the
lateral trajectories. This solution prevents that a large portion of the trajectories
is invalidated due to the high curvatures, resulting from large changes in ` and
small changes in s (driving slow). Note that in these cases the initial state
`(s(t0)), `′(s(t0)), `′′(s(t0)) is connected to terminal states
`(s(τ)) = `l, l ∈ {1 . . . , N`}, `′(s(τ)) = 0, `′′(s(τ)) = 0.

Finally, by including Nτ arrival times τk, k ∈ {1, . . . , Nτ}, both fast and
highly energetic trajectories as well as slower more gradual changing trajectories
are included. The faster trajectories can potentially be used to evade nearby
obstacles or quickly reduce velocity when needed, while the slower trajectories
with lower acceleration and jerk are more comfortable. Each of the
(Nṡ +Ns)×N` combinations of trajectories is generated for various arrival times
τk. Trajectories where τk > T are truncated to t0 ≤ t ≤ t0 + T , and trajectories
where τk < T are extended by means of extrapolation with constant velocity
such that all trajectories are defined on the same time horizon t0 ≤ t ≤ t0 + T .

A set of these trajectories is shown in Figure 2.4. It can be seen that all the
trajectories indeed follow the general direction of the road. These trajectories are
generated by means of the following set of arrival times and terminal states

ṡj =
j

Nṡ
vc j ∈ {1, . . . , Nṡ}, (2.21)

`l =

(
2(l − 1)

N` − 1
− 1

)
`max l ∈ {1, . . . , N`}, (2.22)

τk = 2T

(
2

3

)(k−1)

k ∈ {1, . . . Nτ}, (2.23)

where `l takes on linearly spaced values in [−`max, `max], with `max the
maximum lateral offset based on the width of the road. For the velocity, ṡj takes



2.1 Motion Planning 25

Figure 2.4: Visualization of a set of generated trajectories with a set of terminal conditions
for Nτ = 6, Nṡ = 7,Ns = 0, N` = 7, along a spatial reference path.

on linearly spaced values related to the reference velocity vc, of which the
construction is discussed at the end of this chapter. In the example, no specific
positioning trajectories are used (Ns = 0) as no stopping is required in this
scenario.

Feasibility and Collision Check

The generated trajectories can be subsequently checked for feasibility and
collisions. Feasibility of the trajectory in terms of minimum turn radius,
maximum acceleration, maximum velocity and maximum equivalent power
v(t)a(t) can easily be checked by means of the computed signals κ(t), v(t), a(t)
by solving (2.13) for κ(t), computing v(t) via (2.10) and a(t) via (2.14).

Multiple options exist for collision checks. In [90], a method is presented in
which the dimensions of the host vehicle and obstacles are covered in circles,
which allows for an easy and computationally inexpensive collision check.
However, it does introduce some conservatism, as the circles always extend past
the polygon outline of the vehicle. This can be seen in Figure 2.5b, which
illustrates the circles that are used to cover the polygon of a vehicle. Clearly, the
area covered by the circles is larger than that of the vehicle, resulting in
conservatism in the collision check. Another option is the separating axis
theorem presented in [91]. This theorem states that two convex polygons do not
intersect if and only if there exist an axis that separates them. Additionally, it
states that the vertices of each polygon can be used as a candidate for the
separating axis, such that a finite number of axes can be used to perform the
collision check. This ensures that no conservatism is introduced by the collision
check, and that the vehicle can potentially navigate very narrow passages. An
illustration of the separating axis theorem is shown in Figure 2.5a. It can be seen
that ~r a1 and ~r a2 are not a separating axis between bounding box a and b, as
projecting the geometry of both a and b on these vectors results in overlap. In
contrast, projecting the geometry on vector ~r b1 does not result in overlap, such
that it is a separating axis, and the polygons can be concluded to not overlap.
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(a) Separating axis theorem for bounding boxes [92] (b) Covering circles approaches [90]

Figure 2.5: Different approaches for Collision checks

Cost Function

The optimal trajectory with respect to a certain cost function can then be
selected from the remaining feasible and collision free trajectories. A suitable
cost function should be chosen to represent desirable vehicle behavior. Desirable
behavior naturally includes safe driving (e.g., keeping sufficient distance from
other road users and obstacles), progression along the road, and lane centering.
Additionally, the cost function in combination with the candidate trajectories
should result in temporal consistent behavior, such that the trajectories selected
for execution in consecutive planning cycles coincide over the part of the time
horizon on which both are defined.

In [17] [18], a simple cost function is used, with cost terms for arrival time,
terminal velocity or position, and terminal lateral position. The trajectories that
plan towards a given terminal velocity with quartic polynomials, as well as
trajectories that plan towards a given terminal position with quintic polynomials
have respective cost functions

Jṡ = Qττ +
1

2
Qṡ (ṡ(τ)− ṡref(τ))

2
+

1

2
Q``(τ)2, (2.24)

Js = Qττ +
1

2
Qs (s(τ)− sref(τ))

2
+

1

2
Q``(τ)2. (2.25)

Note that these cost functions indeed achieve part of the desired behavior.
Progression along the road with a given desired reference velocity is prioritised
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over speeding beyond the legal limit and driving slower than the reference
velocity. Deviation from the lane center (` = 0) is also penalized, but only with
respect to a single lane, which might not be the desired behavior in case of
highway driving with multiple lanes. Temporal consistency can also be achieved,
but requires some additional bookkeeping. Note that the quintic and quartic
polynomials are actually optimal in terms of minimal jerk for a given terminal
state, as shown in [18]. Due to the principle of optimality, temporal consistency
is then achieved if the same terminal state is selected. This requires that the τ ,
ṡ(τ)/s(τ), ` corresponding to the selected trajectory, should be included in the
set of terminal states in the consecutive plan step. However, to ensure that these
trajectories are also selected in the next plan step, trajectories with lower arrival
times τ should be selected. Consequently, higher energetic trajectories are
prioritized over more gradual and comfortable trajectories, which is usually
undesirable from a comfort perspective. Also note that maintaining a safe
distance is not necessarily included in this simple cost function. Hence, a
’near-miss’ trajectory might pass the collision check, while it is not suitable for
safe execution.

Alternatively, more complex and intricate cost functions can be used to select
the optimal trajectories. In [93], a manually designed non-linear vertices-based
cost function is used to evaluate the trajectories. In contrast to the cost function
of [18], here distance towards the other road users is included and made
dependent on the velocity. This helps to pass other road users at safer distances,
and maintain safer distances to the preceding vehicle that depend on the velocity
of both host and preceding vehicle. Additionally, it penalizes acceleration to
improve passenger comfort.

A different cost function is presented in [94], [95], which uses Artificial
Potential Fields (APF) as cost functions, to promote lane centering and
maintaining a safe distance to other vehicles. This artificial potential field
approach provides an elegant solution to perform lane centering on multiple
lanes. A local minimum of cost in the lateral direction is located in the center of
each lane. Some potential around the road markers that separate the lanes,
ensures that a vehicle prioritizes changing lanes over driving on top of a road
marker. Additionally, higher potentials on the shoulders of the road prevent that
the vehicle drives off the road completely. Similarly, a Gaussian potential field is
included around other road vehicles, such that trajectories that maintain a larger
distance while overtaking are preferred over trajectories that pass other vehicles
at small distances (e.g., a few centimetres). The disadvantage of these cost
functions, is that temporal consistency is by no means ensured.
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2.2 Splines

Splines are piecewise polynomials used for the description of curves [96]. These
curves are often parametric and map a parameter to Rn. Splines have been widely
used for many applications, such as Computer Aided Design, Approximation and
Interpolation. Splines have also been used in trajectory planning, both for spatial
path description in R2 [5] [6] [97] [98] [99] , as well as state trajectories [100]
[101] [102] [103] [104].

2.2.1 Bézier curves

Bézier curves were pioneered by Pierre Bézier [105] and Paul de Casteljau [106]
who used them for the design of bodywork for Renault and Citroën respectively.
A Bézier curve of degree p maps parameter u ∈ [0, 1] to C(u) ∈ Rn, and is
constructed by means of control points Pj ∈ Rn, j ∈ [0, . . . , p] [107]

C(u) =

p∑
j=0

bj,p(u)Pj = bp(u)Pj , 0 ≤ u ≤ 1, (2.26)

bp(u) =
[
b0,p(u) b1,p(u) . . . bp,p(u)

]
,

P =
[
P0 P1 . . . Pp

]ᵀ
,

where bj,p(u) is the Bernstein basis polynomial

bj,p(u) =

(
p
j

)
(1− u)(p−j)uj =

p!

j!(p− j)!u
j(1− u)p−j , j ∈ {0, . . . , p}.

(2.27)

For example, a Bézier curve of degree 3 requires control points P0,P1,P2,P3 to
construct C(u) = (1−u)3P0+3u(1−u)2P1+3u2(1−u)P0+u2P3. Basis functions
bj,3(u), j ∈ {0, . . . , 3} and bj,5(u), j ∈ {0, . . . , 5} are illustrated in Figure 2.6.

An example of a Bézier curve of degree p = 3 is shown in Figure 2.7, which
illustrates the construction of the curve geometrically by means of the Casteljau
Algorithm. For any u ∈ [0, 1], a point at u times the length of the segments is
constructed on each of the line segments. These points are then again connected
to the subsequent point on the next line segment, after which a point is added
again at u times the length of the new line segment. This process is repeated until
only one point remains, which coincides with C(u). The line segments connecting
the control points are referred to as the control polygon and determines the shape
of the spline.

Important properties of Bézier curves are as follows [107] :
1. The curve coincides with the first and with the final control point, i.e.,

C(0) = P0 and C(1) = Pn.
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Figure 2.6: Basis functions, bj,p for p = 3 and p = 5.
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Figure 2.7: Graphical representation of the Casteljau algorithm for the construction of
Bézier curves by means of their control points, for u = 1

4
(left) and u = 3

4

(right)

2. The direction vector of the tangents to the curves at beginning and end of
the curve coincide with the directions of P1 −P0 and Pn −Pn−1

3. The curves lie in the convex hull of the control points.
4. The curves are invariant under rotations, translations and scaling.

Rotations, translations and scaling of the control points result in a similar
rotation, translation and scaling of the curve.

The basis functions of these Bézier curves, in the form of Bernstein polynomials,
have the following properties for 0 ≤ u ≤ 1:

1. bj,p(u) ≥ 0.
2.
∑p
j=0 bj,p(u) = 1.

3. bj,p(u) has a maximum at u = j/p.
4. basis functions can be recursively defined

bj,p(u) = (1 − u)bj,p−1(u) + ubj−1,p−1(u), where bj,p−1(u) ≡ 0 if j < 0 or
j > p.
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Bézier Derivatives

The derivative of a Bézier curve is again a Bézier curve. This can be recognised by
noting that dbj,p(u)

du = p(bj−1,p−1(u)− bj,p−1(u)), with b−1,p−1(u) ≡ bp,p−1(u) ≡ 0.
Using this property the derivative of a Bézier curve

C(1)(u) ≡ d

du
C(u) =

p∑
j=0

p(bj−1,p−1(u)− bj,p−1(u))Pj

=

p−1∑
j=0

bj,p−1(u)p (Pj+1 −Pj) ,

such that the derivative of a Bézier curve is again a Bézier curve, with control
points p (Pj+1 −Pj) , j ∈ {0, . . . p − 1}. The derivative of a curve is referred to
as its hodograph. The hodograph corresponding with the d-th derivative of the
curve is denoted as

C(d)(u) =

p−d∑
j=0

bj,p−1(u)P
(d)
j = bj,p−d(u)P(d), (2.28)

with P
(d)
j , j ∈ {0, . . . , p − d} the control points of this derivative curve. To find

these control points of the hodograph, the following relation can be used

P(d) = ∆∆∆d d−1∆∆∆d−1 d−2∆∆∆21∆∆∆10︸ ︷︷ ︸
∆∆∆d0

P , (2.29)

∆∆∆d d−1 = (p+ 1− d)

−1 1
. . .

. . .

−1 1

 , (2.30)

where the matrix ∆∆∆d0 ∈ Rn+1−d×n+1 is used to transform the control points of
the curve to the control points of the d-th derivative of that curve.

Bézier Spline with Parametric Continuity

Several Bézier curves can be connected to each other to form a Bézier spline,
constructed of segments where each segment is created by a Bézier curve. The
control points of segment i are denoted Pj,i, j ∈ {0, . . . , p}. These connected
segments are then continuous up to the (p − 1)-th derivative denoted by Cp−1if



2.2 Splines 31
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Figure 2.8: Bézier spline with continuity C2

the following constraints are satisfied:

C0 :
Ci(1) = Ci+1(0)
Pp,i = P0,i+1,

(2.31)

C1 :
d

duCi(1) = d
duCi+1(0)

(Pp,i −Pp−1,i) = (P1,i+1 −P0,i+1) ,
(2.32)

C2 :
d2

du2 Ci(1) = d2

du2 Ci+1(0)
(Pp,i − 2Pp−1,i + Pp−2,i) = (P2,i+1 − 2P1,i+1 + P0,i+1) .

(2.33)

For Bézier curves of higher degree, higher degrees of continuity up until Cp−1 can
be enforced in an analogous way. An example of a Bézier spline of degree p = 3
is depicted in Figure 2.8, which shows that the control polygon of one segment is
related to the control polygon of the next segment in the connection point of the
two Bézier segments.

Bézier Spline with Geometric Continuity

Parametric continuity is thus the result of each segment being continuous with
respect to the parameter u. In practice, this parameter u often has no physical
representation, which makes a parametric continuity constraint unnecessarily
restrictive [108]. Instead, geometric continuity of degree k Gk is defined as
continuity in the derivatives with respect to arc length s, rather than parameter
u [109].

dj

dsj
Ci+1(0) =

dj

dsj
Ci(0), j ∈ {0, . . . k}, (2.34)

where arc length s is defined as

si(u) =

∫ u

0

∥∥∥∥ d

dx
Ci(x)

∥∥∥∥
2

dx.

This means that instead of (2.32) and (2.33), the tangent and curvature of the
spline can be made continuous. To see that this yields additional degrees of
freedom, observe that the tangent at the beginning and end of the Bézier curve
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is determined only by the direction of the line segments spanned by P0,i,P1,i

and Pp−1,i,Pp,i, where the length of these segments is not important. This can
be generalized to so called beta-constraints [110], which for continuity up to G4

are given by

G0 : Ci+1(0) = Ci(1), (2.35)

G1 :
d

du
Ci+1(0) = β1,i

d

du
Ci(1), (2.36)

G2 :
d2

du2
Ci+1(0) = β2

1,i

d2

du2
Ci(1) + β2,i

d

du
Ci(1), (2.37)

G3 :
d3

du3
Ci+1(0) = β3

1,i

d3

du3
Ci(1) + 3β1,iβ2,i

d2

du2
Ci(1) + β3,i

d

du
Ci(1),

(2.38)

G4 :
d4

du4
Ci+1(0) = β4

1,i

d4

du4
Ci(1) + 6β2

1,iβ2,i
d3

du3
Ci(1)

+ (4β1,iβ3,i + 3β2
2,i)

d2

du2
Ci(1) + β4,i

d

du
Ci(1), (2.39)

where β1,i > 0 and β2,i, β3,i, β4,i are arbitrary and represent the additional
degrees of freedom. These additional degrees of freedom could for example be
used to improve peak curvature, or to minimize some cost function. This can be
generalized for higher degrees of geometric continuity as shown in [111], but
these are not relevant for the application here, as G4 is typically sufficient.

Where parametric continuity requires that the first and last line segment of
two control polygons have the same length and are collinear, for geometric
continuity only the collinear requirement remains. This is illustrated in
Figure 2.9, which compares C2 and G2 continuity for a given set points that the
Bézier spline must pass through. In this example, βj,i = 0, j > 1,∀i. A specific
choice for β1,i is made, where the connecting part of the control polygons
(‖P1,i −P0,i‖2 and ‖Pp,i −Pp−1,i‖2) scale with the distance between the start
and end of the Bézier segment (‖Pp,i −P0,i‖2), that are usually known a priori
as the points through which the spline should pass. This is achieved by setting
β1,i =

‖Pp,i+1−P0,i+1‖
‖Pp,i−P0,i‖ . From the figure it can be seen that using this specific

choice for β1,i, the lines that form the control polygon, scale with the overall
dimension of the corresponding spline segment, making it a natural choice that
in many cases results in lower peak curvatures.

2.2.2 B-splines

The Bézier curve is actually somewhat limited in terms of design freedom. The
order of the Bézier curve is directly determined by the number of control points.
This can seen by the construction process of the Bézier curve. A B-spline [112]
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Figure 2.9: Comparison of continuity of Bézier curve of degree p = 3, interpolating
points P0,i, i ∈ {0, 1, 2, 3} and P3,3, where P0,i+1 = P3,i, i ∈ {0, 1, 2}.
Pass-through points ( ), Control polygon ( ), Bézier curve ( ) Left:
parametric continuity C2. Right: geometric continuity G2, with β1,i =
‖Pp,i+1 −P0,i+1‖ ‖Pp,i −P0,i‖−1, βj,i = 0, j > 1, ∀i

(or Basis-spline) is a more general description for a spline. In a B-spline, the
number of control points and the degree of the spline are not directly linked due
to the use of a knot vector, which is used to determine the basis functions. Given a
non-decreasing knot vector U = [u0, . . . , un+p] where ui ≤ ui+1, a degree p of the
B-spline, and n+ 1 control points, the basis functions of a B-spline are recursively
defined up to degree p as

Nj,0(u) =

{
1 if uj ≤ u < uj+1

0 otherwise
, j ∈ {0, . . . , n+ p− 1}, (2.40)

Nj,k(u) =
u−uj

uj+k−uj
Nj,k−1(u)

+
uj+k+1−u

uj+k+1 − uj+1
Nj+1,k−1(u), j ∈ {0, . . . , n+p−k}. (2.41)

Note that the basis functions have properties 0 ≤ Nj,k(u) ≤ 1 and
∑
j Nj,k(u) =

1, ∀u. Additionally it should be noted that, in the case of repeated knots (e.g.,
ui = ui+1), the fraction in (2.41) can result in u

0 0. In the definition of B-splines,
these terms are interpreted as zero.

To construct a B-spline C(u), u ∈ [u0, un+p+1] of degree p, the basis functions
of degree p are simply multiplied by n + 1 coefficients or ‘control points’ P =[
P0 P1 . . . Pn

]ᵀ
i.e.,

C(u) =

n∑
j=0

Nj,p(u)Pj = Bn,p(u)P , (2.42)

Bn,p(u) =
[
N0,p(u) N1,p(u) . . . Nn,p(u)

]
. (2.43)

Generally, the B-splines do not pass through their control points at the beginning
and the end, like Bézier curves do. To achieve this property, a clamped knot vector
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must be used. Clamped knot vectors have p + 1 repeated knots in the beginning
and at the end, such that u0 = u1 = . . . = up and un = un+1 = . . . = un+p,
a uniformly distributed clamped knot vector distributes the remaining internal
knots evenly over the interval spanned by the first and last knot:

U = [ u0 . . . u0︸ ︷︷ ︸
p+1

up+1 . . . un−1︸ ︷︷ ︸
n−p

un . . . un︸ ︷︷ ︸
p+1

],

uj =
j − p

n− p+ 1
(un+p − u0), j = {p+ 1, . . . , n} . (2.44)

B-splines basis functions defined on a clamped knot vector have as property that
N0,p(0) = 1, Nj,p(0) = 0, j > 0, such that the spline coincides with the first
control point, and Nn,p(un+p+1) = 1, Nj,p(un+p+1) = 0, j < n, such that the
spline coincides with the final control point. Note that if a clamped knot vector
with no internal knots is used and u0 = 0, up+n = 1, the B-spline reduces to a
Bézier curve, as the corresponding basis functions are identical. This
demonstrates that the Bézier curve is actually a special case of the B-spline. Due
to the convenient property of a clamped knot vector, primarily B-splines with
clamped knot vectors is used in the remainder of this thesis. Figure 2.10 shows a
B-spline defined on a clamped knot vector.

Lemma 2.1. The basis function Nj,p(u) defined on the clamped knot vector U is
only supported (i.e., non-zero) on the domain u ∈ [uj , uj+p+1].

Proof. Using (2.41) it can be seen that Nj,p(u) is the linear combination of
Nj,p−1(u) and Nj+1,p−1(u). As a result it is only supported on the domain on
which either Nj,p−1(u) or Nj+1,p−1(u) is supported. Continuing this recursion it
can be seen that Nj,p(u) depends only on the zero-order functions
Nk,0(u), j ∈ {j, . . . , j + p + 1} and in turn can only be supported on the domain
of these functions. Using (2.40) it can be seen that these functions Nk,0 are
supported on the domain u = [uk, uk+1], which completes the proof.

Derivatives and Primitives

Just like the derivative of a Bézier curve being a Bézier curve, the derivative of a
B-spline is also again a B-spline. As such, the spline C(u) as well as its derivatives
can be expressed as a function of the original control points. Using

dd

dud
Nj,p =

p+ 1− d
uj+p+1−d − uj

Nj,p−d(u)

− p+ 1− d
uj+p+2−d − uj+1

Nj+1,p−d(u), (2.45)

the control points of the d-th derivative of the B-spline defined on a clamped knot
vector are found similarly to that of the Bézier curve in (2.30), by means of the
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Figure 2.10: Basis functions for p = 3, N0,k ( ), N1,k ( ), N2,k ( ), N3,k ( ),
N4,k ( ), N5,k ( ), N6,3 ( ) with k ≤ p, knots ( ) on knot vector
U = [0, 0, 0, 0, 0.25, 0.5, 0.75, 1, 1, 1, 1].

hodograph transformation

P(d) = ∆∆∆d d−1(U)∆∆∆d−1 d−2(U)∆∆∆21(U)∆∆∆10(U)︸ ︷︷ ︸
∆∆∆d0

P , (2.46)

δi =
p+ 1− d

ui+p+d − ui+d
, (2.47)

∆∆∆d d−1(U) =


δ0

δ1
. . .

δn−d



−1 1

−1 1
. . .

. . .

−1 1

 , (2.48)

in which P(d) denotes the control points associated with the d-th derivative. Note
that ∆∆∆d0 ∈ Rn+1−d×n+1. Hence, for each derivative, the number of control points
is reduced by one. The derivative spline is then computed by means of

C(d)(u) = Bn−d,p−d(u)P(d). (2.49)

Also note that the degree of the d-th derivative spline is p−d. The basis functions
corresponding to the derivative splines are defined on a knot vector that has one
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of the clamped knots on either side removed, such that the multiplicity of the
clamped knots is again one lower than the degree of the spline. The resulting
knot vector corresponding to the d-th derivative spline, denoted by U(d), is then
equal to

U(d) = [ u0 . . . u0︸ ︷︷ ︸
p+1−d

up+1 . . . un−1︸ ︷︷ ︸
n−p

un . . . un︸ ︷︷ ︸
p+1−d

], (2.50)

where the number of knots has changed with respect to the original knot vector
of (2.44). It can be shown that Ni+1,p−1(u) evaluated on the original knot vector
(U) is equal to Ni,p−1(u) on the new knot vector (U(d)). Note that ∆∆∆d0 in (2.46)
depends on the knot vector U, due to the dependency on knots uj in (2.47).
Similarly, the primitive of a B-spline is again a B-spline. The coefficients of the
primitive spline can be found by

P(−d) = ΞΞΞd (d−1)(U)ΞΞΞ(d−1) (d−2)(U)ΞΞΞ21(U)ΞΞΞ10(U)︸ ︷︷ ︸
ΞΞΞd0

P , (2.51)

ΞΞΞd (d−1) =



0 . . . . . . . . . 0

ξ0
. . .

...

ξ0 ξ1
. . .

...

ξ0 ξ1 ξ2
. . .

...
...

...
...

. . . 0
ξ0 ξ1 ξ2 . . . ξn+d


, ξ =

uj+p+1 − uj
p+ d

, (2.52)

and the primitive is computed as

C(−d)(u) = Bn+d,p+d(u)P(−d). (2.53)

Note that in order to define basis functions up until degree p+d, additional knots
are required. Similarly to how knots are removed for the derivative of a spline,
clamped knots are added for the primitive of a spline at the start and end of the
knot vector as

U(−d) = [ u0 . . . u0︸ ︷︷ ︸
p+1+d

up+1 . . . un−1︸ ︷︷ ︸
n−p

un . . . un︸ ︷︷ ︸
p+1+d

], (2.54)

where the number of knots is again different from the original knot vector (2.44).
More details of integrating B-splines can be found in [113].

Lemma 2.2. Given a B-spline C(u) of degree p defined on the clamped knot vector
U without internal knots with multiplicity greater than one, the value at u = 0 of
the d-th derivative only depends on the first d+ 1 control points Pi, j ∈ {0, . . . , d}.
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Proof. The clamped knot vector U, has p + 1 repeated knots at the start and
beginning, such that uj = 0, j ∈ {0, . . . , p} and uj = 1, j ∈ {n, . . . , n + p}. For
the remaining knots it holds that uj < uj+1, j ∈ {p, . . . , n− 1}.

Hence, following (2.40), it can be seen thatNp,0(0) = 1 andNj,0(0) = 0, j 6= p.
Then using (2.41), it follows that the only non-zero basis function at u = 0 is

Np−j,j(0) = 1, j ∈ {0, . . . p}. Consequently, the spline value of the spline C(d)(u)

is equal to the control point P (d)
0 following (2.49).

Then following (2.46) and using the structure in (2.48), it is clear that P (d)
0

depends on the control points Pi, j ∈ {0, . . . , d}, which completes the proof.

Control Polygon for 1-D Graph

Traditionally, splines are often used for drawing shapes in 2D (or 3D), where both
the control points Pi as well as the spline C(u) are 2D (or 3D), as for example
was done in Figure 2.9. For these cases, a control polygon can be drawn by simply
connecting the control points P0,P1, . . . ,Pn by means of a line. The control
polygon dictates the shape of the spline, as B-splines have the strong convex hull
property. This follows from the B-spline C(u), u ∈ [ui, ui+1) being in the convex
hull of the subset of control points {Pj | j ∈ {i, i− 1, . . . , i− p}}, rather than the
convex hull of all control points.

A similar control polygon can also be constructed in the parameter space (e.g.,
in a plot of each dimension of C(u) plotted against parameter u). This is useful
if C(u) is one dimensional (e.g., C(u)), as it allows to visualize the effect of each
of the control points on the graph of C(u). The coordinate in u corresponding to
each control point is called a Greville abscissa [114] and is found via

µj =
1

p

p∑
k=1

uj+k, j ∈ {0, . . . , n} . (2.55)

An example of such a control polygon for a spline is shown in Figure 2.11, which
shows the spline and control polygon of a 1D B-spline. It can be seen that, similar
to the control polygon in Rn, the spline starts and ends in the first control point,
and the spline is tangent to the first and last segment of the control polygon at
the start and end of the spline. The slope of the control polygon in the parameter
space for a clamped knot vector (u0 = u1 = . . . = up = 0) is

P1 − P0

µ1 − µ0
=

P1 − P0
1
p

∑p
k=1 (u1+k − uk)

=
P1 − P0

1
p (u1+p − up)

, (2.56)

which, for a clamped knot vector is indeed equal to the derivative of the spline
which follows from (2.49) and (2.47) as

d

du
C(0) = P

(1)
0 =

p

up+1 − u1
(P1 − P0) . (2.57)
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Figure 2.11: B-splineC(u) ∈ R1 ( ) and control polygon ( ) constructed by Greville
abscissae and control point {µj , Pj}. Knots ui, i ∈ {0, . . . , n+ p} ( ).

Hence, it can be seen that the Greville abscissae are indeed suitable to construct
the control polygon.

2.3 Reference Trajectory

A reference trajectory can be used as a nominal trajectory to be used by automated
vehicles. A reference trajectory is constructed by means of two elements, the
spatial reference path and a reference velocity. This section discusses how to
construct the reference path by means of Bézier splines, and the construction of
the reference velocity related to that reference path, for the use in automated
vehicles.

2.3.1 Reference Path

The reference path is the spatial reference for the automated vehicle. This
spatial reference can be obtained a priori by means of Highly Automated Driving
(HAD) maps or from historic data, or can be generated in real-time based on
local perception [14]. To ensure that the vehicle is actually capable of following
the reference path, the path should satisfy certain requirements. These
requirements are related to the limitations of the vehicle. For a given forward
velocity, the yaw rate of the vehicle is determined by the steering angle. As the
vehicle is not capable of instantaneously changing the steering angle, the vehicle
is also incapable of instantaneously changing the yaw rate of the vehicle, which
in turn implies that the curvature cannot be changed instantaneously. Note that,
even if the steering angle could be changed instantaneously, vehicle dynamics
induced by tyre dynamics still prohibits instantaneous changes in yaw rate.
Hence, for a non-zero forward velocity, curvature should be at least continuous.
This improves the tracking of the path by the automated vehicle [115].
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Figure 2.12: Centerline of the road fitted based on lane information. Centerline reference
( ), Waypoints ( ), Lane Boundary ( ), curvilinear distance s ( )

Moreover, as steering wheel torque is bounded, the rate at which the steering
wheel turns also cannot change instantaneously, which implies that the
curvature of the path should not only be continuous, but also continuously
differentiable with respect to arc length.

Bézier Reference Fitting

The spatial reference path Xc(s) is generated by means of way-points. An
example is given in Figure 2.12. These way-points are points in space which the
reference path should pass through. The path could be interpolated by either a
B-spline or Bézier spline. The advantage of a B-spline with respect to a Bézier
curve (separating p from n), is not relevant here, as a Bézier spline can do the
same. The added benefit of the Bézier spline, is that it allows to easily use both
geometric and parametric continuity. Finding the current state Si(t), ΛΛΛi(t) is
then found by projecting on this Bézier spline [116]. As the Bézier splines pass
through their control points P0,i and Pp,i, it is natural to define these control
points to be equal to these way-points. The remaining control points of the
Bézier segments are constrained by means of geometric continuity requirements.
The curvature of the path should be continuous differentiable with respect to
length, such that the spline is at least G3 continuous.

GivenN+1 way-points Wi, i ∈ {0, . . . , N}, an open Bézier spline (as opposed
to a closed curve in which first and last segments are connected to form a loop) of
degree p with Gp−1 continuity can be constructed by means of N Bézier segments
of degree p, as shown in Section 2.2.1. Control points Pj,i, j ∈ {0, . . . , p}, i,∈
{0, . . . , N − 1} can then be constructed. Note that each Bézier segment contains
p + 1 control points. For N Bézier segments, this results in N(p + 1) degrees of
freedom for the curve fitting process. As the Bézier curve passes through P0,i and
Pp,i and G0 should be satisfied, the first and last control points of each segment
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are constrained as

P0,i = Wi, i ∈ {0, . . . , N − 1}, (2.58)

Pp,i = Wi+1, i ∈ {0, . . . , N − 1}, (2.59)

which fixes 2N degrees of freedom. Note that G0 continuity is then already
implied, as Pp,i = P0,i+1 . Then to satisfy Gk, k ∈ {1, . . . , p− 1}

βk1,i
dk

duk
Ci(1) =

dk

duk
Ci+1(0), i ∈ {0, . . . , N − 2}, (2.60)

which fixes (N − 1)(p − 1) degrees of freedom. Note that βj,i = 0, j > 1,∀i is
chosen for simplicity. The remaining p − 1 degrees of freedom correspond to the
first and last segments. For open curves, the higher derivatives at the start and
end of the curve can be used to fix the remaining degrees of freedom as

dk

duk
C0(0) = 0, k ∈ {1, . . . , d(p− 1)/2e }, (2.61)

dk

duk
CN−1(1) = 0, k ∈ {1, . . . , b(p− 1)/2c }, (2.62)

where in case of even p, an additional constraint is assigned to the start of the
spline. For a closed Bézier spline (i.e., W0 = WN), the final constraints can
instead be set to

βk1,i
dk

duk
CN (1) =

dk

duk
C0(0), k ∈ [1, . . . , p− 1]. (2.63)

These constraint equations can be solved for a given β1,i as a linear system to
find the control points Pj,i, j ∈ {0, . . . , p}, i,∈ {0, . . . , N − 1} for both the closed
spline as well as the open spline. A MATLAB toolbox that achieves this process of
fitting Bézier curves is made available at [117].

Continuity Comparison

Although G3 continuity is required, higher orders of continuity could result more
preferred paths, for example by a lower peak curvature. The above process can
also be used to find Bézier splines of higher-order continuity. A comparison has
been performed on a real world test circuit used for autonomous driving.
Figure 2.13 shows a comparison of fits with various geometric continuity
properties and corresponding degrees of Bézier splines. It can be seen that the
G3 and G5 continuity fits have significantly higher curvatures than the G4 and G2

fits. This result, combined with the requirement that the continuity is at least G3,
motivates the choice for G4 fitting for the reference path.

Similarly, G4 continuity fitting is compared with C4 continuity fitting on the
same real world track in Figure 2.14. The advantages of Gk fitting with
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Figure 2.13: Comparison of various geometrical continuity fits with β1,i =
‖Pp,i+1 −P0,i+1‖ (‖Pp,i −P0,i‖)−1, βj,i = 0, j > 1, ∀i, Way-points ( ),
G2 fit ( ), G3 fit ( ), G4 fit ( ), G5 fit ( )

β1,i =
‖Pp,i+1−P0,i+1‖
‖Pp,i−P0,i‖ over C4 fitting, become clear when observing the lower

right segment of the fitted track. Since the segment on the straight part and the
next segment in the curve significantly differ in length, the C4 fit has an issue in
matching the control polygon segment lengths. This issue is not present in the
G4 fit, as the length of the line segment is scaled by the approximate length of
the Bézier segment. The resulting G4 fit has significantly lower peak curvatures
and curvature derivatives, resulting in a more comfortable track to drive. This
again supports the decision to use geometric continuity rather than parametric
continuity.

It should be noted that the presented method utilizes spline interpolation.
Another option is to use spline approximation. Approximation could be used to
include a point cloud of way-points which the spline should approximately
describe. A cost function can then be constructed that penalizes Euclidean



42 Background

s←

W0W1W2W3

0 20 40 60 80 100 120 140 160 180 200 220 240
−0.1

0

0.1

κ
[m

−
1
]

0 20 40 60 80 100 120 140 160 180 200 220 240

−1
0
1
2
·10−2

s[m]

d d
s
κ
[m

−
2
]

Figure 2.14: Comparison of C4 and G4 with β1,i = ‖Pp,i+1 −P0,i+1‖ (‖Pp,i −P0,i‖)−1,
βj,i = 0, j > 1, ∀i, Way-points ( ), C4 fit ( ), G4 fit ( )

distance to these points, and could possibly also contain a term penalizing the
curvature of the curve. Note that this approach does not change anything
fundamental in the trajectory planner framework, and as such can simply be
seen as an extension of the work presented here.

2.3.2 Reference Velocity

For a given spatial reference path Xc(s), a reference velocity vc(s) needs to be
constructed. The resulting trajectory should satisfy certain requirements. It
should traverse the path as fast as possible while satisfying certain user and
environmental constraints. The problem of minimum time velocity profiles for
road vehicles is well studied in literature, for point mass models [118], half car
models [119], as well as more complex vehicle models [120][121]. These
models accurately capture the limits of the vehicle’s dynamics. However, For
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typical on-road driving, the vehicle will not be operating near the limit.
Therefore, a simple point mass model suffices for the application of generating a
reference velocity.

In order to drive a fixed spatial path in a comfortable and legal way, certain
considerations have to be taken into account. Naturally, each road segment has a
certain corresponding maximum legal velocity. Additionally, user comfort should
be taken into account in curves, such that accelerations should not be too high. A
speed profile can be constructed by considering both the legal driving velocity, as
well as the maximum user specified planar acceleration.

To traverse a fixed spatial path with curvature κc(s) along arc length s, in
minimum time, given a planar acceleration limit ‖[ẍ(s(t)), ÿ(s(t))]ᵀ‖2 ≤ amax, ∀s
and maximum legal velocity vleg(s), the maximum velocity vc(s) along the curve
can be computed as following. First, all values of arc length s for which the vc(s)
might become a local minimum are identified. These are either local maxima of
curvature, or changes (often discontinuous) in the legal speed limit.

The local maxima of arg min |κc(s)| are identified, and denoted by s ∈ Scurv.
In these points the velocity is upper bounded by v2

cκc due to the acceleration
bound. Next, potential a local minimum of vc(s), can also be at a local minimum
of vleg(s). Typically, the legal velocity for any given road is piecewise constant
for certain sections of the road. For open curves, the legal velocity at the final
known point of the considered distance horizon is set to 0. This ensures that if
the vehicle reaches the end of the known reference path, before this reference

Algorithm 2.1 Reference Velocity Algorithm

procedure VMAX(κc(s), vleg(s),Sloc)

vmax(sk)← min

[√
amax

κc(sk) , vleg(sk)

]
, ∀sk ∈ Sloc . Initialize vmax(sk)

while Sloc 6= ∅ do
sk = arg min vmax(sk), ∀sk ∈ Sloc . use point with lowest maximum

velocity
Construct vacc(s), s ∈ [sk, sk+1)
Construct vdec(s), s ∈ (sk−1, sk]

. Update maximum velocity for neighbouring points
vmax(sk−1)← min[vmax(sk−1), vdec(sk−1)]
vmax(sk+1)← min[vmax(sk+1), vacc(sk+1)]

. Note that for closed curves s1 = sN while updating neighbours
Sloc ← Sloc \ sk . Remove sk from Sloc

end while
vc(s) = min[vleg(s), vacc(s), vdec(s)]
return vc(s)

end procedure
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Figure 2.15: Construction of reference velocity vc(s) ( ), constructed by means of
deceleration profiles vdec(s) ( ), acceleration profiles vacc(s) ( ), and
maximum legal velocity vleg(s) ( ). points of potential minimal velocity
Sloc ( ).

path is updated, it will come to a standstill. The locations where the legal velocity
is discontinuous can also become local minima of vc(s). Both locations where
vleg(s) has a local minimum, as well as locations where vleg(s) is discontinuous
are denotes by s ∈ Sleg. Finally the set where the velocity profile can attain a
local minimum is the union of Sleg and Scurv, Sloc = Scurv ∪Sleg. The N elements
in sk ∈ Sloc, k ∈ {1, . . . , N} are ordered such that sk ≤ sk+1. Then Algorithm 2.1
is used to determine vc(s).

Starting with the point arg min vmax(sk) with lowest velocity, a decreasing
velocity profile vdec(s) and an increasing velocity profile vacc(s) are computed
from and towards the point {sk, vmax(sk)} by means of forward and backwards
integration. The acceleration profile is constructed by initializing
vacc(sk) = vmax(sk). Then by taking into account the lateral acceleration
required to traverse the current curvature κc(s) with velocity vacc(s), the velocity
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profile vacc(s), s ∈ [sk, sk+1) is computed by means of the longitudinal
acceleration ax(s) =

√
a2

max − κ2
cv

2
acc(s). This norm of this longitudinal

acceleration combined with lateral acceleration, corresponding to the velocity
and curvature, is then equal to the specified acceleration constraint amax.
Equivalently, vdec(s), s ∈ (sk−1, sk] is constructed by means of backwards
integration. If at some point a2

max < κ2
cv

2
acc(s) then ax(s) := 0. This process is

illustrated in Figure 2.15, where a spatial path is shown, together with the
corresponding curvature κc(s).

2.4 Summary

This chapter has presented background information on three important topics.
The motion planning problem for the automated vehicle is reduced to a problem
of planning trajectories s(t) and `(t) on the time horizon t ∈ [t0, t0 + T ], where
in s and ` are defined by means of the Frenet frame with respect to reference
path Xc(s). A suitable solution for this motion planning problem is to create a
set of candidate trajectories, which are tested for feasibility and collisions. A cost
function is used to select the optimal trajectories from the feasible and collision
free trajectories.

Additionally, mathematical background is provided for the description of
Bézier and B-spline curves and splines. This included basic mathematical
operations such as differentiation (in the form of hodographs) and integration.
The joining of multiple Bézier segments was discussed with both parametric
(e.g., Cn) as well as geometric (e.g., Gn) continuity was discussed.

These Bézier splines are then used to construct spatial reference path Xc(s). A
comparison was shown between various types of continuities, and a Bézier spline
with a specific case of G4 continuity was selected to be a suitable candidate for
the spatial reference path. A reference velocity vc(s) is then constructed by means
of Algorithm 2.1, while satisfying the user- or system specified acceleration limit
amax and abiding the speed limit vleg(s).





Chapter 3
Cooperative Trajectory Planning

Cooperative trajectories attempt to realize a certain collective behavior. In the
scope of this thesis, that collective behavior is specifically vehicle following. By
sharing information between vehicles, safe vehicle following at short inter
vehicles distances can be achieved. In this chapter, several strategies for the
construction of cooperative trajectories are presented. One of these strategies,
that utilizes B-splines to construct trajectories forms the basis of a framework for
trajectory planning for cooperative vehicles. The chapter is structured as follows.
Section 3.1, presents the objectives and requirements of these cooperative
trajectories. In Section 3.2, a method using polynomials is used, which connect a
initial state to a terminal state, and uses a shift in arrival time to prevent
string-instability in scenarios where a platoon of vehicles transitions from one
steady state to another. However, this solution shows to only work well in the
absence of disturbances, making it unsuitable for implementation. Then in
Section 3.3, the main contribution, based on [122], is presented in the form of
the construction of cooperative trajectories by means of B-splines. A numerical
study is performed to assess the behavior of a string of vehicles, using this
trajectory planner, in terms of string stability. In Section 3.4, a modification
based on [56] is presented that improves the passenger comfort in cases of gap
closing.

Regardless of the approach taken for trajectory planning, the implementation
has to be updated on-line in a receding horizon fashion. As discussed in
Section 2.1.4, by not considering inequality constraints in the trajectory
construction, a hard limit for the time required to compute a trajectory is found,
which is beneficial for real-time implementation of a receding horizon approach.
In the remainder of this chapter, the following notation is used. xi(t), t ∈ R+

refers to the signal x corresponding to vehicle i defined on all time t ∈ R+,
whereas xi,k(t), t ∈ [ti,k, ti,k + Ti] denotes the planned trajectory for signal xi(t)
in plan step k, defined on the time horizon t ∈ [ti,k, ti,k + Ti].
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di(t)

dr,i(t)

si(t)

Li

ei(t)

si−1(t)

di+1(t)

Li−1

Figure 3.1: Schematic representation of a platoon. Actual inter-vehicle distance, di(t) is
regulated towards the desired inter-vehicle distance dr,i(t).

3.1 Cooperative trajectory objective

Cooperative driving can have many applications in practice, of which some
examples where already listed in Section 1.1.2. In cooperative driving, multiple
vehicle cooperate to realize a certain collective behavior. In the context of this
work, the collective behavior of interest is cooperative vehicle following at close
inter-vehicle distances. In cooperative vehicle following, a certain spacing policy
is used to describe the desired inter-vehicle distance between two consecutive
vehicles. By defining the desired spacing between vehicles in the Frenet frame
instead of in the vehicle or Cartesian frame, spacing is independent from lateral
movement within, or between road lanes. Only the curvilinear trajectories,
Si,k(t) are considered, since the lateral trajectories Λi,k(t) are not critical to the
performance of the string in the context of the spacing policy. Also note that, as
explained in Section 2.1.4, and visualized in Figure 2.4, each Si,k(t) has a
multitude of lateral trajectories associated with it. By placing multiple of such
vehicles behind each other a platoon can be formed. A section of such a platoon
can be seen in Figure 3.1, which illustrates vehicles with arc length coordinates
in the Frenet frame si(t) (see Section 2.1.3), together with the desired and
actual inter-vehicle distances, denoted by respectively dr,i(t) and di(t).

Several aspects are important regarding a trajectory planning method for
vehicles in such a platoon. First of all, this control system faces hard constraints
on computation times [21], since it is operating in safety-critical situations. This
is especially true with vehicle following at short inter vehicle distances. Hence, it
is important that it can be guaranteed that a new trajectory is available for
execution when the vehicle needs one.

Additionally, since the vehicles cooperate, the planned trajectories need to be
communicated along the vehicle string. The required bandwidth for this
communication is also important. Note that the trajectory Si(t) can be
transmitted in various ways. Intuitively, due to the discrete-time implementation
originating from the real-time implementation on the host vehicle, it would
make sense to simply communicate the planned trajectory sampled over the
planning horizon. However, as the planning horizon and update rate of the
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real-time computer may be large, the amount of data that needs to be
transmitted is also large. Naturally, a larger data block that needs to be
transmitted, may result in larger latency, which is undesirable. Hence,
parametrized trajectories seem a better option.

3.1.1 Temporal Consistency

Aside from requirements on the trajectory planning method, certain design
requirements can also be placed on the generated trajectories itself. An
important example is temporal consistency [18]. This refers to the recursive
implementation of the trajectory planner, where the overlapping part of the time
horizon of trajectories planned in two planning cycles matches in case the
situation has not changed. This is important as a following vehicle uses a
transmitted trajectory to construct its own trajectory. If consecutively planned
trajectories do not match, a following vehicle might anticipate and react on a
future motion of the host vehicle that will not take place. Additionally, if
consecutive trajectories do not significantly differ, previous trajectories can be
utilized in case of packet drop-out in the wireless communication for robustness.

A performance indicator can be used to indicate to what extent the trajectory
Si,k(t), t ∈ [ti,k, ti,k + Ti] of plan step k overlaps with the trajectory of another
plan step. Planning times are updated with planning interval tp, such that ti,k+1 =
ti,k + tp. As performance indicator, the maximum difference between plan step k
and plan step j (with k < j) on the overlapping time horizon is used, which is
defined as

Γk,j :=

maxt |si,k(t)− si,j(t)|
maxt |ṡi,k(t)− ṡi,j(t)|
maxt |s̈i,k(t)− s̈i,j(t)|

 , t ∈ [tj,i, ti,k + Ti] , (3.1)

From this definition, two criteria can be derived. The first is the maximum
difference between two consecutive trajectories Γk,k+1. The second is the
maximum difference over all trajectories that share a part of their horizon,
maxj Γk,j , j ∈ {k + 1, . . . , k + bTi/tpc}. These performance indicators are used
to study temporal consistency of the planner.

3.1.2 String Stability and Collision Avoidance

A clear requirement on the generated trajectories is safety. Hence, it is required
that the cooperative trajectories are collision free. This is achieved by requiring
that si(t) ≤ si−1(t), where vehicle lengths are assumed to be equal to zero
without loss of generality. It should be noted that the trajectory might still have
collisions with other vehicles, as other vehicles might decide to cut in. Hence,
the collision check described in Section 2.1.4 should still be executed. However,
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collision with the vehicle directly in front of the host vehicle is avoided if the
curvilinear distance is smaller then that of the preceding vehicle.

The concept of string stability is essential for the behavior of the platoon [29]
[28] [30]. String stability implies the attenuation of disturbances in the
upstream direction of vehicles. Aside from preventing so called ‘ghost-traffic
jams’, this property prevents unbounded growth of the acceleration inputs
beyond the accelerations constraints of the vehicle. Therefore, string stability is a
necessary condition to ensure feasibility of trajectories of vehicles in the
upstream direction. The notion of string stability is described in [30] and the
references contained therein, where Lp string stability requires

‖yi(t)‖Lp
‖yi−1(t)‖Lp

≤ 1, ∀i, (3.2)

‖yi(t)‖Lp =
p

√∫ ∞
−∞
‖yi‖pp (t)dt, (3.3)

in which yi(t) is an output of the cascaded system under consideration. In this
case, the acceleration of these vehicles is used as the output, because of the
physical significance.

3.1.3 Spacing Policy

An important consideration for string stability is the spacing policy that is used.
Many different spacing policies can be conceived. For example, [123] proposes a
constant-distance spacing policy and derives that lead vehicle information is
required to achieve string-stability. A spacing policy that is frequently used in
literature [124] [27], is the constant time gap spacing policy. For this spacing
policy, information of the lead vehicle is not required to achieve string stability.
The desired constant time gap, the actual inter-vehicle distance, and the
corresponding spacing error are given by

dr,i(t) = ci + hiṡi(t), (3.4)

di(t) = si−1(t)− (si(t) + Li), (3.5)

ei(t) = di(t)− dr,i(t) = si−1(t)− (si(t) + Li)− ci − hṡi(t), (3.6)

respectively, where Li, hi and ci are the vehicle length, time gap and standstill
distance of vehicle i, respectively. For this spacing policy, string stability can be
obtained by using information of the preceding vehicle only.

For the remainder of this thesis, a predecessor-following configuration is used,
where the host vehicle only uses information of the preceding vehicle. This makes
the ad-hoc forming of platoons easier. Moreover, in [125], a multi-vehicle look-
ahead was shown not to always be beneficial. A more general communication
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topology could potentially be integrated but is outside the scope of the work
presented here.

The aim is to integrate string-stable vehicle-following in trajectory planning.
To this extent, a string of vehicles indexed by i ∈ {0, 1, 2, . . . N} is considered,
with the leading vehicle having index i = 0. The trajectory of vehicle i is denoted
as Si(t). The objective is now to plan a trajectory Si(t), t ∈ [ti,k, ti,k + T ], using
communicated information, Si−1(t), t ∈ [ti,k, ti,k + T ], of the preceding vehicle.

3.2 Cooperative trajectory generation using
polynomials

Given the trajectory of a preceding vehicle, a string-stable cooperative trajectory
(that satisfies (3.2)) should be constructed, which is a trajectory that achieves a
desired spacing policy, while satisfying (3.2). In [21], a simple PD controller in
combination with a predicted trajectory of the preceding vehicle was proposed,
essentially resulting in adaptive cruise control (ACC). While ACC can be made
string-stable for sufficiently large inter vehicle distances [126], the trajectories
created by such an approach cannot be communicated efficiently between
vehicles, as they need to be sampled. Alternatively, the adopted framework of
[18], which makes use of polynomial trajectories, also proposes a method to
select a suitable terminal condition for vehicle following. It makes use of a
slightly different spacing policy than the one described in (3.4). Instead of
making use of the host vehicle velocity, it uses the velocity of the preceding
vehicle to create additional spacing as

sref,i(t) = si−1(t)− (ci + hiṡi−1(t)). (3.7)

This is done as it allows for a simple closed form equation to find the polynomial
that connects the current state Si(0) = [si(t0), ṡi(t0), s̈i(t0)] to terminal state
Si(τi) = [sref,i(τi), ṡi−1(τi), s̈i−1(τi)], for a given arrival time τi. Note that arrival
time τi and time horizon Ti are not necessarily identical. The arrival time τi
describes the end of the transient of the polynomial trajectory, while Ti describes
the time horizon of the trajectory. The differentiation between these two values
allows for a trajectory to be numerically evaluated over t ∈ [ti,k, ti,k + Ti] with
sufficient temporal resolution, while the polynomial that describes the trajectory
connects a state at time ti,k with a state at time τi. Trajectories where τi > Ti are
truncated, while trajectories where τi < Ti are extrapolated with constant
acceleration assumption.

When simulating the approach that indeed uses polynomials to connect
current state Si(0) = [si(t0), ṡi(t0), s̈i(t0)] to terminal state
Si(τi) = [sref,i(τi), ṡi−1(τi), s̈i−1(τi)] for a given τi = τi−1 = Ti,∀i, the response
can be shown to be temporally consistent, and hence suitable for
implementation on a single vehicle. However, it is also string-unstable. This can
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Figure 3.2: Cooperative vehicle following with approach presented in [18], which
connects current vehicle state [si(t0), ṡi(t0), s̈i(t0)], to reference state
[sref,i(τi), , ṡi−1(τi), s̈i−1(τi)] according to (3.7), by means of polynomials.
hi = 0.5 s, ci = 5 m. Lead vehicle ( ), Last vehicle ( ).

be seen in Figure 3.2, which illustrates a platoon of six vehicles that constructs
cooperative trajectories by means of polynomials. All vehicles ’arrive’ at the same
velocity, at the same time τi = 5 s, ∀i, and the spacing policy is characterised by
parameters hi = 0.5 s and ci = 5 m. Additionally, all vehicles start with an initial
velocity of ṡi(0) = 20 m s−1, ∀i, and transition to a velocity of
ṡi(5) = 15 m s−1, ∀i. However, the following vehicles need to cover an
increasing larger distance, due to the spacing policy (3.7). To still arrive at the
same terminal velocity, which is also specified in (3.7), it requires the vehicle to
first accelerate before decelerating. This effect amplifies in the upstream
direction. Hence, this method of vehicle following is string unstable.
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3.2.1 Shift in arrival time 1

A potential solution to the problem above can be conceived when recognising that
the vehicles do not need to complete the transient at the same time. By shifting
the arrival time τi of vehicle i with respect to that of the preceding vehicle τi−1

string stability can potentially be obtained. To find the amount of time shift that
is required, the monotonicity of the transient is analyzed, as preventing overshoot
implies string stability. Assuming the platoon starts in steady state driving with
a velocity of ṡi = v0, ∀i. Then for the i-th vehicle, the initial condition can be
written as

Si(0) =

si(0)
ṡi(0)
s̈i(0)

 =

−∑i
j=1 hjv0

v0

0

 , (3.8)

where without loss of generality the lead vehicle starts from s0(0) = 0. Let δτ,i
denote the shift of arrival time of vehicle i in the string, then τi = τ0 +

∑i
j=1 δτ,j ,

where arrival time is equal to the time horizon of the lead vehicle τ0 = T0. The
trajectory traversed by the lead vehicle making a minimum jerk velocity
transition from ṡ0(0) = v0 to ṡ0(τ0) = vf , is described using a quartic polynomial
as discussed in Section 2.1.4. For the lead vehicle, using the quartic polynomial
in s(t) with zero initial and terminal acceleration, the position at the end of the
transient is given by the polynomial, after which it continues with constant
velocity, such that

s0(τ0) = τ0

(
v0 −

1

2
[v0 − vf ]

)
, (3.9)

s0(τi) = s0(τ0) +

i∑
j=1

(δτ,jvf) . (3.10)

Hence, the terminal position of vehicle i at time τi, in a platoon that satisfies (3.7)
is given by

si(τi) = s0(τi)−
i∑

j=1

hjvf = s0(τ0) + vf

i∑
j=1

(δτ,j − hj) , (3.11)

where s0(τ0) denotes the position of the lead vehicle at the end of its arrival time
τ0. Then terminal state is given by

S0(τi) =

τ0 1
2 (v0 + vf) + vf

∑i
j=1 (δτ,j − hj)

vf

0

 . (3.12)

1This section is based on [127].
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Then (2.18) is used to construct quintic polynomial trajectories si(t) between
initial state (3.8) and terminal state (3.12) via

Si(t) = M1(t)c012i + M2(t)c345i , t ∈ [0, τi] , (3.13)

M1(t) =

1 t t2

0 1 2t
0 0 2

 , M2(t) =

 t3 t4 t5

3t2 4t3 5t4

6t 12t2 20t3

 ,
where c012i and c345i are the coefficients of the polynomials of vehicle i, and are
found by substituting (3.8) and (3.12)

c012i = M1(0)−1Si(0), (3.14)

c345i = M2(τi)
−1 [Si(τi)−M1(τi)c012i ] , (3.15)

which results in

c012i=

−∑i
j=1 hjv0

v0

0

, c345i= (v0−vf)



10
∑i
j=1 hj − 6

∑i
j=1 δτ,j − τ0

τ3
i

τ0 − 30
∑i
j=1 hj + 16

∑i
j=1 δτ,j

2τ4
i

6
∑i
j=1 hj − 3

∑i
j=1 δτ,j

τ5
i


.

with τi = τ0+
∑i
j=1 δτ,j . Note that if the polynomials are monotonic, no overshoot

can occur, provided that the terminal velocity is equal to that of the preceding
vehicle. To check monotonicity of ṡi(t), t ∈ [0, τi], the position of the three roots
of s̈i(t) are analyzed. Two of these roots are known a-priori, when the platoon is
assumed to start and end in steady state with s̈i(0) = s̈i(τi) = 0, such that roots
are found at t = 0 and t = τi. To ensure monotonicity on the interval t ∈ [0, τi],
the third root is required to lie in t /∈ (0, τi) and can be written as

ts̈=0 = −

(
τ0 +

∑i
j=1 δτ,j

)(
τ0 − 10

∑j
j=1 hj + 6

∑i
j=1 δτ,j

)
10
∑i
j=1 (2hj − δτ,j)

. (3.16)

This third root can be made to coincide with respectively the root at t = 0 , and
coincide with t = τi for timeshifts δτ,i as

δτ0,i =
5

3

i∑
j=1

hj −
1

6
τ0 −

i−1∑
j=1

δτ,j , δττi ,i =
τ0
4

+
5

2

i∑
j=1

hj −
i−1∑
j=1

δτ,j ,

where, δτ0,i and δττi ,i denote the values for δτ,i for which the root coincides with
t = 0 and t = τi respectively. Clearly, δτ0,i < δττi ,i, hence δτ0,i thus results in the
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smallest timeshift for the arrival time. As such, it results in quicker responses for
the vehicles. Note that in order for the timeshift to be positive, it is required that
provided that τ0 + 6

∑i−1
j=1 δτ,j < 10

∑i
j=1 hj . Ideally, this shift in time does not

depend on the position in the string. For a string of vehicles in which the time
gaps (i.e., hi = hi−1, ∀i) and timeshifts are homogeneous (i.e., hi = hi−1, ∀i and
δτ,i = δτ,i−1, ∀i) the following can be written

δτ =
5

3
h− 1

6i
τ0 (3.17)

which still depends on vehicle index i. To remove this dependency, the term − τ06i
is dropped to obtain

δτ =
5

3
h, (3.18)

for which it can be verified that the third root is equal to t = −τ0 3τ0+5ih
10ih , which

is smaller than 0 for all parameters, and thus monotonicity is ensured with the
selected timeshift of (3.18). Hence, by communicating both the time shift τi as
well as the desired state Si(τc,i) in the upstream direction, a monotonic transient
can be realised while planning with quintic polynomial trajectories. Then to find
the polynomial coefficients, the following terminal state is used

Si(τi) =

si−1(τi)− c− Li − hṡi−1(τi)
ṡi−1(τi)
s̈i−1(τi)

 , τi = τi−1 +
5

3
h, (3.19)

to construct trajectories Si(0), t ∈ [0, τi]. The results of this approach can be
seen in Figure 3.3, which illustrates a string stable transition for the platoon from
v0 = 20 m s−1 to vf = 15 m s−1, with spacing policy parameters hi = 0.5 s and
ci = 5 m.

In practice, the planner is executed in a receding horizon fashion, such that
the planning is updated after tp. At each planning time ti,k = tk−1,i + tp a new
trajectory is planned over t ∈ [ti,k, ti,k + Ti], with Ti the planning horizon. The
result of this planner is demonstrated in Figure 3.4a for tp = 0.2 s, which
illustrates the planned trajectories of each vehicle in lighter colors, as well as the
executed trajectories for each vehicle in color. In this scenario Ti = 5 s, ∀i and
τi = T0 + i 5

3h,∀i and tp = 0.2 s. It can be seen that again string stable behavior
is achieved for this scenario.

A problem that occurs however with this approach becomes apparent with
long platoons and initial perturbations. Each trajectory is constrained to be at
the new steady state scenario at time τi, where the initial perturbations or
disturbances are ’dissipated’. However, due to the timeshift δτ the dissipation of
this initial perturbation is spread out over the time interval t ∈ [ti,k, ti,k + τi],
with τi = τi−1 + δτ,i = τi−1 + δτ . As a result vehicles further upstream are slower
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Figure 3.3: Single plan step, connecting connecting Si(0) of (3.8), to Si(τi) from (3.19),
by quintic polynomials t ∈ [ti,k, ti,k + Ti]. hi = 0.5 s, ci = 5 m. Lead vehicle
( ), Last vehicle ( ).

to react to these disturbances. This problem is illustrated in Figure 3.4b, which
illustrates a collision for the final vehicle which is perturbed with respect to the
initial condition Si(0) of (3.8) as

Si(0) =

si(0)
ṡi(0)
s̈i(0)

 =

−∑i
j=1 hjv0

v0

0

+

{
[0 0 0]ᵀ, i 6= N

[c 0 1]ᵀ, i = N
. (3.20)

As the inter-vehicle distance is smaller than zero (i.e., di(t) < 0) a collision occurs,
which is unacceptable for the planning algorithm.
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(a) connecting Si(0) of (3.8), to Si(τi) from (3.19). Planned trajectories of lead vehicle ( ) and
last vehicle ( ).
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(b) connecting perturbed Si(0) of (3.20), to Si(τi) from (3.19).

Figure 3.4: Recursive planning (Ti = 5 s, ∀i, τ0 = T0, tp = 0.2 s), by quintic polynomials
t ∈ [ti,k, ti,k + Ti], for cooperative vehicle following hi = 0.5 s, ci = 5 m.
Executed trajectories by Lead vehicle ( ) and Last vehicle ( )
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3.3 Cooperative B-spline Trajectory Generation 2

A different approach to cooperative planning can be made by not making the
time shift described in Section 3.2, but instead fitting the planned trajectory to
the desired spacing policy of (3.4). To gain more freedom in fitting the trajectory,
B-splines, as described in Section 2.2.2, are used. The objective is to describe
state trajectories Si,k(t) for plan step k, using these B-splines. Therefore, the time
t is taken as the parametrisation variable instead of u. Then a one dimensional
B-spline is used to describe a trajectory si,k(t) at plan step k for vehicle i:

si,k(t) =

n∑
j=0

Nj,p(t− ti,k)Pj,i,k = Bn,p(t− ti,k)Pi,k, t ∈ [ti,k, ti,k + Ti] ,

(3.21)

where Pi,k = [P0,i,k, P1,i,k, . . . , Pn,i,k]ᵀ are n+ 1 control points. The knots in the
knot vector Ui are also expressed in the time domain. The trajectory should be
defined over the desired time horizon Ti, therefore the first knot is chosen as 0,
while the final knot is chosen as Ti. Basis functions should then be evaluated
relative to the current time ti,k (hence the argument t− ti,k of the basis functions
Nj,p(t− ti,k)). A uniform clamped knot vector is used,

Ui = [ 0, . . . , 0︸ ︷︷ ︸
p+1

, up+1, . . . , un︸ ︷︷ ︸
n−p

, Ti, . . . , Ti︸ ︷︷ ︸
p+1

],

uj =
j − p

n− p+ 1
Ti, j = {p+ 1, . . . , n} . (3.22)

Note that once the trajectory for si,k(t) is defined, the hodograph can simply be
computed to find ṡi,k(t) and s̈i,k(t). This means Si,k(t) can be evaluated using
only control points Pi,k, current planning time ti,k and time horizon Ti. This is
illustrated in Figure 3.5, which shows the B-spline for si,k(t) and corresponding
spline trajectories for ṡi,k(t) and s̈i,k(t).

3.3.1 B-spline Trajectory Construction

To achieve the spacing policy (3.4), information of the preceding vehicle is used.
It is assumed that information of the planned trajectory of the preceding vehicle,
si−1,k(t), is available in the form of a B-spline. The n + 1 control points of this
trajectory are denoted by Pi−1,k. In addition to the control points, the time
instance, tk,i−1, at which the preceding vehicle has planned its trajectory, as well
as the time horizon, Ti−1, are received such that the clamped uniform knot
vector as in (3.22) can be reconstructed, assuming that all vehicles use a
uniformly distributed knot vector, with the same degree p of the B-spline. Hence,

2This section is based on [122].
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Figure 3.5: B-spline trajectory (n = 7, p = 5) si(t) ( ), control points (µj , Pj,i) ( ),
control polygon ( ) and knots ( ).

the complete trajectory of the preceding vehicle, Si−1,k(t) can be evaluated, by
communicating only n + 3 values. In contrast, methods using Model Predictive
Control or sampled trajectories, assuming a control frequency fc, would require
instead to communicate fc · Ti values to achieve the same. Typical values are
fc = 100 Hz, Ti = 5 s and n = 6, resulting in 500 values that need to be
communicated in the case of MPC and only 9 values for the proposed planning
method.

Next, to construct the desired trajectory for the host vehicle i, spacing policy
(3.4) is used. In traditional CACC applications, a feedback controller is used to
regulate the error, ei, towards zero. Along the same line of thought, the B-spline
is manipulated to ensure the planned trajectories minimize this error as well. For
a given time, the value of the basis functions for a given order can be computed
and combined into a row vector

Bn,p(t) =
[
N0,p(t) N1,p(t) . . . Nn,p(t)

]
, (3.23)

such that (3.21) can be rewritten to

si,k(t) = Bn,p(t− ti,k)Pi,k, (3.24)

ṡi,k(t) = Bn−1,p−1(t− ti,k)∆∆∆10Pi,k, (3.25)

s̈i,k(t) = Bn−2,p−2(t− ti,k)∆∆∆20Pi,k. (3.26)

Substituting (3.24) and (3.25) in (3.6) yields

ei,k(t) = si−1,k(t)− ci + Li − [Bn,p(t) + hiBn−1,p−1(t)∆∆∆10]Pi,k. (3.27)
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Time instances

t∗j ∈ [ti,k, ti,k + Ti], j ∈ {1, 2, ...} (3.28)

are used to construct a vector T for which it holds that t∗j < t∗j+1. For each element
in this vector the error in (3.27) is computed and the objective is to minimize the
cumulative error

J =
∑
t∗j∈T

ei,k(t∗j )
2. (3.29)

To solve this minimization problem, (3.27) can be set equal to zero for each
time instance in T , to construct a linear system of equations which can be solved
for Pi,k. Note that in order for the solution to be unique, t∗ should satisfy the
Schoenberg-Whitney’s Condition [128] [114],

uj ≤ t∗j ≤ uj+p. (3.30)

Thus, the selection of the time instances in T is important. Since the error of
(3.27) should be small over the entire time horizon, samples over the entire
horizon should be included. Note that the coordinates of the control points of
(2.55), satisfy both the Schoenberg-Whitney’s condition, and span the entire
spline. Therefore, t∗j = µj + ti,k is used in the vector of time instances T .

Planned trajectories start in the current vehicle state as described earlier. By
construction, N0,p(0) = 1,∀p and Nk,p(0) = 0, k > 0. The control points
Pj,i,k, j ∈ {0, 1, 2} are fixed to correspond to the initial conditions (3.24), (3.25),
and (3.26) and can be computed via

P0,i,k

P1,i,k

P2,i,k

 = C−1Si(ti,k), (3.31)

[
C 03×(n−2)

]
=

[ 1 0 . . . 0
][

1 0 . . . 0
]
∆∆∆10[

1 0 . . . 0
]
∆∆∆20

 ,
with C ∈ R3×3. These first three control points largely control the initial
response. Therefore, only the time instances T = [µ3, µ4, . . . , µn] are used, as the
coordinates of the free control points, such that the cost function
J =

∑n
j=3 ei,k(µj + ti,k)2 is equated to zero, which has a unique solution. The
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control points can be found by solving a system of equations of (3.27)P3,i,k

...
Pn,i,k

 = ΩΩΩ−1
12


si−1(µ3 + ti,k)− ci − Li

...
si−1(µn + ti,k)− ci − Li

−ΩΩΩ11

P0,i,k

P1,i,k

P2,i,k


 ,

[
ΩΩΩ11 ΩΩΩ12

]
=

Bn,p(µ3) + hiBn−1,p−1(µ3)∆∆∆10

...
Bn,p(µn) + hiBn−1,p−1(µn)∆∆∆10

 ,
(3.32)

where ΩΩΩ11, ΩΩΩ12 are matrix partitions of corresponding sizes. More timestamps
could be included in the optimization, in which case an optimization problem
arises which can be easily solved by using the Moore-Penrose pseudo inverse of
ΩΩΩ12. The selection for t∗ includes points on the B-spline over the entire horizon,
therefore overshoot is likely to be prevented for the application. This makes it
suitable to obtain string stability.

3.3.2 Design Considerations

The planner is implemented in a receding horizon fashion that updates at fixed
time intervals tp, such that ti,k+1 = ti,k + tp. The design objective of temporal
consistency can be achieved by means of a minimization criterion that includes
samples over the entire planning horizon, due to the principle of optimality.
Ideally, this minimization result remains identical when the time horizon is
extended. Note that (3.6) indeed satisfies this criteria.

Additionally, exact temporal consistency can only be realised if the basis
functions are identical. This is generally not the case, unless the new knot vector
is shifted backwards over tp to coincide with the knot vector of the previous plan
step. However, this would require additional overhead in keeping track of how
the basis functions should be defined. Hence, exact temporal consistency is
sacrificed in favour of simple implementation.

An important consideration is the degree p of the B-spline, and the number of
control points n + 1 that is used. The smoothness properties of the trajectories
used [127] are retained for comfort reasons, by choosing p = 5. For n, note that
for a given horizon Ti, using more control points allows the method to regulate
the error faster at the expense of larger control inputs and a higher computational
burden on the CPU.

3.3.3 Communication / Planning Delay

Traditionally, one of the major bottlenecks in CACC controller design has been
the communication delay [129]. This delay impedes the performance of the
feedback controller (unless compensated for by means of prediction [130]),
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︷︸︸︷ ζ(t) + (Ti − Ti−1)︷ ︸︸ ︷

tk,i−1 + Ti−1tk,i−1

Figure 3.6: B-spline trajectory of predecessor is extended in case of communication delay
ζ(t), as information is not included over the entire time horizon of the host
vehicle, t ∈ [ti,k, ti,k + Ti]

since information about the desired acceleration of the preceding vehicle is
available to the host vehicle later. Using a different control strategy does not
remove this delay as it is the result of the hardware that is used in the system.
However, as is demonstrated later, the trajectory planning approach is more
robust against a delay ζ(t). This delay does not only include the communication
delay, but can also occur due to asynchronous planning, where a following
vehicle does not plan at the same time instance as the preceding vehicle. In what
follows, ζ(t) denotes the planning delay, which is defined as the time between
the time instance on which the preceding vehicle has planned its trajectory, and
the time at which this information is used by the host vehicle to plan its
trajectory. The robustness against the planning delay ζ(t) is due to the
communicated information not only containing the current desired acceleration,
but also the desired acceleration over an entire time horizon. Nevertheless, it is
still required to take communication delay into account, as the communicated
trajectory now no longer contains the complete time horizon that the host
vehicle needs to plan over. This is illustrated in Figure 3.6, where the
communicated trajectory of the preceding vehicle can be seen. Note that the
horizon of the host vehicle cannot simply be truncated to match that of the
preceding vehicle, as this would result in vehicles upstream ending up with ever
smaller time horizons. The same problem occurs if the planning horizon of the
preceding vehicle is smaller than that of the host vehicle (i.e., Ti > Ti−1).

To ensure that the host vehicle is still capable of constructing a trajectory over
its time horizon, t ∈ [ti,k, ti,k + Ti], some options are available. One option would
be to change the time vector t∗, which contains the time instances on which the
error (3.27) is equated to zero (or minimized if more time instances are added).
However, for large mismatches in time horizon Ti − Ti−1, this could result in a
violation of the Schoenberg-Withney relation (3.30). The other option is to simply
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extend the B-spline trajectory of the preceding vehicle by means of prediction. A
constant acceleration is assumed for the extended part of the trajectory. The
following notation is used to evaluate the vehicle states planned at plan step k,
on the planning horizon, and beyond its horizon (i.e., t > Ti),

Si,k(t) =

si,k(t)
ṡi,k(t)
s̈i,k(t)

 = ΥΥΥi(t− ti,k)Pi,k, ti,k ≤ t, (3.33)

where

ΥΥΥi(t) =



 Bn,p(t)I
Bn−1,p−1(t)∆∆∆10

Bn−2,p−2(t)∆∆∆20

 , if t ≤ Ti,1 (t− Ti) 1
2 (t− Ti)2

0 1 (t− Ti)
0 0 1

ΥΥΥi(Ti), if t > Ti,

(3.34)

where if the time t satisfies ti,k < t ≤ ti,k + Ti, the B-spline trajectory is simply
evaluated by means of basis functions Bn,p(t), and when t > ti,k + Ti, a constant
acceleration is assumed for the part for which t > ti,k + Ti.

3.3.4 Simulation Results

This section demonstrates the effectiveness of this algorithm for path planning.
Therefore, various important scenarios for a platoon of vehicles are
implemented. The lead vehicle uses B-spline trajectories, that transition to a new
velocity with minimum jerk. Note that these correspond with the quartic
polynomial trajectories from [18], [127]. This trajectory for the lead vehicle is
represented by a B-spline with p = 5, T0 = 5 s, knots according to (3.22) and
n + 1 = 7 control points P0,0 =

[
0 10 30 48.75 65 80 87.5

]
. This lead

vehicle trajectory corresponds to a velocity change from ṡ0,0(0) = 20m s−1 to a
velocity of ṡ0,0(T0) = 15m s−1. Note that this trajectory updates every planning
cycle, such that P0,k updates every plan step k, to correspond with a new initial
condition. This is done in a similar manner as for all the following vehicles,
except that for the lead vehicle, the desired trajectory is modified to match the
trajectory planned in the previous planning cycle as closely as possible.
Additionally, a terminal constraint of s̈0,k(tk,0 + T0) = 0 is applied to prevent
oscillations in spline fitting. As such, the control points P0,k for the lead vehicle
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are solved by means of a minimization with equality constraint

min

∥∥∥∥∥∥∥
Bn,p(µ3)

...
Bn,p(µn)

P0,k −

s0,k−1(µ3 + tk,0)
...

s0,k−1(µn + tk,0)


∥∥∥∥∥∥∥

2

, (3.35)

s.t.

 C[
0 . . . 0 1

]
∆∆∆20[

0 . . . 0 1
]
∆∆∆10

P0,k =

 S0(tk,0)
0

ṡ0,k−1(t0,k + T0)

 ,
where s0,k−1(t) represents the values of plan step k − 1 and where C is identical
to that in (3.31). Also note that similarly to the case of communication delay,
the trajectory planned in the previous plan step needs to be extrapolated. This is
done by assuming a constant velocity at the value to which the velocity transition
is made.

Note that in Section 3.2.1, the performance of the polynomial planner of [18]
was already demonstrated and shown to be string-unstable. A potential solution
was also demonstrated in Section 3.2.1, however, this required to shift the time
horizon for each vehicle in the string, which would not be practical for large
platoons, due to the issues shown in Figure 3.4b.

Temporal Consistency

One of the control objectives noted in Section 3.1 was that of temporal
consistency. This refers to how similar consecutively planned trajectories are. As
already stated, in general, exact temporal consistency cannot be achieved due to
the basis functions being shifted over time tp. However, in practice it suffices to
require that consecutive trajectories are close to each other (i.e., requiring that
Γk,k+1 in (3.1) is ‘small’).

A simulation study was performed to analyze the performance indicators
from Section 3.1.1 for a scenario in which the lead vehicle brakes from
ṡ0,0(0) = 20 m s−1 to a velocity of ṡ0,0(T0) = 15 m s−1. As spacing policy
parameters, a time gap of hi = 0.5 s, and standstill distance ci = 5 m is used for
all vehicles; all vehicle lengths are set to zero, without loss of generality. For the
B-spline trajectories, the same degree p, number of control points n+ 1 and time
Horizon Ti are used as before. This simulation is depicted in Figure 3.7 for a
planning update interval of tp = 0.2 s. The first vehicle is illustrated by a black
line, and upstream vehicle responses are indicated by an increasingly blue color.
For each vehicle, all planned trajectories are plotted over the entire horizon to
show discrepancies between the consecutive planning cycles. The actual
response of each vehicle, which is determined by the consecutive planned
B-spline trajectories on time spans t ∈ [ti,k, ti,k + tp], updated at intervals
tp = 0.2 s, is illustrated by the color corresponding to that vehicle.
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Figure 3.7: Results of B-spline based trajectories for a velocity change in a platoon with
six vehicles, tp = 0.2 s, lead vehicle ( ), sixth vehicle ( ); Planned
trajectories of Lead vehicle ( ) and Last vehicle ( ).

As can be seen from Figure 3.7, the response from all vehicles is a smooth
transition to the new velocity. The string of vehicles can be seen to not
demonstrate string-unstable behavior, due to the magnitude of acceleration
decreasing over the vehicle index. Moreover, the consecutive planning cycles
show (close too) temporal consistency. The new knots do not coincide with the
previous knots since uj+1 − uj 6= tp. Therefore, the transitions of the lowest
order basis functions also occur at slightly different times. Hence, exact temporal
consistency is not possible. However, the figure shows that both position and
velocity remain close to the original trajectory.

This is confirmed in Figure 3.8, which illustrates the aforementioned
performance indicators for various values of planning update time tp, for a
platoon of 6 vehicles (figure illustrates the maximum over all vehicles). Clearly,
for smaller update times, the difference between two consecutive planning cycles
are smaller as can be seen from the black crosses. Additionally, since more
trajectories span the same time instance, the largest difference between any of
the planned trajectories is larger for smaller planning update times tp. Note that
the maximum difference in position between overlapping trajectories (≈ 0.37 m)
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Figure 3.8: Sensitivity of tp on temporal consistency for Ti = 5 s. Maximum difference
per element of Γk,j between consecutive trajectories maxk Γk,k+1 ( ), and all
overlapping trajectories maxk (maxj Γk,j) , j ∈ {k + 1, . . . , bk + Ti/tpc} ( )

for this manoeuvre is less then 2.5% (≈ 0.37/15) of the inter-vehicle distance
(= 15 m) of the presented manoeuvre, which is sufficiently small to be
acceptable.

It should be noted that the update time tp does not only affect temporal
consistency, but also affects the planning delay. The expected value of planning
delay due to vehicles planning in an asynchronous fashion increases linearly
with the value of tp. Hence, tp is best chosen as small as the on-board CPU
allows in terms of computational capabilities. In the remainder of this section
tp = 0.2 s is chosen.

Initial Perturbation

A second important test scenario is where the lead vehicle is driving at a constant
velocity and parameters are identical to that of the temporal consistency analysis,
but the platoon is not in steady state, since the position of the second vehicle
has an offset with respect to its desired position. The proposed method of using
polynomials of Section 3.2.1 is not capable of handling these initial perturbations
well, even resulting in collisions. However, as can be seen from Figure 3.9, the
newly proposed method of using B-splines handles the initial disturbance well.
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Figure 3.9: Results of B-spline based trajectories for disturbance rejection, disturbance of
e1(0) = 5 m, in a platoon with six vehicles

The initial errors are all regulated towards zero, without collisions. Moreover, it
can clearly be seen that the disturbance attenuates in upstream direction, with
again the magnitude in acceleration decreasing for vehicles upstream. Hence, the
response does not demonstrate string-unstable behavior.

Finally, the problem scenario of Figure 3.4b is repeated for the cooperative
B-spline method, with identical string length and disturbance. The result is
shown in Figure 3.10. Clearly, the perturbed last vehicle now remains collision
free, as seen by the inter vehicle distance di(t). This illustrates that this approach
of constructing the trajectories is suitable, even for long platoons subject to
perturbations.

Communication and Planning Delay

In reality, a time delay is always present between the time at which the preceding
vehicle construct its planning and the time at which the follower vehicle uses that
information to construct its trajectory. This is due to communication delay and
the asynchronous nature of planning updates between vehicles. Therefore, the
same simulation as before is performed, but now information to the following
vehicles is only available after a communication delay ζ(t). In the simulation, a
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Figure 3.10: Recursive planning (tp = 0.2 s) for B-splines with p = 5, n = 6, initial
perturbed state Si(0) of (3.20). hi = 0.5 s, ci = 5 m. Executed trajectories
by: Lead vehicle ( ) and Last vehicle ( ).

constant delay is assumed, although this is not required for the planner, since the
time instance at which the planning is computed is always communicated. In this
case, ζ(t) does not only include the communication delay, but also the delay due
to asynchronicity in the planning of consecutive vehicles, thus representing the
total time between the planning update time, ti,k, of the host vehicle, and the
time instance, tk,i−1, of the planning of the preceding vehicle that is available.
This is illustrated in Figure 3.6. The simulation is set up in such a way that the
following vehicle is able to directly update its planning, once the communicated
information becomes available. In case the delay due to asynchronous planning is
larger then the communication delay, the latter does not impact the performance
of the string any more.

A delay of ζ = 0.4 s is used and the remaining parameters again the same as
those used earlier in this section. The results are given in Figure 3.11, which
shows that the response still does not demonstrate string unstable behavior, and
gives nearly the same results as the non delayed case of Figure 3.7. This result
emphasizes the strength of this approach, as string-unstable behavior is not
observed despite significant time delays. It can be seen that the following
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Figure 3.11: Results of B-spline based trajectories with p = 5, n = 6, for a velocity change,
ζ(t) = 0.4 s, ∀t, hi = 0.5 s

vehicles initially keep planning to remain driving at the initial velocity, when the
information of the velocity change has not been received yet.

It was noticed that the following three parameters are important in the
resulting behavior of the string: the planning horizon Ti, the time gap hi, and
the delay time ζ. To evaluate the performance, a numerical parameter study is
performed to see for which combinations the platoon does not show
string-unstable behavior for the selected manoeuvres. As the time horizon is
often the result of requirements for the autonomous planner, it is fixed to
Ti = 5 s, ∀i as before, with an additional simulation study performed for a
longer horizon Ti = 10 s, ∀i separately. For this study, several manoeuvres are
simulated with a string of 50 vehicles. The manoeuvres that are tested are as
follows. Velocity transitions:

(i) ṡi(0) = 20 m s−1 → limt→∞ ṡi(t) = 15 m s−1,∀i, as illustrated in
Figure 3.11;

(ii) ṡi(0) = 20 m s−1 → limt→∞ ṡi(t) = 1 m s−1,∀i;
(iii) ṡi(0) = 5 m s−1 → limt→∞ ṡi(t) = 15 m s−1,∀i;

Driving at velocity ṡi(0) = 20 m s−1, with an initial error for the second
vehicle of:
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(iv) e2(0) = 5 m (vehicle 2 is further away then desired), as illustrated in
Figure 3.9;

(v) e2(0) = −5 m (vehicle 2 is closer then desired).
Random acceleration input lead vehicle:

(vi) P
(2)
j,1 ∼ N (0, 1), j ∈ {1, . . . , n− 2}, with P (2)

n−1,1 = 0
Scenarios (i)-(iii) are used to cover multiple velocities. Scenarios (iv)-(v)
demonstrate more real world scenarios, where the velocity profile is determined
by a vehicle correcting an error. Finally, twenty different random scenarios,
described by (vi), are used as worst case scenarios, covering a larger frequency
range, where the acceleration control points of the first plan step are taken from
the normal distribution N (0, 1), with zero mean, and variance of 1. After this
first plan step, (3.35) is used for the remainder of the simulation. An example of
such a scenario is illustrated in Figure 3.12, which shows the response of 50
vehicles. It can be seen that the behavior in the scenario is string stable for the
particular combination of delay ζ and time gap h. It should be noted that since
the lead vehicle is assumed to plan trajectories by means of B-splines, the
random choice of control points still results in smooth trajectories, as can also
clearly be observed in Figure 3.12.

A grid over h and ζ is used in combination with a bisection method to find
parameter values for which the platoon does not demonstrate L2 string-unstable
behavior for all simulated manoeuvres (i) - (v), and twenty scenarios of (vi),
according to (3.2) for the acceleration s̈i(t). For a given time gap h, the
maximum delay ζ for which the simulated platoon demonstrates string-unstable
behavior, are then shown in Figure 3.13 and Figure 3.14. For very large delays,
the error that has accumulated over the delay becomes too large to be
compensated with a sufficiently small acceleration, resulting in string unstable
behavior. However, the delay at which this happens is far larger then in the
traditional CACC controller from for example [27]. Clearly, by utilizing future
information, string-unstable behavior can still be prevented with large delays as
indicated by the green area. For a larger time horizon, a small advantage can be
seen, as string unstable behavior can be prevented with a slightly larger time
delay as was the case for the smaller time horizon.
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3.4 Gap Closing B-spline Trajectories 3

While the method of Section 3.3 works well for vehicle following, large
accelerations are generated in gap closing scenarios, due to large initial spacing
error. These result in discomfort for passengers. This problem is not unique to
the trajectory planning method. In fact, various solutions have been proposed
for the traditional feedback CACC system. In [131], CACC is evaluated in real
life traffic situations. Three controllers are developed for the tasks of velocity
keeping, gap closing and distance keeping. In [132], a single controller is used
for both distance keeping as well as gap closing and gap making, in which the
control objective is modified accordingly. In [133] [134], Artificial Potential
Fields are used for the synthesis of a non-linear controller, while maintaining a
single control objective. However, these methods do not make use of the benefits
of cooperative trajectory planning.

This section presents a unified method for cooperative trajectory planning,
that integrates both comfortable gap closing as well as string-stable distance
regulation. The main contribution is a time-varying spacing policy, that is used
for the construction of B-spline trajectories. Both varying time gap and standstill
distance are considered and compared with the constant spacing policy.

3.4.1 Variable Spacing Policy

The objective is to construct B-spline trajectories such that gap closing is
comfortable and independent of distance to the preceding vehicle, while
distance keeping is unaffected. To achieve this, the spacing policy is adjusted as
a function of time, such that the planner does not attempt to close the gap all at
once. Therefore, either the speed-independent reference standstill distance
cr,i(t) or the reference time gap hr,i(t) is made a function of time. Both
time-varying parameters are lower bounded by user specified values hi and ci.
This ensures that only gap closing is affected, while distance keeping remains
unchanged. The spacing policy (3.4) is rewritten to include time dependent
cr,i(t) and hr,i(t) as

dr,i(t) = cr,i(t) + hr,i(t)ṡi(t), (3.36)

ei(t) = di(t)− dr,i(t) = si−1(t)− si(t)− cr,i(t)− hr,i(t)ṡi(t). (3.37)

The control points of the B-spline trajectories are found by modifying (3.32), to
also include a time-varying time gap hr,i,k(t) and standstill distance cr,i,k(t) of

3This section is based on [56].
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plan step k
P3,i,k

P4,i,k

...
Pn,i,k

= ΩΩΩ−1
12



si−1(µ3 + ti,k)− cr,i,k(µ3 + ti,k)− Li
si−1(µ4 + ti,k)− cr,i,k(µ4 + ti,k)− Li

...
si−1(µn + ti,k)− cr,i,k(µn + ti,k)− Li

−ΩΩΩ11

P0,i,k

P1,i,k

P2,i,k


,

[
ΩΩΩ11 ΩΩΩ12

]
=


Bn,p(µ3) + hr,i,k(µ3 + ti,k)Bn−1,p−1(µ3)∆∆∆10

Bn,p(µ4) + hr,i,k(µ4 + ti,k)Bn−1,p−1(µ4)∆∆∆10

...
Bn,p(µn) + hr,i,k(µn + ti,k)Bn−1,p−1(µn)∆∆∆10

 , (3.38)

where hr,i,k(t) and cr,i,k(t) are respectively the reference time-varying time gap
and standstill distance defined in plan step k.

Variable Time Gap

First, a varying time gap hr,i(t), is considered. The initial time gap hi(ti,k) is
determined by rewriting (3.37) with ei(ti,k) = 0 and cr,i(t) = ci as,

hi(ti,k) =
si−1(ti,k)− si(ti,k)− Li − ci

ṡi(ti,k)
. (3.39)

The desired time gap is defined over time interval t ∈ [ti,k, ti,k + Ti] as a linearly
decreasing function starting in hi(ti,k) and lower bounded by the final value hi as
typically used in vehicle-following situations:

hr,i,k(t) = max [hi(ti,k) + φi,k · (t− ti,k) , hi] , (3.40)

in which, φi,k < 0 is a parameter used to control the rate of change of hr,i,k(t).

Fixed decrease rate of reference time gap Initially, a user defined constant
value is used for φi,k = φ

i
,∀k, which can be used for comfort tuning. Due to

(3.40), only the gap closing aspect is modified and distance keeping is maintained
and hr,i(t) never drops below hi. This is illustrated in Figure 3.15a.

The value for φi,k can be used to determine the velocity with which the gap is
closed. This can be seen by writing down the dynamics, in which a constant rate
of change is assumed for the time gap ḣr,i,k = φi,k = φi∀k,

ėi = vi−1 − vi − φivi − hr,i,kai, (3.41)

v̇i = ai, (3.42)

where vi := ṡi(t). This system has the following equilibrium for a given velocity
vi−1 of vehicle i− 1 and ai = 0:

vi =
1

1 + φi
vi−1. (3.43)
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Figure 3.15: Desired time gap hr,i,k(t) (3.40) of plan step k.

Thus φi ∈ (−1, 0) can be used to control the velocity difference with which the
gap to the preceding vehicle is closed. This is also somewhat intuitive, as it
would be desirable to close the gap on a highway with a larger velocity
difference than in urban areas. However, using a constant φi = φ

i
requires ṡi(t)

to be discontinuous, where the saturation in (3.40) occurs. This discontinuity
originates from the vehicle being requested to maintain a higher velocity (to
reduce the time gap) and then instantaneously switch to maintaining a constant
time gap at a lower velocity. Due to the continuity requirements of the B-spline,
this introduces oscillations when fitting the spline, which is undesirable.

Decrease rate of reference time gap depending on plan step To realise a
continuous gap closing velocity, a second method is presented that uses (3.40),
but in which the slope φi,k is adjusted, such that hi(ti,k) + φi,kTi ≥ hi (i.e., the
linear decrease in plan step k does not drop below hi), via

φi,k =


φ
i
, if hi(ti,k) + φ

i
Ti ≥ hi,

hi(ti,k)− hi
Ti

, otherwise,
(3.44)

and no saturation is required. Note that in doing so, no discontinuity in velocity
occurs within the planning horizon, which can also be seen when comparing
Figure 3.15a and Figure 3.15b. A discontinuity instead occurs at the end of each
time horizon, such that no oscillations occur in the fitting process of the B-spline.
Note that this naturally introduces a smoothing effect as the vehicle starts to
slow down slightly as soon as the minimum time gap comes within the horizon
at the current velocity, according to the second equation in (3.44). Then, every
next planning update, the initial time gap has decreased further, such that the
slope φi,k decreases even more, converging to zero as t → ∞. Clearly, this
spacing strategy changes every plan step due to (3.44). This is illustrated in
Figure 3.16a, which shows the desired time gap hr,i(t) constructed in
consecutive planning cycles. This shows that the newly created desired time gap
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does not coincide with the one that was planned in the previous plan step. As a
result, temporal consistency is lost, and the planned trajectories do not coincide
with those of the previous planning cycle. This is undesirable, as the
communicated trajectories are used for planning in following vehicles as well.

Dynamics for reference time gap To achieve temporal consistency, observe
that an identical smoothing effect can be achieved by creating dynamics for hr,i

as following

ḣr,i,k(t) =


φ
i
, if hr,i,k(t) + φ

i
Ti > hi,

hr,i,k(t)− hi
Ti

, otherwise.
(3.45)

The resulting reference trajectory for hr,i,k(t), starting in the initial condition
hr,i,k(ti,k) = hi(ti,k) can then be found. This resulting trajectory consists of two
parts, the constant rate part and the exponential part. The time gap htr where
the dynamics (3.45) transitions to the exponential part, is found by equating the
condition in (3.45), and noting that htr cannot be bigger than the initial time gap
hi(ti,k) (as the trajectory then simply starts in the exponential part). The
corresponding time ttr is then found via

htr = min
[
hi − φiTi, hi(ti,k)

]
, ttr =

hi(ti,k)− htr

−φ
i

+ ti,k.

This transition is also illustrated in Figure 3.16b. Using this transition, the
trajectories, hr,i(t) for t ∈ [ti,k, ti,k + Ti], with initial condition
hr,i(ti,k) = hi(ti,k), can be computed as

hr,i(t) =


hi(ti,k) + φ

i
(t− ti,k), if t < ttr,

(htr − hi) exp

(
ttr − t
Ti

)
+ hi, otherwise.

(3.46)

This is illustrated in Figure 3.16b, which plots the resulting hr,i(t). As a result, the
strategy of (3.46) does result in temporal consistency, as the desired time gap hr,i

follows the same curve in the next planning update. An important drawback of
using strategies for desired time gap hr,i,k(t) is that at low velocities or standstill,
the current time gap from (3.39) is very large or undefined, respectively.

Variable Standstill Distance

To overcome the drawback that originates from using hr,i,k(t) at low velocities, a
second approach can be conceived. A reference standstill distance cr,i,k(t) does
not suffer from these issues. In this case, the time gap hr,i(t) = hi is assumed



76 Cooperative Trajectory Planning

hi

tk,i

hi(tk,i)

tk,i + Ti

hr,i,k(t)
hr,i,k+1(t)

(a) Consecutive planning cycles using (3.40)
and (3.44)

tk,i tk,i + Ti

hi

hi(tk,i)
htr

ttr

hr,i,k(t)

(b) hr,i,k(t), as defined in (3.45)

Figure 3.16: Desired time gap, hr,i,k(t).

constant. Instead, standstill distance is now constructed to be dependent on time,
with the current standstill distance being determined as

ci(t) = si−1(t)− si(t)− hiṡi(t)− Li. (3.47)

Similarly to (3.45), dynamics for the desired gap cr,i(t) can be derived as

ċr,i,k(t) =


ψ
i
, if cr,i,k(t) + ψiTi > ci,

cr,i,k(t)− ci
Ti

, otherwise,
(3.48)

in which ψ
i

is the rate at which the standstill distance decreases. This rate is
determined with three considerations. The resulting velocity should not be
smaller than that of (3.43) for comparison with strategy (3.46). In case the
vehicle already drives faster than (3.43), no unnecessary hard braking should
occur for user comfort. Finally, in case both vehicles are driving too slow or are
at standstill, a minimum standstill distance rate of vcl is utilized instead, to
ensure the gap can always be decreased. These lower bounds on ψ yield:

ψ
i

= −max
[(

1
1+φ

i

−1
)
vm,i−1,k ṡi(ti,k)−vm,i−1,k vcl

]
, (3.49)

vm,i−1,k =
1

Ti
(si−1,k(ti,k) + si−1,k(ti,k + Ti)) , (3.50)

where vm,i−1,k represents the mean velocity of vehicle i − 1 during plan step k,
which is used to scale the rate at which to close the gap. The transition time ttr
and standstill distance ctr in the dynamics (3.48) can be determined similar as
before via

ctr = min
[
ci − ψiTi, ci(ti,k)

]
, ttr =

ci(ti,k)− ctr

−ψ
i

+ ti,k,
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which can be used to compute the trajectories for cr,i(t)

cr,i(t) =


ci(ti,k) + ψ

i
(t− ti,k), if t < ttr,

(ctr − ci) exp

(
ttr − t
Ti

)
+ ci, otherwise.

(3.51)

The gap closing strategy and resulting trajectory planner should be able to operate
in all conditions in which the vehicle can reasonably be expected to operate. The
handling of low velocities or standstill is thus an important criterion, as well as
the lead vehicle not driving at a constant velocity. These gap closing strategies
are all defined relative to the trajectory of the preceding vehicle via (3.32), such
that a disturbance from the lead vehicle does not pose a problem.

3.4.2 Results

In this section, simulations are used to compare the four gap closing strategies in
terms of user comfort, measured by acceleration and jerk, and temporal
consistency. The four gap closing strategies can be summarized as follows.

(i) linear decreasing time gap (3.40)
(ii) receding time gap (3.44)

(iii) dynamic time gap (3.46)
(iv) dynamic standstill distance (3.51)

The simulations are set up with p = 5, n = 6, T1,2 = 5 s and planning is updated
with planning interval tp = 0.2 s. In all cases, the user defined values are chosen
as φ

i
= −0.1,∀i, hi = 0.5 s, ∀i, ci = 5 m, ∀i, Li = 0 m, ∀i and vcl = 1 m s−1.

Two vehicles are considered, which are driving at a forward velocity of
ṡ0(0) = ṡ1(0) = 15 m s−1. Note that if more vehicles are added, these vehicles
would simply perform vehicle following behind the vehicle that is closing the
gap. The initial spacing error of the following vehicle is set to e1(0) = 25 m. An
overview of the vehicle response in terms of distance d1(t) speed ṡ1(t) and s̈1(t),
is given in Figure 3.17. In this figure, the distance d1(t) = s0(t) − s1(t), the
velocity ṡ1(t) and acceleration s̈1(t) are given for all the introduced spacing
policies. The original B-spline trajectory planning strategy with constant spacing
policy is also shown. This system successfully regulates the initial error towards
zero. However, the corresponding control inputs are excessively large. A typical
vehicle is not capable of achieving such large forward accelerations (here
‖s̈1(t)‖ = 9.19 m s−2) due to limited drive train power. Moreover, this is highly
uncomfortable for the passengers in terms of both acceleration and high
approaching velocity (here ‖ṡ1(t)‖ = 24.67 m s−1).

The gap-closing strategy (i) constructs the adjusted time gap, hr,i,k(t) via
(3.40) and uses a constant rate of change for the time gap φi,k = φ

i
, ∀k. Clearly,

the gap is closed more gradually, with far smaller accelerations, than is the case
for the system without gap-closing strategy. The closing velocity can indeed be
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Figure 3.17: Comparison of gap closing strategies. Original hr,1,k(t) = h1, ∀k and cr,1,k =
c1, ∀k ( ), hr,1,k(t) via (3.40) φ1,k = φ1, ∀k ( ), hr,1,k(t) via (3.40) φ1,k

via (3.44) ( ), hr,1,k(t) via (3.46) ( ), cr,1,k(t) via (3.51) ( ).

seen to be related to the parameter φ
i

according to (3.43). When the vehicle
comes near the preceding vehicle, the time gap is saturated at the minimum
value hr,i,k(t) = hi, ∀k and the vehicle starts decelerating. However, the
discontinuity in the time gap change rate results in oscillatory behavior in terms
of acceleration. The resulting response is fairly jerky and uncomfortable for
passengers. These oscillations are absent in the response given by the gap
closing strategy (ii), which uses a variable change rate φi,k (3.44) based on the
current time gap. As a result, a more gradual deceleration is obtained, which is
far more comfortable for the passengers. The response of strategy (iii) can be
seen to nearly coincide with the strategy (iii). The small difference is due to the
dynamics of hr,i,k(t) being specified in continuous time via (3.45), whereas the
strategy using a variable φi,k via (3.44), can be viewed as discrete time with the
planning update time, tp being the sample time of this discrete time system.
Finally, strategy (iv), in which a variable standstill distance cr,i,k(t) (3.51) is
used, is shown. The response can be seen to be fairly similar to the response of
strategy (iii). It can be seen that ψ

i
via (3.49) is indeed a proper analogue to φ

i
as the same approaching velocity is obtained. However, this approaching velocity
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(a) Gap closing strategy (ii), using (3.40) with variable φi,k as in (3.44)
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ṡ i
[m

s−
1
]

0 2 4 6 8 10 12 14 16 18 20
−0.4

0

0.4

0.8

t [s]

s̈ i
[m

s−
2
]

(b) Gap closing strategy (iii), with dynamics for hr,i,k(t) via (3.45)

Figure 3.18: Comparison of strategy (ii) and strategy (iii). Executed trajectories: Lead
vehicle ( ), Following vehicle ( ); Planned trajectories of follower
vehicle ( )

is realised much faster due to a higher initial acceleration, which is less
comfortable for the passengers.

To better understand the advantage of strategy (ii) over strategy (iii), a
comparison of the consecutive trajectories is shown in Figure 3.18, where
Figure 3.18a and Figure 3.18b illustrate strategies (ii) and (iii) respectively.
Although the executed response of both strategies is fairly similar (see also
Figure fig: Comparison), the consecutively planned trajectories differ
significantly. For strategy (ii), the planned trajectories in light blue all converge
to slightly lower constant velocities given in (3.43), corresponding to the lower
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time gap rates, φi,k. This implies temporal consistency is indeed lost. This
temporal consistency is regained when using the gap closing strategy (iii). This
is illustrated in Figure 3.18b, where it can be seen that all the consecutive
planned trajectories in the deceleration phase all remain close to the previously
planned trajectory, such that temporal consistency is achieved. As a result, the
executed trajectory also follows these planning cycles closely. This makes the
vehicle behave more predictable, which is beneficial when other vehicles base
their planning around the previously communicated trajectories.

Despite having a larger initial acceleration strategy (iv), has the advantage
that it is also capable of working well at low velocities. This is shown in
Figure 3.19a, where the initial velocities of both vehicles are set to
ṡi(0) = 0 m s−1, ∀i and the second vehicle has an initial error e1(0) = 25 m back
with respect to the spacing policy. The lead vehicle remains stationary for 4
seconds, after which it accelerates to ṡ1(t) = 10 m s−1. It can be seen that the
strategy using cr,i,k(t) is capable of handling standstill, closes the distance
initially with predefined velocity vcl. When the lead vehicle accelerates, the
planning of the host vehicle is updated accordingly, even though the newly
communicated trajectory of the lead vehicle is not consistent with the previously
communicated trajectory. This can be seen by the sudden change in planned
trajectories, where initially the host vehicle plans to maintain its velocity until
t = 8.5 s, but reacts accordingly once the preceding vehicle starts moving. This
demonstrates the versatility of the approach. Another important situation is the
approach of a stationary vehicle, which can occur for instance while approaching
a traffic light. In this scenario, the host vehicle approaches with a velocity of
ṡ2(0) = 10 m s−1 and error e1(0) = 50 m backwards of the desired position. As
can be seen from Figure 3.19b, the vehicle gradually brakes towards the
stationary vehicle. This is due to the added term
ṡi,k(ti) −

(
1
Ti

(si−1,k(ti,k) + si−1,k(ti,k + Ti))
)

in (3.49), that prevents the
vehicle from hard initial braking and closing the remaining gap with vcl. These
examples demonstrate the the gap closing strategy using (3.51) and (3.49), is
not only capable of performing normal gap closing, but also is able to operate in
various perturbed situations, hence making it suitable for practical
implementation. Note that with these examples all three modes of (3.49) are
demonstrated and simulating at other velocities does not lead to new insights.
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(b) Approach of a standstill vehicle, spacing error e1(0) = 50 m.

Figure 3.19: Special cases for Strategy (iv), using cr,i,k(t) via (3.48) and (3.49).
Executed trajectories: Lead vehicle ( ) Following vehicle ( ); Planned
trajectories ( ) and ( )
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3.5 Summary

In this chapter, the cooperative trajectory planning approach is discussed. First it
was demonstrated that the polynomial planner of [18] was not suitable for string
stable vehicle following. A potential solution based on [122] was shown to be
able to result in string stable vehicle following, which relied on shifting the arrival
time forward in time for increasing vehicle index, i in the platoon. However, this
results in potential collisions when the platoon is not initially in equilibrium.

Next, a different approach is presented that makes use of B-spline
trajectories. In this approach, the spacing error is minimized over several time
instances spanned over the planning horizon, instead of a single time instance at
the end of the time horizon, as was the case with the polynomial trajectories.
This solved the issue with potential collisions and was shown to demonstrate
string-stable behavior in several scenarios by means of numerical simulation.
Moreover, by utilizing future information, string-unstable behavior can still be
prevented, even with large planning delays, which was shown by means of
simulations.

To improve passenger comfort, several gap-closing approaches are presented.
These approaches modify the spacing policy as a function of time, by having a
time-varying time-gap and time-varying standstill distance. The approaches are
compared in terms of passenger comfort and temporal consistency. The time-
varying standstill distance is concluded to be most suitable for implementation,
as it was also well defined at standstill.

The following vehicle does requires that the preceding vehicle also utilizes a
B-spline trajectory planning approach. It could occur that the preceding vehicle
has also selected a cooperative trajectory, which is generated by an identical
method, or it has selected an autonomous (i.e., non-cooperative) trajectory,
which is generated by a autonomous trajectory planner.



Chapter 4
Autonomous Planner and
Combined Framework

Chapter 3, discusses methods to construct cooperative vehicle following
trajectories. These cooperative trajectories are only constructed in the
curvilinear or longitudinal sense. Cooperative vehicle following in the lateral
direction can lead to either corner cutting or amplification of the lateral motion
in the upstream direction, both of which are detrimental for longer platoons. To
prevent these issues, the cooperative trajectories include a lateral part that
regulates the lateral position of the host vehicle with respect to road.

The construction of cooperative trajectories requires communicated
trajectories of preceding vehicles, which are also parametrised as B-splines. This
communicated trajectory is not necessarily always available (e.g., for the lead
vehicle of the platoon), or not always beneficial to follow (e.g., when the
preceding vehicle is driving to slow). Therefore, the vehicles should not only be
equipped with a cooperative vehicle following trajectory planner, but also with
an autonomous planner. These autonomous trajectories enable the automated
vehicle to handle a high variety of scenarios and consist of both a longitudinal
and lateral part. Additionally, the construction of these lateral parts is also used
to assign lateral trajectories to the longitudinal cooperative trajectories.

The construction of both cooperative and autonomous trajectories allows
each vehicle to determine if either cooperative vehicle following, or autonomous
driving is beneficial for the current scenario. Finally, a cost function is used to
select the trajectory that is to be executed, which can be either a cooperative
vehicle following trajectory, or an autonomous trajectory. This allows each
vehicle in the platoon to determine for the given scenario whether or not it is
beneficial to remain in the platoon, or to break from the platoon and potentially
overtake slower road users.

This chapter first discusses how an automated vehicle can generate
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autonomous B-spline trajectories. The method for generating lateral trajectories
can also be used to provide the cooperative longitudinal trajectories with lateral
trajectories. The second part of this chapter then presents cost functions that can
be used to obtain the desired behavior, to select the most suitable trajectory.

4.1 Autonomous Planner

The lead vehicle of the platoon does not have a vehicle in front of it to follow.
Instead, it generates trajectories in an autonomous manner. In Section 3.3 and
Section 3.4, the B-spline trajectories of the lead vehicle are generated by simply
fitting B-splines to minimum-jerk polynomials, because the trajectory of the lead
vehicle was less important. However, using B-splines as trajectories introduces an
advantage for constraints that so far have not been utilized. To construct the non-
cooperative (or autonomous) trajectories for the vehicles the following objectives
are considered. This lead vehicle might either be controlling its cruise speed, as is
the case while driving on a highway, or could be regulating its terminal position,
as is the case when coming to a stop before a traffic light. Either scenario can
be constructed by means of B-spline trajectories. Inspired by [18], a method for
speed control is conceived to generate a diverse set of trajectories, similar to the
framework described in Section 2.1.4. From this set of trajectories, one is selected
for execution.

As mentioned in Section 3.1.1, temporal consistency is desired for the
planned trajectories, meaning that in unchanged circumstances, the same
trajectory should be selected. It should be noted that a B-spline trajectory can
only be exactly temporally consistent if the basis functions of plan step k can
represent the same functions as in plan step k − 1. This can only happen if the
corresponding knots in the knot vector, Ui, off-setted by the current time
planning ti,k, reoccur the next plan step at the same time instances, such that
identical basis functions can be constructed. However, this would require knots
at intervals of the planning time interval tp, which would result in many knots
(Ti/tp to be precise), and also many control points, requiring more
communication bandwidth and more computation time. The requirement on
temporal consistency is therefore relaxed, and only practical temporal
consistency is considered, which in this context means that the closest trajectory
in the search space should be selected.

The polynomial trajectory planner of [18] was derived in such a manner that
minimum jerk trajectories were generated, given a time horizon for the
polynomial and a terminal state. Temporal consistency was then achieved by
penalizing trajectories with a larger time horizon for the polynomial and
including the selected trajectory of the previous planning cycle. However, as a
consequence, higher energetic trajectories in terms of frequency content (and
thus higher accelerations and jerk) are selected due to the prioritization of the
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smaller time horizon. In this section, a different approach is taken. The
trajectories are generated by means of a cost function that can include a jerk,
acceleration and velocity error, hence higher energetic trajectories are
automatically penalized. Moreover, the user has a significant influence on how
comfortable or energetic the vehicle should behave. Additionally, no book
keeping is required, which needs to keep track of previously selected trajectories,
in order to achieve temporal consistency.

4.1.1 Longitudinal Trajectory Generation

Individual trajectories are generated by means of a minimization problem. This
has as a major benefit that due to the principle of optimality, the consecutive
planned trajectories demonstrate the aforementioned practical temporal
consistency. For a given desired velocity νi(t) and given initial condition Si(ti,k),
the trajectories can be computed.

A benefit of B-splines over polynomials as used in [18], is that the Control
points Pi,k and the control points of the d-th derivative P(d)

i,k have a physical
representation. This can be seen by the strong convex hull property of the B-
spline, which states that for t ∈ [uj , uj+1), si(t) is in the convex hull of control
points {Pl,i, l ∈ {j, j − 1, . . . , j − p}}. Similarly to[103], it can be stated that

s
(d)
i ≤ min(P(d)

i,k ) ≤ s(d)
i (t) ≤ max(P(d)

i,k ) ≤ s(d)
i , (4.1)

where s
(d)
i and s

(d)
i are respectively the lower- and upper bound for the d-th

derivative of the spline s(t), and min(P(d)
i,k ) and max(P(d)

i,k ), denote the minimum

and maximum element in P(d)
i,k . Hence, the maximum and minimum control

points of the d-th derivative are conservative upper and lower bounds on the
d-th derivative of the spline. This can for example be used to constrain the
acceleration of the planned trajectories, based on for example the limitations of
the powertrain of the vehicle. With this in mind, a least squares problem

min
Pi,k
‖VPi,k −w‖2 , (4.2a)

s.t. ZPi,k = q, (4.2b)

can be set up to minimize the weighted squared sum of acceleration and jerk,
while minimizing the squared error of the velocity control points with respect to
a given reference velocity. To take into account a time-varying reference, the
squared error for each velocity control point is taken with respect to a reference
velocity at the location of its corresponding Greville abscissa (see also
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Section 2.2.2) µ(1)
j , j ∈ {0, . . . , n− 1}

Js|i,k =

∥∥∥∥∥∥∥∥∥∥∥
Qṡ∆∆∆10

Qs̈∆∆∆20

Q˙̇ṡ∆∆∆30


︸ ︷︷ ︸

Vs

Pi,k −Qṡ


νi(ti,k + µ

(1)
0 )

...

νi(ti,k + µ
(1)
n−1)

0n−1×1

0n−2×1


︸ ︷︷ ︸

ws

∥∥∥∥∥∥∥∥∥∥∥
2

, (4.3a)

s.t.

[ 1 0 . . . 0
][

1 0 . . . 0
]
∆∆∆10[

1 0 . . . 0
]
∆∆∆20


︸ ︷︷ ︸

Zs

Pi,k = Si(ti,k)︸ ︷︷ ︸
qs

, (4.3b)

where Qṡ, Qs̈ and Q˙̇ṡ , represents the weight on velocity error, acceleration and
jerk respectively. In Addition, the acceleration is constrained to

s
(2)
i ≤ s̈i(t) ≤ s

(2)
i . The continuity constraint is represented by (4.3b). The linear

least squares problem with equality constraint (4.3) is solved to obtain Pi,k, for
the given weights Qṡ, Qs̈ and Q˙̇ṡ .

The inequality of the acceleration constraint is handled differently, by means
of the following sequential approach. First the linear least squares problem (4.3a)
and (4.3b) is solved. The resulting control points are then checked sequentially
if they satisfy the bound on acceleration. If a control point does not satisfy the
bound, the control point is set equal to the bound, and the optimization is ran
again, with the control points up until the one that was adjusted now fixed. The
same check is done to prevent trajectories from reversing, by simply enforcing
that Pj,i ≥ Pj−1,i, ∀j. This is summarized in Algorithm 4.2.
Running Algorithm 4.2 with constant reference velocity νi(t) = 10 m s−1, ∀t,
weights Qs = [Qṡ, Qs̈, Q˙̇ṡ ] = [1, 0, 1], and acceleration constraints

s
(2)
i = −1 m s−2, s(2)

i = 3 m s−2 results in the planned trajectories illustrated in
Figure 4.1. Note that the consecutive trajectories do not exactly overlap, due to
the fact that the B-splines in the consecutive planning cycles do not have the
same basis functions. Despite not being exactly temporally consistent, it can be
seen that trajectories are close to each other and thus are approximately
temporal consistent. Also note that the lower bound on s̈i(t) is satisfied by the
bound on the corresponding control points.

4.1.2 Discretized Search Space

Similarly in spirit to [18] and the framework discussed in Section 2.1.4, a
discretized search space is used in order to generate a set of trajectories. With
this approach, trajectories are generated and checked for collisions with
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Algorithm 4.2 Compute Control Points

1: function VELOCITYCONTROL(Vs, ws, Zs, qs, n, s(2)
i , s(2)

i )
2: Pi ← minZsPi=qs (‖VsPi −ws‖2)
3: N ← # rows of Zs . number of fixed control points
4: while N ≤ n+ 1 do . while not all control points are fixed
5: for j ← N + 1 to n+ 1 do

6: if P (2)
j−2,i does not satisfy bounds s(2)

i ,s(2)
i then

7: Pj,i ← set such that P (2)
j−2,i satisfies the bound

8: N ← j
9: end if

10: if Pj,i < Pj−1,i then . do not allow reversing
11: Pj,i = Pj−1,i

12: end if
13: end for
14: if N < n+ 1 then . redo optimization
15: Zs ← IN×N , qs ← [P1,i, . . . , PN,i]
16: Pi ← minZsPi=qs (‖VsPi −ws‖2)
17: else . all control points satisfy the bound
18: return Pi

19: end if
20: end while
21: end function

(dynamic) obstacles and feasibility afterwards, rather then combining everything
into a single optimization. This makes generating the trajectories simpler. To
generate a diverse set of trajectories for the planner to choose from, both the
reference velocity, νi(t) as well the weights Qs are varied. This results in
trajectories with various terminal velocities, as well as various rise times for a
given terminal velocity. To find a valid range for the terminal reference velocity
νi(ti,k + Ti) ∈ [νmin, νmax], that result in feasible trajectories that satisfy the
acceleration constraint, a search space is computed.

To find a feasible range of terminal velocities, splines corresponding to the
minimum and maximum acceleration are constructed. Note that by including an
initial condition for the d − 1-th derivative of the spline, s(d−1)(ti,k), a unique
mapping of P(d)

i,k back to P(d−1)
i,k can be created as

P(d−1)
i,k =

[
1 0 . . . 0

∆∆∆d (d−1)

]−1
[
s

(d−1)
i (ti,k)

P(d)
i,k

]
. (4.4)

This corresponds to finding the integral of s(d)
i (t), t ∈ [ti,k, ti,k + Ti]. The control

points corresponding to the maximum deceleration spline and maximum
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Figure 4.1: B-spline trajectory ( ), reference velocity νi(t) ( ), n = 6, p = 5,

Qs = [1, 0, 1], s(2)i = −1 m s−2, s(2)i = 3 m s−2

acceleration spline of plan step k are defined as

P(2)

mini,k
=
[
s̈i(ti,k) s

(2)
i . . . s

(2)
i

]ᵀ
, (4.5)

P(2)

maxi,k
=
[
s̈i(ti,k) s

(2)
i . . . s

(2)
i

]ᵀ
. (4.6)

By combining these with the initial condition for the velocity ṡ(ti,k), the control
points of B-spline trajectories with the lowest and highest velocity respectively,

that satisfy acceleration bound s(2)
i ≤ s̈(t) ≤ s

(2)
i can be found via

[
P(1)

mini,k
P(1)

maxi,k

]
=

[
1 0 . . . 0

∆∆∆21

]−1
[
ṡ(ti,k) ṡ(ti,k)

P(2)

mini,k
P(2)
i,kmax

]
. (4.7)

Now reference velocities with which trajectories are generated by means of
Algorithm 4.2 vary between the splines described by P(1)

mini,k
and P(1)

maxi,k
. This

search space is divided in Nṡ parts. Hence, the vector w in (4.3a) can be
constructed by simply blending, maximum with the minimum velocity, according
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to

ws|l =

(
l−1

Nṡ−1
ws|νmin +

(
1− l−1

Nṡ−1

)
ws|νmax

)
, l ∈ {1, . . . , Nṡ}, (4.8)

ws|νmin = Qṡ

max
([

0 . . . 0 1
]
P(1)

mini,k
, 0
)

1n×1

0n−1×1

0n−2×1

 , (4.9)

ws|νmax = Qṡ

max
([

0 . . . 0 1
]
P(1)

maxi,k
, 0
)

1n×1

0n−1×1

0n−2×1

 . (4.10)

However, the objective of the automated vehicle is to track the overall reference
velocity vc(t) (see Section 2.3.2), which most likely varies in time in a different
way than the splines described by P(1)

mini,k
and P(1)

maxi,k
do. Since the objective is

to track the reference velocity vc(t), and these additional reference velocities are
merely chosen to give the autonomous planner the option to deviate from
reference velocity vc(t), the reference velocity vc(t) should be included in one of
the vectors wl, l ∈ {1, . . . , Nṡ}, such that a trajectory is generated corresponding
with the overall reference velocity vc(t). Additionally, it should be noted that
P(1)

mini,k
corresponds to a spline that eventually comes to a stop and starts

reversing, as it represents a constant deceleration. This is undesirable and
should therefore be excluded from the set of generated trajectories. To prevent
the construction of reversing trajectories, νmin,k and νmax,k are defined as

νmin,k = max
([

0 . . . 0 1
]
P(1)

mini,k
, 0
)
, (4.11)

νmax,k =
[
0 . . . 0 1

]
P(1)

maxi,k
, (4.12)

which are in turn used to define an array of terminal velocities νl and the set of
terminal velocities VNṡ , which include a trajectory towards vc(t), as

νl,k =

vc,k, if l= arg min
j∈{1,...,Nṡ}

|vc,k−vj | ,

vl, otherwise,
l ∈ {1, . . . , Nṡ}, (4.13)

vc,k = vc(ti,k + Ti), (4.14)

vl = νmin,k + (νmax,k − νmin,k)
l − 1

Nṡ − 1
, l ∈ {1, . . . Nṡ}, (4.15)

VNṡ = {ν1, ν2, . . . , νNṡ} . (4.16)

The vector wl,k corresponding to νl,k that is used in (4.3a), is constructed by
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means of convex combinations of ws|c,k, wνmin,k and wνmax,k as

ws|l,k =



ws|c,k, if νl,k=vc,k,

ws|c,k
νmax,k−νl,k
νmax,k−vc,k

+

(
1− νmax,k−νl,k

νmax,k−vc,k

)
ws|νmax,k, if νl,k>vc,k,

ws|c,k
νl,k−νmin,k

vc,k−vmin,k
+

(
1− νl,k−νmin,k

vc,k−νmin,k

)
ws|νmin,k, otherwise,

(4.17)

where the vectors related to the reference velocity, ws|c,k and the minimum and
maximum velocity, ws|νmin,k, ws|νmax,k are given by

ws|c,k = Qṡ


vc(ti,k + µ

(1)
0 )

...

vc(ti,k + µ
(1)
n−1)

0n−1×1

0n−2×1

 , (4.18)

ws|νmin,k = Qṡνmin,k

 1n×1

0n−1×1

0n−2×1

, ws|νmax,k = Qṡνmax,k

 1n×1

0n−1×1

0n−2×1

. (4.19)

Additionally, to generate trajectories with faster and slower transients, trajectories
are also generated with modified cost function weights

Js|j,l,i,k =

∥∥∥∥∥∥
 Qṡ∆∆∆10

jQs̈∆∆∆20

jQ˙̇ṡ∆∆∆30


︸ ︷︷ ︸

Vs|j

Pi,k −ws|l,k

∥∥∥∥∥∥
2

,
j ∈ {0, . . . , Nt−1},
l ∈ {1, . . . , Nṡ}.

(4.20)

Note that the same could be achieved by introducing more weight, but by
modifying the existing weights Qs̈ and Q˙̇ṡ , the number of user changeable
parameters is reduced for simplicity. An array of Nt × Nṡ trajectories is then
generated, by running Algorithm 4.2, with all combinations of
νl,k, l ∈ {1, . . . , Nṡ} and Vs|j , j ∈ {0, . . . , Nt − 1}. The result can be seen in
Figure 4.2, which also demonstrates the effectiveness of multiple cost function
weights in generating a diverse set of trajectories. Note that by (4.20), for j = 0
there is no cost on either jerk and acceleration. Additionally, for νl,k = νmin,k and
νl,k = νmax,k, which are both contained in VNṡ (4.16) , respectively
ws|l,k = ws|νmin,k ws|l,k = ws|νmax,k hold via (4.17). Hence, these trajectories
attain the maximum acceleration as fast as possible for B-spline trajectories with
continuity constraint on the acceleration. Despite being generated with different
cost weights, each of the trajectories is assigned a cost with the same original
(i.e., j = 1) cost Vs|1 = Vs and vector related to reference velocity ws|c,k. This
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Figure 4.2: Trajectories single plan step: generated (cost: low high), selected
( ) and reference velocity vc(t) ( ). With n = 6, p = 5, Nṡ = 9,[
s
(2)
i , s

(2)
i

]
= [−3, 3] m s−2, Qs = [1, 0, 1]. Left: Vs|j , j ∈ {1, . . . 4}, Right:

Vs|j , j = 1.

ensures that the trajectory that indeed follows the global reference vc(t), while
minimizing (4.3a), gets selected. The other trajectories are only generated in
case this trajectory gets invalidated, either due to a collision with obstacles or by
violation of constraints.

Consecutive implementation of this planner can be seen in Figure 4.3, which
shows the generated and selected trajectories for tp = 1 s. Note that typically
the update rate would be higher, but for illustrative purposes a slower update
rate was chosen. The figure demonstrates that the selected trajectories are again
practically temporally consistent, as the red line of the selected trajectory in each
of the plan steps nearly overlaps with the other red lines.

4.1.3 Lateral Trajectory Generation

Vehicle following is only performed in the longitudinal direction (i.e., coordinate
s(t)). However, lateral trajectories are still required successful navigation of
traffic by an automated vehicle, in both cooperative as well as autonomous
operation. Lateral trajectories are constructed with the objective to perform lane



92 Autonomous Planner and Combined Framework

0 2 4 6 8 10 12 14
0

50

100

150

s i
(t
)

[m
]

0 2 4 6 8 10 12 14
0

10

20
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Figure 4.3: Trajectories: generated (cost: low high), selected ( ) and reference

velocity vc(t) ( ). With n = 6, p = 5, tp = 1 s , Nṡ = 9, Nt = 4,
[
s
(2)
i , s

(2)
i

]
=

[−3, 3] m s−2, Qs = [1, 0, 1].

centering regardless of the motion of the preceding vehicle. An option for the
construction of lateral trajectories by means of B-splines is presented next. For
lateral trajectories a similar but slightly different approach is taken. The
reference for lateral trajectories `c(t) is typically equal to zero, which would
result in lane centering (see also Figure 2.2). If the top layer route planner
indicates that a different lane should be driven to for example take the offramp
of a highway or pre-sort when approaching a multi-lane traffic light. The lateral
trajectories can also be represented by means of B-splines, although this is not
strictly required for the framework of the autonomous and cooperative vehicle
that is used here. Denote the n + 1 control points for the lateral B-spline
trajectory of degree p by

Ri,k =
[
R0,i,k R1,i,k . . . Rn,i,k

]ᵀ
(4.21)

Note that it is not required that longitudinal and lateral trajectories are of the
same degree, or have the same number of control points. However, it is
convenient as this allows to use the same basis functions Bn,p(t), which speeds
up implementation on the real time platform, as basis functions only need to be
evaluated once, and can then be simply post-multiplied by the coefficients of all
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lateral and longitudinal trajectories.
For lateral B-spline trajectories the following general cost function is

minimized

J`|i,k =

∥∥∥∥∥∥∥∥∥∥∥∥∥


Q`In+1×n+1

Q ˙̀∆∆∆20

Q῭∆∆∆30

Q˙̇ ˙̀∆∆∆40


︸ ︷︷ ︸

V`

Ri,k −Q`



`c(µ0)
...

`c(µn)
0n×1

0n−1×1

0n−2×1


︸ ︷︷ ︸

w`|c,k

∥∥∥∥∥∥∥∥∥∥∥∥∥
2

, (4.22a)

s.t.

[ 1 0 . . . 0
][

1 0 . . . 0
]
∆∆∆10[

1 0 . . . 0
]
∆∆∆20


︸ ︷︷ ︸

Z`

Ri,k = ΛΛΛi(ti,k)︸ ︷︷ ︸
q`

, (4.22b)

where, Q` represents the weight associated with the difference of lateral
position with respect to the desired lateral position, and Q ˙̀, Q῭, Q˙̇ ˙̀ represent
the cost associated to lateral velocity, acceleration and jerk respectively. Similar
to the various reference velocities that are used to generate multiple longitudinal
trajectories, various lateral reference positions are considered to generate
multiple swerves. This allows the vehicle to deviate from the desired lane
centerline, as also discussed in Section 2.1.4. The range in which these lateral
trajectories can vary is determined by right road bound `R, left road bound `L
and specified acceleration bound `(2). To find a range of feasible terminal lateral
positions, the equivalent of (4.4) for lateral trajectories is used

R(d−1)
i =

[
1 0 . . . 0

∆∆∆d (d−1)

]−1 [
`(1)(ti,k)

R(d)
i

]
, (4.23)

which can be used to in combination with the control points corresponding to the
maximum left swerve spline and maximum right swerve spline that satisfy the
acceleration constraint

∣∣∣῭(t)∣∣∣ ≤ `(2) of plan step k are defined as

R(2)

Ri,k
= [῭(ti,k),−`(2), . . . ,−`(2)]ᵀ, (4.24)

R(2)

Li,k
= [῭(ti,k), `(2), . . . , `(2)]ᵀ. (4.25)

By combining these with the initial condition for the lateral velocity ˙̀(ti,k), the
control points of B-spline trajectories with the lowest and highest velocity
respectively, that satisfy acceleration bound

∣∣∣῭(t)∣∣∣ ≤ `(2) can be found analogous
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to (4.7) via[
R(1)

Ri,k
R(1)

Li,k

]
=

[
1 0 . . . 0

∆∆∆21

]−1
[

˙̀(ti,k) ˙̀(ti,k)

R(2)

Ri,k
R(2)

Li,k

]
, (4.26)

[
R

Ri,k R
Li,k

]
=

[
1 0 . . . 0

∆∆∆10

]−1
[
`(ti,k) `(ti,k)

R(1)

Ri,k
R(1)

Li,k

]
. (4.27)

Note that this acceleration is not the lateral acceleration of the vehicle in
Cartesian coordinates, but instead the relative acceleration in the direction
perpendicular to the road centerline. As a result of curvature of the reference
line, the acceleration in the vehicle frame can still be higher then the
acceleration bound. Hence, acceleration constraints in the Cartesian coordinates
are checked afterwards, during the feasibility check of all generated trajectories.
N` lateral trajectories are generated for each of the (Nṡ +Ns)Nt longitudinal
trajectories. These N` trajectories are distributed between right road bound `R
and left road bound `L. Additionally, the maximum and minimum allowed
lateral deviation computed by (4.27) is considered via

`min,k = max
(
`R,
[
0 . . . 0 1

]
RRi,k

)
, (4.28)

`max,k = min
(
`L,
[
0 . . . 0 1

]
RLi,k

)
. (4.29)

Then lateral positions `l,k are defined as

`l,k =

`c,k, if l= arg min
j∈{1,...,N`}

|`c,k−Rj | ,

Rl, otherwise,
l∈{1, . . . , N`}, (4.30)

Rl = `min,k + (`max,k − `min,k)
l − 1

N` − 1
, l ∈ {1, . . . , N`} (4.31)

`c,k = `c(ti,k + Ti). (4.32)

With these lateral positions `l,k, l ∈ {1, . . . , N`}, trajectories are generated by
means of minimization of the following cost function

J`|j,l,i,k=

∥∥∥∥∥∥∥∥

Q`In+1×n+1

jQ ˙̀∆∆∆20

jQ῭∆∆∆30

jQ˙̇ ˙̀∆∆∆40


︸ ︷︷ ︸

V`,j

Ri,k−Q`


`l,k1n+1×1

0n×1

0n−1×1

0n−2×1


︸ ︷︷ ︸

w`|l,k

∥∥∥∥∥∥∥∥
2

,
j ∈ {0, . . . , Nt−1},
l ∈ {1, . . . , N`}.

(4.33)

Note that this cost function to generate trajectories differs from the cost function
(4.22a), which is used to assign a cost. Trajectories minimizing
J`|j,l,i,k, j ∈ {1, . . . , 5}, l ∈ {1, . . . , 9} are shown in Figure 4.4. It can be seen
that the lateral trajectories, are very diverse, such that it is likely a feasible
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Figure 4.4: Trajectories single plan step: generated (cost: low high), selected
( ) and reference position `c(t) ( ). With n = 6, p = 5, `L = 4m, `R =
−3m, Lateral weights Q` = 2, Q ˙̀ = 1, Q῭ = Q˙̇ ˙̀ = 0.

trajectory is generated. Note that only single swerves (e.g., such as lane
changes) are generated by means of this minimization approach, even through
the B-spline could be used to describe lateral trajectories with multiple lateral
swerves (e.g., overtaking by first moving to the left, and moving back to the right
when a vehicle is passed), especially for higher values of n− p. The construction
of lateral trajectories was however, not the focus of this work, and is only
included to demonstrate some basic functionality. The use of B-splines for lateral
trajectories yield an extendible approach: lateral trajectories can be constructed
that do include multiple swerves, which has advantages as explained in [21],
such as more feasible trajectories for overtaking with on-coming traffic.
Additionally, it should be noted that for the cooperative trajectory that is
generated by means of the approaches explained in Section 3.3, Nt × N` lateral
trajectories are generated. This is done such that a cooperating vehicle is still
capable of navigating around static obstacles that are positioned near the road
centerline, for example. The lateral components of the cooperative trajectories
are thus relative to the road, rather then to the preceding vehicle. This prevents
issues with corner cutting as described in [135] [136].

4.2 Combined Autonomous and Cooperative
Trajectory Planning

With both the lateral as well as the longitudinal trajectories generated, the
autonomous vehicle is capable of deviating from the reference path and velocity.
However, the complete functionality of the automated vehicle includes both
taking into account obstacles and other road users, as well as selecting either
cooperative or autonomous driving. This is explained next. First, consider the
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Figure 4.5: Trajectories single plan step: generated (cost: low high), selected
( ) and reference position `c(t) ( ). With n = 6, p = 5, `L = 4m, `R =
−3m, Longitudinal Qs = [25, 0, 25], Lateral weights Q` = [1, 0.5, 0, 0].

combined cost function

Ji,k =
1

vc(ti,k+Ti)

∥∥VsPi,k−Qṡws|c,k
∥∥

2
+
∥∥V`Ri,k−Q`w`|c,k

∥∥
2
, (4.34)

where ws|c,k is according to (4.18) and w`|c,k according to (4.22a). Note that
the scaling factor vc(ti,k+Ti) is used to make the longitudinal cost relative to the
reference velocity. This makes sure that overtaking is possible at all reference
velocities. This cost function is used to assign a cost to the combined lateral and
longitudinal trajectories. Figure 4.5 shows the generated combined autonomous
trajectories in the spatial frame, with an initial forward velocity of ṡi(0) = vc =
10 m s−1, [Nṡ, N`, Nt] = [9, 9, 5], such that a total of 405 trajectories are generated.
Cost function parameters are chosen as Qs = [Qṡ, Qs̈, Q˙̇ṡ ] = [25, 0, 25] and Q` =[
Q`, Q ˙̀, Q῭, Q˙̇ ˙̀

]
= [1, 0.5, 0, 0].

Clearly, a very diverse set of trajectories is generated that spans the entire
range of desired lateral trajectories from `L to `R. However, the used cost
function does not include all of the desired behavior. For example, trajectories
that only nearly miss obstacles and other road vehicles, are still labelled as
‘collision’ free, whereas in practice a safety margin in desired. Additionally, in
continental Europe, the convention is to overtake vehicle on the left, rather then
on the right.

Combined Lateral and Longitudinal Planning with Obstacles

To deal with obstacles and other road users in the cost function, an additional
cost similar to the cost used in [94] and [95] is used. A two dimensional Gaussian
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function is used defined by

G(x, y, θ, σx, σy) = exp

−
[
x y

]
cos2 θ
2σ2
x

+ sin2 θ
2σ2
y

sin(2θ)
4σ2
x
− sin(2θ)

4σ2
y

sin(2θ)
4σ2
x
− sin(2θ)

4σ2
y

sin2 θ
2σ2
x

+ cos2 θ
2σ2
y


x
y


, (4.35)

which has a shape determined by parameter σx and σy and θ rotates this shape
with respect to the primary coordinates x and y. The function is then evaluated
with the relative distance to all objects in the Frenet frame, denoted by the set O,
and all other road users, denoted by the set V, and X = O ∪ V,

Jo,j = Qo

ti,k+Ti∫
ti,k

G(δsj (t), δ`j (t), θj , σs,j , σ`,j) dt, j ∈ O, (4.36)

Ju,j = Qu

ti,k+Ti∫
ti,k

G(δsj (t), δ`j (t), θj , σs,j , σ`,j) dt, j ∈ V. (4.37)

The shape of the Gaussian function is determined by parameters σs,j , σ`,j and
weights Qu and Qo for respectively the other road users and obstacles. δ`j (t) and
δsj (t) are the distances in the Frenet frame of the edge of the host vehicle, to the
edge of the obstacle computed as,

δsj (t) = max

(∣∣∣∣Bn,p(t)Pi,k+
Li−Lj

2
−sj(t)

∣∣∣∣−Lj+Li2
, 0

)
, j ∈ X , (4.38)

δ`j (t) =


0 if:

j ∈ V ∧ Bn,p(t)Ri,k < `j(t)

∧ Bn−1,p−1(t)∆∆∆10Pi,k> ṡj(t)

max

(
|Bn,p(t)Ri,k − `j(t)| −

Wj+Wi

2
, 0

)
, otherwise

j ∈ X , (4.39)

where Li and Wi represent the length and width of the host vehicle, and Lj and
Wj the length and width of obstacle j. Recall that the progression si(t) of vehicle
i defines the position of the rear of each vehicle, as can be seen in Figure 3.1.
Hence, the longitudinal distance between the edges of the vehicles, described by
(4.38), needs to be corrected for the difference in vehicle length, unlike the lateral
distance (4.39). Note that for other road users (i.e., j ∈ V), the lateral distance is
set to 0, if the trajectory of the host vehicle is to the right of the other road user,
and the host vehicle is driving faster then the other road user. This ensures that a
large cost is assigned if the trajectory passes the obstacle on the right. Note that
this should not be applied in cases where the law does not prevent ‘overtaking’
on the right, such as for example when a vehicle is at standstill for a red light at
a traffic light, while the lane of the host vehicle has a green light. A visualization
of the Gaussian function is given in Figure 4.6. The left figure shows a simple
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Figure 4.6: Gaussian cost function (cost: low high), for σ2

s = σ2
` = 1, left: j ∈ O,

right: Bn,p(t)Pi,k> ṡj(t), j ∈ V

example for an obstacle (i.e., j ∈ O), while the right figure shows the modified
Gaussian function, in case the host vehicle drives faster than the other road user
(i.e., j ∈ V), in which the cost associated to the vehicle extends to the right side
of the vehicle.

By combining (4.36) and (4.37) with the cost function without obstacles,
(4.34), the following cost function is found

Ji,k=
1

vc(ti,k+Ti)

∥∥VsPi,k−Qṡws|c,k
∥∥

2
+
∥∥V`Ri,k−Q`w`|c,k

∥∥
2

+
∑
o∈O

Jo,o +
∑
u∈V

Ju,u. (4.40)

A scenario is simulated using this cost function, with B-spline parameters n = 6,
p = 5, Ti = 5 s and trajectory parameters [Nṡ, N`, Nt] = [9, 9, 5], and that are
updated at tp = 1 s. The cost function is evaluated with longitudinal weights
Qs = [Qṡ, Qs̈, Q˙̇ṡ ] = [25, 0, 25] and lateral weights Q` =

[
Q`, Q ˙̀, Q῭, Q˙̇ ˙̀

]
=

[1, 0.5, 0, 0], with the shape of the obstacle cost function determined by σ2
s = σ2

` =
0.15, Qu = Qo = 5. The host vehicle using this cost function then result in the
behavior demonstrated in Figure 4.7, which illustrates how the host vehicle first
drives around a stationary vehicle and then drives around an obstacle. Note that
the cost function can be improved further, to fine-tune the behavior of the vehicle.

Switching between Cooperative and Autonomous Trajectory Planning

Finally, each vehicle equipped with the presented planning framework plans both
autonomous as well as cooperative trajectories simultaneously. A cooperative
trajectory can be generated for the nearest vehicle in front of the host vehicle in
each lane. The set of next vehicles is denoted W, which is contained in the set
of other road users W ⊆ V. As a result, each plan step (Nṡ + Ns + |W|)N`Nt
trajectories are generated, where |W| denotes the cardinality or size of the set
W. Note that the trajectories in Chapter 3 can be generated for a multitude of
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Figure 4.7: Interaction with road user ( ) and obstacle ( ). Generated trajectories
(cost: low high), collision ( ) selected ( ) and reference position
`c(t) ( ).

candidate vehicles, with which platooning can be initiated. This can be useful in
scenarios with multiple lanes for example. From this set of generated trajectories,
a single trajectory is selected for execution. Each of the generated trajectories is
assigned a cost using the same cost function. To allow for cooperative trajectories
to be selected, a discount is attributed to them. This discount compensates for
the additional cost that results from driving at a different velocity then the desired
velocity (e.g., 1

vc(ti,k+Ti)

∥∥VsPi,k −Qṡws|c,k
∥∥

2
). With the discount for cooperative

driving, the following combined cost function is used

Ji,k =
1

vc(ti,k+Ti)

∥∥VsPi,k−Qṡws|c,k
∥∥

2
+
∥∥V`Ri,k−Q`w`|c,k

∥∥
2

+
∑
o∈O

Jo,o +
∑
u∈V

Ju,u −
∑
w∈W

Jp,w, (4.41)

Jp,j = Qp

ti,k+Ti∫
ti,k

G(ei,j(t), 0, 0, σps,j , σp`,j) dt, j ∈ W, (4.42)

ei,j(t) = sj(t)− (si(t) + Li)− cr,i(t)− hiṡi(t), (4.43)

where σps,j determines the shape of the ‘platooning discount’ area, for discount
Jp,j with discount parameter Qp and the spacing error is defined according to
the time-varying spacing policy of Section 3.4. The discount area spans the
entire width of the road due to the lateral component in the cost being set to
zero, as is illustrated in Figure 4.8. Therefore, parameter σp`,j can be set to one
arbitrarily, as it does not impact the shape of the discount area. Note that since
the lateral position is not important the Gaussian function is in fact one
dimensional. Because the discount area spans the entire width of the road, it
allows a platoon to overtake a slower moving vehicle one by one, and prevent
the whole platoon from switching lanes simultaneously, which does not scale
well to larger platoons. If the platooning discount parameter Qp is sufficiently
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Figure 4.8: Gaussian discount function for cooperation (cost: low high), for
σps,j = 1

4
. Center of discount area is located at dr,i(t) of (3.4) of rear bumper

of other road user.

large for a given velocity of the preceding vehicle, the cooperative trajectories
are selected in favour of the trajectories that overtake the slower preceding
vehicle.

A simulation study is used to demonstrate that parameter Qp can be used to
control the behavior of the host vehicle in terms of whether or not to cooperate
with the vehicle in front. In both cases, the following parameters are used. The
trajectories are constructed by means of B-splines with n = 6 and p = 5, Ti =
5 s, and are updated each tp = 0.2 s. The trajectory parameters are chosen as
[Nṡ, N`, Nt] = [9, 9, 5]. The cost function is evaluated with longitudinal weights
Qs = [Qṡ, Qs̈, Q˙̇ṡ ] = [25, 0, 25] and lateral weights Q` =

[
Q`, Q ˙̀, Q῭, Q˙̇ ˙̀

]
=

[1, 0.5, 0, 0], with the shape of the obstacle cost function determined by σ2
s = σ2

` =
0.15, Qu = Qo = 5. The shape of the discount area is determined by means of
σps,j = 0.5 m. A vehicle, which represents a commercial truck, withW0 = 2 m and
L0 = 16 m, is simulated driving at a constant velocity with a reference velocity of
vc = 80 km h−1. A second vehicle representing a regular vehicle with W1 = 1.5 m
and L1 = 2 m and a higher reference velocity of vc = 100 km h−1 is approaches
this commercial truck at this higher reference velocity from a distance of 40 m.
The results of two such simulations are shown in Figure 4.9, for two values of Qp.
The second vehicle has platooning parameters with a gap size c1 = 5 m and a time
gap of h1 = 0.5 s. The two cases shown in the figure illustrate one case in which
the second vehicle starts platooning, and one case in which the vehicle overtakes
the slower truck. In the plots, the outline of the truck is plotted for varying stages
of the planning horizon, varying from ti,k to ti,k + Ti, witch decreasing opacity.

A second scenario, where a steady state platoon approaches a truck, which is
driving at a slower steady state velocity, is simulated with identical parameters
as before and Qp = 0. The results are summarized in Figure 4.10, which depicts
the executed path of the lead vehicle in the platoon in black, and blue for the
trailing vehicle in the platoon. It can be seen that the platoon overtakes the slower
moving truck, where each vehicle determines when to move to the adjacent lane
independently from the other vehicles in the platoon, while in the curvilinear
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(a) Overtaking is selected, Qp = 0, σps,j = 0.5, at times t = [0, 4, 7, 10] s
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(b) Platooning is selected, Qp = 20, σps,j = 0.5, at times t = [0, 4, 7, 10] s

Figure 4.9: Platooning switching with Road user ( ). Generated trajectories (cost: low
high), collision ( ), selected ( ), executed ( ).
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Figure 4.10: Platoon overtaking a Truck ( ). Selected trajectories( ), executed first
platoon vehicle ( ), last vehicle ( ), at times t = [0, 5, 10, 15, 20, 25] s

coordinate, the platoon is driving in steady state according to the spacing policy
(3.4). Note that if a higher value for Qp was chosen for the lead vehicle of
the platoon, the platoon would have started platooning with the truck instead
of overtaking. If then also a vehicle further upstream (e.g., for i = N), has a
sufficiently low value of Qp, the platoon would break up, and all vehicles (i ≥ N)
behind would follow the vehicle with (e.g., i = N) in overtaking the vehicles
in front. This occurs because a cooperative trajectory then becomes available
that drives closer to the desired velocity. This, in combination with the switching
behavior of Figure 4.9 illustrates the effectiveness of the planner in the ad-hoc
breaking and forming of platoons.
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4.3 Summary

The framework for cooperative trajectory planning by means of B-splines
requires that the lead vehicle of the platoon also utilizes B-spline trajectories.
The construction of these autonomous B-spline trajectories presented first.
Trajectories are generated by means of minimization of a cost function. By
adjusting the cost parameters, a diverse set of trajectories is generated, which
includes both highly energetic trajectories as well as smooth trajectories. A
single cost function is then used to select the trajectory for execution. Unlike the
polynomial planner of [18], the higher energetic (and uncomfortable)
trajectories are not required to be selected for temporal consistency. Both
longitudinal, as well as lateral trajectories are constructed. Although currently
not implemented, the use of B-spline lateral trajectories would allow a single
trajectory to contain multiple lateral swerves. This could benefit temporal
consistency, as for an overtaking manoeuvre both the departure to the overtake
lane, as well as the departure from the overtake lane could be described using a
single trajectory.

Additionally, a framework for combined cooperative and autonomous driving
is presented. A single parameter can be used to tune the behavior of the host
vehicle, and determine for what velocity difference the cooperative platooning
trajectory is selected and when the autonomous trajectory that overtakes the
vehicle in front is selected. In summary, a framework for B-spline trajectory
planning is presented, for both autonomous as well as cooperative trajectories.
By equipping all vehicles with the same framework, all vehicles generate both
autonomous as well as cooperative trajectories simultaneously, while
communicating their selected trajectory for execution. Each vehicle in the string
can determine whether or not remaining in the platoon is beneficial, or if it is
more suitable to overtake the vehicle in front. In this framework, lateral
behavior is never cooperative, but defined in terms of lateral position on the
road. This prevents issues with corner cutting traditionally seen in lateral vehicle
following.





Chapter 5
String Stability Analysis

The cooperative trajectory planning method presented in Chapter 3, is intended
to be string stable. A numerical study is performed to examine for which
combinations of time gap and planning delay, the string demonstrated string
stable behavior in the considered scenarios. However, a more rigorous
mathematical analysis is required to formally analyse string-stability. This
chapter presents this mathematical analysis.

First, in Section 5.2 the hybrid dynamics of the trajectory planning method
are discussed, which combine the discrete planning updates for time steps k,
with the continuous time description of the B-spline trajectories. For the purpose
of simplicity, the analysis is limited to the time-invariant spacing policy of (3.4).
It is demonstrated that the consecutive B-spline coordinates can actually be
written as states of a linear time invariant (LTI) discrete time system. The
B-spline control points are hence used as state description of the discrete time
system. Furthermore, the control points completely define the behavior of the
continuous time signals (state trajectories can be expressed linearly in the
control points). Subsequently, the L2 signal norm of the relevant continuous
time states can be expressed quadratically in the control points of the B-spline
trajectories.

This is utilized to formally define L2 string stability, for a broader class of
trajectory planning algorithms. First, in Section 5.3, string stability is considered
in the frequency domain, for arbitrary inputs. It is demonstrated that in fact the
planning algorithm is string unstable for arbitrary inputs of the lead vehicle.
However, this might very well correspond to scenarios that are not relevant for
practical use. Therefore, a second analysis is presented in Section 5.4 for lead
vehicles that are approximately temporal consistent. It is shown that for
arbitrary changes in velocity for the lead vehicle, the planning algorithm of the
following vehicles does result in string stable behavior, for platoons following the
lead vehicle of Section 3.3.4 as well as the lead vehicle described in Chapter 4.



106 String Stability Analysis

Finally, delays are also taken into consideration for the approximately temporal
consistent lead vehicle.

5.1 L2-String Stability

First, the string stability criterion is formalized. A detailed definition for Lp string
stability is provided in [30] and [3], which define Lp string stability as follows.
Given an interconnected system

ẋ0 = fr(x0,ur), (5.1a)

ẋi = fi(xi,xi−1), i ∈ Vm, (5.1b)

yi = g(xi), i ∈ Vm, (5.1c)

with xi ∈ Rqx , yi ∈ Rqy , the states and outputs of the subsystems, with i ∈
Vm, Vm = {1, . . . ,m} and ur ∈ Rqu the external input to the first system. Let
x =

[
xᵀ

0 xᵀ
1 . . . xᵀ

m

]ᵀ
with equilibrium solution x̌ =

[
x̌ᵀ

0 x̌ᵀ
1 . . . x̌ᵀ

m

]ᵀ
for

ur = 0. The interconnected system is then Lp string-stable if there exist class
K functions α and β (i.e., functions that are continuous, strictly increasing and
have α(0) = 0, β(0) = 0), such that, for any initial state x(0) ∈ R(m+1)qx and any
ur ∈ Lqup

‖yi(t)− g(x̌i)‖Lp ≤ α
(
‖ur(t)‖Lp

)
+ β (‖x(0)− x̌‖) , t ∈ [0,∞). (5.2)

If in addition

‖yi(t)− g(x̌i)‖Lp ≤ ‖yi−1(t)− g(x̌i−1)‖Lp , (5.3)

the system is strictly Lp string stable with respect to its input ur(t). Here ‖·‖Lp
denotes the signal p-norm, which for signal yi(t) is defined as

‖yi(t)‖Lp =
p

√∫ ∞
0

‖yi(t)‖pp dt, (5.4)

and Lqp denotes the q-dimensional space of vector signals that are bounded in
the Lp sense (i.e., have a bounded p-norm). In (5.2), the term β (‖x(0)− x̌‖)
accounts for initial condition perturbations and the term α

(
‖ur(t)‖Lp

)
takes the

external input ur(t) into account.
In the case of the planned cooperative trajectories, vehicle states

Si,k(t) =
[
si,k ṡi,k s̈i,k

]ᵀ
in plan step k are prescribed by B-splines over a time

horizon spanning from planning time ti,k to ti,k + Ti. However, due to the
implementation, the planning is updated after update time tp, after which a new
B-spline is generated to describe the vehicles states via planning Si,k+1(t). As a
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s̈i,k(t), t∈ [ti,k, ti,k+Ti]
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Figure 5.1: Discrete time representation of continuous time state trajectory

result, the vehicle states over time can be represented by piecewise B-splines.
Figure 5.1 illustrates how the continuous-time state trajectory s̈i(t) can be
represented exactly by the sequentially planned trajectories
s̈i,k(t), t ∈ [ti,k, ti,k+1]. Consequently, the output yi(t) is also a piecewise
B-spline, such that (5.4) can be written as

‖yi(t)‖Lp =
p

√√√√ ∞∑
k=0

∫ tp

0

‖yi,k(t)‖pp dt, (5.5)

where yi,k(t) denotes the output of the trajectory at plan step k. Considering s̈i(t)
as output yi(t) and the definition of B-spline trajectory of Chapter 3 in (3.26), the
planned B-spline trajectories directly describe the output as

yi,k(t) := s̈i,k(t) = Bn−2,p−2(t)P(2)
i,k = Bn−2,p−2(t)∆∆∆20Pi,k. (5.6)

Next, considering specifically L2 string stability, then

‖yi(t)‖L2
=

2

√√√√ ∞∑
k=0

∫ tp

0

‖s̈i,k(t)‖22 dt =
2

√√√√ ∞∑
k=0

Pᵀ
i,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈∆∆∆20Pi,k, (5.7)

where (ΨΨΨᵀ
s̈ΨΨΨs̈) ∈ Rn−1×n−1 can be determined by means of Appendix A. Note that

(ΨΨΨᵀ
s̈ΨΨΨs̈) is indeed positive semi-definite, due to ‖yi(t)‖L2

being non-negative. It is
not positive definite, as not all control points in Pi,k necessarily affect the output
on the executed part of the trajectory yi(t), 0 ≤ t ≤ tp. Hence, the requirement
on the L2-norm of the output can be written as a requirement on the control
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points

‖yi(t)‖L2
≤ ‖yi−1(t)‖L2

,
∞∑
k=0

Pᵀ
i,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈∆∆∆20Pi,k ≤
∞∑
k=0

Pᵀ
i−1,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈∆∆∆20Pi−1,k.
(5.8)

Additionally, by defining

ỹi,k := ΨΨΨs̈∆∆∆20Pi,k, (5.9)

‖ỹi,k‖2`2 :=

∞∑
k=0

ỹᵀ
i,kỹi,k = ‖yi(t)‖2L2

, (5.10)

where ‖·‖`2 denotes the `2-norm of a time-series. Hence, (5.8) can be rewritten
as

‖ỹi,k‖`2 ≤ ‖ỹi−1,k‖`2 . (5.11)

Thus to check the string stability in continuous time, it is sufficient to consider the
discrete time series of the control points Pi,k. Next, the discrete time dynamics
of both the lead vehicle, as well as following vehicles is discussed.

5.2 Discrete-Time Dynamics of Planning Algorithm

Although the planned trajectories are planned in continuous time, they are
planned at discrete time intervals. The vehicle state Si(ti,k) at which plan step k
is initiated, is a function of the planning in the previous plan step k − 1. The
planned vehicle state as function of time, is computed by means of the basis
functions Bn,p(t) of (3.23) (defined on t ∈ [ti,k, ti,k + Ti]), and control points
Pi,k. Constant acceleration extrapolation is included to also define the planning
past the time horizon t > ti,k + Ti by means of (3.34), such that the vehicle
states Si,k(t) of vehicle i planned at step k can be written as

Si,k(t) =

si,k(t)
ṡi,k(t)
s̈i,k(t)

 = ΥΥΥi(t− ti,k)Pi,k, ti,k ≤ t, (5.12)

ΥΥΥi(t) =



 Bn,p(t)I
Bn−1,p−1(t)∆∆∆10

Bn−2,p−2(t)∆∆∆20

 , if t ≤ Ti,1 (t− Ti) 1
2 (t− Ti)2

0 1 (t− Ti)
0 0 1

ΥΥΥ(Ti), if t > Ti,

(5.13)
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where ΥΥΥ(t) is again defined as in (5.13). This notation is used to have a single
notation for both evaluating within the time horizon of the planning, as well
as for t > Ti. Note that planning times ti,k are related as ti,k = ti,k−1 + tp,
with tp the planning update time. Denote the actual trajectory of the vehicle by
Si(t) =

[
si(t) ṡi(t) s̈i(t)

]ᵀ
, whereas the planned trajectories are denoted by

Si,k(t). By assuming perfect tracking of the planned trajectories, the vehicle state
Si(ti,k) is equal to the planned vehicle state of plan step k − 1 via

Si(ti,k) = Si,k−1(ti,k) = ΥΥΥi(tp)Pi,k−1. (5.14)

Additionally, as the new planning at time step k is initiated from the current
vehicle state, the following equality with control points for time step k should
also be satisfied

Si(ti,k) = Si,k(ti,k) = ΥΥΥi(0)Pi,k. (5.15)

Hence, the control points for all vehicles (leader or following) are subjected to
the constraint

ΥΥΥi(0)Pi,k = ΥΥΥi(tp)Pi,k−1. (5.16)

The remaining dynamics are different for the leader and following vehicles, and
are discussed next. All of the presented trajectory generating algorithms can be
summarized as quadratic minimizations over de control points, subjected to
equality constraints. Hence, the planning problem can be written in the general
form

min
Pi,k
‖VPi,k −w‖2 , (5.17a)

s.t. ZPi,k = q, (5.17b)

where ZPi,k = q represents the equality constraint and for which the solutions
are found directly via

Pi,k =
[
In+1 0

]−1
[
2VᵀV Zᵀ

Z 0

] [
2Vᵀw

q

]
. (5.18)

In what follows, for each of the algorithms it is discussed which values it takes for
Z, V, w and q. Note that if w and q are linear in Pi−1,k and Pi,k−1 respectively
(e.g., when the equality constraint involves the previously planned trajectory via
Pi−1,k), the solution (5.18) can also be written as

Pi,k = AiPi,k−1 + BiPi−1,k + Ei. (5.19)

In order to satisfy certain properties (such as continuity and achieving steady state
vehicle following), Appendix B presents requirements on discrete-time dynamics
matrices Ai, Bi and Ei. These can be used to come up with different planning
strategies than presented in this thesis.

This result can be summarized in the following theorems
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Theorem 5.1. The continuous-time trajectory of a vehicle (assuming perfect
tracking) that utilizes a receding horizon trajectory planner, in which the planned
trajectories Si,k(t), t ∈ [ti,k, ti,k+1] (where ti,k+1 = ti,k + tp) are constructed by
means of B-splines, can be represented exactly by a discrete-time series of control
points Pi,k for given Basis functions Bn,p(t).

Proof. Assuming perfect tracking of the planned trajectories, the executed
trajectory perfectly follows the planned trajectories. These planned trajectories
are constructed by means of B-splines. Consequently, the executed trajectory of
such a vehicle consists of piecewise B-splines. Specifically, during planning step
k, the vehicle will execute the motion spanning from t ∈ [ti,k, ti,k+1], where
ti,k+1 = ti,k + tp. During planning step k the executed motion is described by

Si,k(t) = ΥΥΥi(t− ti,k)Pi,k, ti,k ≤ t ≤ ti,k + tp, (5.20)

with ΥΥΥi(t) according to (5.13). Hence, for given basis functions array ΥΥΥi(t) the
motion during planning step k is fully described by Pi,k. Similarly, segment k+ 1
is fully described by Pi,k+1, segment k + 2 by Pi,k+2 and so on, which completes
the proof.

Theorem 5.2. The continuous time trajectory of a vehicle (assuming perfect
tracking) that utilizes a receding horizon trajectory planner, in which the planned
trajectories are constructed by means of B-splines that minimize a quadratic cost
with linear equality constraints in its control points, can be represented by an
equivalent discrete-time system and initial trajectory planning P0,0 for vehicle
i = 0, and initial planning Pi,0 and initial planning of preceding vehiclePi−1,0 for
vehicle i > 0.

Proof. Using the result of Theorem 5.1 the continuous time trajectory can be
represented fully by the series of control points Pi,k, k ∈ {0, . . . ,∞}. Since
trajectories should be feasible, they should be initialized in the state of the
system at the time instance of the start of the planning ti,k. The state at the start
of the next planning step ti,k+1 can therefore be described by

Si,k(ti,k+1) = ΥΥΥi(tp)Pi,k = ΥΥΥi(0)Pi,k+1 (5.21)

The presented planning algorithms can be written in the form (5.17), with
solutions in the form of (5.18). Provided that w and q are linear in Pi−1,k and
Pi,k−1 respectively (e.g., when the equality constraint involves the previously
planned trajectory via Pi−1,k), the solution (5.18) can also be written as (5.19),
which in combination with initial condition Pi,0 and Pi−1,0, i > 0 is equivalent
to a discrete time system with the control points of the consecutive B-spline
trajectories as states. These control points can then be used to construct the
piecewise B-spline trajectory, which completes the proof.
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5.2.1 Lead Vehicle

The dynamics of the lead vehicle can take different forms. First, in Section 3.3.4,
dynamics for the lead vehicle are discussed that attempt to minimize the
difference with respect to the previously generated trajectory, evaluated at the
Greville abscissae. These dynamics are used to evaluate the performance of the
following vehicle in terms of string stable behavior. A second algorithm for the
lead vehicle is presented in Section 4.1.1, which is used to track a given velocity.
In the remainder of this section, these two planning algorithms are formulated
as discrete-time dynamic systems.

Trajectory Matching Planner

The lead vehicle described in Section 3.3.4 and [122] is set-up as an initial
condition response. The control points of each consecutive planning cycle
attempts to minimize the error

J0 =

n∑
j=3

(s0,k(t0,k + µj)− s0,k−1(t0,k + µj))
2
. (5.22)

However, note that in this case the trajectory needs to be extrapolated for any
plan step tp > 0, as the new trajectory extends further in time as the previous
one. The extrapolation of the trajectories by means of a constant acceleration
assumption is denoted as

si(t) =
[
1 0 0

]
ΥΥΥi(t− ti,k)Pi,k, ti,k < t, (5.23)

where ΥΥΥi(t− ti,k) is defined as in (3.34). The cost (5.22) can thus be written as

J0 =

∥∥∥∥∥∥∥∥∥∥∥∥

Bn,p(µ3)
...

Bn,p(µn)

Pi,k

︸ ︷︷ ︸
s0,k(t0,k+µj),j∈{3,...n}

−


[
1 0 0

]
ΥΥΥ0(tp + µ3)
...[

1 0 0
]
ΥΥΥ0(tp + µn)

P0,k−1

︸ ︷︷ ︸
s0,k−1(t0,k+µj),j∈{3,...n}

∥∥∥∥∥∥∥∥∥∥∥∥
2

. (5.24)

In addition to this minimization criterion and continuity constraint (5.16), also
the terminal acceleration is constrained at zero, and the terminal velocity of each
plan step is kept the same which is achieved by[[

0 0 1
]
ΥΥΥ0(T0)[

0 1 0
]
ΥΥΥ0(T0)

]
P0,k =

[
0[

0 1 0
]
ΥΥΥ0(T0)

]
P0,k−1. (5.25)
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Hence, this scenario can be represented by (5.17) with solution (5.18) for control
points at plan step k, when substituting

V =

Bn,p(µ3)
...

Bn,p(µn)

 , w =


[
1 0 0

]
ΥΥΥ0(tp + µ3)
...[

1 0 0
]
ΥΥΥ0(tp + µn)

P0,k−1, (5.26a)

Z =

 ΥΥΥ0(0)[
0 0 1

]
ΥΥΥ0(T0)[

0 1 0
]
ΥΥΥ0(T0)

 , q =

 ΥΥΥ0(tp)
0[

0 1 0
]
ΥΥΥ0(T0)

P0,k−1, (5.26b)

and can also be written as (5.19),

P0,k = A0P0,k−1, (5.27a)

A0 =
[
In+1 0

][VᵀV Zᵀ

Z 0

]−1


Vᵀ


[
1 0 0

]
ΥΥΥ0(tp + µ3)
...[

1 0 0
]
ΥΥΥ0(tp + µn)

 ΥΥΥ0(tp)
0[

0 1 0
]
ΥΥΥ0(T0)




. (5.27b)

Velocity-controlled Planner

Instead of attempting to match a previously planned trajectory, it is also possible
to track a given desired velocity, while penalizing large accelerations and jerk by
means of weights. This second type of planner is described in Section 4.1.1, where
multiple trajectories are generated. However, assuming all generated trajectories
pass the feasibility and collision test, the same optimal trajectory is selected each
time step. Therefore, this lead vehicle planner can be translated to the following
minimization

min
P0,k

∥∥∥∥∥∥
Qṡ∆∆∆10

Qs̈∆∆∆20

Q˙̇ṡ∆∆∆30

P0,k −

Qṡ 1n×1

0n−1×1

0n−2×1

u
∥∥∥∥∥∥

2

,

s.t. ΥΥΥ0(0)P0,k = ΥΥΥ0(tp)P0,k−1,

(5.28)

where u is the scalar input representing the desired velocity, Qṡ ≥ 0, Qs̈ ≥ 0,
Q˙̇ṡ ≥ 0 are weights for velocity, acceleration and jerk respectively. Note that this
minimization is applied directly at the control points, rather then on the resulting
spline. However, as the control polygon, constructed by the control points, dictate
the shape of the spline, and when the control polygon converges, the spline does
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as well. This results in the following:

V =

Qṡ∆∆∆10

Qs̈∆∆∆20

Q˙̇ṡ∆∆∆30

 , w =

Qṡ 1n×1

0n−1×1

0n−2×1

u, (5.29a)

Z = ΥΥΥ0(0), q = ΥΥΥ0(tp)P0,k−1, (5.29b)

which can be written in the form of (5.19)

P0,k = A0P0,k−1 + B0u, (5.30a)

A0 =
[
In+1 0

] [VᵀV ΥΥΥ0(0)ᵀ

ΥΥΥ0(0) 0

]−1 [
0

ΥΥΥ0(tp)

]
, (5.30b)

B0 =
[
In+1 0

] [VᵀV ΥΥΥ0(0)ᵀ

ΥΥΥ0(0) 0

]−1

Vᵀ

Qṡ 1n×1

0n−1×1

0n−2×1


0

 . (5.30c)

5.2.2 Follower Vehicle

For any follower vehicle using the approach described in Section 3.3, with a
solution for control points (3.32), the process of finding a trajectory can also be
written in the form of (5.17) with solution (5.18). Recall that the following
objective is minimized.

min
Pi,k

∥∥∥∥∥∥∥

[
1 0 0

]
ΥΥΥi−1(µ3)
...[

1 0 0
]
ΥΥΥi−1(µn)

Pi−1,k − ci − Li −ΩΩΩPi,k

∥∥∥∥∥∥∥
2

, (5.31a)

s.t. ΥΥΥi(0)Pi,k = ΥΥΥi(tp)Pi,k−1, (5.31b)

ΩΩΩ =

Bn,p(µ3) + hiBn−1,p−1(µ3)∆∆∆10

...
Bn,p(µn) + hiBn−1,p−1(µn)∆∆∆10

 , (5.31c)

which has a solution in the form of (5.18) as

V = ΩΩΩ, w =


[
1 0 0

]
ΥΥΥi−1(µ3)
...[

1 0 0
]
ΥΥΥi−1(µn)


ᵀ

Pi−1,k − ci − Li, (5.32a)

Z = ΥΥΥi(0), q = ΥΥΥi(tp)Pi,k−1. (5.32b)
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Due to the dependency of w on Pi−1,k this can also be written in the form of
(5.19) as

Pi,k = AiPi,k−1 + BiPi−1,k + Ei, (5.33a)

Ai=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1[
0

ΥΥΥi(tp)

]
, (5.33b)

Bi=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1

ΩΩΩᵀ


[
1 0 0

]
ΥΥΥi−1(µ3)
...[

1 0 0
]
ΥΥΥi−1(µn)


ᵀ

0

, (5.33c)

Ei=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1[
ΩΩΩᵀ1n−2×1(−ci − Li)

0

]
. (5.33d)

With the dynamics described lead vehicle dynamics of (5.27) or (5.30), and
the discrete-time follower vehicle dynamics (5.33), the behavior of the string of
vehicles is defined.

5.3 String Stability in the Frequency Domain

With the discrete-time dynamics of the vehicles described, it is now possible to
analyze string stability, for arbitrary inputs (i.e., the control points which are not
fixed due to continuity requirements) of the lead vehicle. First, a coordinate
transformation is used to transform the discrete-time state vector Pi,k, to state
coordinates that have an equilibrium in the origin, by removing the inherent
drift due to the curvilinear distance si(t) being included in the state vector. This
transformed state vector is used to define transfer functions that describe the
relation between relevant signals. Additionally, a reduction in dimension is used
to eliminate the control points of the acceleration spline that do not directly
impact the output on the executed part of the trajectory t ∈ [ti,k, ti,k + tp].
Finally, the transfer function Γi(z), which relates the L2-norm of the acceleration
signal of vehicle i − 1 to that of vehicle i, is shown to depend not only on the
planning algorithm of vehicle i, but also on the planning algorithm of all vehicles
in front of it. Recognize that with initial conditions equal to zero (5.2) can also
be evaluated as

‖yi(t)− g(xi)‖Lp ≤ α
(
‖ur(t)‖Lp

)
, t ∈ (0,∞), (5.34)

when considering the Lp-norm of the signal over the time interval t ∈ [−∞,∞]

‖yi(t)‖Lp =
p

√∫ ∞
−∞

ypi (t) dt, (5.35)
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and assuming a system initially at rest. This approach is used in this section to
prevent the influence of initial conditions to the problem.

5.3.1 Coordinate Transformation

The approach presented in [137] is followed, by introducing the following
coordinate transformation

xi,k =

si,kvi,k
ai,k

 =


si,k
vi,k
a0,i,k

a1,i,k

a2,i,k

 =

[1 0 . . . 0
]
I[

1 0 . . . 0
]
∆∆∆10

∆∆∆20


︸ ︷︷ ︸

ΦΦΦ

Pi,k, (5.36)

x̄i,k =

s̄i,kv̄i,k
āi,k

 = ΦΦΦPi,k − (s̄i + ktpv̄)u1 − v̄u2, (5.37)

s̄i = s̄i−1 − (Li + ci)− hiv̄, (5.38)

s̄0 = lim
k→∞

(s0,k − kv̄) , (5.39)

where u1 =
[
1 0 . . . 0

]ᵀ
and u2 =

[
0 1 0 . . . 0

]ᵀ
, a0,i,k ∈ R1,

a1,i,k ∈ Rr and a2,i,k ∈ R(n−2)−r can be vector valued. The distinction between
a0,i,k, a1,i,k and a2,i,k is as follows. If the basis function Nj,n−2,p−2(t)

corresponding to acceleration control point P
(2)
j,i,k is not supported on the

executed part of the trajectories (i.e., Nj,n−2,p−2(t) = 0, t ∈ [ti,k, ti,k + tp]), then
that control point is contained in ā2,i,k, otherwise it is either contained in ā0,i,k

(only the first acceleration control point that is fixed due to continuity) or
contained in ā1,i,k. For example, if tp = Ti, then all acceleration control points
have non-zero support somewhere on t ∈ [ti,k, ti,k + Ti], and ā2,i,k is an empty
array. The interpretation of values s̄0 and v̄ is illustrated in Figure 5.2. It can be
seen that v̄ represents the velocity to which the velocity of each vehicle in the
string converges, while s̄i represents position for k = 0 related to the new
equilibrium velocity v̄.

The state described by (5.36) has an equilibrium in the origin, that represents
steady state vehicle following with a velocity of v̄. The state vector x̄i,k contains
information related to the position, velocity, and acceleration of vehicle i at the
start of plan step k, denoted by s̄i,k, v̄i,k, and ā0,i,k. The remaining control points
for the acceleration spline are denoted by a1,i,k and a2,i,k. To derive the dynamics
for x̄i,k first define zi,k such that x̄i,k = ΦΦΦzi,k as

zi,k = Pi,k − (s̄i + ktpv̄)1− v̄ ΞΞΞ
10|U(1)

i
1, (5.40)

and where 1 =
[
1 . . . 1

]ᵀ
and ΞΞΞ

10|U(1)
i
∈ Rn+1×n represents the matrix to

integrate the velocity control points P(1)
i to obtain the offsetted position control
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ṡ = v̄

s̄i

s(t)

t0

s̄i−1
Li + ci + hiv̄

si−1,0

si,0 }
s̄i,0

}

si−1(t)

si(t)

Figure 5.2: Interpretation of elements of coordinate transformation (5.37)

points Pi,k − P0,i,k = ΞΞΞ
10|U(1)

i
P(1)
i . Then by using (5.19)

zi,k = Pi,k − (s̄i + ktpv̄)1− v̄ ΞΞΞ
10|U(1)

i
1

= (AiPi,k−1 + BiPi−1,k + Ei)− (s̄i + ktpv̄)1− v̄ ΞΞΞ
10|U(1)

i
1,

(5.41)

then substituting

Pi,k−1 = zi,k−1+ (s̄i + (k−1)tpv̄)1+ v̄ ΞΞΞ
10|U(1)

i
1, (5.42)

Pi−1,k = zi−1,k + (s̄i−1 + ktpv̄)1+ v̄ ΞΞΞ
10|U(1)

i
1, (5.43)

in (5.41), results in

zi,k =Aizi,k−1 + Bizi−1,k+ Ai

(
(s̄i + (k−1)tpv̄)1+ v̄ ΞΞΞ

10|U(1)
i
1

)
+ Bi

(
(s̄i−1 + ktpv̄)1+ v̄ ΞΞΞ

10|U(1)
i
1

)
+ Ei − (s̄i + ktpv̄)1− v̄ ΞΞΞ

10|U(1)
i
1.

(5.44)

Then using s̄i−1 = s̄i + (Li + ci) + hv̄ and the properties under Lemma B.2 in
Appendix B

zi,k = Aizi,k−1 + Bizi−1,k + Ai

(
(s̄i + ktpv̄)1+ v̄ ΞΞΞ

10|U(1)
i
1

)
−Aitpv̄1+ Bi

(
(s̄i−1 + ktpv̄)1+ v̄ ΞΞΞ

10|U(1)
i
1

)
+ Ei − (s̄i + ktpv̄)1− v̄ ΞΞΞ

10|U(1)
i
1

= Aizi,k−1 + Bizi−1,k + v̄(Ai + Bi)ΞΞΞ10|U(1)
i
1

+ v̄(I−Ai −Bi)ΞΞΞ10|U(1)
i
1− v̄ ΞΞΞ

10|U(1)
i
1

= Aizi,k−1 + Bizi−1,k.

(5.45)
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Using these dynamics for zi,k, it can be seen that

x̄i,k = ΦΦΦzi,k = ΦΦΦPi,k − (s̄i + ktpv̄)ΦΦΦ1− v̄ΦΦΦΞΞΞ
10|U(1)

i
1

= ΦΦΦPi,k − (s̄i + ktpv̄)u1 − v̄u2,
(5.46)

which consists of states x̄i,k =
[
s̄i,k v̄i,k ā0,i,k āᵀ

1,i,k āᵀ
2,i,k

]ᵀ
. Note that

ΞΞΞ
10|U(1)

i
1v̄ represents the position control points for steady state driving at

velocity v̄, and thus v̄ΦΦΦΞΞΞ
10|U(1)

i
1 represents the transformed state vector[

0 v̄ 0 . . . 0
]ᵀ

. Additionally, The state x̄i,k has dynamics as

x̄i,k = Āix̄i,k−1 + B̄ix̄i−1,k, (5.47a)

Āi = ΦΦΦAiΦΦΦ
−1, B̄i = ΦΦΦBiΦΦΦ

−1. (5.47b)

5.3.2 Transfer Function Description

Next, the discrete-time transfer function that relates ỹi,k to ỹi−1,k is derived,
which is used to assess string stability of the continuous-time signals via (5.7)
and (5.11). Note that the discrete time series of elements in x̄i,k are not sampled
versions of their corresponding continuous-time signals. Instead, using the
discrete-time series x̄i,k, the continuous-time signals can be reconstructed
exactly, as illustrated in Figure 5.1. The new state vector x̄i,k is used to describe
derive the desired transfer function. The first part of this state vector is
independent of the external input x̄i−1,k due to continuity requirements (see
Appendix B), and is computed via, s̄i,k

v̄i,k
ā0,i,k

 = Āi,11

 s̄i,k−1

v̄i,k−1

ā0,i,k−1

+ Āi,12

[
ā1,i,k−1

ā2,i,k−1

]
, (5.48)

where Āi,11 and Āi,12 represent matrix partitions of Āi. The second part (the
acceleration control points that are not fixed due to continuity requirements) does
depend on the external input

[
ā1,i,k

ā2,i,k

]
= Āi,21

 s̄i,k−1

v̄i,k−1

ā0,i,k−1

+ Āi,22

[
ā1,i,k−1

ā2,i,k−1

]

+ B̄i,21

 s̄i−1,k

v̄i−1,k

ā0,i−1,k

 + B̄i,22

[
ā1,i−1,k

ā2,i−1,k

]
. (5.49)

Then, using the z-transform (i.e., X(z) := Z(xk)), the transfer function of control
points that are influenced by the external outputs can be found, which are related
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by transfer function Fi(z)[
A1,i(z)
A2,i(z)

]
=

[
Fi,11(z) Fi,12(z)
Fi,21(z) Fi,22(z)

]
︸ ︷︷ ︸

Fi(z)

[
A1,i−1(z)
A2,i−1(z)

]
, (5.50)

Fi(z) =
(
I− Āi,21(zI− Āi,11)−1Āi,12z

−1 − Āi,22z
−1
)−1(

B̄21
i (zI− Āi,11)−1Āi,12 + B̄22

i

)
, (5.51)

where Fi,11(z) ∈ Cr×r, Fi,12(z) ∈ Cr×(n−2)−r, Fi,21(z) ∈ C(n−2)−r×r and
Fi,22(z) ∈ C(n−2)−r×(n−2)−r. To make a clear distinction between matrices and
transfer functions, all transfer functions are denoted by regular fonts, as opposed
to bold fonts (which are reserved for matrices). Note that (5.51) has been
derived using the following transfer functions for the acceleration control points: Si(z)

Vi(z)
A0,i(z)

 = (zI− Āi,11)−1Āi,12︸ ︷︷ ︸
Ki(z)

[
A1,i(z)
A2,i(z)

]
, (5.52)

[
A0,i(z)
A1,i(z)

]
=

[[
0 0 1

]
Ki(z)

I 0

] [
A1,i(z)
A2,i(z)

]
, (5.53)

with Ki(z) ∈ C3×(n−2). The z-transform Yi(z) := Z(ỹi,k), of the non-scalar
output ỹi,k in (5.9) (related to the L2-norm of the acceleration signal) is
unaffected by A2,i(z) (per definition of a2,i,k), and is defined as

Yi(z) = ΨΨΨs̈,a

[
A0,i(z)
A1,i(z)

]
, (5.54)

Yi(z) = ΨΨΨs̈,a

[[
0 0 1

]
Ki(z)

I 0

]
Fi(z)Fi−1(z) . . . F1(z)F0(z)

[
A1,0(z)
A2,0(z)

]
︸ ︷︷ ︸[

Aᵀ
1,i(z), A

ᵀ
2,i(z)

]ᵀ
,

ΨΨΨs̈ =

[
ΨΨΨs̈,a 0r+1×(n−2)−r

0(n−2)−r×r+1 0(n−2)−r×(n−2)−r

]
, (5.55)

where ΨΨΨs̈ ∈ Rn−1×n−1 is according to the definition described in (5.7), and
ΨΨΨs̈,a ∈ Rr+1×r+1 is a partition that is associated with coefficients that do effect
the acceleration s̈i,k(t) on the interval t ∈ [tk,i, tk,i + tp]. The objective is to
relate Yi(z) directly to Yi−1(z), as this could be used to verify string stability.
Since Yi−1(z) only depends on A0,i−1(z) and A1,i−1(z), A2,i−1(z) should still be
computed. Assume there exists a transfer function Hi(z) ∈ C(n−2)−r×r such that

A2,i(z) = Hi(z)A1,i(z). (5.56)
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Then, since A2,i−1(z) = Hi−1(z)A1,i−1(z),[
A1,i(z)
A2,i(z)

]
= Fi(z)

[
A1,i−1(z)
A2,i−1(z)

]
= Fi(z)

[
I

Hi−1(z)

]
A1,i−1(z),

=

[
F 11
i (z) F 12

i (z)Hi−1(z)
F 21
i (z) F 22

i (z)Hi−1(z)

]
A1,i−1(z),

(5.57)

and by equating the two expressions for A2,i(z)

Hi(z)
[
F 11
i (z) + F 12

i (z)Hi−1(z)
]

=
[
F 21
i (z) + F 22

i (z)Hi−1(z)
]
, (5.58)

then solving for Hi(z) yields

Hi(z) =
[
F 21
i (z) + F 22

i (z)Hi−1(z)
][
F 11
i (z) + F 12

i (z)Hi−1(z)
]−1

. (5.59)

The transfer function H0(z) depends on the selected planning algorithm of the
lead vehicle and will be discussed later. However, for a given H0(z), Hi(z) can be
computed. This in turn can be used to compute the full information from Yi−1(z)
by [

A1,i−1(z)
A2,i−1(z)

]
=

[
0 I
0 Hi−1(z)

]
ΨΨΨ−1
s̈,aYi−1(z)︸ ︷︷ ︸[

Aᵀ
0,i−1(z) Aᵀ

1,i−1(z)
]ᵀ, (5.60)

then by pre-multiplying by Fi and using (5.54)[
A1,i(z)
A2,i(z)

]
= Fi(z)

[
0 I
0 Hi−1(z)

]
ΨΨΨ−1
s̈,aYi−1(z),[

A0,i(z)
A1,i(z)

]
=

[ [
0 0 1

]
Ki(z)

I 0

]
Fi(z)

[
0 I
0 Hi−1(z)

]
ΨΨΨ−1
s̈,aYi−1(z),

(5.61)

Yi(z) = ΨΨΨs̈,a

[ [
0 0 1

]
Ki(z)

I 0

]
Fi(z)

[
0 I
0 Hi−1(z)

]
ΨΨΨ−1
s̈,a︸ ︷︷ ︸

Γi(z)

Yi−1(z). (5.62)

Then following (5.11), string stability is achieved if

‖Γi(z)‖h∞ ≤ 1, i > 0. (5.63)

Note that the transfer function Γi(z) of vehicle i depends on the planning
algorithm of all vehicles in front of it (i.e., with indices smaller then i) via
(5.59). Hence, string stability of vehicle i, also depends on the planning
algorithm of all vehicles in front of it.
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Dependency on Lead Vehicle

Next the transfer function H0(z) is derived, which depends on the specific
trajectory planning algorithm of the lead vehicle. Since the transfer function
Γi(z) depends on the entire platoon ahead, H0(z) is required to determine the
string stability of the platoon at vehicle i. The control points of a general lead
vehicle follow the dynamics

x̄0,k = Ā0x̄0,k−1 + B̄0ur,k−1, (5.64)

where ur,k ∈ Rn−2 represent the degrees of freedom related to control points that
are not fixed due to continuity constraints. The z-tranform of these free control
points is computed by means of[

A1,0(z)
A2,0(z)

]
=
[
0 I

]
(zI− Ā0)−1B̄0︸ ︷︷ ︸
F0(z)

Ur(z), (5.65)

where Ur(z) = Z(ur,k). In the example of the lead vehicle described by (5.27),
the lead vehicle is set-up to match the planning of the previous plan step as good
as possible. As a result, it does not have an external input (i.e., B̄0 = 0).
However, in practice the lead vehicle occasionally needs to selects a different
optimal trajectory in the next time step, due to changing conditions. To take
these possible new trajectories into consideration, B̄0 6= 0 can be used to
represent these cases. Note that in fact the specific choice for B̄0 is not that
important, as long as it satisfies the properties listed in Appendix B. Thus it is
chosen as

B̄0 =

[
03×n−2

In−2

]
. (5.66)

This ensures that the control points a1,i,k and a2,i,k can all independently be
chosen by the lead vehicle (a0,i,k is still fixed due to the continuity constraint).
The transfer function H0(z) then depends on the specific choice for the lead
vehicle planning algorithm, after which Hi(z) and Γi(z) can be computed.

5.3.3 Evaluation and Discussion

As an example, a planning algorithm is chosen with, n = 6 and p = 5, tp/Ti < 0.5,
such that a2,i,k ∈ R1. This is the result of only the basis function Nn,p(t) = 0, t ∈
[ti,k, ti,k + tp], corresponding to the last control point. Now for the lead vehicle
of (5.26), the last row of Ā0 equals zero, due to the constraint (5.25), where the
terminal acceleration is equal to zero. Therefore, ā2,i,k = 0, k > 0 and for a given
Y0(z) and A0,0(z), A1,0(z) can be computed directly. Then A2,0(z) is computed
via A2,0(z) = H0(z)A1,0(z). Since A2,0(z) = 0, H0(z) = 0, ∀z can be found,
which can then be used to compute Hi(z) for any i.
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With H0(z) of the lead vehicle, it is now possible to compute Γi(z) for each
vehicle i, and test whether or not the trajectory planning algorithm is string stable
for arbitrary input signals. The numerical case is evaluated with parameters hi =
0.5 s, ∀i, Ti = 5 s, ∀i and tp = 1

5 s, which are the same parameters as used in
Section 3.3.4.

It can then be shown that all following vehicles are in-fact string unstable for
given inputs to the lead vehicle. In fact, an example can be shown in which an
input for the lead vehicle is used that results in string unstable behavior. To find an
input for the lead vehicle, that results in string unstable behavior, the eigenvalues
of Γ∗i (z)Γi(z) (where Γ∗i (z) denotes the complex conjugate) can be determined.
Specifically, for the presented parameters Γ1(1) takes values as

|Γ1(1)| ≈


0 13.87 0.1496 21.22
0 1.0 0.002293 0.6066
0 0.00461 0.628 −24.52
0 −1.956 10−6 0.001127 0.7754

 , (5.67)

and which has singular values σ(Γ1(1)) =
[

32.502 10.523 0.038195 0
]
, some

of which are larger then one. These singular values indicate that that there exist
inputs to the lead vehicle, such that the platoon behaves string unstable. Then
the eigenvector corresponding to the highest eigenvalue of Γ∗1(1)Γ1(1) is found
as
[

0 0.2961 −0.009667 0.9551
]ᵀ

. To translate this to an input for the lead
vehicle, consider (5.9) and (5.55), from which it can be derived that

ỹi,k = ΨΨΨs̈,a

[
ā0,i,k

ā1,i,k

]
. (5.68)

This is used to find the following direction in which the inputs (i.e., the free
acceleration control points) are applied

[
ā1,0,k

ā2,0,k

]
=

[
0 I
0 0

]
ΨΨΨ−1
s̈,a


0

0.2961
−0.009667

0.9551


︸ ︷︷ ︸[
ā0,0,k āᵀ

1,0,k

]ᵀ
, (5.69)

where the final acceleration control points are chosen as zero ā2,i,k = 0, ∀k. To
ensure that string stability can be checked, it is required that ‖s̈0(t)‖L2

is finite.
However, a constant input ur,k = ur, ∀k does not satisfy this requirement.
Instead, a slow decay of the magnitude of the input is applied, such that the
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Figure 5.3: String unstable example, with lead vehicle according to (5.70). Lead vehicle
trajectory ( ), follower vehicle ( ), corresponding planned trajectories
( ) and ( ).

control points of the lead vehicle are found by means of

P0,k = A0P0,k−1 + ΦΦΦ−1

[
03×4

I4

]
︸ ︷︷ ︸

B̄0

[
0 I
0 0

]
ΨΨΨ−1
s̈,a


0

0.2961
−0.009667

0.9551

βk
︸ ︷︷ ︸

ur,k

, (5.70)

where βk, with β < 1, ensures that the ‖s̈0(t)‖L2
remains bounded. The

sequential communicated trajectories of the lead vehicle are shown in
Figure 5.3, for β = 0.999 and where the input are scaled by 10−3 to ensure that
the resulting acceleration is somewhat reasonable in magnitude. It can directly
be seen that a huge amplification of the acceleration occurs (to a point where the
acceleration of the lead vehicle is hard to distinguish from the figure) and that
string stability in the L2 sense is not achieved. Although this results seems
somewhat discouraging, it must be noted that this input example does not
represent an intended use case. Specifically, the inputs of the consecutive plan
steps of the lead vehicle are not temporal consistent. Specifically, The light
colored lines represent the planned trajectories of each vehicle. Clearly, these are
not temporal consistent, as each new plan step is more or less shifted over tp.

5.4 Temporally Consistent Lead Vehicle

Although the analysis in Section 5.3 suggests that the algorithm is in fact string
unstable, the example in which the behavior is string-unstable is actually not very
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representative of real world scenarios. By design, the communicated trajectory
of the preceding vehicle at time step k, is actually expected to be close to some
optimal trajectory. As a result, the trajectory at time step k+1 is expected to again
be close to the trajectory planned in time step k, due to the principle of optimality
[138]. The example that has been found in Section 5.3, does not satisfy this
criterion, as communicated trajectories in consecutive time steps are not close to
one another. In this section, two specific classes of trajectories for the lead vehicle
are considered, instead of any arbitrary input signal with bounded L2-norm as
was the case in Section 5.3.

5.4.1 Lead Vehicle Minimum Jerk

The planning algorithm for the lead vehicle described in Section 5.2.1 by (5.26)
with dynamics (5.27) attempts to match its previously planned trajectory as close
as possible. However, the trajectory of the first plan step has not been discussed.
In Section 3.3.4, minimum jerk maneuvers are used for this planning algorithm.
In this section, an analytical solution is presented that corresponds with these
scenarios. The lead vehicle that transitions from a given velocity v0 to a new
velocity vT for time horizon T0 can be described by means of B-splines. In fact,
this can again be written in the form of (5.17), by writing the integral of the
squared jerk in a similar form as the integral of the squared acceleration as (5.7).
This results in,

min
P0,0

∫ T0

0

˙̇ṡ2
0(t) dt = min

P0,0

Pᵀ
0,0∆∆∆ᵀ

30 (Q˙̇ṡ2(T0)−Q˙̇ṡ2(0))︸ ︷︷ ︸
ΨΨΨᵀ

˙̇ṡ
ΨΨΨ˙̇ṡ

∆∆∆30P0,0, (5.71a)

s.t.

[[
s0 v0 a0

]ᵀ[
vT aT

]ᵀ ]
=

 ΥΥΥ0(0)[
0 1 0
0 0 1

]
ΥΥΥ0(T0)

P0,0, (5.71b)

where Q˙̇ṡ(t) can be computed by means of the approach described in Appendix
A and where ΨΨΨ˙̇ṡ exists as (Q˙̇ṡ2(T0)−Q˙̇ṡ2(0)) is positive definite due to the
definition of the L2-norm of the jerk. The solution to (5.71) can then by found
as

P0,0 =
[
In+1 0

] [ ∆∆∆ᵀ
30ΨΨΨᵀ

˙̇ṡ
ΨΨΨ˙̇ṡ∆∆∆30 Cᵀ

c

Cc 0

]−1


∆∆∆ᵀ

30ΨΨΨᵀ
˙̇ṡ
0n−2×1

s0

v0

a0

vT
aT

 ,

Cc =

 ΥΥΥ0(0)[
0 1 0
0 0 1

]
ΥΥΥ0(T0)

 , (5.72a)
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The following solution is found for degree p = 5 and number of control points
n = 6 as

P0,0 =



1 0 0 0 0

1 1
10T0 0 0 0

1 3
10T0

1
40T

2
0 0 0

1 9
20T0

1
15T

2
0

1
20T0 − 1

60T
2
0

1 1
2T0

1
12T

2
0

1
5T0 − 7

120T
2
0

1 1
2T0

1
12T

2
0

2
5T0 − 1

12T
2
0

1 1
2T0

1
12T

2
0

1
2T0 − 1

12T
2
0




s0

v0

a0

vT

aT

 . (5.73)

Then the discrete time series of control points, based on initial planning P0,0 and
output related to the L2-norm of the acceleration are described by

P0,k = Ak
0P0,0, (5.74)

‖s̈i(t)‖2L2
=

∞∑
k=0

(∫ tp

0

s̈2
i (t) dt

)
=

∞∑
k=0

(
ỹᵀ
i,kỹi,k

)
, (5.75)

ỹi,k = ΨΨΨs̈∆∆∆20Pi,k, (5.76)

for the lead vehicle of (5.26) that matches the previously planned trajectory as
close as possible. Note that

∞∑
k=0

ỹᵀ
i,kỹi,k =

∞∑
k=0

(
Pᵀ
i,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈∆∆∆20Pi,k

)
, (5.77)

∞∑
k=0

ỹᵀ
0,kỹ0,k = Pᵀ

0,0

∞∑
k=0

(
Aᵀk

0 ∆∆∆ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈∆∆∆20A
k
0

)
P0,0. (5.78)

Recognise that this resembles the discrete time Observability Gramian
Wo =

∑∞
k=0 (Aᵀ)

k
CᵀCAk, for which solutions can be found [139] as the

solution to

AᵀWoA−Wo = −CᵀC. (5.79)

Hence, (5.78) can be found as

∞∑
k=0

ỹᵀ
0,kỹ0,k = Pᵀ

0,0WoP0,0, (5.80)

where Wo is the unique solution to

Aᵀ
0WoA0 −Wo = −∆∆∆ᵀ

20ΨΨΨᵀ
s̈ΨΨΨs̈∆∆∆20. (5.81)
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Now assume that the string is initially in equilibrium while driving in steady state,
such that ai = a0 = 0, ∀i, vi(0) = v0, ∀i and

si(0) = si−1(0)− hiṡi(0)− Li − ci = s0 −
i∑

j=0

(hiv0 +ci +Li) , ∀i. (5.82)

Then the control point related to initial acceleration of the lead vehicle is equal
to zero: a0 = 0. When also assuming that the lead vehicle attempts to achieve a
new equilibrium with velocity vT = v̄ such that aT = 0, (5.73) can be written as

P0,0 =



0 0
1
10 0
3
10 0
9
20

1
20

1
2

1
5

1
2

2
5

1
2

1
2


[
v0

v̄

]
T0 + s0. (5.83)

Follower Vehicle

For the following vehicle, the dynamics are given by

Pi,k = AiPi,k−1 + BiPi−1,k + Ei, k > 0. (5.84)

Assume that the string is in equilibrium while driving at a constant velocity, such
that vi(0) = v0, ∀i and si(0) = s0 −

∑i
j=0 (hiv0 + ci + Li) , ∀i, and ai = a0 =

0, ∀i. The steady state assumption for the initial condition allows the initial
control points Pi,0 to be related to Pi−1,0, via

Pi,0 =

([
I3 0
0 0n−2

]
+ Bi

)
Pi−1,0 −

[
13×1

0n−2×1

]
(hiv0 + ci + Li) , (5.85)

where the first three rows of Bi are zero rows. Note that this equation represents
that the three initial control points, which fix the initial position, velocity and
acceleration, are fixed by means of the assumption of steady state driving in which
the spacing policy is satisfied. The remaining control points, which represent
the planning of the vehicle for that particular time step, are fixed through the
planning algorithm.

Then the output ỹi,k can be found via Pi,k, which in turn can be found by the
solution to the full interconnected system of vehicles. Considering the coordinate
transformation in Section 5.3.1, a lumped state vector that includes the states of
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all vehicles can be written as


x̄0,k

x̄1,k

...
x̄i,k


︸ ︷︷ ︸

x̄k

=


Ā0

B̄1Ā0 Ā1

...
...

. . .

B̄i . . . B̄1Ā0 B̄i . . . B̄2Ā1 . . . Āi


︸ ︷︷ ︸

Ā


x̄0,k−1

x̄1,k−1

...
x̄i,k−1


︸ ︷︷ ︸

x̄k−1

. (5.86)

With initial conditions of the individual elements as

x̄i,0 = Āix̄i,−1 + B̄ix̄i−1,0, x̄0,0 = ΦΦΦP0,0 −

 s̄0

v̄
0n−1×1

 , (5.87)

where P0,0 is according to (5.85). Additionally, x̄i,−1 is found by means of the
assumption that the platoon is in steady state vehicle following with a velocity v0

for k < 0 and transitioning to the new steady state velocity v̄ for k ≥ 0, according
to the state transformation (5.37). Then the following can be written

x̄i,−1 =

s̄i,−1

v̄i,−1

āi,−1

=

si,−1−(s̄i − tpv̄)
v0 − v̄

0

=

si,0 − tpv0 − (s̄i−tpv̄)
v0 − v̄

0

,
=

s̄0,0

0
0

+

−tp −∑i
j=1 hj

1
0

 (v0 − v̄),

(5.88)

where it is used that si,0 = s0,0 −
∑i
j=1 (hjv0+Li+ci) and

s̄i = s̄0−
∑i
j=1 (hj v̄+Li+ci). As a result, (5.87) can be written as

x̄i,0 =

s̄i,0v̄i,0
āi,0

=Āi

s̄0,0

0
0

+

−tp−∑i
j=1 hj

1
0n−1×1

(v0 − v̄)

+B̄ix̄i−1,0,

=

s̄0,0

0
0

+Āi

−tp−∑i
j=1 hj

1
0n−1×1

 (v0 − v̄)+B̄ix̄i−1,0.

(5.89)

and x̄0,0 is given in (5.87). To eliminate the influence of s̄0,0 on the dynamics of
the state vector of the platoon, instead define the lumped state vector for vehicles
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0 until i as,

s̄0,k − s̄1,k − h1v̄1,k

v̄0,k − v̄1,k

ā0,k

...
s̄i−1,k − s̄i,k − hiv̄i,k

v̄i−1,k − v̄i,k
āi−1,k

s̄i,k
v̄i,k
āi,k


=



I χχχ1 0 . . . 0

0 I χχχ2
. . .

...
...

. . .
. . .

. . . 0
...

. . . I χχχi−1

0 . . . . . . 0 I


︸ ︷︷ ︸

χ̃χχ


x̄0,k

x̄1,k

...
x̄i−1,k

x̄i,k

,

χχχj=

−1 −hj 0
0 −1 0
0 0 0

 . (5.90)

Then by observing the system matrix of the state vector, χ̃χχĀχ̃χχ−1, it can be seen
that s̄i,k and v̄i,k are not influenced by any of the other vehicle states. Additionally,
they do not influence the output of the final vehicle via āi,k. As a result, the
following lumped state vector is used, that removes the states s̄i,k and v̄i,k, which
results in

x̃k = χχχ
b
χ̃χχx̄k, χχχ

b
=

[
I(i−1)(n+1) 0 0

0 0 I(n−1)

]
, (5.91)

with associated dynamics

x̃k = χχχ
b
χ̃χχĀχ̃χχ−1χχχᵀ

b︸ ︷︷ ︸
Ã

x̃k−1. (5.92)

With the states s̄i,k and v̄i,k removed, the lumped state vector now has stable
dynamics, where all eigenvalues of Ã are smaller then one. The outputs for lead
vehicle and following vehicles are found via

ỹi,k = C̃ix̃k, C̃i =


[
0n−1×2 ΨΨΨs̈

]
, if i = 0,[

0n−1×i(n+1) ΨΨΨs̈

]
, otherwise,

(5.93)

which results in a L2 norm of
∞∑
k=0

ỹᵀ
i,kỹi,k = x̃ᵀ

0Wo,ix̃0, (5.94)

where Wo,i is the unique solution to

ÃᵀWo,iÃ−Wo,i = −C̃ᵀ
i C̃i. (5.95)
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Then by the steady state vehicle following assumption for the initial condition of
(5.85) and (5.82), it can be seen that

v̄i−1,0 − v̄i,0 = (v0 − v̄)− (v0 − v̄) = 0,

s̄i−1,0 − s̄i,0 − hiv̄i,0 = (si−1,0 − s̄i−1 − 0tpv̄)− (si,0 − s̄i − 0tpv̄)− hiv̄i,0
= (si−1,0 − si,0) + (s̄i − s̄i−1)− hiv̄i,0
= ((Li + ci) + hivi,0) + (−(Li + ci)− hv̄)− hi (vi,0 − v̄) = 0,

such that

x̃0 =
[
0, 0, āᵀ

0,0, 0, 0, āᵀ
1,0, . . . , 0, 0, āᵀ

i−1,0, āᵀ
i,0

]ᵀ
, (5.96)

where āi,0 is found by means of (5.89) and x̃0 ∝ (v0 − v̄) (which can be seen
from (5.88) and (5.89)). Hence, x̃0 is independent of s0,0, and can be written as
function of (v0 − v̄). Additionally, [1, 0, . . . , 0] āi,0 = 0 (i.e., the first element of
āi,0 is zero), due to the steady state assumption for the initial condition.

This result can be summarized in the following theorem

Theorem 5.3. Assume a vehicle platoon utilizing a stable trajectory planning
method, in which the planned trajectories are constructed by means of B-splines and
in which the lead vehicle can be represented by an autonomous system (i.e., without
external input). Then the equivalent discrete-time system (5.86), uniquely
determines the string-stability properties, in the L2-sense, of the system.

Proof. Using the results of Theorem 5.2 and a coordinate transformation of the
control points for all vehicles in the string, x̄k, with corresponding initial
conditions, x̄0, the dynamics of the lumped system (5.86) can be used to
compute the time-series of the discrete-time states.

Using (5.7), the integral of the squared continuous-time acceleration signal
of vehicle i can be computed, by summing over the contribution of each
individual planning step k. The contribution of the k-th planning step to the
infinite integral of the squared continuous-time acceleration signal is quadratic
in the control points as described in (5.93).

The L2-norm of the acceleration signal of vehicle i can then be computed by
(5.94) and (5.95), provided that the eigenvalues of reduced lumped system with
dynamics (5.92) are all smaller then one.

With the L2-norm of the acceleration signal of vehicle i and vehicle i− 1, the
string-stability criterion (5.8) can then be tested, which completes the proof.

Numerical Evaluation

The numerical case is evaluated with parameters p = 5, n = 6, hi = 0.5 s, ∀i,
Ti = 5 s, ∀i and tp = 1

5 s, which are the same parameters as used in
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Figure 5.4: L2-norm squared for vehicles i, following a lead vehicle with dynamics of
(5.26) and initial condition (5.73).

Section 3.3.4, Section 5.3.3 and Section 5.4.1. Appendix A can be used to find
an exact expression of ΨΨΨs̈,a (5.55), which is numerically evaluated as

ΨΨΨs̈,a ≈


0.39738 0.047376 0.0012859 0.000013215

0 0.030871 0.0012656 0.00001565
0 0 0.00033314 6.8685 10−6

0 0 0 1.1737 10−6

 . (5.97)

Additionally, it can be seen from (5.88) and (5.89) that āi,0 ∝ (v0 − v̄),∀i.
Specifically, for the numerical example

ā0,0 =
1

5


0
−1
−2
−5

 (v0 − v̄), ā1,0 =
1

1532


0
−93
− 3103

5
−377

 (v0 − v̄),

ā2,0 =
1

23470240


0

−89621
−7538809
−6902463

 (v0 − v̄),

and so on, for vehicles further upstream. Consequently, ‖s̈i(t)‖L2
∝ (v0 − v̄),∀i.

Then it is possible to plot the norm of ‖s̈i(t)‖L2
proportional to (v0−v̄) as function

of vehicle index i, the result of which can be seen in Figure 5.4. The figure shows
that indeed the L2-norm of the acceleration decreases over vehicle index i, such
that the string of vehicles using this planning algorithm behaves string stable for
a lead vehicle that uses (5.73) to determine the change of velocity, for any initial
velocity v0 and terminal velocity v̄. Note that based on the figure, this claim can
only be made for platoons up to a length of 150 vehicles. However, the trend in
the plot suggests that this would also hold for larger platoons, and could be tested



130 String Stability Analysis

if so desired by the same approach, but at an increased computational cost, due
to the larger dimensional observability Gramian Wo,i. The analysis here is limited
to 150 vehicles, which for driving at v̄ = 100 km/h, with time gap hi = 0.3 s and
assuming a vehicle length of Li = 3 m and standstill distance ci = 2 m would span
a length of two kilometres, which is typically not very likely to occur in practice.
Therefore, the analysis up to 150 vehicles is sufficient for practical application.

5.4.2 Lead Vehicle Velocity Controlled Trajectory Planner

A similar analysis can be made for a platoon that follows a lead vehicle with a
second type of trajectory planner, described in Section 4.1.1 with discrete-time
dynamics described by (5.29). For this lead vehicle the following series of control
points are found, with input uk

P0,k = A0P0,k−1 + B0uk, (5.98)

where uk = v0 for k < 0, and uk = v̄ for k ≥ 0. Again the same coordinate
transformation to state x̄i,k can be done as in Section 5.3.1, where for k < 0 the
interconnected system is in steady state according to (5.88) and (5.89).

x̄i,k = xi,k −

s̄i + ktpv̄
v̄

0n−1×1

 = ΦΦΦPi,k −

s̄i + ktpv̄
v̄

0n−1×1

 . (5.99)

Note that it is indeed valid to again use the coordinate transformation of
Section 5.3.1, as the origin (i.e., x̄0,k = 0n+1×1) is again an equilibrium for
uk = v̄, k ≥ 0. This is true since the solution of x0,k converges for uk = v̄ (see
also Figure 5.2) to

lim
k→∞

x0,k =

s̄0 + ktpv̄
v̄

0n−1×1

 . (5.100)

As a result, the same coordinate transformation can be used for this case, where
the lead vehicle has an input. Similarly, the initial condition for x̄0,k can be found
using a similar approach as in Section 5.4.1, where

x̄0,0 = Ā0x̄0,−1+ B̄0(u0− v̄) = Ā0x̄0,−1+ B̄0(v̄ − v̄) = Ā0x̄0,−1. (5.101)

Then using (5.88) to see that

x̄0,−1 =

s̄0,0

0
0

+

 −tp1
0n−1×1

 (v0 − v̄), (5.102)

x̄0,0 = Ā0x̄0,−1 =

s̄0,0

0
0

+ Ā0

 −tp1
0n−1×1

 (v0 − v̄). (5.103)
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Then the lumped interconnected system has dynamics for k ≥ 0 as

x̄k = Āx̄k−1, (5.104)

where initial conditions for the individual following vehicles are found by means
of equation (5.89), but with x̄0,0 according to (5.103). To eliminate the effect of
s̄0,0, a second coordinate transformation is done, which is similar to (5.90), with
the exception that the state vi is not omitted. Hence, x̃k is now defined as

x̃k = χχχ
b
χ̃χχx̄k, χχχ

b
=

[
I(i−1)(n+1) 0 0

0 0 In

]
, (5.105)

where the lower right identity matrix is of size n rather then n−1. The associated
dynamics Ã are given by (5.92), with initial condition similar to (5.106) but with
v̄i,0 = (v0 − v̄) included, i.e.,

x̃0 =
[
0, 0, āᵀ

0,0, 0, 0, āᵀ
1,0, . . . , 0, 0, āᵀ

i−1,0, (v0 − v̄), āᵀ
i,0

]ᵀ
. (5.106)

The output is found by means of

ỹi,k = C̃ix̃k, C̃i =


[
0n−1×2 ΨΨΨs̈

]
, if i = 0,[

0n−1×i(n+1)+1 ΨΨΨs̈

]
, otherwise,

(5.107)

and the corresponding squared L2-norm is found by (5.94).

Numerical Evaluation

String stability for a platoon of vehicles, following a lead vehicle described by
(5.29) subjected to a step input, can be assessed using the method described
above. Again the same parameters as in Section 3.3.4 and Section 5.3.3 are
chosen: p = 5, n = 6, hi = 0.5 s, ∀i, Ti = 5 s, ∀i and tp = 1

5 s. Appendix A is
used to find ΨΨΨs̈ and is given numerically by

ΨΨΨs̈ =


0.39738 0.047376 0.0012859 0.000013215 0

0 0.030871 0.0012656 0.00001565 0
0 0 0.00033314 6.8685 10−6 0
0 0 0 1.1737 10−6 0
0 0 0 0 0

 . (5.108)

All initial conditions in x̄0,k are proportional to (v0 − v̄), such that the analysis
can be made independently of initial and final velocity. The results can be found
in Figure 5.5, which shows that indeed the L2-norm of the acceleration s̈i(t)
decreases in the upstream direction ‖s̈i(t)‖L2

≤ ‖s̈i−1(t)‖L2
.
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Figure 5.5: L2-norm squared for vehicles i, following a lead vehicle described by (5.29)
for input uk = v0, k < 0 and uk = v̄, k ≥ 0.

5.4.3 Planning Delay for Following Vehicles

The discrete time setting does not allow for easily inclusion of an arbitrary
planning delay (e.g., the time between the planning of a trajectory of vehicle
i − 1 and the planning of a trajectory of vehicle i where that information is
used). However, a delay ζi with with a value equal to an integer multiple of the
planning interval tp

ζi = jitp, ji ∈ N+, (5.109)

can be used in this setting. In this case, the dynamics of the follower vehicles are
adjusted as,

Pi,k = AiPi,k−1 + BiPi−1,k−j + Ei, (5.110)

where Ai and Ei are identical to (5.33), and Bi is an adjusted variant where the
arguments of ΥΥΥ(t) are offsetted by ζj

Ai=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1[
0

ΥΥΥ0(tp)

]
, (5.111a)

Ei=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1[
ΩΩΩᵀ1n−2×1(−ci − Li)

0

]
, (5.111b)

Bi=
[
In+1 0

][ΩΩΩᵀΩΩΩ ΥΥΥi(0)ᵀ

ΥΥΥi(0) 0

]−1

ΩΩΩᵀ


[
1 0 0

]
ΥΥΥi−1(µ3+ ζi)
...[

1 0 0
]
ΥΥΥi−1(µn+ ζi)


ᵀ

0

. (5.111c)

Note that in the scenario with time delay (5.109), the vehicles start to react on a
change in velocity of the lead vehicle in different plan steps, due to the delay of
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information. Assuming the platoon is in steady state for k < 0, the lead vehicle
i = 0, adjusts its planning at k = 0 (and the ‘delay’ of vehicle i = 0 is set to
j0 = 0), then the first following vehicle, i = 1 reacts after j1 plan steps (with
j1 from (5.109)), vehicle i = 2 reacts another j2 steps later on the lead vehicle,
and so on. Hence, vehicle i bases its planning at plan step k on information of
the preceding vehicle of k − ji. As a result, information of a change in velocity
of the lead vehicle at k = 0 will be included in plan step k =

∑i
l=0 jl of vehicle

i. Since vehicle i is not accelerating in the first k <
∑i
l=0 jl plan steps, these

trajectories do not contribute to the L2-norm of the acceleration. Now assume
a homogeneous delay along the entire length of the string for simplicity (i.e.,
ji = j,∀i and ζ = jtp), such that

‖s̈i(t)‖L2
=

∞∑
k=0

(
Pᵀ
i,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈Pi,k

)
=

∞∑
k=i·j

(
Pᵀ
i,k∆∆∆

ᵀ
20ΨΨΨᵀ

s̈ΨΨΨs̈Pi,k

)
. (5.112)

Instead of using the initial control points (5.85) (as is used for the case without
planning delay), the control points of follower vehicle i can be computed for time
step k = i · j as

Pi,ij =

([
I3 0
0 0n−2

]
+ Bi

)
Pi−1,ij−j

−
[

13×1

0n−2×1

]
((hi − ζi)v0 + ci + Li) , (5.113)

where the term ζiv0 relates to the distance travelled during the delay. This is only
found in the first three control points, that are fixed by means of continuity. Again
a similar coordinate transformation can be made

x̄0,k

x̄1,k+j

...
x̄i,k+i·j


︸ ︷︷ ︸

x̄k

=


Ā0

B̄1Ā0 Ā1

...
...

. . .

B̄i . . . B̄1Ā0 B̄i . . . B̄2Ā1 . . . Āi


︸ ︷︷ ︸

Ā


x̄0,k−1

x̄1,k+j−1

...
x̄i,k+i·j−1


︸ ︷︷ ︸

x̄k−1

, (5.114)

such that x̄k consists of time shifted state vectors, x̄i,i·j , of the vehicles in the
platoon. As a result, x̄k contains the states of the vehicles that have become
aware of the change at plan step k of the lead vehicle. The ‘initial’ conditions
x̄i,i·j are again found by considering that the platoon is initially in steady state at
velocity v0, and ends in steady state with velocity v̄. Note that (5.88), still holds
to determine x̄i,0. However, in this case the initial condition of interest is x̄i,i·j
instead of x̄i,0. Hence, x̄i,i·j needs to be computed. Note that each following
vehicle remains driving at v0 until k = i · j, such that even for k = i · j expression
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(5.88) can be used.

x̄i,i·j−1 =

s̄0,0

0
0

+

(i · j − 1)tp −
∑i
j=1 hj

1
0n−1×1

 (v0 − v̄), (5.115)

x̄i,i·j = Āix̄i,i·j−1 + B̄ix̄i,i·j−j . (5.116)

Additionally, x̄0,0 is computed by the method described in Section 5.4.1 or
Section 5.4.2, depending on which type of planner the lead vehicle in front of
the platoon has.

Note that a slightly different coordinate transformation should be used, as the
states associated with s̄i,k in (5.90), no longer converge to zero. To see this, note
that s̄i−1,k+(i−1)j − s̄i,k+ij − hiv̄i,k+ij in this new state vector of (5.114), which
does not converge to zero, is analogous to s̄i−1,k− s̄i,k−hiv̄i,k in (5.90). Instead,
the following coordinate transformation is used

s̄0,k − s̄1,k+j − (h1 − ζ1)v̄1,k+j

v̄0,k − v̄1,k+j

ā0,k

...
s̄i−1,k+(i−1)j−s̄i,k+ij−(hi−ζi)v̄i,k+ij

v̄i−1,k+(i−1)j − v̄i,k+ij

āi−1,k+(i−1)j

s̄i,k+ij

v̄i,k+ij

āi,k+ij


=



I χχχ1 0 . . . 0

0 I χχχ2
. . .

...
...

. . .
. . .

. . . 0
...

. . . I χχχi−1

0 . . . . . . 0 I


︸ ︷︷ ︸

χ̃χχ

x̄k

χχχj=

−1 −(hj − ζj) 0
0 −1 0
0 0 0

 , (5.117)

with x̄k as defined in (5.114) and where χχχj is only equal to that of (5.90), in case
the delay ζi = 0. Note that this highlights that without the delay compensation,
the spacing policy is not satisfied, even in steady state. The dynamics are then
again given by (5.92). Depending on which lead vehicle is used χχχ

b
is identical

to either (5.96) or (5.106), and the output matrix C̃i is given by either (5.93) or
(5.107).

Numerical Evaluation

Using this approach, the propagation of the L2-norm over the string can be
assessed for scenarios with a planning delay. Again the same example as used in
Section 5.4.1 and Section 5.4.2 is chosen, with parameters: p = 5, n = 6,
Ti = 5 s, ∀i and tp = 1

5 s. The exception is the time gap, which is now taken as
hi = 1 s, ∀i, for a reason that will become apparent in the result.
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(a) following a lead vehicle described by (5.26).
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(b) following a lead vehicle described by (5.26).

Figure 5.6: L2-norm squared for vehicles i, , with delay ζi = jtp, and time gap hi = 1,∀i.

The propagation of the L2-norm over the string can be illustrated, similar to
Figure 5.4 and Figure 5.5, involving the minimum jerk trajectory tracking lead
vehicle and velocity controlled lead vehicle, respectively. A slightly smaller string
of 50 vehicle is used, to speed up computations. The results for this scenario
with planning delay can be seen in Figure 5.6a and Figure 5.6b, for which the
case without plan delay can be found in Figure 5.4 and Figure 5.5 respectively. It
can be seen that for both lead vehicles string stability is achieved up to a delay of
ζ = 4tp. Moreover, it can also be seen that for both lead vehicles, the L2-norm
propagation is very similar. So for two different lead vehicles, with different
planning algorithms, the string of vehicles behaves in a very similar way. It
should be noted that despite the planning algorithms being different, both can
be considered as approximately temporal consistent.

To find string stable combinations of delay ζi and hi = h, ∀i, a bisection
search is done, in which h can be increased or decreased for a fixed ζi = ζ, ∀i,
until the system is just string stable with a tolerance of ε = 10−4 in h, for both
the delay compensated algorithm as well as the non-compensated case. This is
similar to the analysis of Section 3.3.4, but instead of varying the delay, now the
time gap is varied. The results can be found in Figure 5.7, which is slightly more
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Figure 5.7: Bisection search to find hi that results in string stable behavior for a string of
50 vehicles. Search is performed at ζi = jtp, j ∈ {0, . . . 5} and tp = 0.2 s.

optimistic (i.e., requiring a lower h for the same delay) than the analysis used
in Section 3.3.4, which can be explained by the fact that here, only transitions
to a new velocity are considered, whereas before, also cases where an initial
perturbation or a random acceleration input for the first plan step are considered.

Interestingly, this method also allows to check the usefulness of delay
compensation in (5.112) (i.e., the addition of ζj in the argument of ΥΥΥi−1(t)).
Without this delay compensation, also (5.117) is adjusted (e.g., ζj in χχχj is
removed) to ensure that the dynamics of x̃k again converge to zero. In addition,
it also affects the minimum hi required for attenuation of the L2-norm of the
acceleration signal. The results of the bisection search are illustrated in
Figure 5.7, which shows that a significantly higher time gap hi is required to
attenuate the L2-norm of the acceleration signal in the upstream direction of the
platoon. Clearly, being aware of the delay has significant benefits, as was also
demonstrated in [140].
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5.5 Summary and Discussion

In summary, this chapter considers string stability using a more rigorous
mathematical approach. First, it is demonstrated that the planning algorithm
with B-splines can be described by discrete dynamics. These dynamics describe
how the control points of plan step k, are related to those of plan step k − 1 and
the control points of the preceding vehicle of plan step k. Although the dynamics
of these control points are in discrete time (related to the discrete update
intervals of the planning), the signals of interest are still defined in continuous
time. Specifically, the acceleration signal of each vehicle is still continuous. It is
shown that the L2-norm of this continuous-time signal can be described by the
output of the discrete time system.

The discrete-time description of the trajectory planner is then used to
consider string stability in the frequency domain, for arbitrary input to the lead
vehicle. As a result, the planning algorithm appears to yield string unstable
behavior. When finding a specific example to demonstrate this string unstable
behavior, it is found that this occurs when the lead vehicle consistently
communicates a planned trajectory, but then consistently does not execute it
(i.e., temporally inconsistent planning). However, these cases are less relevant,
as vehicles should in general be expected to execute a trajectory that is at least
similar to the communicated planning.

Therefore, also inputs to the lead vehicle that describe a single change in
velocity are considered. This can either be with the lead vehicle whose trajectory
matches that of the previous plan step and the velocity-controlled lead vehicle,
both of which are approximately temporal consistent. An exact expression for
the L2-norm of the acceleration is then derived, which is used to consider vehicle
following for both lead vehicles. It is demonstrated, that a string of vehicles
following either lead vehicle is string stable for any initial and terminal velocity.
Although the planning algorithm is designed to handle arbitrary planning delay,
the discrete-time description only allows for delays of integer multiples of the
update time, as synchronous planning for all vehicles is assumed. It can be
shown that in the case of such delays, the discrete-time description is still valid,
and an exact expression for the L2-norm can still be found. This is used to first
demonstrate how this delay influences the attenuation of acceleration in the
string. Next, a bisection search is used to find for the minimum string-stable time
gap for a given delay. Again it is shown that even in the case of large planning
delays, string stability is retained. It is demonstrated that being aware of the
planning delay helps to reduce the required time gap for attenuation.
Additionally, it is shown that being aware of the planning delay is necessary to
satisfy the spacing policy in steady state driving.

Interestingly, there is thus a difference in behavior for temporal inconsistent
and approximate temporal consistent lead vehicles. Clearly, for a single velocity
change for lead vehicles, the string behaves string stable, whereas this is not the
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case for arbitrary inputs to the lead vehicle. This supports the design
requirement of temporal consistency used in Chapter 3. Note however, that once
the platoon has converged to the new steady state velocity, a second velocity
change could be performed, which would again be string stable. This suggests
that there might be a certain dwell time (related to the convergence rate of the
interconnected system) for a switch in the input to the lead vehicle, which could
still result result in string stable behavior. This would be an interesting topic for
follow up research. Nevertheless, the developed algorithm showed to be string
stable for single velocity changes with approximate temporally consistent
planners, which in itself is a very useful property.



Chapter 6
Experimental Implementation

The framework described in Chapter 3 and Chapter 4 enables an automated
vehicle to operate both autonomously as well as cooperatively. This framework
was shown in simulations to be versatile in traffic scenarios and capable of
ad-hoc forming and braking of platoons. Additionally, Chapter 5 presented a
more rigorous string stability analysis, which shows that for temporal consistent
lead vehicles, the resulting cooperative trajectories are indeed string stable.
Since simulations and rigorous analysis both show great potential for the
developed framework, the next step is to implement the framework on an
experimental setup. This chapter discusses the implementation of the framework
on two full-scale vehicles, equipped with a real-time processing unit to host the
framework. First, in Section 6.1, the experimental setup is described. Next,
Section 6.2 discusses all practical details that are involved with real-time
implementation of the framework. Section 6.3 and Section 6.4 present the
experimental results of the lead vehicle trajectory planner of Chapter 4 and the
cooperative trajectory planner of Chapter 3 respectively.

6.1 Experimental Setup

The experiments are performed using two Renault Twizy’s that are automated as
part of the i-CAVE project [52], which are illustrated in Figure 6.1. This section
discusses both the Twizy platform as well as the instrumentation that is used.
These small electric vehicles are equipped with a 13 kW electric drive train. A high
fidelity model for this vehicle was developed in [141], which covers a detailed
torque map for both regenerative braking as well as driving. It should be noted
that these torque maps are not those as created by the OEM. Instead, they have
been modified to increase the usability of the drivetrain for automated driving,
by increasing the available torque in both regular driving as well as regenerative
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Figure 6.1: Two automated Renault Twizy’s of the i-CAVE project

use.
These Renault Twizy’s have been equipped with actuation and

instrumentation to facilitate cooperative and autonomous driving. The vehicles
are equipped with real-time computers, which are programmed by means of
Simulink real-time. The the control system running at these computers is
updated at a frequency of 100 Hz. These real-time computers that have access to
the vehicles native CAN-bus that provides the control system with the vehicle’s
velocity by means of motor RPM. A Bosch mm5.10 IMU is used for acceleration
and yaw rate measurements. A u-blox EVK-M8T GPS system provides the
vehicles with a means of localization as well as a common clock. A Bosch
MRRevo14F radar sensor is used for distance and relative velocity
measurements. Two Wi-Fi ITS-G5 routers from Rendits Routers [142] are used
for V2V communication, which enable the Simulink platform to transmit ITS-G5
messages, such as the CAM [143] and DENM messages [144], between the
vehicles. Additionally, these Rendits routers are capable to transmit a custom
message that can be used to communicate arbitrary information between the
vehicles. This custom message is used to communicate the coefficients of the
planned trajectory Pi,k and Ri,k, as well as the planning time ti,k and time
horizon Ti. An overview of the sensors used specifically for the experiments
presented in this chapter can be found in Table 6.1. A more elaborate description
of these vehicles and the additional instrumentation can be found in [65], which
also discusses the state estimation that is used for host tracking, together with a
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Table 6.1: Vehicle sensors of the i-CAVE Renault Twizy’s, used for the implementation of
the framework presented in this thesis.

Sensor Type Sensor used on Twizy Signals

Acceleration Bosch mm5.10 IMU [145]
3DOF Acceleration
Yaw Rate

GPS u-blox EVK-M8T [146]

Longitude
Latitude
Heading
Speed over ground
Clock

Vehicle Sensors Native CAN-bus Motor RPM

Steering Sensor Bosch LWS3 [147]
Steering Angle
Steering Rate

Front Radar Bosch MRRevo14F Radar [148]

Distance
Angle
vertical position
Height
Class

V2X communication Rendits Router [142]

iCLCM-Message [149]
DENM Message [144]
CAM Message [143]
Custom Message

more accurate description of all the sensors.

6.2 Implementation Details

The framework described in Chapter 4, requires the host vehicle to be able to
position itself within a map. This map can either be loaded a-priori or received
wirelessly, if such a map exists for the environment. Additionally, it can be
constructed in real-time by means of the computer vision system. When the
vehicle is capable of positioning itself and obstacles in such a map, it can then
construct trajectories, as described in Chapter 4. Although the Renault Twizy’s
used in the i-CAVE project are equipped with steering actuator, steering angle
and steering angle velocity sensor, and are capable of making controlled steering
movements, the capabilities of the computer vision system are at the time of
writing extremely limited making the construction of Highly-Automated-Driving
maps (HAD maps) by means of computer vision infeasible. In addition, no HAD
map is available for the testing locations, making positioning by means of GPS
within a known map equally infeasible. Therefore, the implementation of the
trajectory planner is limited to longitudinal driving, while lateral positioning is
done by the driver. Recall that the planning algorithms of Chapters 3 and 4 plan
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trajectories in curvilinear coordinate s for vehicle i as si,k(t), t ∈ [ti,k, ti,k + Ti].
These trajectories are planned at times ti,k, span over a horizon Ti and are
updated after a time of tp. The planned trajectory are constructed by means of
B-splines as

si,k(t) = Bn,p(t− ti,k)Pi,k, (6.1)

ṡi,k(t) = Bn−1,p−1(t− ti,k)∆∆∆10Pi,k, (6.2)

s̈i,k(t) = Bn−2,p−2(t− ti,k)∆∆∆20Pi,k, (6.3)

where Bn,p(t−ti,k) are basis functions of degree p, and control points Pi,k ∈ Rn+1

and ∆∆∆10 the hodograph relation according to (2.48).

6.2.1 Integration of Radar Information

The framework presented in Chapter 3 assumes that an accurate position
planning, si−1,k(t), of the rear bumper of the preceding vehicle (see also
Figure 3.1 for reference) over the time horizon t ∈ [ti−1,k, ti−1,k + Ti−1] is
communicated. It uses this planning to construct its own trajectory si,k(t) over
the time horizon t ∈ [ti,k, ti,k + Ti]. However, in order to communicate an
accurate planning, an accurate estimate of the curvilinear position (see
Figure 2.2) is essential. If either the estimated position of the host vehicle or the
preceding vehicle is inaccurate, or not defined in the same reference frame (i.e.,
si = 0 does not define the same position in the world frame as si−1(t)), then the
resulting planned trajectory might not achieve the desired spacing policy. To
solve this issue, the on-board radar can be used in conjunction with the planned
trajectories obtained by means of vehicle-to-vehicle (V2V) communication.
Denote the communicated trajectory of the preceding vehicle by
s̃i−1,k(t), t ∈ [ti−1,k, ti−1,k + Ti−1], then the corrected trajectory is constructed
by means of the inter-vehicle distance di(ti,k), measured by the on-board front
facing radar of vehicle i as

si−1,k(t) = s̃i−1,k(t)− (s̃i−1,k(ti,k)− si(ti,k)) + (di(ti,k) + Li),

t ∈ [ti−1,k, ti−1,k + Ti−1] . (6.4)

This ensures that the inter-vehicle distance si−1,k(ti,k) − si,k(ti,k) corresponds
with the measured inter-vehicle distance di(ti,k), and can be used to achieve the
desired spacing policy. The correct inter-vehicle distance di(t) should be extracted
from the radar measurements.

6.2.2 Most Important Object (MIO) Identification

Radar measurements are thus used to increase robustness of the system when
compared to only using V2V communication. However, it is important to relate
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Figure 6.2: Schematic representation of MIO selection. Detected obstacles ( ),
MIO ( ), V2V object position ˜̂xj ( ).

the radar measurement with the corresponding messages of other vehicles.
These vehicles can either be driving in the same lane as the host vehicle, or
could be driving on neighbouring lanes, as for example was presented in
Chapter 4. Since communicated trajectories include a specification on the
planned lateral position `i,k(t), this can be used in conjunction with the
computer vision system, which can be used to identify which lane (and hence
which lateral coordinate `) is associated with each measurement. However, the
objective during the experimental validation is to follow a single vehicle (as only
two equipped vehicles are operational). Therefore, instead of mapping multiple
communicated messages, to multiple detections, only a single object needs to be
identified, which is referred to as the Most Important Object (MIO). In this
section, the selection of the MIO is presented.

Since the computer vision system of the experimental set-up is not
operational at the time of writing, accurate localization relative to the road of
the host vehicle and objects is difficult. Hence, the lateral component of the
driving task is completely performed by the operator. This, in combination with
the objective of only following a single preceding vehicle, significantly simplifies
the task at hand of matching detections with communicated planned trajectories
of other road users. Specifically, it reduces the objective of identifying a single
preceding vehicle, which is approximately in front of the host vehicle, among
detected objects. The selected method makes uses of a driving lane, to create a
region of interest, in combination with the information of V2V communication.
This method is partly based on that of [65], which filters out stationary objects
such as parked cars alongside of the road that are not valid objects to follow.
However, since in this work, the host vehicle should also be capable of stopping
behind a stationary vehicle, such as done in Section 3.4. Therefore, standstill
vehicles need to be considered and cannot be filtered out. As a result, a different
approach is required.
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The Bosch MRR radar that is used consists of multiple beams and provides
the real-time computer with object level data of up to 32 obstacles. The use of
object level data, rather than a point cloud of detections, makes implementation
significantly simpler. However, multiple objects are still detected. Hence, it is
necessary to identify which of the detected objects corresponds with the
preceding vehicle, with which a cooperative trajectory is to be constructed. Each
of the detected objects consists of measurements of a lateral position and
velocity, and a longitudinal position, velocity and acceleration estimate. By use
of the elevation radar, the height and vertical position are also included.
Additionally, a class (unknown, four wheel vehicle, two wheel vehicle,
pedestrian, construction element) is included. Finally, the radar also provides a
measure of probability of the detected class and a probability that the object
indeed exists.

Consider the schematic representation of the MIO selection in Figure 6.2,
which represents the selection of the MIO from all detected obstacles. Denote
the position, yaw rate and curvature of the host vehicle as xh,x(t), xh,y(t), θ̇h(t)
and κh(ti,k) respectively. Denote the lateral and longitudinal component of the
distance towards obstacle j expressed in the host vehicle reference frame as
dj,x(t) and dj,y(t) respectively. Then the following can be written to relate the
position of the host vehicle and the obstacle[

qj,x(t)
qj,y(t)

]
=

[
qh,x(t)
qh,y(t)

]
+

[
cos θh(t) − sin θh(t)
sin θh(t) cos θh(t)

] [
dj,x(t)
dj,y(t)

]
(6.5)

tan θ∆j (t) =
dj,y(t)

dj,x(t)
. (6.6)

In addition, the preceding vehicle communicates an estimate of its position (e.g.,
longitude and latitude) denoted by ˜̂xj(t) =

[
˜̂qj,x(t), ˜̂qj,y(t)

]
. These state

estimates are obtained by means of the state estimator described in [65], which
is implemented on both experimental vehicles.

The procedure is now as follows. First, the driving lane is identified.
Typically, this can be done by means of computer vision, or by means of a HAD
map in combination with the lateral position in the Frenet frame, ` (see also
Figure 2.2). However, both of these methods are unavailable during these
experiments. Therefore, instead the driving lane shall be identified by means of
the curvature of the host vehicle κh(t). Next, the driving lane is used to search
for the most important object among the obstacles that have sufficient
probability to exist (i.e., prob(obj) > εp). This MIO must satisfy certain criteria.
The measured distance to the object should correspond with the difference
between the estimate of the host position and the estimate of the communicated
position of the preceding vehicle. Hence, it is required that∣∣∣∥∥∥˜̂xj(t)− x̂h(t)

∥∥∥
2
− ‖dj(t)‖2

∣∣∣ ≤ εr. (6.7)
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Additionally, the ‘speed over ground’ of the obstacle can be estimated by
measurement of the relative velocity components ḋj,x(t) and ḋj,y(t). This
estimate should be sufficiently close to the communicated velocity of the
preceding vehicle ṽj(t) as

|v̂(t)− ṽj(t)| ≤ εv, (6.8)

v̂j(t) =

∥∥∥∥[vh(t)
0

]
+

[
ḋj,x(t)

ḋj,y(t)

]
+ θ̇h(t)

[
−dj,y(t)
dj,x(t)

]∥∥∥∥
2

. (6.9)

The objects in the driving lane are first checked, starting with the closest until
(6.7), (6.8) are satisfied. If no detection is found that satisfies both criteria, the
search is extended to outside the driving lane. During the experiments, the
parameters tuned manually which resulted in εp = 0.5, εr = 2 m and
εv = 2 m s−1.

6.2.3 Drivetrain Input

It should be noted that the model (2.6) is the result of feedback linearisation. As
a result, the torque input to the vehicle is computed by means of the required
tractive force Fx,i,k(t), which is computed as

Fx,i,k(t) = meff,is̈i,k(t) + Fr(ˆ̇si(t)), (6.10)

where Fr(ṡi(t)) denotes the resistive force as function of the current velocity ṡi(t),
and is evaluated at the estimated velocity ˆ̇si(t). This resistive force is identified
for the Twizy’s and described in [141]. The throttle position (TPS) required to
achieve this tractive force at the current motor RPM is then computed by means
of inverted torque maps. For this throttle position the lower range 0% - 20% is
assigned to regenerative braking, and the upper part 20% − 100% is assigned to
driving torque.

In the implementation, the low-level input is computed directly from the
planned trajectory si,k(t). No low-level feedback control is used. The reason for
this is the validity of the vehicle model (2.6), in combination with a small
input-delay. The addition of a feedback controller would result in a higher order
model for the drivetrain as seen by the trajectory planner. Moreover, it was
noticed that the vehicle was able to follow the planned trajectory without
feedback controller sufficiently accurate. A similar approach is used in [3],
which utilizes a road-load estimator to compensate for different vehicle masses
and road-slopes. In this work, the roadload compensation Fr(ˆ̇si(t)) is set to zero

when the velocity
∣∣∣ˆ̇si(t)∣∣∣ < 1 and the desired acceleration

∣∣∣ˆ̈si,k(t)
∣∣∣ < 0.01. These

bounds are tuned manually, to prevent the vehicle from applying a road load
compensation torque at standstill, which could result in the vehicle crawling
forward.
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6.2.4 Initial Condition of Planning

The planning framework in Chapter 3 and Chapter 4, assume perfect tracking.
New trajectories Si,k(t), t ∈ [ti,k, ti,k + Ti] are initialized in Si(ti,k), which, as a
result of the perfect tracking assumption, coincide with Si,k−1(ti,k). However, in
practice the perfect tracking assumption is mostly not valid. Therefore, a notable
difference in the experimental validation with respect to the developed
framework in Chapter 3 and Chapter 4 is that trajectories are initialised as:si,k(ti,k)

ṡi,k(ti,k)
s̈i,k(ti,k)


︸ ︷︷ ︸

Si,k(ti,k)

=

 ŝi(ti,k)
ˆ̇si(ti,k)

s̈i,k−1(ti,k)

 , ∀k. (6.11)

Note that the position and velocity are thus initialised at state estimates for
curvilinear position ŝi(t) and curvilinear velocity ˆ̇si(t), whereas the curvilinear
acceleration is initialised in such a way that the planned acceleration is
continuous. This prevents uncomfortable and rapidly changing inputs to the
system, which would otherwise be the result of sensor noise of the acceleration
sensor. Additionally, it prevents issues in which the vehicle is at an incline, which
would also otherwise directly influence the planned trajectories.

6.3 Lead Vehicle Experiments

To validate the framework for cooperative trajectory planning, it is required to
have a preceding vehicle that also constructs and communicates B-spline
trajectories. Therefore, first the framework for autonomous driving of Chapter 4,
that attempts to track a given reference velocity, is implemented on the
experimental set-up. Note that as discussed, the experiments only include
trajectory planning in the longitudinal direction (i.e., si,k(t)). During
implementation, the reference velocity νi(t) in (4.3), is implemented such that it
takes different values at different plan steps k, which is denoted as
νi,k(t), t ∈ [ti,k, ti,k + Ti]. In the experiment, this is implemented by a user
defined value vc,k, that is used to assign values to νi(t) in (4.3) as

νi,k(t) = vc,k, t ∈ [ti,k, ti,k + Ti], (6.12)

such that the reference velocity takes a constant value over the entire planning
horizon during plan step k. Note that this results in temporal inconsistent
behavior as νi,k(t) itself is temporally inconsistent, due to instantaneous changes
in vc,k by the user. Typically, during normal operation, the reference velocity
νi,k(t) is temporally consistent, as it is intended to relate to a maximum legal
velocity associated with the current road. However, for the implementation in
the experiment, using the proposed method allows for easily changing velocity.
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Figure 6.3: Lead vehicle planning to a velocity of ṡ = 5 m s−1 and ṡ = 3 m s−1, and back
to standstill

During the experiment, weight parameters have been chosen as Qs = [1, 0, 1],
similarly to the parameters chosen in Section 4.2. Note that the values are scaled
with respect to the values chosen in Section 4.2, because no lateral cost needs
to be considered during the experiment. Figure 6.3 and Figure 6.4 show two
changes in reference velocity. These figures show the planned trajectories in blue.
The red trace indicates the part of the planned trajectories that is executed before
a new trajectory is planned (i.e., t ∈ [ti,k, ti,k + Ti]).

First consider Figure 6.3, which shows three gradual velocity transitions,
with relatively small accelerations. It can be seen that the method of
consecutively planning trajectories towards a target velocity vc,k indeed achieves
following the desired velocity. Moreover, it can be seen that the measurement
(depicted in black) closely follows the pieces of the trajectories that are executed
by the vehicle, which is depicted in red. A small exception can be seen when the
vehicle is nearly at standstill. This discrepancy is expected to be related to a
slightly inaccurate torque-map for the braking part (i.e., regenerative braking) at
low velocities.

Next consider Figure 6.4, which shows a more aggressive velocity change. It
can be seen that again, the measurement follows the executed part of the
planned trajectories fairly well. An exception can be seen in the braking part of
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Figure 6.4: Lead vehicle planning to a velocity of ṡ = 10 m s−1, and back to standstill.

the measurement around approximately t = 11 s in the figure. This occurs when
the throttle position that is the result of the inverse torque map becomes 0%,
which results in the highest possible braking torque of the drivetrain. As a result,
the driveline has been saturated, and can no longer accurately track the selected
trajectory. Additionally, note that the input to the driveline is fairly smooth. This
is the result of initializing each plan step with in the evaluated acceleration of
the previous plan step.

6.4 Cooperative Vehicle Following Experiments

With the functionality of the lead vehicle (e.g., the planning of autonomous
longitudinal trajectories) as described in Chapter 4 validated, the next step is to
validate the functionality of the cooperative trajectory planning of Chapter 3.
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First, the planning delay ζ is evaluated. The effect of the planning delay ζ is
discussed in both Chapter 3 and Chapter 5 and was shown to have a significant
effect on the behavior of the cooperative trajectory planner. Next, the gap
closing of Section 3.4 is considered, as this is essentially used for the ad-hoc
forming of platoons. Additionally, since the lead vehicle can remain stationary
for gap closing, the initial tests can be executed safely, as velocities are low and
the planner behavior is predictable. After gap closing with the stationary lead
vehicle, gap closing and gap opening are considered with the lead vehicle
driving at a fixed velocity. Finally, cooperative vehicle following is considered
with various time gap parameters, where the lead vehicle transitions from a
given velocity to a different velocity. During all experiments the B-splines that
are used to construct the planned trajectories are defined by means of p = 5,
n = 6, Ti = 5 s, tp = 0.2 s and weights Qs = [Qṡ, Qs̈, Q˙̇ṡ ] = [1, 0, 1], such that all
parameters are chosen identical to those of Section 6.3.

6.4.1 Planning Delay

During cooperative trajectory planning, the planning delay ζ between the plan
time ti−1,k and time at which this information is used in the planning of the host
vehicle ti,k is an important factor in the performance of the cooperative
trajectory planner. The analysis in Chapter 5 assumed synchronous planning,
where ti−1,k = ti,k. In the experiments this is no longer the case, instead ti,k is
defined as the time at which vehicle i uses the information of of vehicle i − 1
generated at ti−1,k. As a result, the planning delay ζ originates from the
combination of a communication delay, ζc, and the asynchronicity of the
planning of both vehicles. To recognize the effect of asynchronicity, consider the
time at which the preceding vehicle started its most recent planning. The time at
which the host vehicle can then make use of this information, is related to the
point in time where it starts its new planning. This can be recognized in
Figure 6.5. The accolades under the horizontal axes indicate the time range in
which ti,k can be found, related to the time ti−1,k.

In the figure, the time at which the preceding vehicle updates are illustrated,
as well as the earliest moment time at which this information is known to the host
vehicle (i.e., ti−1,k + ζc). As already mentioned, the time ti−1,k 6= ti,k, and ti,k is
defined as the time at which vehicle i utilizes the information that vehicle i − 1
has planned at time ti−1,k. Therefore ti,k is related to ti−1,k as

ti,k ∈ [ti−1,k+ζc, ti−1,k+1+ζc] = [ti−1,k+ζc, ti−1,k+tp+ζc]. (6.13)

In practice, the relative time between ti−1,k and ti,k is related to the time when
the preceding vehicle and the host vehicle are turned on. As a result, ζ can be
thought of as uniformly distributed between ζc and tp+ζc, denoted as

ζ ∈ U(ζc, ζc + tp), (6.14)
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Figure 6.5: Schematic representation of planning delay. Time instances where preceding
vehicle updates ti−1,k ( ), earliest moment at which this information is
known to the host vehicle ti−1,k + ζc ( )

where U(min,max) denotes a uniform probability distribution between min and
max. Note that in practice, the communication delay ζc itself is also uniformly
distributed. However, the span of this distribution is typically significantly
smaller (e.g., ζc ∈ [10, 30] ms), than the planning update time tp. Therefore, the
distribution of ζ should be approximated well by (6.14).

In the experiments, both the communication delay ζc and planning delay ζ are
determined by comparing the current time ti,k for both vehicles, by means of the
common clock. This common clock is available in the form of the GPS clock. The
implementation of this clock on the i-CAVE Twizy’s, as well as the communication
delay measurement is described in detail in [65]. From each of the recorded
measurements in this chapter, the planning delay is evaluated and recorded. A
summary of these planning delays during experiments can be found in Figure 6.6.

The bottom figure illustrates the recorded planning delay ζ, during all 40
executed experiments, each experiment indicated with a different color. During
all these experiments, both vehicles update their planning with an update time
tp = 0.2 s. The top left figure, illustrates a histogram of the planing delay ζ
during each of the plan steps of each of the experiments. From the figure at
the bottom, it can be seen that the planning delay is relatively constant during
each experiment. Some small jitter can be seen with a magnitude of 0.01 s. An
seeming exception can be seen in one of the red lines around sample k = 450,
where the delay is decreased significantly by approximately 0.2 s. At this point,
the delay and jitter are such, that the host vehicle has become aware of a more
recent planning of the lead vehicle. It should be noted that the histogram of ζ in
the top figure gives a somewhat distorted image of the distribution of ζ. This is
the result of ζ not being uniformly distributed during each plan step, but rather
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Figure 6.6: Planning delay ζ = ti−1,k − ti,k, during all 40 experiments. Both vehicles have
a planning update of tp = 0.2 s

during start-up only. Therefore, longer measurements have more impact on the
histogram of ζ. By recording more individual experiments (where the system
turns on again and are all approximately equal in length), the distribution should
start to resemble the distribution of (6.14) more, which is not the case with the
data that is available. For the communication delay, ζc, it should be noted that
although the planning of vehicle i is updated each tp seconds, this planning is
communicated with vehicle i− 1 more frequently (e.g., at a frequency of 25 Hz),
which is mainly used for MIO selection. Consequently, the number of samples of
communication delay is much larger. It can be seen that it only takes values of
10, 20 and 30 ms.

6.4.2 Gap Closing

The gap closing strategy of Section 3.4, where a reference standstill distance is
chosen as a function of time cr,i,k(t), is found to be most suitable for
implementation, as it can be used at any forward velocity (including standstill).
It uses user defined parameters ci and hi, to parametrize the spacing policy. To
validate the gap closing functionality more easily, these parameters can be
adjusted in real-time. This can be used to instantaneously change the spacing
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Figure 6.7: Gap closing behind a stationary vehicle. Closing velocity set to vcl = 3 m s−1.

policy while both vehicles are in motion, and put the system in a state where the
error ei(t) 6= 0. This allows to see how the system behaves in these scenarios. To
achieve this, parameters ci,k is introduced, while the time gap is kept constant at
hi. During all the experiments involving gap closing, the time gap is set to a
constant value hi = 0.5 s, ∀k.

Approaching a Stationary Vehicle

As an initial test, a stationary lead vehicle is considered. This lead vehicle does
communicate its planned trajectory by means of the coefficients
Pi−1,k = si−1(0)1n+1×1, ∀k, such that it remains stationary. Gap closing
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parameters are chosen as φ
i

= −0.1, such that the following vehicle will drive
approximately 11% faster then the preceding vehicle to close the gap according
to (3.43), and vcl = 3 m s−1, the velocity with which a stationary vehicle is
approached. The approach of a standstill vehicle is also demonstrated in
Section 3.4, for which the results are shown in Figure 3.19a. The experimental
results are shown in Figure 6.7. In the figure, the host vehicle first increases its
velocity, until the velocity of vcl = 3 m s−1 is achieved. Then this velocity is
maintained, until the vehicle is sufficiently close and starts to gradually decrease
velocity. Note that some oscillations occur at the very end of the measurement.
These are due to the road load compensator switching off at low velocities and
desired accelerations.

Lead Vehicle with Fixed Velocity

In the following experiments, the lead vehicle is no longer stationary. Both
vehicles start of stationary, before the lead vehicles accelerates towards a fixed
velocity of ṡi(t) = 10 m s−1. When both vehicles are in steady state at this new
velocity, a change is made in the parameter ci,k, to introduce an error with
respect to the desired spacing policy. This change is applied in both directions,
decreasing ci,k results in a positive error, increasing ci,k results in a negative
error.

First, a positive error is introduced, where the host vehicle needs to close a
gap while moving. This is illustrated in Figure 6.8. At approximately t ≈ 8.5 s the
value of ci,k is changed from 15 m to 5 m, resulting in a spacing error of ei(t) =
10 m. To overcome this error, the planner immediately initiates gap closing, by
planning towards a new velocity, which scales with the average velocity of the
preceding vehicles according to (3.49). In this example, the lead vehicle already
starts to decelerate at approximately t ≈ 12.4 during the gap closing, such that
only the part highlighted in gray in the figure is purely gap closing. Nevertheless,
the presented approach is capable of adjusting to this change in velocity and
planning of the lead vehicle.

A second example is illustrated in Figure 6.9. In this example, a negative error
is introduced, where the host vehicle needs to increase the inter-vehicle distance.
Initially, the standstill distance ci,k is 15 m. Then at t = 18 s and t = 33 s the
standstill distance is changed to respectively ci,k = 10 m and ci,k = 5 m, such
that a negative error of ei = −5 m occurs at both changes. The planner takes
action by planning a new trajectory that increases the inter-vehicle distance to
satisfy the new spacing policy. Notice that despite the spacing error being only
half of the positive error in the previous scenario, the control input is similar
in magnitude. This illustrates how the gap closing strategy ensures comfortable
(e.g., low accelerations) gap closing, but in safety critical scenarios (where the
host vehicle is too close to the vehicle ahead) still uses larger control inputs to
correct the error.



154 Experimental Implementation

0 2 4 6 8 10 12 14 16 18
0

5

10

15

20

d
[m

]

di,k(t), t ∈ [ti,k, ti,k+tp]

Measurement
ci,k + hiṡi(t)
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Figure 6.8: Gap closing behind a moving vehicle. Closing velocity set to vcl = 3 m s−1.

6.4.3 Vehicle Following

Aside from following a vehicle at a constant velocity, the planning algorithms
should be capable of changing velocities successfully, for example in case of a
changing speed limit. The experiments in this section are used to illustrate the
functionality of the cooperative trajectory planner for various time gaps. The
standstill distance is kept constant at ci,k = 5 m. Various time gaps are used,
but in each experiment a single time gap is used, such that hi only varies between
experiments. During each experiment, the lead vehicle accelerates to a velocity of
vc,k = 10 m s−1, then maintains that velocity for a few seconds before decelerating
to a lower velocity of vc,k = 7 m s−1. For each experiment the mean planning
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Figure 6.9: Gap opening transitioning from ci,k = 5 m to ci,k = 10 m to ci,k = 15 m

delay is denoted by ζ.

An overview of the experiments in this section are shown in Table 6.2. The
result of these experiments are shown in Figure 6.10, Figure 6.11 and
Figure 6.12 for decreasing time gaps hi. Considering the combination of average
planning delay ζ and time gap hi and the results from Chapter 5, it is expected
that the experiments illustrated in Figure 6.10 and Figure 6.11 would
demonstrate string stable behavior. In the figures, some attenuation can indeed
be observed by considering the peak planned acceleration, during each velocity
transition. Additionally, the numerical approximation of the L2-norm of the
planned acceleration also indicates string stable behavior in the L2 sense. In
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Figure 6.10: Vehicle following hi = 1.0 s, ζ = 0.0899 s

Table 6.2: Overview of vehicle following experiments.

hi [s] ζ [s] ‖s̈i,k(t)‖L2
/ ‖s̈i−1,k‖L2

Figure

1.0 0.0899 0.8152 6.10
0.5 0.2406 0.8946 6.11
0.4 0.1529 0.9062 ×
0.3 0.0940 0.9096 ×
0.2 0.1702 0.9344 ×
0.1 0.1155 0.9287 6.12
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Figure 6.11: Vehicle following hi = 0.5 s, ζ = 0.2406 s

contrast, the combination of time gap and planning delay in the experiment
illustrated in Figure 6.12, should result in string unstable behavior, as the delay
is larger than the minimum time gap in Figure 5.7b. However, this instability can
not be seen from the Figure 6.12, nor from the ratio of the numerical
approximation of the L2-norm of the planned acceleration. It is clear however,
that the attenuation of the L2-norm of the planned acceleration signal does
decrease for decreasing time gap.

Some observations should be made regarding the performance of the
implemented planner. First, it should be noted that the radar initially does not
accurately track the position of the lead vehicle in Figure 6.12. Although in the
majority of cases the radar did accurately track the lead vehicle, during some
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Figure 6.12: Vehicle following hi = 0.1 s, ζ = 0.1155 s

experiments this type of jitter on the radar measurement can be seen. This can
be improved by integrating additional sensors for the purpose of environmental
sensing. Secondly, in most experiments, the measured spacing between the
vehicles did not exactly match the desired spacing policy and a small positive
error can be seen. This might be due to the due to the implementation of the low
level controller, which does not include any feedback as described in
Section 6.2.3. As a result, the correct drive torque might not be applied to the
vehicle. A different explanation could be related to the error always being
positive. Hence, it is possible that it is related to the gap closing strategy. When
the vehicle is approximately driving with a spacing error equal to zero, a
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disturbance that increases the error (host vehicle further away from preceding
vehicle), the generated control input is lower than if the error was negative, as is
already remarked while discussing the contents of Figure 6.8 and Figure 6.9.
This asymmetry might result in the small bias that can be seen in some of the
experiments, where an external disturbance cannot be overcome by the ‘weaker’
control input of the gap closing strategy. This also explains why the L2-norm of
the planned acceleration of Figure 6.12, seemingly indicates string stable
behavior, as the positive spacing error results in lower magnitude accelerations
due to gap closing.

6.5 Summary and Discussion

In this chapter, experimental results are presented that are used to validate the
framework presented in Chapter 3 and Chapter 4. First, an overview of the
experimental set-up is provided, as well as some important details on the
implementation. Next, experimental results are presented for both autonomous
as well as cooperative driving. It is shown that the autonomous trajectory
planner of Chapter 4 is indeed capable of tracking a desired velocity.
Additionally, the cooperative trajectory planner of Chapter 3 is shown to be able
to maintain a desired spacing policy, while following the lead vehicle. This is
true for the regular planner, as well as the gap closing strategy that was
implemented for improved passenger comfort. Note that the longitudinal part of
the cooperative trajectory planning framework is the most significant
contribution of this thesis. Therefore, despite only being able to test the
longitudinal part of the trajectory planner, these experiments clearly indicate
that this framework can be implemented in practice.

In conclusion, although some minor improvements can be made to the
implementation itself, it is demonstrated that this framework can be successfully
implemented in real-time to achieve both autonomous, as well as cooperative
driving.





Chapter 7
Time Scaling

While cooperative trajectory planning shows significant benefits over more
traditional feedback methods, it does suffer from a small drawback. Specifically,
trajectory planning is computationally more expensive, as a result of which the
rate at which planned trajectories are updated, is chosen to be smaller than the
rate at which information is provided to the system. This limits the control
bandwidth of achieving a certain spacing policy. This chapter presents a
potential solution to relieve this bandwidth limitation of the trajectory planning
method.

7.1 Scaling Approach

The cooperative trajectory planning method of Chapter 3 is capable of achieving
string-stable behavior as well as comfortable gap closing. However, so far it was
assumed that the preceding vehicle indeed executes its communicated trajectory.
In practice, the preceding vehicle will most likely slightly deviate from its
communicated trajectory, as the preceding vehicle is subject to various
disturbances or its V2V communication might be impaired. These deviations can
partly be compensated in the next plan cycle of the host vehicle. However, the
update rate of the trajectory planning is typically low (e.g., 5 Hz), due to
computational requirements of the algorithm. In this section the time scaling
method is presented (see also [150] for more details), that is used as a safety
feature against V2V impairments and inaccurate communicated or predicted
trajectories of other traffic participants. This method adjusts the existing planned
trajectory instead of replanning it entirely.

Recall that the planning algorithms of Chapters 3 and 4 plan trajectories in
curvilinear coordinate s for vehicle i as si,k(t), t ∈ [ti,k, ti,k + Ti] by means of
B-spline of degree p with n + 1 control points. These trajectories are planned at
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times ti,k and span over a horizon Ti. The planned trajectory including velocity
and acceleration is denoted as

Si,k(t) :=

si,k(t)
ṡi,k(t)
s̈i,k(t)

 =

si,k(t)
vi,k(t)
ai,k(t)

 , t ∈ [ti,k, ti,k + Ti]. (7.1)

Instead of replanning the trajectory, a method that adapts the existing trajectory
is required. For this reason, the time scaling method is introduced. In time
scaling, the planned trajectory Si,k(t) can be interpreted as a look-up table that
is used by the host vehicle during the time period t ∈ [ti,k, ti,k+1]. This look-up
table can be read-out at a different pace than real-time, to speed up or slow
down the trajectory. For safety reasons, only retarding actions should be allowed
for the time-scaling method, and decisions for accelerating are left to the
planning algorithm. Additionally, the trajectories described by B-splines are
limited in terms of rise time of the acceleration by the ratio Ti/n, due to the
continuity requirements of the B-splines. This limitation applied to both the lead
vehicle as well as the following vehicle. This might be a problem in emergency
braking conditions. Instead of increasing the amount of control points n, which
leads to higher computation time and higher communication bandwidth, also
time scaling can be used to remain safe.

The time scaling method is defined as follows. The spacing velocity, vsp,i(t), is
determined, which is found by rewriting the spacing policy (3.4):

vsp,i(t) =
di(t)− ci

hi
, (7.2)

di(t) = si−1(t)− si(t)− Li, (7.3)

where di(t) is the measured inter vehicle distance, and ci and hi user defined
parameters as presented in Chapter 3. This velocity vsp,i(t) is then used to define
a progression rate of read-out time τi(t) as

τ̇i(t) =


vsp,i(t)

vi,k(τi(t))
if

vsp,i(t)

vi,k(τi(t))
≤ 1, subject to 0 < vi,k(τi(t)),

1 otherwise,
(7.4)

τi(t) =

∫ t

ti,k

τ̇i(t) dt+ τi(ti,k), t ≥ ti,k, (7.5)

which is set to the current time at the start of each plan step. For cases where the
reference velocity is zero, time scaling is not required (i.e., τ̇i = 1), as the vehicle
does not move anyway. Note that, according to (7.4), this ‘new’ time τi(t) never
progresses faster then real-time, such that 0 ≤ τ̇(t) ≤ 1,∀t. This new ‘read out
time’ τi is used to obtain the new scaled curvilinear position sτ (t) as

sτ (t) = si,k(τ(t)), (7.6)



7.1 Scaling Approach 163

and corresponding reference trajectory for the level vehicle control:

Si,k,τ (t) =

sτ (t)
vτ (t)
aτ (t)

 =

si,k(τ(t))
ṡτ (t)
s̈τ (t)

 . (7.7)

By means of the chain rule, the time derivatives of si,k(τi(t)) are

Si,k,τ (t) =

 si,k(τ(t))
vi,k(τ(t))τ̇(t)

ai,k(τ(t))τ̇(t)2 + vi,k(τ(t))τ̈(t)

 , t ∈ [ti,k, ti,k + Ti] . (7.8)

Note that the time derivatives of the planned trajectory si,k(t) are ‘scaled’ by the
time derivative of time τ(t), hence the name time scaling. Also note that the new
desired velocity is indeed upper bounded by vsp,i(t), since:

vτ (t) = vr(τi(t))τ̇i(t) =

vi,k(τi(t))
vsp,i(t)

vi,k(τi(t))
if

vsp,i(t)

vi,k(τi(t))
≤ 1

vi,k(τi(t)) else
, (7.9)

making it suitable for keeping a safe distance, when the preceding vehicle deviates
from its communicated trajectory.

Although the time scaling policy is based on velocities, the scaled
acceleration state is required for low level vehicle control as mentioned in
Chapter 6. This scaled acceleration can be obtained by numerical differentiation
of vτ (t). However, vτ (t) can be discontinuous at planning updates, since the
planned trajectories are initiated in the current measured vehicle state, and
velocity measurements naturally contain noise. This makes numerical
differentiation undesirable. Instead, the expression for aτ (τ(t)) in (7.8) is used.
This requires computing τ̈(t). It should be noted that since τ̇ is not continuously
differentiable at point where (7.4) switches cases, τ̈(t) is not well-defined
everywhere. However, since it is only not well defined at points where
timescaling enables or disables, this is not an issue in practice. Instead, a
substitute variable ˜̈τ(t) is computed, using (7.4) as

˜̈τ(t)=


vi,k(τ(t))v̇sp,i(t)− vsp,i(t)ai,k(τ(t))τ̇(t)

vi,k(τ(t))2
, if

vsp,i(t)

vi,k(τ(t))
≤ 1,

0, otherwise,
(7.10)

v̇sp,i(t) =
1

hi
ḋi(t), (7.11)

where ḋi(t) can be measured from the on-board radar of the host vehicle. As
remarked before, the time-scaling method should only perform retarding actions
(i.e., reducing the velocity of the vehicle). However, noise in the velocity
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Figure 7.1: Schematic overview of trajectory planning with time scaling system.

measurement of the radar can still result in an increase in the acceleration term
in (7.8) due to (7.10), even when vi,k(τ(t)) < vsp,i(t). The resulting scaled
trajectories are then evaluated slightly different from (7.8) as

Si,k,τ (t) =

si,k(τ(t))
vτ (t)
aτ (t)

 , t ∈ [ti,k, ti,k + Ti] , (7.12a)

vτ (t) = vi,k(τ(t))τ̇(t), (7.12b)

aτ (t) = min
[
ai,k(τ(t)),

(
ai,k(τ(t))τ̇(t)2 + vi,k(τ(t))˜̈τ(t)

)]
. (7.12c)

The trajectory of plan step k is then initialized in the current scaled acceleration
aτ (ti,k). This ensures that in the next trajectory the scaled acceleration of the
previous plan step is taken into account. This in turn informs the vehicles behind
of the braking action. The resulting process is schematically illustrated in
Figure 7.1, which shows the inputs to vehicle i, by both the radar, as well as the
V2V communication. Note that additional information is utilized since the
relative velocity ḋi(t) is now used, while in Chapter 6 only radar distance
together with V2V messages where utilized. This additional source of
information helps the vehicle to react faster to the changing condition.

7.2 Simulation Results

To illustrate in what scenarios time scaling might improve the behavior of the
platoon, a simulation study is performed. Since time scaling is useful in
particular in scenarios where a vehicle deviates from its reference trajectory,
perfect tracking of the reference trajectory is no longer a sensible assumption. To
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hiṡi + ci

0 1 2 3 4

7

8

9

10
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Figure 7.2: Comparison of trajectory planning with and without time scaling, Lead vehicle
( ), first follower ( ), second follower ( )

simulate vehicle suffering from a disturbance, a vehicle model is created. This
vehicle model includes the powertrain and road load model as described in
[141]. Additionally, a first order dynamical system like (2.6), is used to capture
the first order dynamics of the drivetrain, with drivetrain parameter
ηi = 0.0687 s as identified in [65].

A scenario is considered where at t = 0.5 s, the lead vehicle applies an input
of ui = −1 m s−2, which can be interpreted as a failure of the automated system.
While this vehicle starts to decelerate, it is unaware of the impairment and
continues to plan to the desired velocity of 10 m s−1. This scenario is simulated
for a string of three vehicles that make use of the planning method described in
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Chapters 3 and 4, with parameters n = 6, p = 5, hi = 0.3 s, ci = 5 m. Figures
7.2a and 7.2b illustrate a scenario where time scaling is not used and where it is
used, respectively. It can be seen that the lead vehicle indeed decelerates, as
indicated by the actual acceleration s̈i in the dash-dotted blue line. Note that
since the lead vehicle does not have a vehicle in front of it, τ̇0(t) = 1, ∀t and
s0,k,τ follows the planned trajectory s0,k. However, also note the discrepancy
between what this lead vehicle is planning and what it is executing, which is
completely different. As a consequence, it also communicates a trajectory in
which the vehicle accelerates, rather than the decelerating action that it is
performing, which in turn is used by the vehicles driving behind it. In Figure
7.2a, where time scaling is not used, it can be seen that while the replanning of
the following vehicles does result in a decrease in velocity, it is not sufficient.
This results in the inter vehicle distance becoming significantly smaller then the
desired inter vehicle distance as can be seen in the top plot.

In contrast, Figure 7.2b illustrates the same scenario, but with the time
scaling mechanism active for both following vehicles. It can be seen that,
similarly to Figure 7.2a, both following vehicles still plan their trajectories on
faulty information from the preceding vehicle, as all the planned trajectories
attempt to increase the acceleration and velocity. However, despite this incorrect
planned trajectory, the vehicle much faster with time scaling than without time
scaling. It can be seen that while both following vehicles suffer from a tracking
error, the tracking error remains small.

7.3 Experimental Validation

The approach is also implemented on the experimental set-up. For the spacing
policy hi = 0.5 s and ci = 10 m is used. A disturbance is applied to the lead
vehicle by means of manually applying a braking torque to the vehicle, using the
hydraulic brake system of the lead Twizy. Therefore, it is incapable of accurately
tracking the planned and communicated trajectory. Figure 7.3 illustrates an
experiment where the brake is applied, such that the lead vehicle is incapable of
departing. It can be seen that the follower vehicle also plans to depart for
approximately t ∈ [1, 14] s. However, as the host vehicle is already at the desired
standstill distance, (7.4) will prevent progression of the readout time τ . Hence,
the host vehicle will not start departing, thus maintaining the initial inter-vehicle
distance. Next, at t ≈ 15 s, the brake of the lead vehicle is released, and both
vehicles depart. Then at t ≈ 36 s the hydraulic brake of the lead vehicle is again
applied as a disturbance. It can be seen that the host vehicle again successfully
maintains a safe distance, despite the lead vehicle not tracking its planned and
communicated trajectory. However, one drawback is that the slightly noisy
measurement of the relative velocity ḋi(t), now directly affects the control input
(i.e., the commanded acceleration) of the vehicle.
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Figure 7.3: Experimental results of time scaling, with τ̇ according to (7.4), and reference
trajectories as in (7.12).

7.4 Summary and Discussion

The time scaling method is presented as an extension to the trajectory planning
framework for automated cooperative vehicles. This method utilizes radar
information in between plan steps, such that the automated vehicle is capable of
adjusting its control input without replanning. Therefore, it helps to overcome
the drawback of trajectory planning related to the limited up-date frequency. It is
demonstrated that in case a discrepancy appears between the communicated
and the executed trajectory of the preceding vehicle, the time scaling mechanism
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helps to reduce the spacing error. Hence, it provides a method of graceful
degradation of the cooperative trajectory planning framework. The discrepancy
between the communicated and executed trajectory can be either due to a faulty
or damaged lead vehicle, or due to a V2V impairment.

The time-scaling method utilises the same information as traditional
Adaptive Cruise Control (ACC), being the inter vehicle distance and the inter
vehicle velocity measured by the radar. Without accurate communicated planned
trajectories of the preceding vehicle, the minimum time gap with which a vehicle
can be followed without losing string stability increases. Therefore, the platoon
of vehicles can demonstrate string unstable behavior due to the time scaling
mechanism. However, it should be noted that if all vehicles track their
communicated trajectories accurately, the control system does not rely on the
time scaling mechanism to maintain a safe distance. Instead, it is implemented
to remain safe in cases where other parts of the automated driving system are
impaired. In cases where the follower vehicle needs the mechanism to maintain
distance for a sustained amount of time, it might be beneficial to increase the
time gap in the spacing policy. Increasing the time gap would account for the
lack of accurate information of the preceding vehicle and potentially improves
the behavior of the platoon in those scenarios in terms of string-stability.



Chapter 8
Conclusions and
Recommendations

Vehicle automation is a research topic of great interest, due to the ever increasing
demand of mobility. Both safety in mobility as well as throughput on roads can
be increased by means of vehicle automation. Automated vehicles can be divided
into two subclasses, which are cooperative vehicles and autonomous vehicles.
Both of these subclasses have been researched extensively. This thesis aims to
unify the research of both subclasses into a single trajectory planning framework.
To do so, the following objectives are defined:

• To design a unified trajectory planning framework for automated and
cooperative vehicles. A vehicle equipped with the aforementioned
framework can operate both autonomously and in a cooperative fashion,
using the same control topology, while broadcasting the same information
in both modes.

• To ensure that cooperative trajectories are string-stable, such that the
macroscopic traffic system benefits from the increased throughput.

• To validate experimentally the developed framework on full-scale vehicles.

The main conclusions from these objectives are provided in Section 8.1.
Recommended topics for further research that are identified in this thesis are
presented in Section 8.2.
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8.1 Conclusion

An autonomous vehicle must be capable of handling a wide variety of scenarios,
ranging from highway driving to urban scenarios. These vehicles make use of
trajectory planners that can plan actions over a certain time horizon. The vehicle
can check these trajectories for feasibility and collisions before executing it.
Information about the environment of the vehicle is gathered by means of
on-board sensors such as LIDAR (LIght Detection And Ranging), radar and
camera. In contrast, cooperative vehicles make use of vehicle to vehicle (V2V)
communication to achieve some collective behavior. In the context of this thesis,
the collective behavior refers to cooperative vehicle following, to form so called
platoons. Correspondingly, cooperative vehicles refer to vehicles that perform
cooperative vehicle following. An important requirement for cooperative vehicle
following is string-stability, which refers to the attenuation of disturbances in the
upstream direction of the platoon, thereby avoiding the common “harmonica"
effect in traffic jams. The main benefits of cooperative vehicles include improved
highway throughput and safety. Typically, these vehicles make use of feedback
control to achieve string-stable vehicle following at small inter-vehicle distances.
Ideally, an automated vehicle is both highly versatile to navigate in a high variety
of traffic scenarios, as well of being capable of small inter-vehicle distance
vehicle following. The main contribution of this thesis is therefore a unified
framework, that is used for both cooperative as well as autonomous driving. This
allows the vehicle to maintain the versatility of the trajectory planning
framework of the autonomous vehicle, while also benefiting from the properties
of the cooperative vehicle. Furthermore, this approach simplifies the ad-hoc
forming and breaking of platoons, which greatly benefits the ease of
implementation of the framework, even in mixed traffic.

In Chapter 3, cooperative trajectory planning is discussed. A comparison is
made between trajectory construction in which only a terminal state is used to
generate trajectories and where an optimization over a time horizon is used.
Although it is shown that the use of only a terminal state is capable of a
transition from one steady state to another, it is not well suited in case of initial
perturbations. In contrast, trajectory construction by means of optimization over
a time horizon is capable of both. This trajectory planning method employs
B-splines to efficiently characterize and communicate the planned trajectories
between vehicles by means of control points. An important property of this
method is that it allows for a closed form computation, such that guarantees on
the required computation time can be given. An extension is also presented, in
which the spacing policy is time dependent to allow for more comfortable gap
closing. In addition to the behavior of the platoon of vehicles, also the behavior
of the planned trajectories in consecutive plan steps is considered. In practice,
the planner is implemented in a receding horizon fashion, such that the planned
trajectories are updated during execution. Since the cooperative trajectories are
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based on a planned trajectories of the preceding vehicle, it makes sense that
consecutive trajectories of a single vehicle should be similar. This way, the host
vehicle successfully anticipates future actions of the preceding vehicle. The
desired similarity of these consecutive trajectories is referred to as temporal
consistency. It was shown by means of simulations that the construction of
cooperative trajectories can be achieved by means of the derived method,
satisfying the first part of the first objective.

The construction of autonomous trajectories is presented in Chapter 4. It
shows how properties of B-splines can be used to satisfy acceleration constraints,
by identifying a feasible subset of trajectory control points. A set of candidate
trajectories is constructed, which includes variations in velocity and lateral
position. Additionally, various transients are included for each velocity and
lateral position, such that both fast and aggressive trajectories as well as more
comfortable slower trajectories are considered. Some other trajectory planners
in literature require additional bookkeeping, or a specific choice for the cost
function that prefers aggressive trajectories over comfortable trajectories to
achieve temporal consistency. The presented trajectory construction method here
demonstrates close to temporal consistent behavior without such requirement.
In addition to the construction of autonomous trajectories, Chapter 4 also
presents a unified framework that allows the automated vehicle to switch
between autonomous driving and cooperative driving. Simulations demonstrate
how the behavior of a platoon in traffic can be influenced. In particular, it was
shown that a single parameter determines the preference of a platoon to either
overtake a slower vehicle, or to form a platoon with it. Combining the research
of both Chapters 3 and 4 the first research objective is thus achieved.

However, a major the benefit of cooperative vehicle following is to have a
platoon of vehicles that is string-stable. String-stability implies the attenuation of
disturbances in upstream direction of the platoon and is well studied in
literature. Chapter 5 presents a mathematical string-stability analysis that
considers the acceleration of each vehicle in the platoon. A novel approach of
this chapter is that the updating nature of the planner with B-splines can be
represented by means of discrete-time dynamics. These discrete-time dynamics
describe how the control points of the B-spline trajectories evolve from one plan
step to the next. At the same time, these control points describe the relevant
signals in continuous-time by recognizing that they consist of piecewise
B-splines. It is shown that linear discrete-time dynamics can be used to represent
the behavior of the cooperative planner, and obtain the L2-norm of resulting
continuous time signals. This is used to find a transfer function, that relates the
L2-norm of the acceleration of one vehicle in the string to the next. This analysis
shows that there do exist ‘exotic’ inputs to the lead vehicle that result in string
unstable behavior. An example is given where temporal inconsistent behavior of
the lead vehicle results in amplification of the L2-norm of the acceleration in the
upstream direction. However, it can be reasoned that this temporal inconsistency
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of the lead vehicle typically would not occur in practice. Instead, further
mathematical analysis, in which the behavior of the lead vehicle is limited to one
of two different planners for the lead vehicle, yields different results. The
difference in the consecutively planned trajectories of these planners remains
small, such that they are close to temporal consistent. Using this analysis it can
be shown shown that a platoon of vehicles following a lead vehicle with either of
these lead vehicle trajectory planners indeed is string stable. This result
emphasizes the importance of temporal consistency in cooperative vehicle
following. Additionally, planning delay, where the following vehicle plans its
trajectory at a later time then the preceding vehicle, is also considered. Using a
similar analysis as before, the required time gap in the spacing policy is
computed to achieve string-stable behavior for a given plan delay. It is shown
that even for significant plan delays string stable behavior can still be achieved
for these temporal consistent lead vehicles, which satisfies the second research
requirement.

After the design of a unified framework for both cooperative as well as
autonomous driving, and the theoretical analysis, Chapter 6 presents the
implementation of this framework on two full scale experimental demonstrator
platforms in the form of two instrumented Renault Twizy’s. This chapter
discusses how radar information is integrated to increase the the robustness of
the method against estimation errors of either host or preceding vehicle. Since
environmental perception of the experimental platform is limited, only
longitudinal trajectories are planned and executed for both the lead vehicle as
well as the following vehicle, while lateral actuation is still performed by the
operator. Both the construction of trajectories for the lead vehicle as well as
cooperative trajectories are shown. Both vehicle following as well as gap closing
scenarios are considered, validating the framework laid out in Chapter 3 and
Chapter 4. By satisfying the third research objective, it is shown that the
development of this framework can also successfully be implemented in practice.

Finally, Chapter 7, presents an extension to the trajectory planning
framework for automated cooperative vehicles. This extension intends to
overcome the drawback of control bandwidth limitations of the trajectory
planning approach. The time scaling extension utilizes radar information in
between plan steps, such that the automated vehicle is capable of adjusting its
control input without replanning. Discrepancies between the communicated and
executed trajectory can occur due to either a faulty or damaged lead vehicle, or
due to a V2V impairment. It is demonstrated that in case of such a discrepancy
between the communicated and the executed trajectory of the preceding vehicle,
the time-scaling mechanism helps to reduce the spacing error. As such, it
provides a method of graceful degradation of the cooperative trajectory planning
framework.
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8.2 Recommendations

During the development of the cooperative trajectory planner of Chapter 3, a
choice was made to minimize a given criterion that includes samples over the
entire planning horizon in such a way that it will yield a solution for any knot
vector. Although this choice demonstrated satisfactory results, different
approaches could be considered. Among others, a minimization over the integral
of the squared error can be considered instead of samples, by making use of
Appendix A. These alternative planning methods can also be evaluated by the
mathematical analysis of Chapter 5 to check for string-stability. Potentially,
B-spline trajectory planning algorithms can be found which further improve
temporal consistency and string-stability.

Aside from the cooperative planner, the autonomous planner can also be
improved further. Note that the combination of the longitudinal and lateral
control points directly describe a geometric spline in the Frenet frame. Currently,
the generation of a lateral trajectory is created such that it is completely
independent of the construction of the longitudinal trajectory. Instead, a method
can also be conceived that utilizes the information of the longitudinal trajectory
while constructing the lateral trajectory. This can for example be used to
explicitly take into account obstacles and other road users during the
construction of the trajectory, rather than only while checking its feasibility. This
might benefit temporal consistency of the lateral trajectories.

Interesting observations are made in relation to the string-stability analysis,
specifically in relation to temporal consistency of the lead vehicle. It is shown
that for lead vehicles with certain trajectory planners, string-stability can be
achieved, while for others this is not the case. It is of great interest to further
investigate the planning algorithm of the lead vehicle for which string-stability is
achieved, with the objective of identifying requirements for this lead vehicle
planner. Additionally, it should be recognized that for the presented lead
vehicles, a transition from steady state driving at an initial velocity to another
velocity does result in string stable behavior in the L2 sense. This analysis
considers continuous-time signals with infinite timespan that start from the time
at which the transition takes place. In practice, more than one transition will
take place on such a time span. It is therefore of interest if the analysis can be
extended to include multiple arbitrary velocity changes. This could potentially
be achieved by means of a dwell time, in which the lead vehicle is not allowed to
make another velocity change. Further research on this topic might result in
useful insights. Finally, observations in Chapter 6 showed that the spacing error
might not converge for certain situations. Additional insights might be gained
from including the L2-norm of the error signal in the string-stability analysis. In
literature on feedback control for Cooperative Adaptive Cruise Control, the
transfer function related to the error and the acceleration signal between one
vehicle to the next are identical under the assumption of a homogeneous



174 Conclusions and Recommendations

platoon. For the presented cooperative trajectory planning method, this it not
necessarily true. Therefore, it would be interesting to include a requirement on
the string-stability of the error signal, which might change the design of the
planning algorithm.

The experimental validation of Chapter 6 only includes the validation of
longitudinal trajectories. While this does validate the main contribution of this
thesis in the form of trajectory planning for cooperative vehicle following, it does
not validate the full functionality of the unified framework of autonomous and
cooperative driving. Most importantly, the experimental set-up would greatly
benefit additional environmental perception sensors, such as LIDAR and
computer vision. By including camera vision, the lateral position of the host
vehicle relative to the road can successfully be identified, which can in turn be
used for lateral trajectory planning and vehicle control. In addition, it increases
the robustness of matching the V2V messages to detections of obstacles (i.e.,
Most Important Object (MIO) selection). LIDAR will further increase the
accuracy of relative positioning of vehicles with respect to each other and the
environment. Furthermore, it is important for trajectory planning that
lowel-level control is sufficiently accurate. Therefore, the accuracy of the
mapping of the drivetrain torque should be increased, especially for regenerative
braking. Finally, a small input delay exists in the demonstrator platforms, that is
currently ignored in the implementation. Trajectory planning has the advantage
that future inputs are known to the control system. This information can
potentially be utilized to minimize the negative effects of the input delay.

Finally, the time scaling approach could be improved by increasing the time
gap in the spacing policy, whenever time scaling is active for a certain amount of
time. The loss of accurate trajectory information of the preceding vehicle could
potentially lead to string-instability. By increasing the time gap this instability
might be prevented. This idea is supported by the fact that traditional Adaptive
Cruise Control is also capable of preventing string-instability, provided that the
time gap is sufficiently large, and does so without prior knowledge of the
preceding vehicles trajectory.



Appendix A
Integral of the product of two
B-splines

A method for computing the squared sum of a B-spline is presented in [113].
Consider the B-spline f(t), of degree pf , and nf + 1 control points and the B-
spline g(t) of degree pg and ng + 1 control points,

f(t) = Nnf ,pf (t)Pf , (A.1)

g(t) = Nng,pg (t)Pg, (A.2)

defined on a knotvectors Uf and Ug, where Uf and Ug span the same space in
u. The objective is to find

∫ t

0

f(t)g(t) dt, (A.3)

for t ≤ un (i.e. for a t within the span of u on which f(t) and g(t) are defined.
Note that the integral of a single B-spline is found by means of (2.53), which is
described as

C(−d)(t) = Nn+d,p+d(t)P(−d), (A.4)

where P(−d) = ΞΞΞd0P .

By following [113] a number of possibilities exist to evaluate the integral of
the product of the two B-splines. By making use of integration by part the
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following equations can be found in a recursive manner for pf ≤ pg∫ b

a

f(t)g(t) dt =

[
f(t)

∫
g(t) dt

]b
a

−
∫ b

a

(
ḟ(t)

∫
g(t) dt

)
dt,∫ b

a

(
ḟ(t)

∫
g(t) dt

)
dt =

[
ḟ(t)

∫∫
g(t) dt2

]b
a

−
∫ b

a

(
f̈(t)

∫∫
g(t) dt2

)
dt,∫ b

a

(
f̈(t)

∫∫
g(t) dt2

)
dt =

[
f̈(t)

∫∫∫
g(t) dt3

]b
a

−
∫ b

a

(
˙̇ ˙f(t)

∫∫∫
g(t) dt3

)
dt,

such that for step d we find the following

∫ b

a

(
f (d)(t)

∫
. . .

∫
g(t) dtd

)
dt =

[
f (d)(t)

∫
. . .

∫
g(t) dtd+1

]b
a

−
∫ b

a

(
f (d+1)(t)

∫
. . .

∫
g(t) dtd+1

)
dt. (A.5)

Then observe that the following can be written for the integral of the product of
f(t) and g(t) following the recursive equations above

∫ b

a

f(t)g(t) dt =

pf∑
i=0

[
(−1)if (i)(t)

∫
. . .

∫
g(t) dti+1

]b
a

+ (−1)pf+1

∫ b

a

(
f (pf+1)(t)

∫
. . .

∫
g(t) dtpf+1

)
dt. (A.6)

Note that as f(t) is a spline of degree pf and hence f(t)(pf+1) = 0, ∀t, which can
be used to determine

∫ b
a

(
f (pf+1)(t)

∫
. . .
∫
g(t) dtpf+1

)
dt. However, note that in

order to satisfy the principle of calculus (on which integration by parts is based),
it is required that∫ b

a

f (pf+1)(t) dt = f (pf )(b)− f (pf )(a). (A.7)

Hence the jumps that occur in f (pf )(t), due to the zero-order basis functions
should be taken into account. To this extent, consider that the integral of Dirac
function δ(t) can be used

∫ b

a

δ(t− û)f(t) dt =

{
f(û), a < û < b

0 û < a or û > b
, û 6= b, û 6= a, (A.8)
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now denote
∫
. . .
∫
g(t) dtpf+1 = g−(pf+1)(t) such that

∫ b

a

(
f (pf+1)(t)g−(pf+1)(t)

)
dt =

nf−pf−1∑
j=0

(
P

(pf )
j+1,f − P

(pf )
j,f

)
∫ b

a

(
δ(t− uj+pf+1,f )g−(pf+1)(t)

)
dt, (A.9)

where the summation loops over all internal knots of knotvector Uf which is then
written as a matrix multiplication∫ b

a

(
f (pf+1)(t)g−(pf+1)(t)

)
dt

= Pᵀ
f∆∆∆ᵀ

pf0,f

−1 1
. . .

. . .

−1 1

 [R(t)]
b
aΞΞΞ(pf+1)0,gPg, (A.10)

R(t) =


∫ b
a

(
δ(t− upf+1,f )Nng+(pf+1),pg+(pf+1),g

)
dt

...∫ b
a

(
δ(t− unf ,f )Nng+(pf+1),pg+(pf+1),g

)
dt

 , (A.11)

where ΞΞΞ(pf+1)0,g denotes the transformation of control points Pg to P−(pf+1)
g ,

based on the knotvector Ug, and ∆∆∆pf0,f denotes the transformation of control

points Pf to P(pf+1)
f based on the knotvector Uf .

Then (A.6) can be written as∫ b

a

f(t)g(t) dt = Pᵀ
f (Qfg(b)−Qfg(a))Pg, (A.12)

Qfg(t) =

( pf∑
i=0

(
(−1)i∆∆∆ᵀ

i0,fN
ᵀ
n−i+1,p−i+1,f (t)Nn+i,p+i,g(t)ΞΞΞi0(t)

)

+ (−1)(pf+1)∆∆∆ᵀ
pf0,f

−1 1
. . .

. . .

−1 1

R(t)ΞΞΞ(pf+1)0,g

)
. (A.13)





Appendix B
Planning Algorithm Properties

Aside from the algorithm presented in Section 3.3, different algorithms can also
be constructed (e.g., by including more temporal points in the minimization of
(5.31)).These planning algorithms can be written in the form.

Pi,k = AiPi,k−1 + BiPi−1,k + Ei. (B.1)

However, to achieve certain desired behavior the dynamics corresponding to these
algorithms should satisfy a number of criteria, which are briefly discussed next,
as found in [137].

Lemma B.1. To ensure continuity in states si(t), vi(t) and ai(t) the following
requirements should hold for all vehicles:

•
[
I3 0

]
Ai = ΥΥΥ(tp),

•
[
I3 0

]
Bi = 0,

•
[
I3 0

]
Ei = 0.

Proof. Assuming an update every tp, such that ti,k = ti,k + tp, then continuity in
si(t), vi(t) and ai(t) requires that si,k(ktp) = si,k−1(ktp), corresponding to (5.16),
which leads to[

I3 0
]
AiPi,k−1 +

[
I3 0

]
BiPi−1,k +

[
I3 0

]
Ei = ΥΥΥ(tp)Pi,k−1, (B.2)

which should hold for arbitrary Pi,k−1 and Pi−1,k such that[
I3 0

]
Bi = 0,

[
I3 0

]
Ei,

[
I3 0

]
Ai = ΥΥΥ(tp). (B.3)
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Lemma B.2. For follower vehicles to be capable of steady state vehicle following at
velocity v̄, with an inter-vehicle distance of di = ci + Li + hv̄, requires that

• (I −Ai −Bi)1 = 0,

• Ei = −(Li + ci)Bi1,

• (I −Ai −Bi)ΞΞΞ10|U(1)
i
1 = (−tpAi +Bih)1,

with 1 =
[
1 . . . 1

]ᵀ and where ΞΞΞ
10|U(1)

i
∈ Rn+1×n represents the matrix to

integrate the velocity control points P(1)
i to obtain the offsetted position control

points P(1)
i,k − P0,i,k = ΞΞΞ

10|U(1)
i
P(1)
i .

Proof. With spacing error (3.6) the following dynamics can be writtenei,k(t)
ṡi,k
s̈i,k

 =

Nn,p(t− tk)
0
0

 (Pi−1,k −Pi,k)

+

−hNn−1,p−1(t− tk)
Nn−1,p−1(t− tk)

Nn−2,p−2(t− tk)∆∆∆21

∆∆∆10Pi,k −

Li + ci
0
0

 . (B.4)

For ei = 0 and vi = v̄ to be an equilibrium

∆∆∆10Pi,k = v̄1, (Pi−1,k −Pi,k) = (hv̄ + Li + ci)1,∀i, k, (B.5)

Nn,p(t)1 = Nn−1,p−1(t)1 = 1. Then note that

Pi,k = P0,i,k1+ ΞΞΞ
10|U(1)

i
∆∆∆10Pi,k, (B.6)

Pi−1,k =
(
P0,i,k1+ ΞΞΞ

10|U(1)
i

∆∆∆10Pi,k

)
+ (hv̄ + Li + ci)1, (B.7)

where (B.7) is found by combining (B.5) and (B.6). Then substituting (B.5) and
(B.7) in (B.1) results in

P0,i,k1+ ΞΞΞ
10|U(1)

i
∆∆∆10Pi,k = Ai(P0,i,k−11+ ΞΞΞ

10|U(1)
i

∆∆∆10Pi,k−1)

+Bi

((
P0,i,k1+ ΞΞΞ

10|U(1)
i

∆∆∆10Pi,k

)
+ (hv̄ + Li + ci)1

)
+ Ei. (B.8)

Then substituting ∆∆∆10Pi,k = ∆∆∆10Pi−1,k = v̄1 = v̄1 and collecting terms with v̄
yields(

(I −Ai −Bi)ΞΞΞ10|U(1)
i
−Bih

)
v̄1 = Ai(P0,i,k−1 − P0,i,k)1

− (I −Bi −Ai)1P0,i,k + Bi(Li + ci)1 + Ei, (B.9)
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which should also hold at standstill when v̄ = 0 and P0,i,k−1 = P0,i,k, and for
arbitrary P0,i,k such that

(I −Bi −Ai)1 = 0 (B.10)

0 = Bi(Li + ci)1+ Ei. (B.11)

Then finally using P0,i,k−1 − P0,i,k = −tpv̄ and substituting (B.10) and (B.11) in
(B.9) to find(

(I −Ai −Bi)ΞΞΞ10|U(1)
i
−Bih

)
1v̄ = Ai1(−tpv̄) (B.12)

(I −Ai −Bi)ΞΞΞ10|U(1)
i
1 = (−tpAi +Bih)1. (B.13)
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