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Summary

Massive multiple-input-multiple-output (MIMO) technology plays a crucial role in the
fifth-generation (5G) of cellular communication systems. One of the key properties ex-
ploited in massive MIMO systems is favorable propagation (FP). FP is defined as mutual
orthogonality among the channel vectors of users. It has been shown in the literature that
line-of-sight (LOS) environments and independent and identically distributed Rayleigh
fading exhibit FP. However, in LOS environments, there is a nonnegligible probability
that the channel vectors of a small number of users become correlated, which makes
the environment non-favorable. Correlated users lead to a reduction in the achievable
sum-rates of known linear precoders, e.g., conjugate beamforming (CB) or zero-forcing
(ZF) and nonlinear precoders, e.g., Tomlinson-Harashima Precoding (THP). In two LOS
scenarios, which are identified as important for future 5G systems, “open exhibition”
and “crowded auditorium”, a large number of users are physically co-located, and thus,
many users may have correlated channel vectors. Dealing with these correlated scenar-
ios in LOS environments is of great importance for future 5G and beyond systems. In
this thesis, we study three different strategies to deal with correlated scenarios for time-
division-duplexing single-cell LOS massive MIMO.

In the first strategy, we focus on using low-complexity precoders. We propose a
low-complexity linear precoder and a low-complexity hybrid linear and nonlinear pre-
coder (HLNP). The idea of the reduced-complexity linear precoder is to switch between
two known linear precoders, i.e., CB and ZF, based on the channel condition. The pro-
posed linear precoder has the sum-rate performance better than both CB and ZF, and
has a complexity lower than ZF. The idea of the low-complexity HLNP is to use nonlin-
ear precoding for a limited number of users and to use linear precoding for the rest of
the users. By employing the proposed HLNP, the complexity of nonlinear precoding in
massive MIMO systems is reduced, while a close to nonlinear precoding performance is
achieved. We propose a grouping method to divide the users into two groups. For the
first group a proposed modified THP is employed and for the second group linear pre-
coding is used. The proposed HLNP offers a tunable trade-off between computational
complexity and performance by varying the number of users in the first group.

In the second strategy, we propose to employ a uniform linear array (ULA) at the BS
with optimized inter-element spacing. For a given ULA with an arbitrary inter-element
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spacing, we derive the probability that the correlation among the channel vectors of two
users being above a threshold. The inter-element spacing of the proposed ULA is the one
for which the derived probability is minimized. The proposed ULA is optimized and has
the best outage performance for the case when there are only two users. For more users,
we present simulation results to show the effectiveness of the proposed array compared
to the conventional half-wavelength ULA with a known linear precoder, i.e., ZF.

In the third strategy, we investigate dropping algorithms to drop and reschedule some
of the correlated users. It has been shown in the literature that by dropping some users
with a spatial correlation higher than a predefined threshold, one can improve the cu-
mulative distribution function of the effective signal to noise ratio (SNR) of the users
considerably. However, in the literature, the threshold on the spatial correlation has been
found throughout simulations. We derive a threshold for the spatial correlation for a
specific channel, and show that we can use it for general cases with a small loss in per-
formance. Particularly, we derive the thresholds for two known linear precoders, i.e.,
CB and ZF, and for a known non-linear precoder, i.e., THP. We further propose a neural
network based dropping algorithm that achieves better sum-rate performance compared
to the previous correlation-based dropping algorithms. Finally, we propose an iterative
filter-based dropping algorithm (IFDA), which achieves near-optimal performance with
limited complexity. In contrast to the previous algorithms in the literature, our proposed
IFDA does not require a predefined threshold for the spatial correlation of the users and
does not require any preprocessing.



List of Publications

This thesis is based on the following publications.

Journal Papers
[J1] A. Farsaei, A. Alvarado, F. M. J. Willems, and U. Gustavsson, “A low-complexity

hybrid linear and nonlinear precoder for line-of-sight massive MIMO with max-
min power control,” submitted to IEEE Transactions on Wireless Communications

[J2] A. Farsaei, N. Amani, R. Maaskant, U. Gustavsson, A. Alvarado, and F. M. J.
Willems, “Uniform linear arrays with optimized inter-element spacing for LOS
massive MIMO,” IEEE Communications Letters, vol. 25, no. 2, pp. 613–616, Feb.
2021

[J3] A. Farsaei, A. Alvarado, F. M. J. Willems, and U. Gustavsson, “An improved drop-
ping algorithm for line-of-sight massive MIMO with max-min power control,”
IEEE Communications Letters, vol. 23, no. 6, pp. 1109–1112, Jun. 2019

[J4] ——, “An improved dropping algorithm for line-of-sight massive MIMO with
Tomlinson-Harashima Precoding,” IEEE Communications Letters, vol. 23, no. 11,
pp. 2099–2103, Nov. 2019

[J5] A. Farsaei, A. Sheikh, U. Gustavsson, A. Alvarado, and F. M. J. Willems, “Drop-
Net: an improved dropping algorithm based on neural networks for line-of-sight
massive MIMO,” IEEE Access, vol. 9, pp. 29 441–29 448, 2021

[J6] A. Farsaei, N. Amani, R. Maaskant, U. Gustavsson, A. Alvarado, and F. M. J.
Willems, “A near-optimal dropping algorithm for line-of-sight massive MIMO
with max-min power control,” submitted to IEEE Communications Letters

Conference Paper
[C1] A. Farsaei, F. Willems, A. Alvarado, and U. Gustavsson, “A reduced-complexity

linear precoding strategy for massive MIMO base stations,” in 2018 25th Interna-
tional Conference on Telecommunications (ICT), Jun. 2018, pp. 121–126



x List of Publications

Patent Applications
[P1] A. Farsaei, A. Alvarado, F. M. J. Willems, and U. Gustavsson, “Multi-user pre-

coding: Low-complexity precoding for highly correlated scenarios,” PCT patent
application,PCT/EP2020/059238, April 1, 2020

[P2] ——, “Multi-user precoding: Low-complexity precoding, compute the correlation-
limit,” PCT patent application, PCT/EP2020/059241, April 1, 2020

[P3] A. Farsaei, A. Sheikh, A. Alvarado, F. M. J. Willems, and U. Gustavsson, “Neural
network for MU-MIMO user selection,” PCT patent application, PCT/EP2021/053718,
February 16, 2021

[P4] A. Farsaei, A. Alvarado, F. M. J. Willems, and U. Gustavsson, “User selection for
MU-MIMO,” PCT patent application, PCT/EP2021/053713, February 16, 2022

The following publications are not included in the thesis.

Other Publications
[O1] A. Farsaei, N. Amani, A. Alvarado, F. M. J. Willems, U. Gustavsson, and R. Maaskant,

“On the outage performance of line-of-sight massive MIMO with a fixed-length
uniform linear sparse array,” in 2019 IEEE-APS Topical Conference on Antennas
and Propagation in Wireless Communications (APWC), 2019, pp. 345–348

[O2] T. A. H. Bressner, A. Farsaei, M. Fozooni, U. Johannsen, M. N. Johansson, and
A. Bart Smolders, “MIMO performance evaluation of isotropic, directional and
highly-directional antenna systems for mm-wave communications,” in 2019 13th
European Conference on Antennas and Propagation (EuCAP), 2019, pp. 1–5

[O3] T. Marinovic, A. Farsaei, R. Maaskant, A. L. Lavieja, M. N. Johansson, U. Gus-
tavsson, and G. A. E. Vandenbosch, “Effect of antenna array element separation
on capacity of MIMO systems including mutual coupling,” in 2019 IEEE Interna-
tional Symposium on Antennas and Propagation and USNC-URSI Radio Science
Meeting, 2019, pp. 415–416

[O4] N. Amani, A. Farsaei, U. Gustavsson, T. Eriksson, F. M. J. Willems, M. V. Ivashina,
and R. Maaskant, “Array configuration effect on the spatial correlation of MU-
MIMO channels in NLoS environments,” in 2020 14th European Conference on
Antennas and Propagation (EuCAP), 2020, pp. 1–4

[O5] N. Amani, A. Farsaei, S. Rezaei Aghdam, T. Eriksson, M. V. Ivashina, and R. Maaskant,
“Sparse array synthesis including mutual coupling for MU-MIMO average capac-
ity maximization,” submitted to IEEE Transaction on Antennas and Propagation



List of Abbreviations

Symbol Description
4G fourth generation
5G fifth generation
3GPP third generation partnership project
AWGN additive white Gaussian noise
BER bit error rate
BLER block error rate
BS base station
CB conjugate beamforming
CDF cumulative distribution function
CSI channel state information
DPC dirty paper coding
eMBB enhanced mobile broadband
i.i.d independent and identically distributed
IoT internet of things
LOS line of sight
LTE long-term evolution
MMSE minimum mean square error
MRT maximum ratio transmission
MTC massive machine-type communication
NR new radio
OFDM orthogonal frequency-division multiplexing
PA power amplifier
QPSK quadrature phase-shift keying
SE spectral efficiency
SIC successive interference cancellation
SINR signal to interference and noise ratio
SNR signal to noise ratio
TDD time-division duplexing
URLLC ultra-reliable low-latency communication
ZF zero-forcing





Table of Contents

Summary vii

List of Publications ix

List of Abbreviations xi

I Overview 1

1 Introduction 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Scope of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 RQ1, S1 (Low-Complexity Precoders) . . . . . . . . . . . . . . 7
1.2.2 RQ2, S2 (ULA Design) . . . . . . . . . . . . . . . . . . . . . . 8
1.2.3 RQ3, S3 (Dropping Algorithms) . . . . . . . . . . . . . . . . . 9

1.3 Organization of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Line-Of-Sight Massive MIMO 11
2.1 Line-of-Sight Environments . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Shannon Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 AWGN Channel . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Wireless Channel . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 TDD Massive MIMO Systems . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Favorable Propagation . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Uplink Channel . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3 Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.4 Downlink Channel . . . . . . . . . . . . . . . . . . . . . . . . 18



xiv Table of Contents

3 Precoding Strategies 21
3.1 Linear Precoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Tomlinson-Harashima Precoding . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 VBLAST Algorithm . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Inflated lattice Precoding . . . . . . . . . . . . . . . . . . . . . 28

3.3 Vector Precoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Hybrid Linear and Nonlinear Precoding . . . . . . . . . . . . . . . . . 30

3.4.1 Example: Designing HLNP for LOS Massive MIMO Systems . 31
3.5 Computational Complexity of Precoders . . . . . . . . . . . . . . . . . 35

4 Dealing with Correlated Scenarios 37
4.1 Outage Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Low-Complexity Precoders . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Optimized BS Antenna Arrays . . . . . . . . . . . . . . . . . . . . . . 38
4.4 Dropping Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

II Included Papers 41

5 Paper A
A Reduced-Complexity Linear Precoding Strategy for Massive MIMO Base
Stations 43
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Linear Precoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2.2 Conjugate Beamforming . . . . . . . . . . . . . . . . . . . . . 47
5.2.3 Zero-Forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 Proposed Precoding Strategy . . . . . . . . . . . . . . . . . . . . . . . 48
5.3.1 Evaluation Of Precoders . . . . . . . . . . . . . . . . . . . . . 48
5.3.2 Correlation Between Channel Vectors . . . . . . . . . . . . . . 50
5.3.3 The Proposed Precoder . . . . . . . . . . . . . . . . . . . . . . 50

5.4 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4.1 Example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4.2 Example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.6 Proof of Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.7 Proof of Lemma 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6 Paper B
A Low-Complexity Hybrid Linear and Nonlinear Precoder for Line-Of-Sight
Massive MIMO with Max-Min Power Control 57
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60



TABLE OF CONTENTS xv

6.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.2.3 Review of THP . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.3 Probability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3.1 Probabilistic Model . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3.2 Study of ζ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.3.3 Study of E[ncor] . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.4 Proposed Hybrid Linear and Non-Linear Precoder (HLNP) . . . . . . . 70
6.4.1 Details of HLNP . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.2 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . 73

6.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.5.1 SNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.5.2 BLER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.5.3 Imperfect Channel State Information . . . . . . . . . . . . . . . 79

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.7 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.8 Proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7 Paper C
Uniform Linear Arrays with Optimized Inter-Element Spacing for LOS Mas-
sive MIMO 83
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.3 Probability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.3.1 ULAs with δ = λ/2 . . . . . . . . . . . . . . . . . . . . . . . 86
7.3.2 ULAs with δ > λ/2 . . . . . . . . . . . . . . . . . . . . . . . 88

7.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

8 Paper D
An Improved Dropping Algorithm for Line-Of-Sight Massive MIMO with
Max-Min Power Control 93
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

8.2.1 The CB Sum-Rate . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2.2 The ZF Sum-Rate . . . . . . . . . . . . . . . . . . . . . . . . . 97

8.3 Improved Dropping Algorithm . . . . . . . . . . . . . . . . . . . . . . 97
8.4 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



xvi Table of Contents

9 Paper E
An Improved Dropping Algorithm for Line-of-Sight Massive MIMO with
Tomlinson-Harashima Precoding 103
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.2 System Model and Preliminaries . . . . . . . . . . . . . . . . . . . . . 105

9.2.1 Tomlinson-Harashima Precoding . . . . . . . . . . . . . . . . . 105
9.2.2 Sum-Rate Comparison . . . . . . . . . . . . . . . . . . . . . . 107

9.3 Analytical Thresholds for the CD algorithm . . . . . . . . . . . . . . . 108
9.3.1 Analytical Expressions for the Thresholds . . . . . . . . . . . . 108
9.3.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . 109

9.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
9.5 Proof of Theorem 9.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

10 Paper F
DropNet: An Improved Dropping Algorithm Based On Neural Networks for
Line-of-Sight Massive MIMO 115
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
10.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.3 DropNet: Proposed Dropping Algorithm Based On Neural Networks . . 118

10.3.1 Design Methodology . . . . . . . . . . . . . . . . . . . . . . . 118
10.3.2 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . 120

10.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
10.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

11 Paper G
An Improved Successive Filter-Based Dropping Algorithm for Massive MIMO
with Max-Min Power Control 127
11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
11.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
11.3 Proposed SFDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
11.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
11.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

12 Conclusion 139

References 143

Acknowledgments 149

About the Author 153



Part I

Overview





1

CHAPTER 1
Introduction

1.1 Background

Information and communication technologies (ICTs) have transformed societies, cul-
tures, and economies over the past four decades. ICTs have improved quality of life
and contributed to economic growth and innovation. From early 2020 and the rise of
the Covid-19 pandemic, ICTs have helped individuals and companies to deal with social
distancing and working remotely.

Cellular networks have evolved significantly since the first-generation (1G) of mo-
bile communication systems in the early 1980s. Mobile systems in 1G were analog
and capable of providing only voice calls. Nowadays, mobile systems are digital and
mainly provide data rather than voice. The fifth-generation (5G) of mobile commu-
nication systems known as New Radio (NR) was standardized by the third-generation
partnership project (3GPP) in 2017 and 2018 [17]. To date, there have been more than
seventy five 5G commercial launches across the world [18]. A wide range of use cases
have emerged in 5G, e.g., augmented and virtual reality (AR/VR) and video streaming,
autonomous vehicle control, and factory automation [19]. 5G targets three main use
case families with different connectivity requirements, i.e., enhanced mobile broadband
(eMBB), ultra-reliable low-latency communication (URLLC) and machine-type com-
munication (MTC) [20], which are illustrated in Fig. 1.1. Mobile broadband is related
to human-centric use cases, e.g., mobile phones and mobile personal computers/tablets.
In contrast, MTC and URLLC are related to machine-centric use cases, e.g., low-cost
sensors and autonomous vehicles [21]. Typical requirements of each family of 5G use
cases are shown in Fig. 1.1.

By the end of 2025, the number of mobile subscriptions is forecast to be 8.9 bil-
lion (2.8 billion are 5G, see Fig. 1.2) of which 88% are for eMBB [18]. To address the
throughput requirements of eMBB, new wireless technologies are required for 5G NR.
The new wireless technologies should be scalable for serving more and more users with
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Figure 1.1: The main families of 5G use cases [21]

a higher throughput [22]. Many wireless standards cannot meet this requirement, since
they do not have enough bandwidth. One approach to analyze the throughput require-
ments of eMBB is by studying the area throughput [23]. The area throughput is defined
as the number of information bits per unit time that can be delivered to a given area,
measured in bits/s/km2. To increase the area throughput one can increase the cell density
(the number of cells per square kilometer), spectral efficiency (SE), or bandwidth. Typi-
cally, increasing cell density is quite costly and entails high deployment and maintenance
costs [23].

To increase SE, multiple-input-multiple-output (MIMO) technology can be used.
MIMO technology has been used in 4G [24] and 5G NR [17, 25]. MIMO technology
provides spatial multiplexing by transmitting multiple data streams at the same time-
frequency resource to a single user (SU) or multiple users (MU), where each data stream
can be beamformed. Beamforming in transmitting mode is the ability to direct energy
toward a specific receiver, which increases the received signal level of the user, and con-
sequently, increases its throughput. In SU-MIMO, multiple data streams are transmitted
from a multi-antenna base station (BS) to a single user with multiple antennas. In MU-
MIMO, multiple data streams are simultaneously transmitted from the BS to multiple
single-antenna or multiple-antenna users. The MU-MIMO with a large number of active
elements at the BS (much larger than the number of users) is often referred to as massive
MIMO [26] also known as large-scale antenna systems. Massive MIMO plays a criti-
cal role in the evolution of 4G to 5G [27]. The world’s first commercially available 5G
NR, i.e., AIR6468 is unveiled in 2016 with 64 transmit and 64 receive antennas support-
ing massive MIMO. Furthermore, there are emerging massive MIMO technologies for
beyond 5G, e.g., cell-free massive MIMO and holographic massive MIMO [28].
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Figure 1.2: Mobile subscriptions by technology [18].

One of the key properties of the radio channel that is exploited in massive MIMO
systems is favorable propagation (FP). FP is defined as the mutual orthogonality of the
channel vectors of users. By increasing the number of antennas at the BS of a massive
MIMO system, the channel vectors of the users become mutually orthogonal, which leads
to FP. The mutual orthogonality of the users implies that the inter-user interference is re-
moved and linear processing becomes optimal. Adding more antennas in massive MIMO
systems is always beneficial for increased throughput, reduced radiated power, uniformly
good service everywhere in the cell, and more simplicity in signal processing [29]. To
achieve these improvements, time-division duplex (TDD) operation is employed in mas-
sive MIMO systems for which channel reciprocity holds. By using channel reciprocity,
the estimated uplink channel is used for the transmitter over the downlink channel, which
limits the channel state information (CSI) overhead. These properties make massive
MIMO systems a scalable technology that can come up with higher throughput require-
ment for larger networks [29].

Another solution to address the throughput requirement of eMBB is to increase the
bandwidth by exploiting the spectrum that is currently unused. In 5G NR, two fre-
quency ranges are used: “sub 6GHz” and “millimeter-wave” [30]. By implementing
massive MIMO in the millimeter-wave band, one can increase the throughput by using
more bandwidth available in millimeter-wave band. However, there are challenges in
millimeter-wave communication bands because the channel model is different from sub
6GHz. In millimeter-wave there is lower diffraction, higher scattering, higher penetra-
tion loss, high sensitivity to blockage and strong differences between line-of-sight (LOS)
and non-LOS propagation conditions [31]. An overview of techniques for dealing with
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Figure 1.3: A ULA serves two users when the channel vectors of the users are a) orthogonal and b)
correlated. The correlation occurs when the beam intended for a user is overlapped with the beam
of the other user.

challenges in millimeter-wave MIMO systems has been given in [31]. Despite these chal-
lenges, millimeter-wave found its way in 5G NR, e.g., millimeter-wave Verizon is in the
second year of delivering 5G services in the US using the millimeter-wave spectrum [18].

There are challenges in particular 5G use cases. Providing connectivity for the end-
user even in very crowded places such as stadiums, shopping malls, open-air festivals,
other public events that attract lots of people, unexpected traffic jams and crowded public
transportation [32], is of great importance. For instance, consider a BS with a uniform
linear array (ULA) that serves two users with a LOS path to the BS in two different
scenarios (see Fig. 1.3). The BS creates one beam for each user. In the first scenario
(Fig. 1.3a), the users are far apart, and the created beams do not overlap. In this case, the
channel vectors from the ULA to the users are orthogonal, leading to a FP environment.
In the second scenario (Fig. 1.3b), the users are closely located. The created beams
overlap, which means the channel vectors of the users are correlated. A high correlation
of the channel vectors leads to a reduction in data throughput.

To alleviate the loss in the data throughput of downlink channel in the correlated sce-
narios, different strategies can be employed. One strategy is to employ a more advanced
signal processing technique at the BS to increase the data throughput. For instance, non-
linear precoding technique can be employed instead of linear precoding to increase the
data throughput with the cost of high computational complexity. To trade-off complexity
and data throughput, hybrid linear and nonlinear precoding is suggested in the literature.
The other alternative is to use an optimized antenna array at the BS instead of conven-
tional half-wavelength antenna array. In this case, the propagation environment changes
such that the downlink throughput increases for the optimized antenna arrays compared
to conventional BS antenna array. Furthermore, one can use a dropping algorithm to
drop some of the correlated users to avoid the correlated scenarios, and increase the data
throughput. These three strategies are the main subjects of this thesis.
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1.2 Scope of the Thesis
In this thesis, we study the following three research questions (RQs) to address dealing
with correlated scenarios in TDD single-cell LOS massive MIMO systems.

• RQ1:
What are the precoding techniques that trade-off complexity vs. performance for
LOS massive MIMO systems while improving the performance of linear precod-
ing?

• RQ2:
What is the inter-element spacing for the ULA at the BS that has the optimal out-
age performance, i.e., minimizes the probability of occurrence of the correlated
scenarios?

• RQ3:
What are the dropping algorithms that can achieve near-optimal performance with
feasible computational complexity?

Each research question in this thesis deals with the problem of correlated scenarios
from a different perspective. In this thesis, we use three different strategies (see Fig. 1.4)
to address the research questions. Nevertheless, the goal of all these strategies is to
find ways to improve the achievable sum-rate of linear precoders at the BS of a mas-
sive MIMO system with half-wavelength inter-element spacing. The first strategy (S1)
is to use a low-complexity precoder, the second strategy (S2) is to design a ULA with an
optimized inter-element spacing, and the third strategy (S3) is to employ a dropping al-
gorithm. We further elaborate on each research question and each strategy by presenting
our contributions in the thesis as follows. A summary of our contributions is depicted in
Fig. 1.4.

1.2.1 RQ1, S1 (Low-Complexity Precoders)
[C1] “A reduced-complexity linear precoding strategy for massive MIMO base sta-
tions”
A linear precoder is proposed based on switching between two known linear precoders,
i.e., conjugate beamforming (CB) and zero-forcing (ZF) for LOS propagation environ-
ments. The proposed idea is to predict and use the precoder, which results in the highest
sum-rate for a given channel. The achievable sum-rate of the proposed precoder is higher
than both CB and ZF, while its computational complexity is lower than that of ZF. Thus,
in correlated scenarios, the proposed precoder is a better candidate than CB and ZF. For
the proposed precoder, simulations are required in advance to find the regimes where CB
or ZF results in a higher sum-rate.
[J1] “A low-complexity hybrid linear and nonlinear precoder for line-of-sight mas-
sive MIMO with max-min power control”
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RQ1
RQ2

RQ3

Dealing with
correlated scenarios

S1: Low-complexity
precoders

S2: ULA design S3: Dropping algorithms

[C1], [J1]:

Propose two low-complexity

precoders

[J2]:

Design a ULA with

optimized inter-element

spacing

[J3], [J4]:

Propose a modified

threshold-based dropping

algorithms

[J5], [J6]:

Propose two non-threshold

based dropping algorithms

Figure 1.4: The summary of the thesis: the strategy used to address each research question, and
the contributions for each strategy.

To alleviate the loss in the sum-rate of linear precoders, nonlinear precoders can be used.
However, nonlinear precoding entails a high computational complexity. To reduce the
complexity of nonlinear precoders, we propose a hybrid linear and nonlinear precoder
with max-min power control based on the proposed modified Tomlinson-Harashima pre-
coding (THP) method. We propose a grouping scheme where users are divided into two
groups. For the first group, the proposed modified THP is used, while for the second
group, linear precoding is employed. In the end, the precoded vectors of the two groups
are combined. The proposed precoder offers a tunable trade-off between computational
complexity and performance by varying the number of users in the first group. Besides,
we show that in LOS massive MIMO, it is more probable that there are only one or two
correlated pairs of users.

1.2.2 RQ2, S2 (ULA Design)
[J2] Uniform Linear Arrays with Optimized Inter-Element Spacing for LOS Mas-
sive MIMO
We propose a ULA with an optimized inter-element spacing at the BS to reduce the
occurrence of correlated scenarios at the cost of increasing the aperture size at the BS.
For a given ULA with an arbitrary inter-element spacing, we derive the probability that
the correlation among the channel vectors of two users is above a threshold. The inter-
element spacing of the proposed ULA is the one for which the derived probability is
minimized. The proposed ULA has the best outage performance when there are only
two users. For more users, we present simulation results to show the effectiveness of the
proposed array compared to the conventional half-wavelength ULA with a known linear
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precoder, i.e., ZF.

1.2.3 RQ3, S3 (Dropping Algorithms)

[J3] “An improved dropping algorithm for line-of-sight massive MIMO with max-
min power control”
[J4] “An improved dropping algorithm for line-of-sight massive MIMO with Tomlinson-
Harashima Precoding”
In [J3]-[J4], we study the use of a simple dropping algorithm for LOS massive MIMO
as previously proposed in [33]. It is shown in [33] that by dropping some users with a
spatial correlation higher than a predefined threshold, one can considerably improve the
cumulative distribution function (CDF) of the effective signal to noise ratio (SNR) of
the users. However, the threshold on the spatial correlation has been found throughout
simulations [33]. We derive a threshold for the spatial correlation for a channel with only
two users, and show that we can use it for general cases when there are more users with a
small loss in performance. Particularly, in [J3] and [J4], we derive the thresholds for two
known linear precoders, i.e., CB and ZF, and for a known non-linear precoder, i.e., THP.
In these works, we focus on max-min power control at the BS, which is used to provide
uniformly good service for the users [34]. In addition, in [4], we derive the threshold for
equal received power control.
[J5] “DropNet: An improved dropping algorithm based on neural networks for
line-of-sight massive MIMO”
[J6] “A near-optimal dropping algorithm for line-of-sight massive MIMO with max-
min power control”
By using an exhaustive search for the dropping problem, we can find the set of users
that shall be dropped such that the achievable sum-rate with max-min power control is
maximized for the remaining users. By employing the dropping algorithm of [33] with
the derived thresholds in [J3, J4] instead of the exhaustive search, the performance is
suboptimal in general. We have proposed two dropping algorithms in [J5] and [J6] that
do not rely on a predefined threshold and achieve a better performance compared to the
dropping algorithm of [33] with the thresholds in [J3, J4].
In [J5], we propose a dropping algorithm based on neural networks (DropNet) to find the
users that shall be dropped. By employing DropNet, we can reduce the complexity of the
exhaustive search and achieve a better sum-rate performance compared to the previous
correlation-based dropping algorithms. We train the neural network in DropNet using a
large number of channel realizations, where the input features are the spatial correlation
and the norm of the channel vectors of the users. The results show that by employing
DropNet, we can trade-off complexity and performance.
In [J6], we propose an iterative filter-based dropping algorithm (IFDA), which achieves
near-optimal performance. At each iteration, the user with the highest filter norm is
dropped. By comparing the sum-rate of all the iterations, the best set of dropped users is
found. In contrast to previous algorithms in the literature, our proposed IFDA does not
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require a predefined threshold for the spatial correlation of the users or any preprocess-
ing. Compared to an exhaustive search, the complexity of IFDA is reduced significantly.
Simulations results are given in [J6] to show the effectiveness of the proposed IFDA with
ZF and THP.

1.3 Organization of Thesis
This thesis is divided into two parts. In the first part (Part I), a background and some
general information are given about the topic. The second part (Part II) comprises the
included papers. The rest of Part I is organized as follows. In Chapter 2, the princi-
ples of LOS massive MIMO systems are reviewed. A review of precoding strategies is
presented in Chapter 3. In Chapter 4, we elaborate on the proposed strategies. In Part
II, the included papers are presented in Chapter 5 to Chapter 11. In Chapters 5 and 6,
the proposed low-complexity precoders are presented ([C1] and [J1]). In Chapter 7,
the proposed ULA with optimized inter-element spacing is given ([J2]). Chapter 8 and
Chapter 9 improve the previously proposed dropping algorithm of [33] for known linear
and nonlinear precoders ([J3] and [J4]). Chapter 10 uses neural networks to improve the
dropping algorithm and provides a complexity-performance trade-off ([J5]). Chapter 11
presents a near-optimal dropping algorithm for two known precoders ([J6]). Finally, the
conclusion of the thesis is presented in Chapter 12.

1.4 Notation
The following notation is used throughout the thesis. Lowercase, bold lowercase and
bold uppercase letters denote scalars, column vectors, and matrices, respectively. The
symbols | · |, ‖ · ‖, Z and C denote the absolute value, l2-norm, the set of integers,
and the set of complex numbers, respectively. The superscripts T and H denote un-
conjugated transpose and conjugated transpose, respectively. A diagonal matrix with
diagonal entries taken from the vector p is denoted by diag(p), IK denotes the identity
matrix of sizeK×K, tr(·) denotes the trace operation, and det(·) denotes the determinant
operation. The symbol CN (µ, N0IK) denotes a vector of complex Gaussian random
variables with mean µ and covariance matrix of N0IK . The imaginary unit is denoted
by . The operator ⊗ denotes the Kronecker product.



2CHAPTER 2
Line-Of-Sight Massive MIMO

In this chapter, we present the basics of LOS TDD massive MIMO systems, which is
the system under study in Part II of the thesis. We assume that the BS uses the same
time-frequency resource to serve single-antenna users. We further assume that the com-
munication system operates over a frequency-flat channel, and the hardware components
are assumed to be ideal. In the following, first, the LOS propagation environment is re-
viewed. Then, a review of Shannon capacity is presented. Afterward, single-cell TDD
massive MIMO systems are introduced.

2.1 Line-of-Sight Environments
The free-space LOS channel model for ULAs and uniform planar arrays (UPAs) is pre-
sented as follows. Assume a BS equipped with a ULA of M antennas located on the
x-axis (see Fig. 2.1). Besides, assume that the user i is in the x-y plane, where Ri is the
distance from the user to the first element of the array, and φi is the azimuth angle of the
user. The channel vector from the BS antennas to the user i is modeled as (see [35, Sec.
7.2.2] for more details)

hi = (hi1, hi2, ... , hiM )T

=
√
βie
− 2πλ Ri

(
1, e

2π
λ δ cos(φi), e

2π
λ 2δ cos(φi), ... , e

2π
λ (M−1)δ cos(φi)

)T
,

(2.1)

where βi is the large-scale fading for user i, λ is the wavelength and δ is the inter-element
spacing (typically λ/2).

A UPA withM = Nx×Ny elements is shown in Fig. 2.2. The UPA is located on the
x-y plane with z = 0, which serves a user at the spherical coordinate (Ri, θi, φi). The
channel vector for user i in this case is found by (see [36, eq. (5)])

hi = (hi1, hi2, ... , hiM )T =
√
βie
− 2πλ Rivx(φi, θi)⊗ vy(φi, θi), (2.2)
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Figure 2.1: Illustration of a ULA with M = 4 elements located on x-axis with inter-element
spacing of δ. The distance between the first element of the array and the user is Ri.
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Figure 2.2: Illustration of a UPA with Nx = 4 and Ny = 3 serving a user at (Ri, θi, φi).

where θi is the polar angle of user i as in the spherical coordinates and vx(φi, θi) and
vy(φi, θi) are

vx(φi, θi) =
(

1, e
2π
λ δ sin(θi) cos(φi), e

2π
λ 2δ sin(θi) cos(φi), ..., e

2π
λ (Nx−1)δ sin(θi) cos(φi)

)T
,

(2.3)

vy(φi, θi) =
(

1, e
2π
λ δ sin(θi) sin(φi), e

2π
λ 2δ sin(θi) sin(φi), ..., e

2π
λ (Ny−1)δ sin(θi) sin(φi)

)T
.

(2.4)

By using transmit beamforming, the BS antenna array can direct energy toward a
specific direction that a user is located. An array with a narrower beamwidth has a
better ability to direct energy toward a user, which means the array is more capable of
distinguishing two different users. In Fig. 2.3, a ULA withM = 4 (Fig. 2.3a) and a ULA
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Figure 2.3: A ULA with a) M = 4 and b) M = 8 antennas, both with half-wavelength spacing.
The array with M = 8 has a narrower beamwidth, and therefore, has a better ability to direct the
energy twoard the user.

with M = 8 antennas (Fig. 2.3b) both with half-wavelength spacing are serving a user.
The array with more number of antennas has a larger aperture size, and therefore, has a
narrower beamwidth.

We use the spatial correlation to compare the ability of an array to distinguish two
different users. The normalized spatial correlation of the channel vectors of user i and j
is found by

|ρ| =
∣∣∣∣∣ hHj hi

‖hi‖‖hj‖

∣∣∣∣∣ . (2.5)

By replacing (2.1) in (2.5), |ρij | is found for a ULA with M elements

|ρij | =
1

M

∣∣∣∣∣ sin
(
πM δ

λψ
)

sin
(
π δλψ

) ∣∣∣∣∣ , (2.6)

where ψ = cos(φi) − cos(φj). For a UPA with Nx × Ny antennas, |ρij | is found by
replacing (2.2) in (2.5) as

|ρij | =
1

NxNy

∣∣∣∣∣ sin
(
πNx

δ
λκ
)

sin
(
π δλκ

) ∣∣∣∣∣
∣∣∣∣∣ sin

(
πNy

δ
λζ
)

sin
(
π δλζ

) ∣∣∣∣∣ , (2.7)

where κ = sin(θi) cos(φi)− sin(θj) cos(φj) and ζ = sin(θi) sin(φi)− sin(θj) sin(φj).
For a ULA (UPA) with inter-element spacing δ, |ρ| is a function of φi, φj (φi, φj

and θi, θj) and δ/λ (see (2.6) and (2.7)). Let assume user i and user j are uniformly
distributed in the field-of-view. In this case, for a given normalized inter-element spacing
of the array δ/λ, |ρ| is a random variable with a certain probability distribution function
(PDF). By optimizing the parameter δ/λ the desired PDF for |ρ| can be achieved.
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2.2 Shannon Capacity
Before Shannon, it was believed that the only way to achieve reliable communication
over a noisy channel, i.e., to make the error probability as small as desired, was to de-
crease the communication rate [35]. Shannon showed that one can achieve reliable com-
munication below a maximum rate, which he called the capacity of the channel. He
showed it is impossible to communicate at a rate above the channel capacity with a van-
ishing error probability. We review the AWGN channel capacity in the sequel, which can
be used as a building block to study the capacity of wireless channels [35, Ch. 5].

2.2.1 AWGN Channel
Consider the following continuous memoryless real-valued AWGN channel at a given
time instance

y = x+ n, (2.8)

where y ∈ R is the output, x ∈ R is the input and n ∈ R is the AWGN noise with
variance σ2, i.e., N (0, σ2), which is independent and identically distributed over time.
Typically, there is an average power constraint for the input x, i.e., E[|x|2] ≤ P . The
channel capacity of the AWGN channel is found by maximizing the mutual information
between the input and output of the channel over all the possible input distributions.
Mathematically

C = max
p(x):E[|x|2]≤P

I(x; y), (2.9)

where p(x) is the PDF of x and I(x; y) is the mutual information between x and y. The
mutual information between random variables x and y can be stated as the reduction
in the amount of uncertainty of y from the observation of x. This is mathematically
expressed as

I(x; y) = H(y)−H(y|x), (2.10)

where H(·) is the entropy function. The capacity of the AWGN channel is achieved by
choosing x to have Gaussian distribution, i.e., N (0, P ), which results in [37, Ch. 9.1]

CAWGN =
1

2
log2(1 + P/σ2) bits per real dimension. (2.11)

We further find the capacity of a continuous-time passband AWGN channel with a
bandwidth of W (see [35, Fig. 2.7]), input power constraint of P , and the AWGN with
power spectral density of N0/2. After passband-baseband conversion and sampling at
rate 1/W (see [35, Ch. 2]), the discrete-time baseband-equivalent AWGN channel over
W complex samples (2W real samples) per seconds is found ((2.8) with x, y, n ∈ C).
For an interval of (0, T ), the input energy per real sample is (PT )/(2WT ) = P/(2W ),
and the noise variance per real sample is (N0WT )/(2WT ) = N0/2. Then, using (2.11),
the capacity is (see [35, Ch. 5.2.1] for further details)

C(W ) = 2W

(
1

2
log2

(
1 +

P

WN0

))
= W log2

(
1 +

P

WN0

)
bits/s. (2.12)
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The spectral efficiency in bits/s/Hz is then found by

C = log2 (1 + SNR) bits/s/Hz, (2.13)

where SNR = P/(WN0).

2.2.2 Wireless Channel

The results of the AWGN channel (see (2.11)) are used to derive the capacity of different
wireless channels [35, Ch. 5]. In this thesis, to derive the capacity of wireless systems,
we assume a narrowband channel, where the channel is assumed to be constant, and the
coding is implicitly performed over many random realization of the symbols and noise.
Consider the following complex single-input-single-output (SISO) system

y = hx+ n, (2.14)

where the channel h ∈ C is the channel. The spectral efficiency of (2.14) assuming the
receiver has perfect knowledge of the channel, is found by

CSISO = log2 (1 + SNR) bits/s/Hz, (2.15)

with SNR = P |h|2/(WN0). The results of (2.15) can be generalized to MIMO systems
(see [35, Ch. 5] for more details).

2.3 TDD Massive MIMO Systems

In TDD systems, the uplink and downlink transmissions are at the same frequency spec-
trum in different time slots. A general TDD frame structure is shown in Fig. 2.4. The K
users transmit uplink data together with pilot data to the BS. The pilot data are training
signals that are known to the BS. Typically, the pilots are orthogonal sequences of length
τp ≥ K [29]. Then, the BS uses the pilot symbols to estimate the frequency response of
the propagation channel. The acquired CSI is valid for a limited amount of time where
the users do not move more than a fraction of a wavelength. Using the acquired CSI, the
BS decodes the users’ uplink data. Then, the BS uses the acquired CSI to preprocess the
downlink data.

In TDD systems, channel reciprocity is exploited. Channel reciprocity implies that
mathematically the uplink and downlink channels are identical. Consequently, TDD
systems only need uplink pilot data, in contrast to FDD systems, where both uplink and
downlink pilots are required. In practice, due to non-reciprocal components in the radio,
calibration techniques are required to be able to use channel reciprocity [38].
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Uplink pilot Uplink data Downlink data

Coherence interval

Figure 2.4: A general frame structure for TDD msasive MIMO systems.

2.3.1 Favorable Propagation

Favorable propagation (FP) is defined as the mutual orthogonality of the channel vectors
of the users [39]. For a massive MIMO system with M antennas and K users, in FP,
ρij = 0, j 6= i, i, j = 1, 2, ...,K. FP is one of the key properties exploited in massive
MIMO systems [33]. It is shown in [33] that both LOS environments and i.i.d. Rayleigh
fading exhibit FP. For LOS environments, the expected |ρij | decreases at least as fast as
log(M)/M [33]. However, there is a nonnegligible probability that the channel vectors
of a small number of users become correlated [39]. To minimize this probability for a
given antenna array at the BS, one needs to tuneM andK (see the Appendix in Chapter 6
for more details).

2.3.2 Uplink Channel

A general architecture for massive MIMO in uplink is shown in Fig. 2.5. Each user
performs baseband processing and uses digital-to-analog converters (DACs) to convert
digital signals to analog signals. Then, by employing RF chains and antennas, the base-
band signal is upconverted, and is transmitted through the propagation channel. At the
BS, the received signals at the antennas are downconverted using the RF chains, and are
converted to baseband using analog-to-digital converters (ADCs). Then, the BS performs
baseband combining to detect each users’ signals.

In uplink, the users transmit pilot symbols and data symbols to the BS. The pilot
symbols are known to the BS, which are used at the BS to estimate the uplink channel.
The memoryless discrete-time baseband signal received at the BS at a specific time in a
given coherence interval is modeled by [35, Ch. 8]

y = HHx+ n, (2.16)

where y ∈ CM×1 is the vector of received signals of BS antennas, HH ∈ CM×K is the
uplink channel matrix for the given coherence interval, x = (x1, x2, ..., xK)T ∈ CK×1

is the transmitted signal of the users and n ∈ CM×1 is the AWGN at the BS antennas,
which is CN (0, σ2

nIM ). For LOS environments we use the models described in Sec. 2.1
to find the elements of H . For i.i.d. Rayleigh fading, each element of H is CN (0, 1).
Typically, it is assumed that the transmit power for each user is limited, i.e., E[|xi|2] =
PUL, i = 1, 2, ...,K. Assuming a perfect channel state information at the BS, the uplink
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Figure 2.5: Massive MIMO architecture for uplink. Left: two single-antenna users transmit radio
signals to the BS. Right: the BS performs baseband combining to estimate each user’s signal.

capacity of (2.16) is found by [35, Ch. 8.2.1]

CUL = log2 det
(
IM +

PUL

N0
HHH

)
bits/s/Hz. (2.17)

To achieve the uplink capacity, successive interference cancellation (SIC) technique is
required at the BS with MMSE filters [35, Ch. 8]. Besides, to achieve the capacity,
the input distribution has to be i.i.d. Gaussian with CN (0, PUL). In practice, the input
signaling is not Gaussian and has a signaling set, e.g., quadrature amplitude modulation
(QAM) constellation. In this case, the maximum likelihood detection (optimal detector)
problems can be seen as a lattice decoding or closest point problem [40, 41, Ch. 4.5].
Sphere decoding is known to solve the lattice decoding problem more efficiently than the
brute-force maximum likelihood detector [40], however, its computational complexity is
still high [41, Ch. 4.5.1]. Instead, linear equalization, e.g., zero-forcing or maximum
ratio combining, are used in massive MIMO systems.

2.3.3 Channel Estimation

To estimate the uplink channel, each user transmits a sequence of symbols of length τp
with transmit power Pp to the BS. It is typically assumed that the pilot sequence of users
Sp ∈ CK×τp are mutually orthogonal, i.e., SpS

H
p = τpPpIK . Furthermore, the length of

a pilot sequence has to meet τp ≥ K [29]. The received sequence of users Y ∈ CM×τp

at the BS is

Y = HHSp +N , (2.18)
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where N ∈ CM×τp is the corresponding AWGN noise sequence. Typically, the BS
estimates the channel as follows

Ĥ =
1

τpPp
(Y SHp )H = H +

1

τpPp
(NSHp )H . (2.19)

To further improve the channel estimate, one can use linear MMSE (LMMSE) estimate
of the channel for which further statistical information of the channel is required, e.g.,
the distribution of the channel (see [42, Sec 3.2] or [43, Sec. 3.1] for further details)

In this thesis, perfect channel state information is assumed for LOS environments for
the following reasons. First, the channel estimation for LOS environments is easier than
i.i.d. Rayleigh because for LOS only the angle of arrival and a complex amplitude have
to be estimated [33]. Moreover, the nature of LOS environments prohibits an ergodic
analysis of the channel estimation error [33].

2.3.4 Downlink Channel
A general architecture for massive MIMO in downlink is shown in Fig. 2.6. The BS per-
forms baseband precoding to compensate the effects of the propagation channel. Then,
DACs and RF chains are used to transmit generated radio signals intended for the users.
Each user, downcovert the received radio signals from the antennas, and uses the ADCs
to find the baseband signal, and decodes its symbols. Typically, in massive MIMO, it is
assumed that each user has access to a side-information, e.g., a statistics of the channel
matrix, to decode its symbols.

The discrete-time baseband signal received by the users at a specific time in a given
coherence interval is modeled by

y = Hx+ n, (2.20)

where y ∈ CK×1 is the vector of received signals of users, i.e., y = (y1, y2, ..., yK)T ,
H ∈ CK×M is the downlink channel matrix for the given coherence interval, x ∈ CM×1

is the transmitted vector from the BS and n ∈ CK×1 is the AWGN noise at the users’
receivers. Typically, the transmit power at the BS has the following constraint

E[‖x‖2] ≤ PDL, (2.21)

where PDL is the average available transmit power at the BS.
The capacity of the multi-user downlink channel in (2.20) is studied in [44–46].

When the BS has perfect CSI, the capacity of the downlink channel in 2.20 is found
by [44]

CDL = sup
d:1Td≤1

log2 det
(
IM +

PDL

N0
HHdiag(d)H

)
bits/s/Hz, (2.22)

where 1 is aM×1 vector with elements of 1, and d = (d1, d2, ..., dK)T with di ≥ 0. To
achieve the downlink capacity in (2.22), dirty paper coding (DPC) technique is used [47].
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Figure 2.6: Massive MIMO architecture for downlink. Left: the BS performs baseband precoding
to generate appropriate radio signals. By employing an appropriate precoding, the BS can generate
two separate beams for the users. Right: each user performs baseband decoding to decode its
symbols.

The computational complexity of DPC is not affordable for massive MIMO systems
because it grows exponentially with the size of the system [29]. It is shown in [29]
that using linear precoding instead of DPC leads to a small performance loss in massive
MIMO systems. Among linear precoders, zero-forcing and conjugate beamforming a.k.a.
maximum ratio transmission, are studied well in the literature [48]. We review important
linear precoders and nonlinear precoders in the next Chapter.
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CHAPTER 3
Precoding Strategies

Precoding refers to preprocessing methods applied at the transmitter that facilitates de-
tection at the receiver. In this chapter, we review known precoding strategies with a
focus on max-min fairness power control. Furthermore, we investigate the use of hybrid
linear and nonlinear precoding in future communication systems. We then compare the
computational complexity of different precoding strategies.

3.1 Linear Precoding

Linear precoding refers to linear preprocessing at the transmitter that makes detection
easier at the receiver. To perform linear precoding a precoding matrix and a power control
matrix are required. The precoding matrix consists of K unit-norm column vectors of
length M , each acts as a precoding vector for each one of the users. In a complex
vector space of dimension M , each precoding vector specifies the direction on which
the transmitted vector of a user is sent. The power control matrix is a diagonal matrix
for which the square of its diagonal elements are the power allocated for each user. In
the literature, the power control and precoding matrices are sometimes combined and
considered as a single linear precoding matrix.

The schematic of the massive MIMO downlink channel with a general linear precoder
is shown in Fig. 3.1. The symbol of the users s = (s1, s2, ..., sK)T ∈ CK×1 are assumed
to be zero-mean, uncorrelated, and unit variance. The diagonal power control matrix
D = diag(d) and a linear precoding matrix U = (u1,u2, ...,uK) ∈ CM×K (with
unit-norm column vectors ui) precode s to x ∈ CM×1. The power control vector d =
(
√
d1,
√
d2, ...,

√
dK)T with di ∈ R+, i = 1, 2, ...,K has the total power constraint∑K

i=1 di = P . The transmit vector x is found by

x = UDs. (3.1)
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Figure 3.1: The model of the downlink channel with linear precoding.

Then, x is transmitted through the propagation channel H = (h1,h2, ...,hK)
T ∈

CK×M , where hi is the channel vector from the BS antennas to user i.
The received signal at user i is given as

yi = hTi x+ ni = hTi ui
√
disi +

K∑
j=1
j 6=i

hTi uj
√
djsj + ni, (3.2)

where ni is zero-mean complex Gaussian noise with the variance of N0. The first term
in (3.2) is the intended signal for user i, the second term is the interference coming from
the other users, and the third term is the AWGN noise. If user i has access to the scalar
hTi ui

√
di, it can estimate its symbol by:

ŝi =
yi

hTi ui
√
di

= si +

K∑
j=1
j 6=i

hTi uj
√
dj

hTi ui
√
di
sj +

ni

hTi ui
√
di
, (3.3)

Assuming perfect channel state information at the BS, the signal to noise plus interfer-
ence ratio (SINR) for user i denoted by γi is given as

γi =
|hTi ui|2di∑K

j=1,j 6=i |hTi uj |2dj +N0

. (3.4)

Various linear precoding strategies are obtained by employing the structure in Fig. 3.1
and using different criteria, e.g., zero-forcing or mean square error. By maximizing
the SNR per user, conjugate beamforming (CB) filters G = HH are obtained. By
maximizing the SNR and removing the inter-user interference, zero-forcing (ZF) filters
G = H† = HH(HHH)−1 are obtained. Other known linear precoders are regularized
ZF (RZF) with G = HH(IK +HHH)−1 and minimum mean square error (MMSE)
precoding withG = (N0IM+HHDH)−1HHD, whereD is a diagonal power control
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matrix that has to be found [49].1 The precoding matrixU is then found for each precoder
by normalizingG to have unit-norm column vectors, i.e., ui = gi/‖gi‖, i = 1, 2, ...,K.
By replacing CB and ZF filters in (3.4), the following SINR is obtained for a given power
control coefficients di, i = 1, 2, ...,K

γCB
i =

‖hTi hHi
‖hi‖‖

2di∑K
j=1,j 6=i |hTi

hHj
‖hj‖ |2dj +N0

=
‖hi‖2di

‖hi‖2
∑K
j=1,j 6=i |ρij |2dj +N0

, (3.5)

γZF
i =

|hTi gi
‖gi‖ |

2di

N0
=

di
‖gi‖2N0

, (3.6)

where ρij in (3.5) is the normalized spatial correlation defined in (2.5) and gi in (3.6) is
the ZF filter. For RZF (or MMSE), the SINR formula is found by replacing the RZF (or
MMSE) filters ui in (3.4).

To find power control coefficients di, i = 1, 2, ...,K, different power control strate-
gies can be used at the BS, e.g., throughput maximization or fairness maximization.
Among those power control strategies, fairness maximization a.k.a. max-min power con-
trol has received lots of attention. Employing max-min power control equalizes the SINR
of all users [33], i.e., γi = γ, i = 1, 2, ...,K. For a given set of filters ui, i = 1, 2, ...,K,
the max-min power control coefficients are the ones that maximize the minimum γi
among the users [42, Sec. 7.1]

d∗ = argmax
d1,d2,...,dK∈R+

min
i∈{1,2,...,K}

γi, (3.7)

where γi is given by (3.4). To solve (3.7) for CB (and RZF and MMSE), we can use the
bisection method or other optimization algorithms (see [33, Algorithm 2]). The bisection
method is computationally expensive. To reduce the complexity of bisection methods,
neural networks are used in [50] to find the power control coefficients. To solve (3.7) for
ZF, we use the Lagrangian multiplier, which leads to the following closed-form solutions
for the power control coefficient di and γi

di =
P‖gi‖2∑K
j=1 ‖gj‖2

, (3.8)

γZF =
P

N0

∑K
j=1 ‖gj‖2

. (3.9)

3.2 Tomlinson-Harashima Precoding
THP is a known nonlinear precoder for which nonlinear processing is employed at the
BS to make the detection easier at the receiver. The model for THP is shown in Fig. 3.2

1The derivation of MMSE precoding filters can be found in [49].
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for a given coherence interval. We use ZF criterion for the designed THP in Fig. 3.2.
The intended symbols s are encoded to s̃ = (s̃1, s̃2, ..., s̃K)T ∈ CK×1 by using the
feedback filter B − IK ∈ CK×K and the modulo operator [·]∆ with divisor ∆ (see
Fig. 3.3). When the input to the modulo operator is x ∈ C, x = αx + βx, αx, βx ∈ R,
the modulo function operates separately on real and imaginary parts of x, meaning y =
αy + βy, αy = αx −∆bαx∆ c and βy = βx −∆bβx∆ c.

A power control matrixD = diag(
√
d1,
√
d2, ...,

√
dK) and feedforward filterQH ∈

CM×K are used to generate the precoded vector x ∈ CM×1. To find the filters, the LQ
decomposition of the channel H = LQ is employed. Note H is required at the BS for
encoding a block of symbols (block-level precoding [51]) in the given coherence interval.
The matrix QH is used for the feedforward filter, and L, which is a lower triangular
matrix with positive diagonal elements lii is used to find B for the feedback filter (for
more details on THP see [41, Sec. 5.4.4] and [52, Ch. 3.2.3]). Then, the received signal
for user i, i.e., yi is found by

yi = [HQHDs̃]i = [LQQHDs̃]i = [LDs̃]i = lii
√
dis̃i+

i−1∑
j=1

lij
√
dj s̃j+ni, (3.10)

where lii is the ith diagonal element in L and ni is the complex AWGN noise with
variance N0. By using the scalar αi = lii

√
di, and using the modulo operator at the

receiver, the estimated symbol for user i is found by

ŝi = [yi/αi]∆ =

s̃i +
i−1∑
j=1

(
lij
√
dj/αi

)
s̃j +

ni
αi


∆

. (3.11)

To encode s to s̃, the following encoding is used (see the feedback loop in Fig. 3.2)

s̃i =

si − i−1∑
j=1

(
lij
√
dj/αi

)
s̃j


∆

, (3.12)

where the element ij of the matrix B is bij = lij
√
dj/αi. Note that the matrix B

represents the interference pattern at the receivers when the precoding in Fig. 3.2 is used
to generate x. Then, the estimated symbol becomes

ŝi = [si + ni/αi]∆. (3.13)

At high SNRs, where the noise component ni/αi is small compared to ∆, the modulo
operator (loss) can be ignored [53], and

ŝi = si +
ni
αi
. (3.14)
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Figure 3.2: The model of the downlink channel with THP. The symbols s are encoded to x using
the modulo operator [·]∆, the feedback filter B − IK and the feedforward filters G and QH . The
users has access to the side information α and use the same ∆ as in the BS for the modulo operator
to estimate their symbols.
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Figure 3.3: Modulo function y = [x]∆ = x−∆b x
∆
c with ∆ = 2 when x ∈ R.

Thus, using inflated lattice strategies [54] (see Sec. 3.2.2), where the shaping loss is
neglected, γi = α2

i /N0 = l2iidi/N0 can be achieved for user i. The max-min power
control coefficients di are found by maximizing the minimum γi among the users

di =
P

l2ii
∑K
j=1

1
l2jj

, i = 1, ...,K. (3.15)

Assuming W = QHdiag(1/l11, 1/l22, ..., 1/lKK), (3.15) leads to the following γ for
each user

γ =
P

N0

∑K
j=1

1
l2jj

=
P

N0

∑K
j=1 ‖wj‖2

. (3.16)

Note by using (3.15), bij = lij
√
dj/αi = lij/ljj . Besides, (3.15) leads to αi = α =

P∑K
j=1 ‖wj‖2 . Thus, the scalars αi that each user requires to estimate its symbol are iden-

tical. It is assumed that each user has access to α to estimate its symbols.
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The choice of ∆ is crucial in achieving (3.14). If ∆ is too large, then, the modulo
function does not change the input, and this will lead to a transmit power increase because
s̃i ∈ (−∆/2,∆/2) with a large ∆. If ∆ is too small, or in other words, if the noise
components are not negligible compared to ∆, then, (3.14) can not be achieved from
(3.13). In this case, error-free communication becomes impossible even in the absence
of AWGN [55]. To achieve a trade-off between transmit power increase and estimation
error, we use (9) from [55] for ∆. ∆ (equivalent to τ in [55]) is a function of |s|max, i.e.,
the absolute value of the constellation symbol with the largest magnitude and c, i.e., the
spacing between the constellation points

∆ = 2(|s|max + c/2). (3.17)

For THP, the order of users for encoding s to s̃ changes ‖wj‖2, j = 1, 2, ...,K, and
consequently, changes γ in (3.16). Each ordering of the users can be represented by a
permutation matrix A. The optimal permutation matrix A? is the one that maximizes γ
over all the possible permutation matrices, which is found by

A? = argmax
A

P

N0

∑K
j=1 ‖wj‖2

= argmin
A

K∑
j=1

‖wj‖2. (3.18)

In this thesis, we use the VBLAST algorithm described in [41, Fig. 5.18] to solve (3.18),
which is reviewed in the sequel. For future works, the VBLAST implementation de-
scribed in [56] (see [57] for further details) will be used, which entails a lower computa-
tional complexity compared to [41, Fig. 5.18].

3.2.1 VBLAST Algorithm

The VBLAST algorithm heuristically finds an order of users to maximize γ for THP (see
(3.16)). The best order of users is the one that results in the minimum

∑K
j=1 ‖wj‖2

as stated earlier in (3.18). VBLAST is a heuristic iterative algorithm that at each itera-
tion selects the user with the minimum ‖wj‖. By choosing the user with the minimum
‖wj‖ at each iteration, one can expect that

∑K
j=1 ‖wj‖2 would be small. It turns out

that this heuristic algorithm has a close-to-optimal performance [41, Sec. 5.4]. Note
the VBLAST algorithm does not explicitly find the LQ decomposition of the channel,
instead, it directly finds wi by computing the pseudo-inverse of the channel at each iter-
ation.

The VBLAST algorithm is presented in Algorithm 1 [41, Fig. 5.18]. The input to
the VBLAST algorithm is the channel matrix of usersH and the outputs are the feedfor-
ward filter of users W and the order of encoding for the users denoted by a permutation
matrix A. The reordered channel matrix is found by multiplying the permutation matrix
A and the input channel matrix H . The symbols of the users are reordered using the
permutation matrixA found by the VBLAST algorithm before encoding in (3.12).
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Algorithm 1 VBLAST for THP [41, Fig. 5.18]

Input H
Output W ,A

1: A = 0
2: H(1) = H
3: for j = 1, 2, ...,K do
4: G(i) = (H(i))†

5: ki = argmink/∈{k1,k2,...,ki−1} ‖g
(i)
k ‖2

6: wK−i+1 = g
(i)
ki

7: aK−i+1,ki = 1

8: make row ki fromH(i) to 0
9: end for

Algorithm 1 is explained as follows. The permutation matrix is initialized to a zero
matrix before starting the iterations (line 1). The channel matrix at iteration i is denoted
by H(i). At each iteration of the Algorithm, the pseudo-inverse of the current channel
matrix H(i) is computed (line 4). At iteration i, the user with the minimum filter norm
denoted by ‖gki‖ is selected (line 5). Therefore, the corresponding filter for the selected
user is wK−i+1 = gki (line 6). The permutation matrix is updated accordingly, i.e., the
element aK−i+1,ki of the permutation matrix is set to 1 (line 7). To proceed to the next
iteration, row ki is removed from H(i) to find the updated channel matrix for the next
iteration (line 8). The same procedure is repeated to find the filters W and the ordering
A for all the users.

We further explain the VBLAST algorithm in the following example for a channel
matrix with 3 users. Consider the channel matrix

H(1) =

−1.3077 3.5784 3.0349
−0.4336 2.7694 0.7254
0.3426 −1.3499 −0.0631

 . (3.19)

The pseudo-inverse of the channelG(1) is

G(1) =

 0.5899 2.8380 4.2589
−0.1622 0.7019 0.2693
0.2665 0.3953 1.5176

 . (3.20)

This results in ‖g(1)
1 ‖2 = 0.4453, ‖g(1)

2 ‖2 = 8.7033, ‖g(1)
3 ‖2 = 20.5136. In this case,

the first column of G(1) is selected, i.e., w3 = g
(1)
1 and a3,1 = 1. The corresponding

channel row vector of the selected user is removed from the channel matrix, which leads
toH(2):

H(2) =

 0 0 0
−0.4336 2.7694 0.7254
0.3426 −1.3499 −0.0631

 . (3.21)
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The pseudo-inverse of the updated channelG(2) is

G(2) =

0 0.6092 1.4090
0 0.0891 −0.5142
0 1.4024 2.8053

 . (3.22)

This results in ‖g(2)
2 ‖2 = 2.3459, ‖g(2)

3 ‖2 = 10.1197. In this case, the second column of
G(2) is selected, i.e., w2 = g

(2)
2 and a2,2 = 1. Then, corresponding row of the selected

user is removed fromH(2), which leads to

H(3) =

 0 0 0
0 0 0

0.3426 −1.3499 −0.0631

 . (3.23)

Thus, G(3) = [0,0, g
(3)
3 ] with g(3)

3 = [0.1763,−0.6945,−0.0324]T , which leads to
w1 = g

(3)
3 and a1,3 = 1. For the given example, the outputs of the VBLAST algorithm

are the same as the solution to (3.18) found by

W =

 0.1763 0.6092 0.5899
−0.6945 0.0891 −0.1622
−0.0324 1.4024 0.2665

 , A =

0 0 1
0 1 0
1 0 0

 . (3.24)

3.2.2 Inflated lattice Precoding

THP described in Section 3.2 can be further optimized, particularly in low signal to noise
ratios [41]. The idea is to remove a scaled version of the interference in encoding s̃i in
(3.12). This method has been called inflated lattice precoding [54]. In inflated lattice
precoding, the encoded symbols are

s̃i =

si − ζi i−1∑
j=1

lij
√
dj

αi
s̃j


∆

, (3.25)

where ζi is the same as the scalar Costa used for digital watermarking [41]. At the
receiver, ζiyi is used to find ŝi. Using inflated lattice precoding, a higher information
rate is achieved [54, Sec. III.F]. THP is a specific case of a more general precoding
scheme, i.e., vector precoding, which is reviewed in the sequel.
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Figure 3.4: The model of the downlink channel with VP.

3.3 Vector Precoding
A similar precoding strategy to THP is vector precoding (VP), which is more general
than THP. A ZF implementation of VP is explained as follows.2 Recall s̃ in (3.12)

s̃i =

si − i−1∑
j=1

(
lij
√
dj/αi

)
s̃j


∆

= si −
i−1∑
j=1

(
lij
√
dj/αi

)
s̃j + pi, (3.26)

where pi = (li + mi)∆, li,mi ∈ Z. The idea in VP is to add a perturbation vector
p = (p1, p2, ..., pK) with pi = (li + mi)∆, li,mi ∈ Z and ∆ ∈ R to the symbols
s ∈ CK×1 such that some desired properties of transmit signal can be achieved [41],
e.g., the transmit power for a given γ is minimized. In VP, p is found in a more general
way than THP.

One of the simplest precoding strategies using VP is shown in Fig. 3.4. A perturbation
vector p is added to the symbols s, and linear precoding is done using power control
matrix diag(d) and precoding matrix U . The transmitted vector x

x = Udiag(d)(s+ p), (3.27)

goes through the propagation channel and is received by the users. Each user uses an
appropriate scalar and the modulo operator to remove the perturbation vector and detect
its intended symbol. Note the modulo interval ∆ has to be tuned for each user for the
best performance. Nevertheless, ∆ is typically assumed to be the same for the users. If
ZF filters are used and αi = hTi ui

√
di then the received signal for each user is[

yi
αi

]
∆

=

[
(si + pi) +

ni
αi

]
∆

=

[
si +

ni
αi

]
∆

. (3.28)

2For MMSE VP see [58].
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In high SNRs, where the noise component ni/αi is small compared to ∆, the modulo
operator (loss) can be ignored in (3.28) and the same γ as in typical ZF is achieved. Note
the perturbation vector p is found such that transmit power is minimized

p = argmin
p̃:p̃i=(li+mi)∆,li,mi∈Z

‖Udiag(d)(s+ p̃)‖2. (3.29)

In contrast to THP, the computational complexity of finding the perturbation vector in
(3.29) by an exhaustive search grows exponentially with the number of users and the size
of the constellation.

Compared to ZF, using the VP structure in Fig. 3.4 results in the same γ for each user
with a reduced transmit power at the BS. To find p, lattice decoding techniques, e.g.,
sphere decoding [40] can be used for a small number of dimensions. Vector precoding,
which finds the optimum precoding vector, can be seen as the dual to the maximum
likelihood detection problem. The computational complexity burden of VP limits its use
in massive MIMO systems. For instance, the problem of quantized precoding explained
in [59, Fig. 2.b] requires a complexity that grows exponentially with the number of BS
antennas.

3.4 Hybrid Linear and Nonlinear Precoding
To trade-off complexity vs. performance, hybrid linear and nonlinear precoding (HLNP)
is suggested in the literature. The goal in designing an HLNP is to achieve a γ close to
that of nonlinear precoding with the complexity close to that of linear precoding. HLNP
is of great importance for industry because of its low computational complexity and
latency compared to nonlinear precoders [60].

Different HLNP strategies are reported in the literature for single-cell and multi-cell
multi-user MIMO systems. An HLNP strategy is suggested for 5G [60], where the BS
switches between a linear and a nonlinear precoder based on the channel condition. For
instance, the BS uses nonlinear precoding when some users become highly correlated and
uses linear precoding otherwise. Another example is when the BS measures the instan-
taneous SNR for the current set of users. If the SNR requirements with linear precoding
have not been met, nonlinear precoding is used to meet the SNR requirements. Among
HLNP strategies, the ones using THP as the nonlinear precoder, have received more at-
tention from both industry and academia because THP is a low-complexity nonlinear
precoder that can be regarded as a simple implementation of DPC [60–62].

An HLNP strategy is reported in [61, 62] for which the users are divided into several
groups. A two-stage precoding scheme is then used in [61, 62] to precode symbols of
users. In the first stage, THP is used to remove intra-group interference and in the second
stage, linear precoding, e.g., ZF is used to remove inter-group interference. To divide the
users into several groups, it is assumed in [61] that the users in each group have the same
correlation matrix. This grouping is not suitable for channels for which the users do not
have the same correlation matrix, e.g., free space LOS environments. Dividing the users
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into a number of groups and finding the order of encoding the users in each group are the
challenges in this HLNP strategy. An exhaustive search can be used to find a grouping
of the users and to find an ordering of the users in each group such that γ with max-min
power control is maximized. Designing a low-complexity grouping method is essential
for an HLNP strategy to reduce the complexity of an exhaustive search. Two different
HLNP strategies are compared in the sequel.

3.4.1 Example: Designing HLNP for LOS Massive MIMO Systems

We design two HLNP strategies using the results in [39] for LOS massive MIMO sys-
tems, where it is shown that by dropping a few users, performance close to favorable
propagation environments is achieved. This means in LOS massive MIMO systems there
are a limited number of users with correlated channel vectors and the remaining users are
near orthogonal. Let consider a simple HLNP strategy for a massive MIMO system with
K users, where the users are divided into a group of K − 2 and a group of 2 users. As-
sume an appropriate grouping method is used to divide the users into these groups. For
simplicity, we further assume the users in the first group have low intra-group interfer-
ence, which means the users are near orthogonal in this group. For a low intra-group
interference, linear precoding leads to a performance close to that of nonlinear precod-
ing. Therefore, we use ZF filters to remove the intra-group interference for the users in
the first group. The users in the second group with 2 users might have high intra-group
interference for which THP is used. Note the inter-group interference is removed by us-
ing appropriate filters for the users in the first and second groups. Based on this intuition,
we design two different HLNP strategies as follows.

In the designed HLNP strategies, THP or ZF filters are used to remove intra-group
interference. For the groups with low intra-group interference, we use ZF filters, and for
the groups with high intra-group interference, we use THP filters. For a BS that uses
precoding filtersW , the inter-user interference at the users’ receivers is the off-diagonal
elements of HW , which is shown in Fig. 3.5 for two different HLNP strategies. An
off-diagonal element [HW ]ij is shown by a square at row i and column j, which is the
interference coming from user j to user i. The white square shows that the inter-user
interference is removed, the green square shows the intra-group interference and the gray
square shows the inter-group interference.

In the first HLNP strategy (see Fig. 3.5a), we find the ZF filters for the users in the
first group as follows. The ZF filters for the users in the first group are columns 1 to
K − 2 of the pseudo-inverse of the channel matrix of all the K users, i.e., G = H† =
(g1, g2, ..., gK). Thus, we use g1, g2, ..., gK−2 for the users in the first group. This
assures that the inter-group interference from the users in the first group to the users in
the second group is removed. If the allocated transmit power for the users in the first
group is PZF, then, assuming there is no inter-group interference from the users in the
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second group, γ for the users in the first group is

γ =
PZF

N0

∑K−2
i=1 ‖gi‖2

. (3.30)

We use conventional THP for the users in the second group. We use the channel matrix
of all the K users to compute wK−1 and wK filters. This assures that the inter-group
interference from the users in the second group to the users in the first group is removed.
If the allocated transmit power for the users in the second group is PTHP, γ for the users
in this group is

γ =
PTHP

N0

∑K
i=K−1 ‖wi‖2

. (3.31)

To equalize γ for the first and second groups, the following power allocation shall be
used assuming P = PZF + PTHP

PTHP =

( ∑K
i=K−1 ‖wi‖2∑K

i=K−1 ‖wi‖2 +
∑K−2
i=1 ‖gi‖2

)
P (3.32)

This leads to the following γ for all the users in the first HLNP strategy

γ =
P

N0

(∑K
i=K−1 ‖wi‖2 +

∑K−2
i=1 ‖gi‖2

) . (3.33)

In practice, we first start with finding the THP filters for the second group. This will
assure that the inter-group interference from the users in the second group to the users
in the first group is removed. Then, we find the ZF filters using the channel matrix H ,
which assures that the inter-group interference from the users in the first group to the
users in the second group is removed.

The interference pattern for the second HLNP strategy is shown in Fig. 3.5b. In
contrast to the first strategy, to find the ZF filters for the first group, we use the channel
matrix ofK−2 users H̃ , i.e., G̃ = H̃

†
= (g̃1, g̃2, ..., g̃K−2). Assuming the inter-group

interference from the users in the second group to the users in the first group is removed,
the following γ for the users in the first group is achieved

γ =
PZF

N0

∑K−2
i=1 ‖g̃i‖2

. (3.34)

Note
∑K−2
i=1 ‖g̃i‖2 ≤

∑K−2
i=1 ‖gi‖2, because when there are only K − 2 users, there

are fewer constraints to find the ZF filters. Employing the channel matrix of K − 2
users to find the ZF filters for the first group means the inter-group interference from the
users in the first group to the users in the second group is not zero, which is shown by
gray squares in Fig. 3.5b. To remove inter-group interference for the users in the second
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Figure 3.5: The interference pattern for two HLNP strategies when there are K = 8 users with
6 users in the first group and 2 users in the second group. The white square shows that inter-user
interference is 0, the green square shows the intra-group interference, and the gray square shows
the inter-group interference from the users in the first group to the users in the second group.

group, a modified THP is used as follows. Although the THP filters are computed the
same as in the first HLNP strategy, we encode the symbols in the second strategy as

s̃i =

si − i−1∑
j=K−1

bij s̃j −
K−2∑
j=1

hTi uj
√
dj

lii
√
di

sj


∆

, i = K − 1,K, (3.35)

where the first sum in (3.35) is the interference as in the conventional THP, and the
second sum is the inter-group interference coming from the users in the first group (gray
squares in 3.5b). In this way, the same γ as in the first strategy is found for the users
in the second group because the filter norms are the same as in the first HLNP strategy.
After equalizing γ for the users in the first and second groups, the following γ is found
for the second precoding strategy

γ =
P

N0(
∑K
i=K−1 ‖wi‖2 +

∑K−2
i=1 ‖g̃i‖2)

. (3.36)

In practice, we first start with finding the THP filters successively for the users in the
second group. This will assure that the inter-group interference from the users in the
second group to the users in the first group is removed. After finding the THP filters, the
remaining channel matrix with K − 2 column vectors, is used to find the ZF filters for
the users in the first group. Therefore, the users in the first group will cause inter-group
interference for the users in the second group. To remove this inter-group interference, we
use (3.35). By comparing (3.33) with (3.36) and taking into account that

∑K−2
i=1 ‖g̃i‖2 ≤∑K−2

i=1 ‖gi‖2, it turns out that γ in the second strategy is higher than that of the first
strategy.
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Figure 3.6: The interference pattern for two HLNP strategies of Fig. 3.5 when there are three
groups of users. The white square shows that inter-user interference is 0, the green square shows
the intra-group interference, and the gray square shows the inter-group interference.

In both strategies, it is of great importance to find an appropriate number of groups,
and assign the users appropriately in the groups such that γ with max-min power con-
trol is maximized for all the users. To divide the users into a given number of groups,
different methods can be used. An exhaustive search can be used, which entails a high
computational complexity. Another heuristic grouping method is to separate the highly
correlated pairs of users, and assign each of the correlated users into different groups.
The other method is to train a neural network that can classify the users into different
groups. By feeding appropriate features from the channel matrix of the users, e.g., the
spatial correlation ρij , one can train a neural network that finds an appropriate grouping
for the HLNP strategy.3

Furthermore, both HLNP strategies can be applied when there are more groups. For
the first strategy, the first HLNP strategy can be generalized by computing appropriate ZF
and THP filters for the users in each group. In the second strategy, we find ZF filters based
on the channel matrix of the users in each group. To remove the inter-group interference,
we use the modified THP. It can be shown that in the second strategy, by keeping the
number of groups to 2, and changing the number of users in the two groups, one can
trade-off complexity vs. performance. When all the users are assigned to the second
group, the second HLNP strategy becomes conventional THP, which leads to the highest
γ for an HLNP strategy. On the other hand, when all the users are assigned to the first
group, the second HLNP strategy becomes conventional ZF, which leads to the lowest γ
for an HLNP strategy. The interference pattern is shown for both strategies when there
are three groups in Fig. 3.6. For the second strategy, it can be shown that the same γ is
achieved if the second and third groups are combined.

3Please see Chapter 6 for the details on the proposed grouping method.
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3.5 Computational Complexity of Precoders
In this section, the computational complexity of finding the precoded vector in terms of
the required real-valued floating-point operations (FLOPs) are presented. It is assumed
that each real-valued addition and each real-valued multiplication require 1 FLOP. Thus,
each complex addition and each complex multiplication require 2 and 6 FLOPs, respec-
tively [63, Sec. 2.2]. The computational complexity of precoding strategies has two
important terms. The complexity of finding the required filters, i.e., precoding matrix
and power control coefficients, and the complexity of finding the transmit vector for a
block of n symbols. The computational complexity of these terms are summarized for
CB, ZF, THP, the first designed HLNP strategy (HLNP I) and the second designed HLNP
strategy (HLNP II) in Table 3.1, where max-min power control is used to find the power
control coefficients. For HLNP I and HLNP II, we assume the users are divided into a
group of K − 2 users and a group of 2 users. We further summarize the computational
complexity of important operations in Table 3.2.

For CB, the precoding matrix is the complex conjugate of the channel matrix H .
For ZF, the pseudo-inverse of the channel H† is required to find the precoding matrix.
To find the pseudo-inverse of the channel, HH−1 is computed and HH−1 is then
multiplied byHH . Thus, for the ZF precoding matrix, an inverse of aK×K matrix and
a multiplication of M ×K and K ×K matrices are required, which leads to O(MK2)
FLOPs.

To find the power control coefficients for CB, the bisection method is required. The
bisection method is computationally expensive because it requires to run many iterations
of search to find the power control coefficients. In each iteration of the bisection method,
an inverse of a K × K matrix is computed, which results in O(iK3) FLOPs for i it-
erations. For ZF, we use (3.8) to compute power control coefficients for which O(K)
FLOPs are required assuming the ZF filters are already computed.

For THP, the order of users in encoding the symbols changes γ. Therefore, in addition
to the filters and power control coefficients, the order of users has to be found. This is
done in an iterative manner using the VBLAST algorithm (see 3.2.1), where at each
iteration the pseudo-inverse of the updated channel matrix is computed. In this way, the
complexity of finding the filters and the order of users is the complexity of finding the
pseudo-inverse of a K ×K, (K − 1)× (K − 1), (K − 2)× (K − 2), ..., 2× 2 matrices,
which leads to O(MK3) FLOPs. For the power control coefficients, we use (3.7) for
which O(K) FLOPs are required assuming THP filters are already computed.

In HLNP I, for the first group of users, we need to find the ZF filters by computing
column 1 to column K − 2 of the pseudo-inverse of the channel. In contrast, in HLNP
II, for the first group of users, we need to find the pseudo-inverse of a channel matrix of
K − 2 users. Although, the computations for HLNP II is lower than that of HLNP I, the
order of complexity is the same for both precoders, i.e., O(MK2) FLOPs. For the users
in the second group, we need to find the filters wK and wK−2. For both HLNP I and
HLNP II, we need to find two columns from the pseudo-inverse of the channel ofK users
forwK and we need to find one column from the pseudo-inverse of the channel ofK−1
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Table 3.1: Complexity order (FLOPs) of CB, ZF, THP, HLNP I and HLNP II

Precoder Precoding filter Power control Transmit vector (n block)
CB - O(iK3) O(nMK)
ZF O(MK2) O(K) O(nMK)

THP O(MK3) O(K) O(nMK)
HLNP I O(MK2) O(K) O(nMK)
HLNP II O(MK2) O(K) O(nMK)

M is the number of antennas at the BS, K is the number of users, n is the number of
symbols, i is the number of iterations to run the bisection method.

Table 3.2: Computational complexity of important operators for precoding

Operator Complexity (FLOPs)
matrix-matrix multiplication (M ×K with K ×K) 8MK2 − 2MK
matrix-vector multiplication (M ×K with K × 1) 8MK − 2M

inverse of K ×K matrix 4K3 + 8K2 +K

users for wK−1. Because in HLNP I and HLNP II, the pseudo-inverse calculations are
not done for all the users as in the VBLAST algorithm, the complexity order of finding
the filters and power control coefficients is O(MK2) FLOPs.

To find the transmit vector for CB, ZF, THP, HLNP I and HLNP II it is required to
multiply the precoding filters with the vector of symbols, i.e., multiplication of M ×K
matrix by a K × 1 vector. This multiplication is repeated n times to find the transmit
vector for a block of n symbols, which leads toO(nMK) FLOPs. For THP, HLNP I and
HLNP II another set of computations is required. For THP, we need to encode symbols s
to s̃ as in (3.12), which requires 4nK(K−1) FLOPs for a block of n symbols. For HLNP
I and HLNP II to encode s to s̃ for a block of n symbols, 8n FLOPs and 8n(2K − 3)
FLOPs are required, respectively. Note for HLNP II we need to encode symbols based
on (3.35) for which 2(K−2) more weights (see the gray squares in Fig. 3.5b) have to be
computed.
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CHAPTER 4
Dealing with Correlated
Scenarios

In this chapter, we evaluate the proposed strategies (see Fig. 1.4) that address the research
questions in Sec. 1.2. Employing each strategy alleviates the loss in the sum-rate of lin-
ear precoders in the correlated scenarios of LOS massive MIMO systems. The proposed
strategies can be combined to further improve the performance in the correlated scenar-
ios. In the first strategy, low-complexity precoders are used to provide a trade-off between
complexity and performance. Instead of employing nonlinear precoding with high com-
putational complexity, low-complexity precoders are used that improve the sum-rate of
linear precoders. In the second strategy, we optimize the inter-element spacing of the BS
antenna arrays such that the performance is improved. In the third strategy, we drop a set
of users such that the sum-rate of the remaining users is improved. By dropping a set of
users, the number of served users is reduced, which makes it easier for the BS to decor-
relate the users. The following assumptions are made for the simulation scenarios of this
chapter. A UPA with M = 10 × 10 antennas that serves K = 10 users are considered.
The users are distributed uniformly at the cell-edge (200 m away from the BS with no
shadowing) in the field-of-view of φ ∈ (0, 2π) and θ ∈ (0, π/2). The carrier frequency
is 30 GHz. The minimum acceptable spacing distance between the users is set to 0.01m.
The transmit power at the BS is fixed such that when the users are mutually orthogonal,
γ (SNR) of 10 dB is achieved for each user employing max-min power control. The
simulation is run for 100 K realizations of the channel.

4.1 Outage Performance

To evaluate LOS environments, outage performance is typically studied because the an-
gle of arrival of the user remains substantially constant for a long period of time, and
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consequently, the ergodic capacity is unobtainable [43]. When a desired quality of ser-
vice cannot be met for the users, the system is said to be in the outage. For instance,
assume a BS that would like to deliver at least a γ of 10 dB for each user, and for some
reasons, this cannot be met. In this example, the outage occurs when γ is less than 10
dB. The outage probability in terms of SNR is defined as follows

p(γ̃) = Pr(γ < γ̃), (4.1)

where γ̃ is the minimum acceptable SNR for the users. It is of great importance to
maintain the probability of the outage below a target threshold, e.g., 0.05 or 0.01. This
can be seen from a different perspective. For a given outage probability, e.g., 0.05, one
can optimize the system to maximize the SNR. We use the 5th percentile γ (SNR) to
evaluate the outage performance for each strategy.

4.2 Low-Complexity Precoders
The idea of low-complexity precoders is to provide a trade-off between complexity and
performance, i.e., a performance close to that of nonlinear precoding and a complexity
close to that of linear precoding. In this section, our focus is on HLNP strategies (see
Sec. 3.4). The CDF of γ is shown for different precoders in Fig. 4.1. The horizontal
dashed line shows the 5th percentile γ and the vertical dashed line at γ = 10 dB shows
the FP performance1. Employing THP (solid black) results in the highest 5th percentile
γ compared to the other precoders. By employing THP, the closest performance to the
FP performance is achieved. By employing HLNP II (dashed green) using an exhaustive
search to find the best grouping of the users, the 5th percentile γ is only 0.29 dB lower
than that of THP. Employing HLNP I (orange dashed), ZF (solid blue) or CB (solid red)
leads to 0.88 dB, 3.01 dB or 4.95 dB loss in the 5th percentile γ compared to HLNP
II. The 5th percentile γ of HLNP II is only 0.29 dB less than that of THP, while HLNP
II improves the 5th percentile γ of ZF by 3.01 dB. Taking into account the complexity
of HLNP I and HLNP II in Table 3.1 and their outage performance in Fig. 4.1, HLNP
strategies are viable candidates for 5G systems.

4.3 Optimized BS Antenna Arrays
The second strategy is to optimize the inter-element spacing of the BS antenna arrays
such that the 5th percentile γ is maximized. The optimized array has a better ability
to distinguish two different users. The CDF of γ is shown for different precoders in
Fig. 4.2 when a UPA with inter-element spacing of 0.99λ2 is used at the BS instead of
half-wavelength UPA (dotted lines in Fig. 4.2). By employing a UPA with inter-element

1Recall that in FP, the users are mutually orthogonal.
2The value 0.99λ is given as an example, which is chosen close to that of δn1 in Fig. 7.4.
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Figure 4.1: The CDF of γ for CB, ZF, THP, HLNP I and HLNP II for M = 100 (UPA) with
K = 10 when a half-wavelength UPA is employed at the BS. The dashed vertical line at γ = 10
dB shows the FP performance when the users are mutually orthogonal.
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Figure 4.2: Same as Fig. 4.1 for a UPA with inter-element spacing of 0.99λ (solid lines) for CB,
ZF, and THP. The dotted lines show the CDF of γ for a half-wavelenth BS antenna array.
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Figure 4.3: Same as Fig. 4.1 for a half-wavelength UPA that uses the dropping algorithm of [3] to
drop 1 user.

spacing of 0.99λ, a higher 5th percentile γ is achieved for each precoder, 0.21 dB for CB,
2.16 dB for ZF, and 1.37 dB for THP. For a given precoder, one can find inter-element
spacing that maximizes the 5th percentile γ.

4.4 Dropping Algorithms
The third strategy is to employ a dropping algorithm at the BS. The goal of the optimal
dropping strategy is to find the set of dropped users such that the sum-rate for the remain-
ing users is maximized, assuming max-min power control is employed. The CDF of γ is
shown for different precoders in Fig. 4.3 when a UPA with half-wavelength inter-element
spacing is employed at the BS and 1 user is dropped using the dropping algorithm of [3].
Note when 1 user is dropped, the transmit power is set at the BS such that a γ = 10 dB
is achieved in FP for the remaining users. By employing the dropping algorithm to drop
1 user, a performance close to FP is achieved for THP. By dropping users, it is easier for
the BS to decorrelate the users.



Part II

Included Papers





55

CHAPTER 5
Paper A
A Reduced-Complexity Linear
Precoding Strategy for Massive
MIMO Base Stations

Abstract

Conjugate beamforming (CB) and zero-forcing (ZF) are well-known linear precoders,
which have optimized hardware implementations. In this work, a linear precoder is pro-
posed based on switching between CB and ZF for line-of-sight propagation environ-
ments. The proposed idea is to predict and use the precoder, which results in the highest
sum-rate for a given channel. To this end, three regimes are introduced for the ratio of
power per user at the base station (BS) over noise power at a user receiver. For low val-
ues of this ratio, CB and for high values, ZF result in the highest sum-rate. For moderate
values, a precoding strategy is proposed to switch to the best precoder. The switching
mechanism is based on an upper bound for the ZF sum-rate, which we introduced in this
work. The proposed precoding strategy achieves a sum-rate higher than both CB and ZF.
Simulation results for a massive MIMO system including a 100-antenna BS, show up
to 8% improvement on the sum-rate compared to CB and ZF. In addition, the proposed
precoder reduces computational complexity up to 16.5% compared to the ZF precoding.
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5.1 Introduction
Linear precoders, e.g., conjugate beamforming (CB) and zero-forcing (ZF) are low-
complexity precoders, which have a close to capacity performance in massive MIMO
systems [29, 39]. Therefore, they are viable candidates for downlink precoding in mas-
sive MIMO BSs. Designing a linear precoder includes choosing a precoding matrix and
a set of power allocation coefficients. By choosing either CB or ZF precoding matri-
ces, one can find the power allocation coefficients by maximizing a utility function [42],
which is subject to practical constraints, e.g., the total power available at the BS [64].

Throughput and fairness are two popular utility functions. However, it has been
shown that harmonic mean provides a trade-off between maximizing these two, which
is desirable in practice [65]. In this work, by modifying the utility function of harmonic
mean, closed-form solutions for power allocation coefficients of CB and ZF are derived.
This results in reducing the computational complexity compared to maximizing through-
put and fairness, which require complex optimization algorithms. Consequently, a utility
function based on the modified harmonic mean is viable for CB and ZF in terms of per-
formance and computational complexity.

In a massive MIMO system with an M -antenna BS and K single-antenna users, by
having the channel matrix, finding the ZF precoding matrix has O(MK2) complexity
due to having a matrix inversion and matrix multiplication. However, the CB precoding
matrix is available without any processing, since it is equal to the complex conjugate of
the channel matrix. Therefore, in terms of complexity, the CB precoding matrix is pre-
ferred in massive MIMO BSs. To the best of our knowledge, [66, Section 5.3] and [67]
are the only works suggesting switching between CB and ZF to improve the sum-rate.
However, no precise method is given, and there is no report on the gain of adaptively
using CB and ZF in terms of computational complexity and sum-rate. In our paper, a
systematic method is proposed for switching between CB and ZF.

In this paper, three regimes are defined for the ratio of power per user at the BS over
noise power at a user receiver, i.e., low, moderate and high value regimes. We show that
the CB precoding matrix for low value regime results in the highest sum-rate, whereas ZF
results in the highest sum-rate for high value regime. Thus, CB and ZF can be used for
low and high value regimes, respectively. For moderate value regime, both CB and ZF
do not outperform the other. We propose a precoding strategy that lets the BS adaptively
switch between CB and ZF to use the precoder with the highest sum-rate. By switching
between CB and ZF, the computational complexity is also reduced compared to a BS
that uses ZF. Therefore, the idea of switching between CB and ZF is beneficial in terms
of sum-rate and computational complexity. This is the main idea behind the proposed
precoding strategy.

The contributions of this work are as follows. First, a reduced-complexity linear pre-
coder is proposed based on switching between CB and ZF. This precoder lets the BS
predict and choose the precoder with the highest sum-rate in all regimes. The modified
harmonic mean is used as the utility function to derive the power allocation coefficients
for CB and ZF. Second, an upper bound is proposed for the ZF sum-rate, which is used
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in the proposed switching mechanism to compare the CB and ZF sum-rate. To show
the effectiveness of the proposed precoding strategy, and following [33], single-cell LOS
scenarios are considered for the simulations. The simulation results show up to 8% im-
provement on the sum-rate and up to 16.5% reduction in computational complexity.

The structure of this paper is as follows. In Section 5.2, the principles of CB and
ZF precoding are explained in detail. In Section 5.3 the proposed precoding strategy is
introduced, and in Section 5.4 the simulation results are presented. Finally, Section 5.5
concludes the paper.

The following notation is used throughout the paper. Bold lowercase and upper-
case letters denote column vectors and matrices, respectively. Lowercase letters denote
scalars. The symbols | · | and ‖ · ‖ denote the absolute value and l2-norm operators,
respectively. The superscript ∗ denotes conjugate. The superscripts T and H denote un-
conjugated transpose and conjugated transpose, respectively. The superscript −1 stands
for the inverse of a matrix. The symbol C denotes complex numbers. A diagonal matrix
with diagonal entries taken from the vector p is denoted by diag(p) and IK denotes the
identity matrix of size K × K. The complex inner product of two vectors a and b is
denoted by 〈a, b〉 = aHb.

5.2 Linear Precoders
In this section, we introduce the system model under consideration. Then, the CB and
ZF precoding are reviewed.

5.2.1 System Model

In this paper, we consider the downlink channel shown in Fig. 5.1, where an M -antenna
BS transmits symbols to K single-antenna users. Let s = (s1, ..., sK)T be the vector of
symbols to be transmitted to the users. These symbols are assumed to be uncorrelated,
zero mean and unit variance. To compensate the channel effects and serve all the users,
the BS uses a set of power allocation coefficients p = (σ1, ..., σK)T and a precoding
matrix U ∈ CM×K . The transmitted vector x ∈ CM×1 can be expressed as:

x = Udiag(p)s. (5.1)

The precoding matrix is defined as U = (u1, ...,uK), which satisfies ‖ui‖ = 1 for
i = 1, ...,K. The power allocation coefficients are positive real-values. We assume a
total power constraint at the BS, i.e., ‖p‖2 ≤ Ptot, where Ptot is the maximum available
power at the BS.

The BS transmits x through the channel, which is then received by the users. The
downlink channel is modeled as:

y = Hx+ n, (5.2)
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Figure 5.1: General structure of downlink with an M -antenna BS serving K single-antenna users.

where y ∈ CK×1 is the received signal vector of the users, n ∈ CK×1 is the noise vector
and H = (h1, ...,hK)

T ∈ CK×M is the downlink channel matrix. The noise compo-
nents are modeled as independent, zero mean circularly-symmetric complex Gaussian
random variables with covariance matrix of σ2

nIK . The hi is the channel vector from the
BS antennas to the user i. The ith received signal is given by:

yi = hTi x+ ni = 〈h∗i ,x〉+ ni, (5.3)

which is shown in Fig. 5.1.
For notation simplicity, we use:

hi = cih̃i, ci = ||hi||, i = 1, ...,K. (5.4)

Thus, h̃i is the unit norm channel vector for the user i. The received signal for the ith
user can be further simplified (after some simple algebra) as:

yi = ciσi〈h̃
∗
i ,ui〉si +

∑
j 6=i

ciσj〈h̃
∗
i ,uj〉sj + ni, (5.5)

where the first term is the desired signal, the second term is the interference from other
users, and the last term is noise.

For a given channel, the signal to noise plus interference ratio (SINR) for the user i
is defined based on (5.5) as:

SINRi =
c2iσ

2
i |〈h̃

∗
i ,ui〉|2∑

j 6=i c
2
iσ

2
j |〈h̃

∗
i ,uj〉|2 + σ2

n

. (5.6)

We define the ratio of the radiated power per user at the BS over the noise power at a user
receiver as:

η =
Ptot/K

σ2
n

. (5.7)
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It is worth to mention that Kη is equivalent to ρd in [33]. The η has to compensate the
propagation loss in order to satisfy throughput requirements. For a fixed precoding ma-
trix, we use the power allocation coefficients, which maximize the harmonic mean [65]
as:

p = argmax
p:‖p‖2≤Ptot

(
K∑
i=1

1

SINRi

)−1

, (5.8)

where SINRi is given by (5.6). In this paper, the precoding matrix is assumed to be either
CB or ZF, which are briefly reviewed in the following sections.

5.2.2 Conjugate Beamforming

The CB precoding matrixUCB = (uCB
1 , ...,uCB

K ) maximizes the inner product of the user
component in (5.5). The ith column of CB precoding matrix is obtained by:

uCB
i = argmax

ui:‖ui‖=1

|〈h̃∗i ,ui〉|2 = h̃
∗
i . (5.9)

This leads to UCB = (h̃
∗
1, ..., h̃

∗
K). To derive the power allocation coefficients of CB,

(5.8) can be solved by using water-filling [65], which is computationally expensive. Due
to the fact that the channel vectors are nearly orthogonal in massive MIMO systems [39],
we propose to solve:

pCB = argmax
p:‖p‖2≤Ptot

(
K∑
i=1

σ2
n

c2iσ
2
i

)−1

, (5.10)

where c2iσ
2
i

σ2
n

is the received SNR of each user, which follows from the solution of (5.9).
A closed-form solution for (5.10) is found by using the Lagrangian multiplier as:

σCB
i =

√
Ptot∑K
j=1

ci
cj

. (5.11)

This solution suggests that users with a high ci should receive less power, whereas users
with a low ci should receive more power. Our proposed power allocation coefficients in
(5.10) and (5.11) result in the following SINR for the ith user:

SINRCB
i =

1∑
j 6=i

ci
cj
ρ2
ij + 1

Kη

∑K
j=1

1
cicj

, (5.12)

where ρij = |〈h̃∗i , h̃
∗
j 〉|.
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5.2.3 Zero-Forcing

The ZF precoding matrix removes the multi-user interference for all the users in (5.5),
while it maximizes the desired signal. The ith column of ZF precoding matrix is found
by:

uZF
i = argmax

ui:‖ui‖=1,

〈h̃∗j ,ui〉=0, j 6=i

|〈h̃∗i ,ui〉|2. (5.13)

The resulting UZF = (uZF
1 , ...,u

ZF
K ) given by (5.13), can be found by normalizing the

columns of pseudo-inverse of the channel [64] to have unit norm. Unlike CB, ZF removes
the multi-user interference, and thus, (5.8) is solved by using the Lagrangian multiplier
as:

σZF
i =

√
Ptot∑K
j=1

ciγi
cjγj

, (5.14)

where γi = |〈h̃∗i ,uZF
i 〉| and γj = |〈h̃∗j ,uZF

j 〉|. This results in the following SINR for the
user i:

SINRZF
i = Kη

ciγi∑K
j=1

1
cjγj

. (5.15)

5.3 Proposed Precoding Strategy
The proposed precoding strategy lets the BS choose the precoder that results in the high-
est sum-rate. The selection is based on η and a proposed upper bound for the ZF sum-rate.
In this section, we first find two thresholds for η, which determine the best precoder for
the low and high η regimes. Then, we derive an upper bound for the ZF sum-rate, which
is later used in the switching mechanism of the proposed precoder.

5.3.1 Evaluation Of Precoders

The downlink sum-rateR of a linear precoder for a given channel matrix in bits/second/Hz,
can be evaluated as [68, chapter 10], [48]:

R =
K∑
i=1

log2(1 + SINRi), (5.16)

where SINRi is given by (5.6). We replace (5.12) and (5.15) in (5.16) to obtain the CB
and ZF sum-rates as:

RCB =
K∑
i=1

log2

(
1 +

1∑
j 6=i

ci
cj
ρ2
ij + 1

Kη

∑K
j=1

1
cicj

)
, (5.17)
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Figure 5.2: The introduced regimes for η.

RZF =
K∑
i=1

log2

(
1 +Kη

ciγi∑K
j=1

1
cjγj

)
. (5.18)

We compare the SINRi formulas of these two precoders to find a condition in which CB
results in a higher rate for all the users compared to ZF. This is stricter than only having
a higher sum-rate. In fact, this condition guarantees that CB has a higher sum-rate. The
same condition is found for ZF. The following theorem explains these conditions.

Theorem 5.1. For a given channel realization, when η < ηCB, CB, and when η > ηZF,
ZF result in a higher rate for all the users, where:

ηCB = min
i=1,...,K

ai,

ηZF = max
i=1,...,K

ai,
(5.19)

and ai is given by:

ai =
1

Kciγi

(
1∑

j 6=i
ci
cj
ρ2
ij

)
K∑
j=1

1

cj

(
1

γj
− γi

)
. (5.20)

Proof. See Appendix 5.6.

The interpretation of Theorem 1 is that there are three regimes for η, i.e., low, mod-
erate and high, which are graphically shown in Fig. 5.2. It is concluded from Theorem 1
that for low and high η regimes, CB and ZF result in the highest sum-rate, respectively.
For moderate η regime, more analysis is required to find the precoder with the highest
sum-rate. This analysis is presented in Section 5.3.3.

The ηCB and ηZF are functions of the channel and thus, are random variables. We
study the probability density function (PDF) of ηCB and ηZF for a large number of channel
realizations with a fixed number of users. The PDF plots are used to find two thresholds
Tmin and Tmax, which define the low and high η regimes, respectively. We define a point
on the right tail of ηCB as Tmax for which the probability that CB results in a higher rate
for all the users is 0.5%. Thus, above this threshold, CB does not perform well for all the
users. Similarly, we define a point on the left tail of ηZF as Tmin. More details are given
in Section 5.4 on how the low and high η regimes can be realized for a fixed or variable
number of users.
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5.3.2 Correlation Between Channel Vectors
By having the correlation between the channel vectors, i.e., ρij , j 6= i, i, j = 1, ...,K,
we can calculate the CB sum-rate based on (5.17). The following Lemma shows that the
γi can be bounded, and thus, the ZF sum-rate can be bounded as well.

Lemma 5.1. The value of γi is bounded by:

γi ≤
√

1− argmax
j:j 6=i

ρ2
ij i, j = 1, ...,K. (5.21)

Proof. See Appendix 5.7.

Lemma 2 states that two users with large ρij , have very small γ, which implies that
the SINRZF of those users are very small (see (5.15)). The following Corollary gives an
upper bound for the ZF sum-rate. Its proof follows from using the right-hand side of
(5.21) in (5.18).

Corollary 5.1. The ZF sum-rate is upper bounded by:

RZF ≤
K∑
i=1

log2

1 +Kη
ciγ

U
i∑K

j=1
1

cjγU
j

 , (5.22)

where γU
i =

√
1− argmax

j:j 6=i
ρ2
ij .

The difference between the proposed bound and the ZF sum-rate is very small when
the BS serves a low number of users. The accuracy of the proposed bound is studied in
Section 5.4. The proposed upper bound is used in the proposed precoding strategy to find
the best precoder in moderate η regime.

5.3.3 The Proposed Precoder
The proposed precoder is illustrated in Fig. 5.3. First, given the possible number of users,
the PDF plots of ηCB and ηZF are used to find Tmin and Tmax, or equivalently realize the
low and high η regimes. In practice, this can be done either by running a periodic set
of measurements or an offline set of measurements. In low η regime, CB and in high η
regime, ZF are chosen as explained in Section 5.3.1. In moderate η regime, a switching
mechanism is proposed, which is based on the proposed upper bound for the ZF sum-
rate. By measuring the channel, all the ρij and ci are found. These values are used
to calculate the CB sum-rate based on (5.17) and the upper bound for the ZF sum-rate
based on Theorem 2. We use RZF

max to denote the right-hand side of (5.22). Whenever
RCB exceeds RZF

max, CB definitely results in the highest sum-rate. Thus, in these cases,
the BS switches to CB. Otherwise, the BS uses ZF, due to the fact the proposed upper
bound is quite close to the actual ZF sum-rate. In the next section, the results of applying
the proposed precoding strategy for a massive MIMO system are presented.
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Figure 5.3: Illustration of the proposed precoding strategy, given the possible range of K.

5.4 Simulations
In this section, two examples are given to show the effectiveness of the proposed precoder
in moderate η regime. The first example shows how the proposed precoder performs
for a fixed number of users. In the second example, the performance of the proposed
precoder is evaluated when the number of users changes from K = 5 to K = 25 for
a given η. A massive MIMO system including a linear array with 100 antennas with
half-wavelength spacing at the BS is assumed that serves K single-antenna users in a
single-cell LOS channel. The channel from the user u to the antenna v at the BS is
modeled as huv =

√
βe−jkRuv , where k = 2π/λ (λ is the wavelength) is the wave

number, Ruv is the distance from the user u to the antenna v, and β is the average path
loss given by the COST-WI model. The following assumptions are assumed:

• The carrier frequency = 1.9 GHz.

• The bandwidth = 20 MHz.

• The BS antenna gain = 0 dBi.

• The mobile antenna gain = 0 dBi.

• The mobile receiver noise figure = 9 dB.

• The users are uniformly distributed in a 120-degree sector, which are 20 m to 2 km
far from the BS.

• The minimum distance between the users = 1 cm.

The PDF plots of ηCB and ηZF are used to find Tmin and Tmax. In Fig. 5.4, the PDF
plots are shown for K = 5 and K = 25. The moderate η regime for K = 5 is
found as (Tmin, Tmax) = (91 dB, 111 dB) and for K = 25 is found as (Tmin, Tmax) =
(101 dB, 114 dB).
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Figure 5.4: The PDF plots of ηCB and ηZF for 106 random realizations when K = 5 and K = 25.

In moderate η, the proposed upper bound is used to find the best precoder as explained
in Section 5.3.3. The proposed upper bound and actual ZF sum-rate are shown in Fig. 5.5
for a different number of users in a wide range of η. For a low number of users (K =
5), the difference between the proposed bound and actual ZF sum-rate are negligible.
However, by increasing the number of users to K = 20 the difference is increased. The
sum-rate improvement of the proposed precoder is presented with two examples in the
next sections.

5.4.1 Example 1
In this example, the BS serves K = 20 users. The moderate η regime is realized by
studying the PDF plots of η as (Tmin, Tmax) = (98 dB, 111.2 dB). Then, the proposed
switching mechanism is used to find the best precoder. The effectiveness of the proposed
precoder is shown in Fig. 5.6 for a wide range of η, which shows that the proposed
precoder improves the sum-rate of CB and ZF. Specifically, the intersection point in
Fig. 5.6 shows 7.5% improvement in sum-rate compared to both CB and ZF.

5.4.2 Example 2
In this example, the number of served users is changed from K = 5 to K = 25. The
moderate η regime is found by considering the PDF plots of ηCB and ηZF for all the
values of K = 5 to K = 25. The common moderate η regime is found as (Tmin, Tmax) =
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Figure 5.5: The proposed upper bound compared to the ZF sum-rate of (5.18) for 105 random
realizations, for a different number of users. The solid lines are the upper bound and the dashed
lines are the achieved sum-rate.

90 95 100 105 110
0

5

10

15

20

25

30

η (dB)

Im
p
ro
v
em

en
t
in

su
m
-r
a
te

(%
)

CB
ZF
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Figure 5.7: The improvement of the proposed precoding strategy in η = 102.5 dB compared to
CB and ZF when the number of users changes from 5 to 25.

(101 dB, 111 dB). The proposed precoder is used in this regime to use the best precoder.
The results are shown in Fig. 5.7 for η = 102.5 dB. The proposed precoder improves the
sum-rate up to 8% compared to both CB and ZF (the intersection point). Moreover, the
proposed precoder reduces the computational complexity up to 16.5% compared to the
case, where a BS uses ZF all the time. This is due to the switching to CB. The proposed
precoder has a complexity of O(MK2/2) when CB is chosen. However, it does not
change the order of complexity when ZF is chosen due to the fact that its main processing
is a part of the ZF precoder. Therefore, it reduces the total complexity compared to a ZF
precoder. The complexity reduction while improving the sum-rate is of great importance
for the massive MIMO systems, which is achieved by the proposed precoder.

5.5 Conclusion
In this paper, a linear precoder is proposed based on switching between CB and ZF. The
proposed idea is to use the precoder with the highest sum-rate for a given channel real-
ization. An upper bound for the ZF sum-rate is proposed, which is used in the proposed
precoding strategy. The proposed precoder improves the CB and ZF sum-rate for mod-
erate η regime, while it reduces the computational complexity. Simulation results show
up to 8% improvement on the sum-rate and up to 16.5% reduction in the computational
complexity. For future works, we consider applying the proposed idea for millimeter
wave massive MIMO systems.
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5.6 Proof of Theorem 1
To prove (5.19), we find the condition in which CB results in a higher rate for all the
users. This clearly guarantees the CB sum-rate is higher than the ZF sum-rate. For ith
user, the condition SINRZF

i < SINRCB
i is expressed as:

Kη
ciγi∑K
j=1

1
cjγj

<
1∑

j 6=i
ci
cj
ρ2
ij + 1

Kη

∑K
j=1

1
cicj

. (5.23)

Equation (5.23) is simplified as:

Kηciγi
∑
j 6=i

ci
cj
ρ2
ij + γi

K∑
j=1

1

cj
<

K∑
j=1

1

cjγj
. (5.24)

Finally, the following condition is found for each user:

η <
1

Kciγi

(
1∑

j 6=i
ci
cj
ρ2
ij

)
K∑
j=1

1

cj

(
1

γj
− γi

)
. (5.25)

By finding the minimum value of the right-hand side of (5.25) over all the users, ηCB is
found. The ηZF is found similarly by finding the maximum.

5.7 Proof of Lemma 2
The orthogonal projection of h̃

∗
i onto the subspace of other users’ channel vectors, i.e.,

V , results in the vector ai. The γi is the distance from h̃
∗
i to V , which is shown in

Fig. 5.8. For a given vector, the orthogonal projection to a sub-space has the minimum
distance, compared to the other non-orthogonal projections. Consequently, γi has the
minimum length, or equivalently ai has the largest length among the other projections of
h̃
∗
i on V . Thus, for any unit vector h̃

∗
j , j 6= i in V , the following holds:

||ai||2 ≥ |〈h̃
∗
i , h̃
∗
j 〉|2 ⇒ ||ai||2 ≥ ρ2

ij . (5.26)

Thus, we can conclude that:

||ai||2 ≥ argmax
j:j 6=i

ρ2
ij i, j = 1, ...,K. (5.27)

Therefore, considering ||ai||2 = 1− γ2
i and (5.27), γi is bounded by:

γi ≤
√

1− argmax
j:j 6=i

ρ2
ij i, j = 1, ...,K, (5.28)

which concludes the proof.
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Figure 5.8: The illustration of why ai has the maximum norm among all the other projections. The
blue vectors are orthogonal lines from h̃

∗
i to the directions of red vectors on V subspace.
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CHAPTER 6
Paper B
A Low-Complexity Hybrid
Linear and Nonlinear Precoder
for Line-Of-Sight Massive
MIMO with Max-Min Power
Control

Abstract
In line-of-sight (LOS) massive MIMO, there is a nonnegligible probability that the chan-
nel vectors of some users become correlated. In these correlated scenarios, nonlinear
precoders can be used instead of linear precoders at the cost of high computational com-
plexity. To reduce the complexity of nonlinear precoders, hybrid linear and nonlinear
precoders have been suggested in 5G New Radio (NR). In this paper, we find the proba-
bility that there is at least one pair of correlated users and we find the average number of
correlated users. We propose a hybrid linear and nonlinear precoder (HLNP) with max-
min power control for which the served users are divided into two groups. By employing
a proposed modified Tomlinson-Harashima Precoding (THP), we design and combine the
transmit vectors of the two groups such that inter-group interference is removed. Simula-
tion results show that by employing HLNP instead of zero-forcing, the required transmit
power to assure a given average block error rate (BLER) with 95% probability is reduced.
For a 64-antennas BS, when modified THP is used for 3 out of 10 users in HLNP, the
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transmit power is reduced by up to 4.70 dB to assure an average BLER of 10−2 using
16QAM and 64QAM constellations with NR low-density parity-check codes.

6.1 Introduction
By increasing the number of antennas at the base station (BS) of a massive MIMO sys-
tem, the channel vectors from the BS to the users become mutually orthogonal [39].
This property is known as favorable propagation (FP), which is one of the key proper-
ties exploited in massive MIMO systems [33]. Both line-of-sight (LOS) environments
and independent and identically distributed (i.i.d.) Rayleigh fading exhibit FP [69]. In
LOS environments, there is a nonnegligible probability that the channel vectors of a
small number of users become highly correlated [39], which leads to a reduction of the
achievable sum-rates of known linear precoders [70, 71]. For instance, in two LOS sce-
narios, which are identified as important for future 5G systems, i.e., “open exhibition”
and “crowded auditorium”, a large number of users are physically co-located [32,72,73],
and thus, many users will likely have highly correlated channel vectors.

In LOS environments, it is of great importance to provide uniformly good service for
all the users, which can be realized by using max-min power control [33]. Employing
linear precoding with max-min power control in highly correlated scenarios results in a
large loss in the data-rate due to the fairness criterion of max-min power control [3, 33].
To alleviate the large loss associated with linear precoding with max-min power con-
trol, there are two alternatives. The first alternative is to use a simple dropping algo-
rithm to reschedule some of the highly correlated users. This approach has been used
in [3, 33, 74, 75]. The main drawback of these algorithms is that some of the users are
required to be rescheduled for next coherence intervals, which might not be desirable
in some applications, e.g., ultra-reliable and low-latency (URLL) applications [76]. The
second alternative is to use nonlinear precoders with or without dropping and reschedul-
ing algorithms, e.g., [4,70]. The main drawback of the second alternative is that nonlinear
precoders entail a high computational complexity. To reduce the complexity of nonlinear
precoders and their practical issues, hybrid linear and nonlinear precoders are suggested
for 5G NR [60, 77]. The hybrid linear and nonlinear precoders are discussed in different
3GPP RAN 1 meetings for the specification of the physical layer of 5G NR [60, 77, 78].
For the nonlinear precoding part, Tomlinson-Harashima precoding (THP) is suggested
in [60].

Two structures are suggested for hybrid linear and nonlinear precoding in [60]. In
the first structure, the BS dynamically switches between linear and nonlinear precoding,
based on the channel condition of the users. The second structure is a hybrid linear and
nonlinear precoder similar to [61, 79], where a two-stage linear precoder and nonlinear
precoder is used. The users are divided into several groups that all are served at the same
time. The intra-group interference is removed by using nonlinear precoding, while the
inter-group interference is removed by using linear precoding. In [61, 79], a correlated
Rayleigh fading channel model is assumed, where the users in the same group have
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an identical channel correlation matrix. Moreover, the simulation results in [61, 79] do
not cover the relevant case of massive MIMO systems with a large number of antennas
serving few users.

To address the non-ergodic nature of LOS environments [33], a different grouping
methodology other than [61, 79] has to be used. To use a hybrid linear and nonlinear
precoder for a given channel realization in LOS environments, the optimal grouping of
the served users can be found by an exhaustive search, which is not practical when the
number of users grows. Thus, in LOS environments, a simple yet efficient grouping
algorithm is necessary for a low-complexity hybrid linear and nonlinear precoder based
on THP.

In this paper, we study a multi-carrier time-division duplexing single-cell massive
MIMO system. We further assume the channel state information (CSI) is perfectly known
at the BS for a given coherence interval. The assumptions of single-cell and perfect CSI
are justified as follows. The inter-cell interference occurs at longer distances over which
the propagation environment is more likely to be i.i.d. Rayleigh than LOS [33] (see
Table 7.4.2-1 of [80] for more details). In addition, the nature of LOS environments
prohibits an ergodic analysis of the channel estimation error [33]. Moreover, the channel
estimation for LOS environments is easier than i.i.d. Rayleigh because for LOS only the
angle of arrival and a complex amplitude have to be estimated [33].

In this paper, we first use a simple probabilistic model given in [39] to find the prob-
ability that there is at least one pair of correlated users in LOS environments. We further
find the average number of users that have correlated channel vectors. We present a
probability analysis to show how often and for how many users, nonlinear precoding is
beneficial in LOS environments. To the best of our knowledge, this study has not been
addressed in the literature.

Second, we propose a novel hybrid linear and nonlinear precoder (HLNP) for a
single-cell LOS massive MIMO with max-min power control. In the proposed HLNP,
a grouping scheme is proposed to divide the served users into two groups. We design
and combine the transmit vectors of the two groups such that inter-group interference
is removed. To this end, for the first group, a modified THP is proposed to remove the
inter-group interference, while for the second group, linear precoding is employed. In-
stead of performing nonlinear processing associated with THP for all the users, nonlinear
processing is only done for a few users in the proposed HLNP. Consequently, the latency
and computation overhead of THP is reduced. Furthermore, linear precoding for the
second group of the users is employed for a reduced number of users, which has a less
computational complexity than that of finding linear precoding filters for all the users.
By changing the combination of the users in the two groups, the signal to noise ratio
(SNR) of the users will change. The proposed grouping method heuristically find a com-
bination of the users in the two groups such that the SNR with max-min power control is
maximized.

We present different simulations to show the effectiveness of the proposed precoder.
We compare the proposed grouping method with a correlation grouping method based
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on [33, 74]. Furthermore, we study the block error rate (BLER) performance of the pro-
posed precoder compared to zero-forcing (ZF) and THP for 16QAM and 64QAM con-
stellations using NR-LDPC codes. In addition, we study the sensitivity of the proposed
precoder to the channel state information error.

This paper is organized as follows. In Sec. 6.2, preliminaries are given. In Sec. 6.3,
the probability analysis is given for LOS environments. In Sec. 6.4, the proposed pre-
coder is presented. In Sec. 6.5, simulation results are presented to show the effectiveness
of the proposed precoder. Finally, Sec. 6.6 concludes the paper.

6.2 Preliminaries

6.2.1 System Model
The model for the downlink channel from an M -antenna BS to K single-antenna users
with linear precoding is shown in Fig. 6.1. The intended zero-mean, uncorrelated and
unit-variance symbols s = (s1, s2, ..., sK)T ∈ CK×1 are precoded by a diagonal power
control matrix D = diag(d) and a linear precoding matrix U ∈ CM×K with unit-norm
column vectors ui.1 The power control vector is d = (

√
d1,
√
d2, ...,

√
dK)T , where

di ∈ R+ with i = 1, 2, ...,K are the max-min power control coefficients. The average
power constraint for the precoded vector x is E[‖x‖2] = P , which results in

∑K
i=1 di =

P . The precoded vector x ∈ CM×1 is found by:

x = UDs, (6.1)

which is transmitted through the channelH = (h1,h2, ...,hK)
T ∈ CK×M , where hi is

the channel vector from the BS antennas to user i. The received signal for user i is:

yi = hTi x+ ni = hTi ui
√
disi +

K∑
j=1
j 6=i

hTi uj
√
djsj + ni, (6.2)

where ni is complex AWGN noise with variance N0.
Assuming perfect CSI for a given channel realization, the signal to noise plus inter-

ference ratio (SINR) for each user can be expressed as:

SINRi =
|hTi ui|2di∑K

j=1,j 6=i |hTi uj |2dj +N0

. (6.3)

1The following notation is used throughout the paper. Lowercase, bold lowercase and bold uppercase letters
denote scalars, column vectors, and matrices, respectively. The symbols | · |, ‖ · ‖, Z and C denote the absolute
value, l2-norm, the set of integers, and the set of complex numbers, respectively. The superscripts T and H

denote un-conjugated transpose and conjugated transpose, respectively. A diagonal matrix with diagonal entries
taken from the vector p is denoted by diag(p), IK denotes the identity matrix of size K ×K, tr(·) denotes
the trace operation. The symbol CN (µ, N0IK) denotes a vector of complex Gaussian random variables with
mean µ and covariance matrix of N0IK . The imaginary unit is denoted by . The operator ⊗ denotes the
kronecker product. The permutation matrix P is a square matrix that has exactly one element of 1 in each row
and column and 0 elsewhere.
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Figure 6.1: The model of the downlink channel with linear precoding. The symbols s ∈ CK×1 are
precoded to x ∈ CM×1 by employing the K ×K power control matrix diag(d) with di ≥ 0 and
the precoding matrix U ∈ CM×K . Then, x is transmitted through the channel H , and is received
by each user.

In this paper, for a given set of filters ui, i = 1, 2, ...,K, we are interested in finding
the coefficients di, i = 1, 2, ...,K, that maximize the minimum SINRi among the users,
a.k.a., max-min power control. Using the max-min power control, uniformly good ser-
vice for all the users is achieved [33]. The values di are found by:

d? = argmax
d1,d2,...,dK

min
i∈{1,2,...,K}

SINRi,

s.t.
K∑
i=1

di = P,
(6.4)

where SINRi is given by (6.3).
For linear precoding and nonlinear precoding in the proposed hybrid precoder, ZF

filters are used. We find the ZF filters and corresponding max-min power control as fol-
lows. The ZF filters ui are found by normalizing the ith column of the pseudo-inverse of
the channel H† = (g1, g2, ..., gK) = HH(HHH)−1 to have a unit-norm column vec-
tor. By using ZF filters ui = gi/‖gi‖, the following max-min power control coefficient
di and SNR 2 are found for each user using Lagrange multipliers:

di =
P

|hTi ui|2
∑K
j=1

1
|hTj uj |2

=
P‖gi‖2∑K
j=1 ‖gj‖2

. (6.5)

SNR =
P

N0

∑K
j=1

1
|hTj uj |2

=
P

N0

∑K
j=1 ‖gj‖2

. (6.6)

To find
∑K
j=1 ‖gj‖2, we need to find the trace of (H†)HH† = (HHH)−1. Thus,

the elements of HHH are affecting the SNR in (6.6). The element ij of HHH can be
2Note by using ZF filters, the interference term in 6.3 becomes zero, and SINR becomes SNR.
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Figure 6.2: Illustration of a ULA with M = 4 elements located on x-axis with inter-element
spacing of δ. The distance between the first element of the array and the user is Ri.

represented by using the channel norms ‖hi‖ and ‖hj‖ and the spatial correlation among
the channel vectors of user i and user j denoted by ρij given by:

ρij =
hHj hi

‖hi‖‖hj‖
. (6.7)

To further study correlated scenarios in the next sections, we use the following definition.

Definition 6.1. A pair of users (i, j) with spatial correlation of ρij are said to be corre-
lated with a given threshold ρthr if |ρij | > ρthr, where 0 ≤ ρthr ≤ 1.

6.2.2 Channel Model
The free-space LOS channel model for uniform linear arrays (ULAs) and uniform planar
arrays (UPAs) are given as follows. Assume a BS equipped with a ULA of M antennas
located on the x-axis (see Fig. 6.2). Assume also that the user i is in the x-y plane, where
Ri is the distance from the user to the first element of the array, and φi is the azimuth
angle of the user. The channel vector from the BS antennas to the user i is modeled as
(see [35, Sec. 7.2.2] for details)

hi =
√
βie

 2πλ Ri
(

1, e−
2π
λ δ cos(φi), ..., e−

2π
λ (M−1)δ cos(φi)

)T
, (6.8)

where βi is the large-scale fading for user i, λ is the wavelength and δ is the inter-element
spacing (typically λ/2).

A UPA with Nx × Ny elements is shown in Fig. 6.3. The UPA is located on the
x-y plane with z = 0, which serves a user at the spherical coordinate (Ri, θi, φi). The
channel vector for user i in this case is found by (see [36, eq. (5)])

hi =
√
βie

 2πλ Rivx(φi, θi)⊗ vy(φi, θi), (6.9)
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Figure 6.3: Illustration of a UPA with Nx = 4 and Ny = 3 serving a user at (Ri, θi, φi).

where θi is the polar angle of user i as in the spherical coordinates and vx(φi, θi) and
vy(φi, θi) are:

vx(φi, θi) =
(

1, e−
2π
λ δ sin(θi) cos(φi), ..., e−

2π
λ (Nx−1)δ sin(θi) cos(φi)

)T
, (6.10)

and

vy(φi, θi) =
(

1, e−
2π
λ δ sin(θi) sin(φi), ..., e−

2π
λ (Ny−1)δ sin(θi) sin(φi)

)T
. (6.11)

6.2.3 Review of THP
The model for THP is shown in Fig. 6.4 for a given coherence interval. The intended
symbols s are encoded to s̃ = (s̃1, s̃2, ..., s̃K)T ∈ CK×1 by using the feedback filter
B − IK ∈ CK×K and the modulo operator [·]∆ with divisor ∆.3 Then, a power control
matrix G = diag(

√
d1,
√
d2, ...,

√
dK) and feedforward filter QH ∈ CM×K are used to

generate the precoded vector x ∈ CM×1. To find the filters, the LQ decomposition of
the channel H = LQ is employed. Note H is required at the BS for encoding a block
of symbols (block-level precoding [51]) in the given coherence interval. The matrixQH

is used for the feedforward filter, and L, which is a lower triangular matrix with positive
diagonal elements lii is used to find B for the feedback filter (for more details on THP
see [41, Sec. 5.4.4] and [52, Ch. 3.2.3]). Then, the received signal for user i, i.e., yi is
found by:

yi = lii
√
dis̃i +

i−1∑
j=1

lij
√
dj s̃j + ni, (6.12)

3∆ is equivalent to τ in [55, eq. (9)].
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Figure 6.4: The model of the downlink channel with THP. The symbols s are encoded to x using
the modulo operator [·]∆, the feedback filter B − IK and the feedforward filters G and QH . The
users has access to the side information α and use the same ∆ as in the BS for the modulo operator
to estimate their symbols.

where lii is the ith diagonal element in L and ni is the complex AWGN noise with
variance N0. By using the scalar αi = lii

√
di, and using the modulo operator at the

receiver, the estimated symbol for user i is found by:

ŝi =

[
yi
αi

]
∆

=

s̃i +
i−1∑
j=1

lij
√
dj

αi
s̃j +

ni
αi


∆

. (6.13)

By encoding s̃i =

[
si −

∑i−1
j=1

lij
√
dj

αi
s̃j

]
∆

(see the feedback loop in Fig. 6.4, the ele-

ment ij of matrixB is bij = lij
√
dj/αi), the estimated symbol becomes:

ŝi =

[
si +

ni
αi

]
∆

. (6.14)

At high SNRs, where the noise component ni/αi is small with respect to ∆, the modulo
operator (loss) can be ignored [53]:

ŝi = si +
ni
αi
. (6.15)

Thus, using inflated lattice strategies [54], where the shaping loss is neglected, SNRi =
α2
i /N0 = l2iidi/N0 can be achieved for user i. The max-min power control coefficients
di are found by maximizing the minimum SNRi among the users by:

di =
P

l2ii
∑K
j=1

1
l2jj

, i = 1, ...,K. (6.16)
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Therefore, the following SNR is achieved for each user:

SNR =
P

N0

∑K
j=1

1
l2jj

=
P

N0

∑K
j=1 ‖wj‖2

, (6.17)

where W = (w1,w2, ...,wK) = 1
ηQ

HG with η2 = P∑K
j=1

1

l2
jj

. Note (6.16) leads to

αi = α = P∑K
j=1 ‖wj‖2 . Thus, the scalars αi that each user requires to estimate its

symbol are identical. It is assumed that each user has access to α to estimate its symbols.
For THP, the order of users for encoding s to s̃ affects SNR in (6.17). Each ordering

of the users can be represented by a permutation matrix P . The optimal permutation
matrix P ? is the one that maximizes SNR over all the possible permutation matrices,
which is found by:

P ? = argmax
P

SNR = argmin
P

K∑
j=1

‖wj‖2. (6.18)

We use VBLAST algorithm described in [41, Fig. 5.18] to solve (6.18).

6.3 Probability Analysis
In this section, we use a simple probabilistic model given in [39] to study the correlated
scenarios. We first find the probability that at least one pair of users becomes correlated
(see Defenition 6.1). Then, we find the average number of correlated users.

6.3.1 Probabilistic Model
The following definition will be used for the analysis in this section.

Definition 6.2. For a given channel with K users and a given correlation threshold ρthr,
ζ is the probability that there is at least one correlated pair of users:

ζ = Pr {∃i, j 6= i, i, j ∈ {1, 2, ...,K} | |ρij | ≥ ρthr}, (6.19)

where ρij is given by (6.7).

When |ρij | increases for a channel with two users, the downlink capacity and achiev-
able sum-rates of linear precoders decrease [3, 70]. Thus, if the two users become corre-
lated with a high threshold ρthr, the achievable sum-rate of linear precoders is decreased
considerably [3, Fig. 2]. For this high threshold, if ζ is nonnegligible, that means there
is a nonnegligible probability that a small achievable sum-rate is achieved for the users
(due to the fairness criterion). In these scenarios, the system is quite far from FP in which
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the channel vectors of the users are mutually orthogonal [39]. Therefore, evaluating ζ for
a given massive MIMO system in LOS environments is of great importance.

In what follows, we study two variables for an M -antenna BS serving K users. The
first variable is ζ as in (6.19), and the second variable is the average number of users
that have correlated channel vectors denoted by E[ncor]. To find ζ or E[ncor] analytically,
one should evaluate integrals for a given ρthr. Instead, we use the following assumptions
made in [39]. We assume the BS can create M orthogonal beams. The probability that a
user is assigned to a specific beam is independent of the other users and is equal to 1/M .
When two users are assigned to a specific beam, they become correlated with probability
1/M .

In [39], the average number of users that need to be dropped to achieve a close to
favorable propagation performance is found, where some users are dropped such that
each beam has either one or no user. The analysis in [39] does not give information
on how many users are assigned to a specific beam. For example, when two users are
dropped, there are two possibilities. First, it might be the case that there were two pairs
of users and second, it might be the case that there were three users assigned to the same
beam. In contrast to [39], we focus on the average number of correlated users, which is
the number of users that are assigned to a beam with more than one user. We distinguish
between the two cases in the mentioned example, i.e., in the first scenario, there were
four correlated users while in the second scenario, there were three correlated users.

6.3.2 Study of ζ

We find ζ by computing the probability of its complementary event (see [81, Ch. II. 5]),
which is when each user is assigned to a different beam, i.e., there is no beam with more
than one user. The complementary event of ζ is equivalent to the probability that no user
is dropped [39, Sec. 4.3]. To assign the users in M beams, there are MK possibilities
from which there are

(
M
K

)
K! cases that each user is assigned to a different beam. The

probability ζ in (6.19) is then found by:

ζ = 1−
(
M
K

)
K!

MK
= 1−

K−1∏
i=1

(
1− i

M

)
. (6.20)

In Fig. 6.5, we compare ζ found by (6.20) with ζ found by Monte Carlo simulations
for two different scenarios for a given M . In the two scenarios, ζ is found by running
100000 Monte Carlo realizations with K ∈ {2, ..., 10} users. The correlated users with
ρthr = 0.64 4 are found by finding the pairs of users with ρij > 0.64. In the first scenario
(ULA), a ULA of 100 antennas is located at the BS, which serves the users uniformly
distributed in an arc from φmin = 0 to φmax = π. In the second scenario (UPA), a 10×10

4The results in [2, Fig. 4] show that the probability that any two users become correlated with ρthr = 0.64
for relatively large M is close to 1/M . Thus, to match the assumptions of the probabilistic model, we use
ρthr = 0.64 in the simulations.



66

6.3 Probability Analysis 67

2 4 6 8 10
10−2

10−1

100

K

Pr
ob

ab
ili

ty
ζ

ULA (100)
UPA (10× 10)
eq. (5.20)

Figure 6.5: The probability that there is at least one pair of correlated users ζ as a function of K
cell-edge users for different scenarios for ρthr = 0.64 obtained via Monte Carlo simulations, i.e.,
ULA (100) and UPA (10× 10) compared to ζ found by (6.20).

UPA is assumed at the BS that serves the users uniformly distributed in the field-of-view
of φ ∈ (0, 2π) and θ ∈ (0, π/2).

The results in Fig. 6.5 show that by increasing the number of users K from 2 to
10, ζ grows rapidly for all three curves, and more importantly, ζ is not negligible. The
probability ζ is more than 10% (see the dashed horizontal line in Fig. 6.5) for K = 4
and K = 5 for ULA and UPA, respectively. The results in Fig. 6.5 show that ζ found by
(6.20) underestimates the actual values of ζ, nevertheless, it shows the correct trend. We
conclude that in practical scenarios, where there is a small field-of-view in the elevation
angle, e.g., UMi-street canyon [80, Table 7.4.1-1], it is expected that ζ grow much faster.
Thus, in such practical scenarios, we have correlated scenarios more often.

6.3.3 Study of E[ncor]

We now find the average number of users that have correlated channel vectors E[ncor]. To
do so, we need to find the probability Pr{ncor = n}. Recall any two users are correlated,
when they are assigned to the same beam. Thus, when there are n correlated users
(ncor = n), it implies there areK−n beams with exactly one user. We find Pr{ncor = n}
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for n = 0, 1, 2, 3 as follows

Pr{ncor = 0} =

(
M
K

)
K!

MK
, (6.21)

Pr{ncor = 1} = 0 (6.22)

Pr{ncor = 2} =

(
M
1

)(
K
2

)(
M−1
K−2

)
(K − 2)!

MK
, (6.23)

Pr{ncor = 3} =

(
M
1

)(
K
3

)(
M−1
K−3

)
(K − 3)!

MK
. (6.24)

To find (6.21), we find the probability that each user is assigned to a different beam,
which is computed to derive ζ in (6.20). Note Pr{ncor = 1} = 0 because the correlation
is defined for a pair of users. For Pr{ncor = 2}, we find the probability that there is one
beam with exactly two users,K−2 beams with exactly one user, andM−K beams with
no user. We first choose 1 beam in

(
M
1

)
different ways. Then, we choose 2 users in

(
K
2

)
ways and assign them to the chosen beam. We then chooseK−2 beams for the remaining
K − 2 users in

(
M−1
K−2

)
ways. These K − 2 users can be distributed in K − 2 beams in

(K−2)! different ways. Therefore, there are
(
M
1

)(
K
2

)(
M−1
K−2

)
(K−2)! different scenarios,

where there is exactly one pair of correlated users. With the same approach as in (6.23),
we find Pr{ncor = 3}. Note Pr{ncor = 2}/Pr{ncor = 3} = 3(M−K+2)/(K−2). This
shows that the probability that there is only one correlated pair of users is much higher
than the probability that all 3 users are assigned to the same beam, e.g., for M = 100
and K = 10, it is 34.5 times more probable.

For ncor > 3, there is not a single way for the correlated users to occupy the beams.
For instance, for ncor = 4, there are two possible sets of events, i.e., when all 4 users
are assigned to the same beam and when there are two pairs of users assigned to two
different beams. To find the probability of each set of events, we can use the approach as
in (6.23). For instance, Pr{ncor = 4} is found by

Pr{ncor = 4} =

(
M
1

)(
K
4

)(
M−1
K−4

)
(K − 4)!

MK
+

(
M
2

)(
K
4

) (
4!

2! 2!

) (
M−2
K−4

)
(K − 4)!

MK
, (6.25)

where the first term is the probability that all the 4 users are assigned to the same beam,
and the second term is the probability that there are two pairs of users assigned to two
different beams. Note when dividing the 4 users into two beams, the permutation of
the users in each beam does not count. Thus, there are 4!/(2! 2!) ways to assign the
two chosen pairs of users in the two chosen beams. Note the second term in (6.25) is
3(M − K + 3) times larger than the first term. This shows that the probability that
there are two pairs of correlated users is much higher than the probability that all 4 users
are assigned to the same beam, e.g., for M = 100 and K = 10, it is 279 times more
probable.

In Fig. 6.6, the probability Pr{ncor = n} is shown for n = 2, 3, ...,K for K = 10
and M = 64, 100, 144. The following conclusions are inferred from Fig 6.6. First, the
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Figure 6.6: Pr{ncor = n} for n = 2, 3, ..., 10 for K = 10 for different number of M .

probabilities Pr{ncor = n} is much higher for M = 64 than that of M = 100 and
M = 144. This is because by decreasing the number of antennas at the BS, the ability
to distinguish the users is worsened. Second, the probability that there is only one pair
(n = 2) or only two pairs (n = 4) of correlated users is much higher than the other events
for all M . Moreover, when n exceeds 6, the probabilities Pr{ncor = n} are negligible.
These results show that it is more likely to have a few correlated users. In the following
Theorem, we show that Pr{ncor = 2} and ζ are asymptotically equivalent as M tends to
infinity.

Theorem 6.1. Consider a BS with M antennas that serves K users. As M tends to
infinity, Pr{ncor = 2} and ζ become asymptotically equivalent

Pr{ncor = 2} ∼ ζ, (6.26)

which means limM→∞
Pr{ncor=2}

ζ = 1.

Proof. See Appendix 6.8.

Theorem 6.1 shows that the probability that there is only one pair of correlated users
Pr{ncor = 2} is dominant when M tends to infinity. For typical massive MIMO systems
in the literature, e.g., M = 100 and K = 10, ζ is 0.37, while Pr{ncor = 2} is 0.31

( Pr{ncor=2}
ζ = 0.83). The results in Fig. 6.6 imply that when computing the average

number of correlated users as

E[ncor] =
K∑
n=0

nPr{ncor = n}, (6.27)
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Table 6.1: Comparison of E[ncor] for scenarios of Fig. 6.5 with K = 10 to E[ncor] found by (6.27)

Scenario ULA (100) UPA (10× 10) (6.27)
M = 64 2.00 1.60 1.32
M = 100 1.41 1.11 0.86
M = 144 1.06 0.81 0.61

the term corresponds to Pr{ncor = 2} and Pr{ncor = 4} have the most contribution to
E[ncor] for typical massive MIMO systems.

In Table 6.1, we compare E[ncor] for the simulation scenarios of Fig. 6.5 in two
different ways. First, we use Monte Carlo simulations to find E[ncor] for ULA and UPA.
Second, we use Pr{ncor = n} to find E[ncor] as in (6.27). The estimated E[ncor] using
the probabilistic model is smaller than that of ULA and UPA found by simulations. In
other words, similar to the results in Fig. 6.5, using (6.27) underestimates the correlated
scenarios. The results in Table 6.1 show that for ULA and UPA, there are a few users
with correlated channel vectors. In these scenarios, using nonlinear precoding only for
a limited number of users, e.g., 2, could be good enough to achieve the performance of
using nonlinear precoding for all the K users. This is the idea of the proposed hybrid
precoder, which is presented in the sequel.

6.4 Proposed Hybrid Linear and Non-Linear Precoder
(HLNP)

In this section, HLNP and its details are presented. Then, a complexity analysis is given
to show the complexity reduction of HLNP.

6.4.1 Details of HLNP
The idea of HLNP is to use nonlinear processing for a few users to limit the complexity
overhead of nonlinear precoding. The users are divided into two groups. For the first
group of the users, a modified THP precoding, and for the second group of users, ZF are
used to find the transmit vectors of each group. Then, the transmit vectors of the two
groups are combined to simultaneously serve all the users. For simplicity, we call the
users for which THP and ZF are employed by THP users and ZF users, respectively. The
proposed hybrid precoder is presented in Algorithm 1. We explain the proposed hybrid
precoder assuming that the users are already divided into two groups using Algorithm 2.

The proposed hybrid precoder outputs the precoded vectorx using the channel matrix
H and the number of users in the THP group, i.e., nTHP. The set of THP users ATHP
(|ATHP| = nTHP), feedforward filter for the THP users W , precoding matrix for the
ZF users UZF, and power control matrix for the ZF users DZF are found by calling the
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Algorithm 1 Proposed Hybrid Precoder

Input: H , nTHP
Output: x

1: (ATHP,W ,UZF,DZF) = M-VBLAST(H , nTHP)
2: reorderH and s so that rows 1 to nTHP = |ATHP| corresponds to the THP users
3: findHZF,HTHP, sZF and sTHP by removing corresponding rows fromH and s
4: xZF = UZFDZFsZF
5: find s̃THP by (6.29)
6: xTHP = Ws̃THP
7: x = xZF + xTHP

proposed grouping method (line 1). Then, the rows of the channel matrixH and symbols
s are reordered such that the users in the set ATHP are associated with rows 1 to nTHP
of the updated H and s. To find the symbols sZF for the ZF users, the rows 1 to nTHP
from the updated symbols s are removed. Using (6.1), xZF is found (line 4) for the
ZF users, if the allocated power for the ZF users is PZF = tr(D2

ZF). Using (6.6) and
uZF
i = gZF

i /‖gZF
i ‖, the following SNRH-ZF for each of the ZF users is achieved:

SNRH-ZF =
PZF

N0

∑K
i=nTHP+1 ‖gZF

i ‖2
, (6.28)

where it is assumed that the THP users do not cause any interference to the ZF users.
The ZF users may cause interference to the THP users because the ZF filters are found
without taking the channel vectors of the THP users into account.

For the THP users, a modified THP is proposed as follows. The reordered channel
matrix H is used to find the THP filters wTHP

i to guarantee that the THP users do not
cause any interference to the ZF users (line 10− 14 of Algorithm 2). To encode symbols
for the THP users sTHP ∈ CnTHP×1, we consider not only the interference based on THP
structure, but also the interference coming from the ZF users:

s̃i =

si − i−1∑
j=1

bij s̃j −
K∑

j=nTHP+1

hTi uj
√
dj

lii
√
di

sj


∆

, i = 1, ..., nTHP, (6.29)

where the first sum in (6.29) is the interference as in the THP structure, and the second
sum is the interference coming from the ZF users. To find the interference components

(bij and
hTi uj

√
dj

lii
√
di

) in (6.29), HW is used (see [41, Sec. 5.4.5]). Then, the precoded
vector xTHP is found (line 6 of Algorithm 1) using the corresponding feedforward filter.
The following SNRH-THP is achieved for each of the THP users:

SNRH-THP =
PTHP

N0

∑nTHP
i=1 ‖wTHP

i ‖2
. (6.30)



66

72 Paper B

To assure the max-min criterion among all the users, we equalize the SNR for the
ZF users (see (6.28)) and the THP users (see (6.30)). This leads to the following power
allocation PTHP for the THP users:

PTHP =

∑nTHP
i=1 ‖wTHP

i ‖2∑nTHP
i=1 ‖wTHP

i ‖2 +
∑K
i=nTHP+1 ‖gZF

i ‖2
P. (6.31)

Employing (6.31) to find the precoded vector for the THP users xTHP and for the ZF
users xZF, the transmitted vector from the BS is found by:

x = xZF + xTHP. (6.32)

Then, the following SNRHLNP is obtained for all the users:

SNRHLNP =
P

N0

(∑nTHP
i=1 ‖wTHP

i ‖2 +
∑K
i=nTHP+1 ‖gZF

i ‖2
) . (6.33)

In the case of mutual orthogonality of the users, the following SNR is achieved:

SNR =
P

N0

∑K
i=1

1
‖hi‖2

. (6.34)

By choosing different users in the two groups, SNR in (6.33) will change. For a given
nTHP, the optimal grouping of users is the one that maximizes SNR in (6.33), which can
be found by an exhaustive search. Suppose instead of an exhaustive search, the VBLAST
algorithm is used to find the THP and ZF users to optimize (6.33). At each iteration of
VBLAST, the user with the lowest ‖wi‖ is assigned to the THP group. Thus, after nTHP
iterations, nTHP users with the lowest ‖wi‖ are assigned to the THP group, and the rest of
the users, which includes the users with the highest ‖wi‖, are assigned to the ZF group.
In this case, due to the max-min criterion, more power is allocated for the ZF users.
Therefore, the THP users are sacrificed for the sake of the ZF users with the highest
‖wi‖. One can assign the users with the highest ‖wi‖ to the THP group and increase
the SNR. Therefore, not all the users with the highest ‖wi‖ shall be assigned to the ZF
group. In fact, the VBLAST algorithm has to be modified in order to perform well for
the proposed hybrid precoder.

We explain the proposed grouping method in Algorithm 2 as follows. In contrast
to VBLAST, the pseudo-inverse of the channel matrix of the users H is computed
once before the loop (line 10-14) starts. The norms of the filters ‖wk1‖ > ‖wk2‖ >
... > ‖wkK‖ are ordered from the highest norm to the lowest. We divide the users
into THP and ZF groups by employing a predefined set for the THP users Aproposed =
{nTHP + 1, nTHP, ..., 3, 2}. Similar to VBLAST, the users with a high ‖wi‖ shall not
be chosen until the last iterations. Thus, at the first iteration, the column wknTHP+1

of
the pseudo-inverse of the channel is chosen, and its corresponding row from the channel
matrix is made zero to find the updated channel matrix for the next iteration (line 13
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Algorithm 2 Proposed Grouping Algorithm: M-VBLAST

Input: H , nTHP
Output: ATHP,W , UZF,DZF

1: ATHP = ∅
2: W = 0 ∈ CM×nTHP

3: UZF = 0 ∈ CM×(K−nTHP)

4: DZF = 0 ∈ R(K−nTHP)×(K−nTHP)

5: H(1) = H
6: Aproposed = {nTHP + 1, nTHP, ..., 3, 2}
7: (w1, ...,wK) = (H(1))†

8: sort ‖wk‖2: ‖wk1‖2 ≥ ‖wk2‖2 ≥ ... ≥ ‖wkK‖2
9: ATHP ← ATHP ∪ {knTHP+1, knTHP , ..., k3, k2}

10: for j = 1, 2, ..., nTHP do
11: c = ATHP(j)

12: find wj by finding column c from the pseudo-inverse ofH(j)

13: make row c fromH(j) to zero to findH(j+1)

14: end for
15: given (H(nTHP+1))† and by usingW find PTHP by (6.31)
16: given (H(nTHP+1))† and P − PTHP, find UZF andDZF as explained in Sec. 6.2.1

of Algorithm 2). Then, at the next iteration, only wkc , which is one column from the
pseudo-inverse of the updated channel matrix, is computed. This procedure continues to
find all the filters for the THP users. Afterwards, the channel matrix for the ZF users is
found H(nTHP+1), which is used to find the allocated power for the THP users (line 15),
and ZF precoding and power control matrices (line 16). Using the proposed grouping
method, the two users with the highest ‖wi‖ are separated into THP and ZF group. For
massive MIMO systems, where the average number of users with the correlated channel
vectors is limited, the proposed grouping method can work quite well. Simulation results
are given in the Sec. 6.5 to show the effectiveness of the proposed HLNP.

6.4.2 Complexity Analysis
The complexity order of finding the filters for ZF, THP, and the proposed hybrid precoder
is presented in Table 6.2. The complexity of ZF is O(MK2) [82], while the complexity
of THP is O(MK3) [41, Sec. 4.3.1]. The higher complexity of THP is due to finding
the iterative filters and finding an appropriate order of the users for encoding the sym-
bols [41]. The computational complexity of HLNP includes two terms. The first term is
the complexity of finding the ZF filters for the ZF users, which is O(M(K − |ATHP|)2).
The second term is the complexity of finding the filters and an appropriate order of en-
coding for the THP users. In contrast to VBLAST, in our grouping method, the order
of users is found before starting the iterations by computing the pseudo-inverse of the
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Table 6.2: The computational complexity order of the precoders

Precoder Complexity Order
ZF O(MK2)

THP O(MK3)
HLNP O(MK2)

channel matrix H . Then, at each iteration, the filter is found for one user from the
updated channel matrix. After nTHP iterations, the filters are found for |ATHP| number
of users with the complexity of O(MK|ATHP|). Therefore, the dominant complexity
is still O(MK2), which is the complexity of finding the pseudo-inverse of the channel
H . Consequently, using HLNP, the complexity of THP is reduced from O(MK3) to
O(MK2).

6.5 Simulations
In this section, simulation results are given in three parts. First, we present the cumulative
distribution function (CDF) of the theoretical received SNR for ZF, THP and HLNP. Sec-
ond, we compare the BLER performance of the precoders using NR-LDPC codes [83].
Third, we present the effects of imperfect CSI on the bit error rate (BER) of the pre-
coders. In the simulations, a BS equipped with a UPA of 8× 8 antennas is assumed that
serves 10 single-antenna users. The users are distributed uniformly over the entire cell
(10-200 m away from the BS with no shadowing) in the field-of-view of φ ∈ (0, 2π)
and θ ∈ (0, π/2). The carrier frequency is 30 GHz. The minimum acceptable spacing
distance between the users is set to 0.01m in the simulations.

6.5.1 SNR
The CDF plots of the received SNR for ZF and THP are compared with HLNP in Fig. 6.7
by generating 100000 realizations of the channel. The transmit power at the BS is fixed
for all the precoders such that in favorable propagation, a SNR of 22 dB is achieved for
the users located at the cell-edge. The ZF (red line) has the worst CDF curve as expected.
By using THP (blue line) instead of ZF, the CDF of SNR is improved considerably, e.g.,
the 5th percentile SNR is improved by 5.78 dB. The results of HLNP with a different
number of users in the THP group nTHP = 1, 2, 3, are shown in Fig. 6.7 by dashed lines.
The results show that HLNP improves the 5th percentile SNR by 3.50 dB, 4.49 dB, and
4.94 dB for nTHP = 1 (HLNP-1), nTHP = 2 (HLNP-2), and nTHP = 3 (HLNP-3),
respectively. If the optimal grouping using an exhaustive search is used with HLNP for
nTHP = 3 (Opt-3), the dashed black line in Fig. 6.7 is achieved, which has only 0.21
dB loss compared to THP for the 5th percentile SNR. Although using exhaustive search
boosts the 5th percentile SNR of HLNP-3 by 0.54 dB, it entails a huge complexity.
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Figure 6.7: The CDF of SNR for ZF, THP, and HLNP with nTHP = 1, 2, 3. If optimal grouping is
used for HLNP with nTHP = 3 (Opt-3), the black line is achieved. The horizontal arrow shows the
improvement of 5th percentile SNR for THP compared to ZF.

The results in Fig. 6.7 show that by employing THP for the limited number of users as
in HLNP with the proposed grouping, one can achieve a performance close to employing
THP for all the users with much less complexity. The improvement of the 5th percentile
SNR can be seen from a different perspective. We can find the required transmit power
to assure a given 5th percentile SNR for each precoder. For instance, to ensure a 5th
percentile SNR of 15 dB, employing THP (or HLNP-3) requires 5.78 dB (or 4.94 dB)
less transmit power compared to ZF.

Note for a given channel realization, by changing the transmit power at the BS, the
SNR for ZF, THP and HLNP will change. For instance, if the transmit power at the BS
increases by 5 dB, the SNR for ZF, THP and HLNP increases by 5 dB as well. This can be
explained by looking at (6.6) for ZF, (6.17) for THP, and (6.33) for HLNP. By changing
the transmit power, the denominator of the SNR formulas for ZF, THP and HLNP does
not change because the denominator is only a function of the channel realization. Note
that the ordering of the users for THP or HLNP only depends on the channel realization,
and not the transmit power. Consequently, by changing the transmit power for a given
channel realization, the SNR for THP and HLNP changes similar to that of ZF. Thus, the
gain in the 5th percentile SNR for THP (HLNP-3) compared to ZF will be 5.78 dB (4.94
dB) for any other transmit power at the BS.

We further compare the CDF of SNR for HLNP using our proposed grouping method
in Algorithm 2 with a modified correlation grouping method (CGM). The modified CGM
is based on the idea of [74], which is to divide the users into groups such that the spatial
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correlation of users in each group does not exceed a threshold. To this end, for a given
nTHP, we modify Algorithm 18 in [33], which was used for the user dropping problem.
The CGM is presented in Algorithm 3. Algorithm 3 finds the set of users ATHP that
are assigned to the THP group. User i and user j are found, which have the highest |ρ|
among the users (line 4-5). Among user i and user j, the one which has the maximum
spatial correlation with the remaining users is assigned to the THP group (line 6-12).
This procedure is repeated for the remaining users until nTHP users are assigned to the
THP group. The rest of the users are assigned to the ZF group.

Algorithm 3 CGM: modification of Algorithm 18 in [33] for user grouping

Input: H , K, nTHP
Output: ATHP

1: ATHP = ∅
2: A = {1, 2, ...,K}
3: for t = 1, 2, ..., nTHP do
4: usingH , compute ρij ,∀i, j 6= i ∈ A (see (6.7))
5: find i, j 6= i ∈ A for which |ρij | = maxm,n6=m∈A |ρmn|
6: if maxk 6=i,j |ρik| > maxk 6=i,j |ρjk| then
7: c? = i
8: else
9: c? = j

10: end if
11: ATHP ← ATHP ∪ {c?}
12: A ← A\ c?
13: end for

Recall that Fig. 6.6 shows that is more probable that there are only one or two pairs
of correlated users. When there are only one or two pairs of correlated users, using Algo-
rithm 3 assures the correlated users are separated into THP and ZF groups. Consequently,
the spatial correlation among the users in ZF (or THP) groups is as small as possible. The
CDF of SNR of HLNP using our proposed grouping method is compared with the CGM
in Fig. 6.8 for nTHP = 1, 2, 3. Employing our proposed grouping method improves the
5th percentile SNR of CGM by 1.21 dB, 1.10 dB and 0.91 dB for nTHP = 1, 2, 3, re-
spectively. Although our proposed grouping method is more complicated than the CGM
presented in Algorithm 3, the proposed grouping method leads to a higher 5th percentile
SNR.

6.5.2 BLER

The results of Fig. 6.7 do not include the modulo loss and power loss of THP-based
precoders (THP and HLNP). To study the modulo and power losses of THP-based pre-
coders in this section, we compare the BLER performance of ZF, THP and HLNP-3
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Figure 6.8: The CDF of SNR for CGM compared to HLNP for nTHP = 1, 2, 3. The horizontal
arrow shows the improvement of 5th percentile SNR for HLNP-1 over CGM-1 THP.

for the same received SNR. We expect the modulo loss and power loss of THP-based
precoders to worsen the BLER performance of THP and HLNP compared to ZF. It is
reported in [84] that the modulo error of THP for the coded case can lead to performance
degradation if a conventional demapper is used. To improve the BLER performance of
the conventional demapper, we use the demapper proposed in [85] (see [84, Fig. 6] for
more details).

The BLER results over the same received SNR for 16QAM and 64QAM using ZF,
THP, and HLNP-3 are shown in Fig. 6.9 and Fig. 6.10, respectively. For 16QAM we
use ∆ = 8/

√
10, and for 64QAM we use ∆ = 16/

√
42 based on (9) of [55]. NR-

LDPC codes with coding rates of 2/3, 8/10, 9/10 and 6000 information bits are used in
the simulations. The horizontal arrows in Fig. 6.9 and Fig. 6.10 show the loss of THP
compared to ZF for a BLER of 10−2. The following conclusions can be drawn from the
results in Fig. 6.9 and Fig. 6.10. First, THP-based precoders entail a loss compared to ZF
(modulo loss and power loss), which can be seen as the gap between ZF and THP-based
precoders. Moreover, the loss of HLNP-3 compared to ZF is slightly lower than that
of THP, i.e., 0.1 dB lower for BLER of 10−2. Second, as the constellation size (or the
coding rate) increases, the loss of THP-based precoders decreases. For 16QAM, at BLER
of 10−2 for the coding rate of 2/3, THP and HLNP-3 have a loss of 1.34 dB and 1.26
dB, respectively. For 64QAM, this loss reduces to 0.78 dB and 0.69 dB, respectively.
By increasing the coding rate to 9/10, the loss of THP and HLNP for 16QAM becomes
0.66 dB and 0.56 dB, whereas, for 64QAM, the loss becomes 0.34 dB and 0.25 dB,
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Figure 6.9: Average BLER over received SNR for ZF, THP and HLNP-3 for 16-QAM with coding
rates of 2/3, 8/10 and 9/10. The arrows show the loss of THP compared to ZF for BLER of 10−2.
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Figure 6.10: Average BLER over received SNR for ZF, THP and HLNP-3 for 64-QAM with coding
rates of 2/3, 8/10 and 9/10. The arrows show the loss of THP compared to ZF for BLER of 10−2.
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Table 6.3: Transmit power reduction of THP and HLNP compared to ZF to assure average BLER
of 10−2 with 95%.

Constellation Coding rate THP HLNP-3
16QAM 2/3 4.43 dB 3.69 dB
16QAM 9/10 5.13 dB 4.37 dB
64QAM 2/3 5 dB 4.25 dB
64QAM 9/10 5.44 dB 4.70 dB

respectively. Note that by increasing the coding rate or the constellation size, the required
SNR to achieve a given BLER is increased. As the SNR increases, the chances of modulo
errors reduce [85]. Thus, the loss of THP-based precoders reduces as the constellation
size and the coding rate increase.

To take into account the gain of THP-based precoders (see Fig. 6.7) as well as the
loss of THP-based precoders (see Fig. 6.9 and Fig. 6.10) compared to ZF, we need a fair
comparison. We find the transmit power reduction of THP and HLNP compared to ZF to
guarantee an average BLER of 10−2 with 95% probability. To this end, we use the results
of Fig. 6.9 and Fig. 6.10 to find the SNR denoted by γ? that gives an average BLER of
10−2. For instance, for ZF using 64QAM and coding rate of 0.9, γ? = 19.05 dB. We
can then adjust the transmit power at the BS such that γ? becomes the 5th percentile
SNR (see Fig. 6.7). Therefore, with 95% probability, the received SNR is higher than
γ?, and therefore, the average BLER of 10−2 is guaranteed by 95%. The transmit power
reduction of THP and HLNP compared to ZF for different constellation sizes and coding
rates are presented in Table 6.3. The results show that we can benefit in terms of transmit
power reduction by employing THP-based precoders compared to ZF using NR-LDPC
codes. The transmit power reduction is higher for the higher constellation sizes and larger
coding rates. The gap between HLNP-3 and THP in Table 6.3 is around 0.74 dB, which
is the loss of HLNP-3 in the 5th percentile SNR compared to THP as in Fig. 6.7, i.e.,
0.84 dB (= 5.78 − 4.94) minus the gain of HLNP-3 compared to THP for a BLER of
10−2 as in Fig. 6.9 or Fig. 6.10, i.e., around 0.1 dB.

6.5.3 Imperfect Channel State Information
In this section, we study the effects of imperfect channel state information similar to [59,
Sec. V.B]. We consider the case that the BS has access to noisy channel matrix Ĥ

Ĥ =
√

1− εH +
√
εZ, (6.35)

where ε ∈ [0, 1] and Z ∈ CK×M has CN (0, 1) [59]. ε represents the channel estimation
error, ε = 1 represents no CSI, ε = 0 represents perfect CSI, and any ε ∈ (0, 1) represents
partial CSI, e.g., ε = 0.25 leads to Ĥ = (1/2)H + (1/2)Z. Note that each user has
access to noisy side information α̂ computed based on Ĥ .
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Figure 6.11: The average uncoded BER over ε for 64QAM for ZF, HLNP−1, HLNP−2, HLNP−3,
and THP. The blue shaded area shows when increasing ε does not change the BER considerably,
and the shaded red area shows when the BER of all the precoders exceeds 0.05.

In Fig. 6.11, the average uncoded BER of ZF, HLNP-1, HLNP-2, HLNP-3, and THP
is presented over the channel estimate error ε. The simulation is run for 100K channel
realizations using 64QAM constellation, and the average BER is computed for each pre-
coder excluding the 5% worst BERs. The transmit power at the BS is fixed for all the
precoders such that in FP, a SNR of 20 dB is achieved for each user.

The following conclusions can be drawn from the results in Fig. 6.11. First, by
increasing ε from 0 to 10−3, the BER of precoders slightly increases (shaded blue area).
By increasing ε to higher than 10−3, the BER of all the precoders increases rapidly until
they all converge at ε = 1. In the shaded red area, the BER of all the precoders exceeds
0.05. Second, by employing the proposed precoder (HLNP-1, HLNP-2, HLNP-3), the
BER of ZF is improved considerably for small and moderate values of ε. For ε ≤ 10−3,
HLNP-3 leads to a higher BER compared to that of THP. However, by increasing ε, the
BER of HLNP-3 becomes very close to that of THP. That is because for the moderate and
high values of ε, the loss associated with the modulo operator becomes higher for THP
compared to HLNP-3. In THP, the modulo operator is used for all the users, whereas, the
modulo operator is used only for three users in HLNP-3. Although the BER of HLNP
and THP overlaps with that of ZF for ε close to 1, employing HLNP and THP results in
a lower BER compared to ZF for other values of ε not in the shaded red area.
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6.6 Conclusion

In this paper, probability analysis is presented for LOS massive MIMO to study the prob-
ability that there is at least one pair of correlated users and to study the average number
of correlated users. The presented probability analysis shows that it is more probable
that there are only one or two pairs of correlated users in LOS massive MIMO systems.
Furthermore, in this paper, a low-complexity hybrid linear and nonlinear precoder is pro-
posed. Simulation results show that the proposed hybird linear and nonlinear precoder
reduces the required transmit power at the BS to ensure a given average BLER for NR-
LDPC codes using 16QAM and 64QAM compared to zero-forcing. Furthermore, it is
shown that the proposed precoder can be used in the presence of channel state informa-
tion error. By using the proposed precoder the complexity order of the conventional THP
is reduced. Taking the performance and complexity reduction of the proposed precoder
into account, the proposed precoder is a viable candidate for 5G NR. Future works in-
clude studying the effects of imperfect CSI and employing the proposed precoder with
scheduling algorithms.
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6.8 Proof of Theorem 6.1

We first find equivalent expressions for limM→∞ Pr{ncor = 2} and limM→∞ ζ. In this
proof, we use limx→0

log(1+x)
x = 1. We write (6.23) as

Pr{ncor = 2} =

(
M
1

)(
K
2

)(
M−1
K−2

)
(K − 2)!

MK
=
K(K − 1)

2M

K−2∏
i=1

(1− i

M
). (6.36)

Then, we write log(Pr{ncor = 2}) as

log(Pr{ncor = 2}) = log

(
K(K − 1)

2M

)
+
K−2∑
i=1

log(1− i

M
). (6.37)
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Then, we find an equivalent expression for limM→∞ log(Pr{ncor = 2}) by

lim
M→∞

log(Pr{ncor = 2}) = lim
M→∞

log

(
K(K − 1)

2M

)
+
K−2∑
i=1

log

(
1− i

M

)

= lim
M→∞

log

(
K(K − 1)

2M

)
+
K−2∑
i=1

− i

M

= lim
M→∞

log

(
K(K − 1)

2M

)
+
−(K − 2)(K − 1)

2M
.

(6.38)

Thus

lim
M→∞

Pr{ncor = 2} = lim
M→∞

(
K(K − 1)

2M

)
e
−(K−2)(K−1)

2M . (6.39)

We now find an equivalent expression for limM→∞ ζ. We first find an equivalent expres-
sion for limM→∞ log(1− ζ) by

lim
M→∞

log(1− ζ) = lim
M→∞

K−1∑
i=1

log(1− i

M
) = lim

M→∞

K−1∑
i=1

− i

M
= lim
M→∞

−K(K − 1)

2M
.

(6.40)
Thus:

lim
M→∞

ζ = lim
M→∞

1− e−K(K−1)
2M . (6.41)

Using (6.39) and (6.41), we find limM→∞ Pr{ncor = 2}/ζ

lim
M→∞

Pr{ncor = 2}
ζ

= lim
M→∞

K(K−1)
2M e−

(K−2)(K−1)
2M

1− e− (K−1)K
2M

= lim
M→∞

K(K − 1) −1
M2

−1
M2K(K − 1)

= 1,

(6.42)
where we use L’Hôpital’s rule to find the right hand side of (6.42). Thus, Pr{ncor = 2}
and ζ are asymptotically equivalent. This concludes the proof.
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CHAPTER 7
Paper C
Uniform Linear Arrays with
Optimized Inter-Element
Spacing for LOS Massive MIMO

In this paper, isotropic antenna elements are considered with no mutual coupling. Study-
ing a different radiating element and the mutual coupling effects are considered for future
works.

Abstract

In this letter, a uniform linear array (ULA) is proposed for line-of-sight massive multiple-
input-multiple-output (MIMO). It is assumed that the number of antennas is fixed. For
a given ULA with an arbitrary inter-element spacing, the probability that the correlation
among the channel vectors of two users being above a threshold value is derived. The
inter-element spacing of the proposed ULA is the one for which the aforementioned
probability is minimized. To show the effectiveness of the proposed ULA, simulation
results for two scenarios are given for a 64-antenna ULA that serves 6 single-antenna
users. By using the proposed ULA instead of conventional half-wavelength ULA, 5th
percentile sum-rate for zero-forcing precoder is improved by 9.90 bits/channel use in
first scenario without dropping, and by 1.43 bits/channel use in second scenario with
dropping 1 user.
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7.1 Introduction

Massive multiple-input-multiple-output (MIMO) is foreseen as a key enabling technol-
ogy for fifth-generation wireless networks and beyond [26,38]. It is shown in [33] that in
line-of-sight (LOS) massive MIMO, there is a nonnegligible probability that the channel
vectors of some users become highly correlated, which results in a non-favorable propa-
gation environment. The high correlation leads to a reduction in the sum-rates of linear
and nonlinear precoders [70, Fig. 5]. The reduction of the sum-rate due to the high cor-
relation is considerable for LOS environments with max-min power control as reported
in [3, 4] (max-min power control is used to provide uniformly good service for the users
as reported in [33]). In addition, it is shown in [3, Fig. 2] that when there is only one
pair of highly correlated users, the signal to noise ratio with max-min power control will
drop significantly. To deal with highly correlated scenarios in LOS environments with
max-min power control, [3,4,33] studied dropping algorithms. However, dropping users
may not be desirable in the case of latency-sensitive communication.

To avoid dropping and alleviate a high inter-user correlation, one can increase the
aperture size to improve the angular resolution of the base station (BS) antenna ar-
ray. By increasing the aperture size, the minimum resolvability angular resolution of
the array, which is defined by the well-known Rayleigh’s criterion [86], is improved.
Hence, by employing an inter-element spacing (δ) larger than the conventional λ/2 (λ is
a wavelength) the angular resolution of an array with a fixed number of elements is en-
hanced [35, Sec. 7.2.4]. The major drawback of increasing δ in the uniform linear arrays
(ULAs) is the appearance of grating lobes (beamforming ambiguities) [87,88]. The grat-
ing lobes may cause a high correlation among the channel vectors of users with a large
angular separation (not co-located users). To avoid grating lobes, in [89] a maximum al-
lowable δ, depending on the field-of-view (FOV), is proposed, where the increase in the
aperture size is minimal for wide FOVs. Increasing δ is reported beneficial in terms of
spectral efficiency for a BS antenna array with a fixed number of antennas [90]. A small
LOS spectral efficiency improvement is also reported in [88] by deploying ULAs with
larger inter-element spacing. However, none of the above-mentioned studies approaches
the problem analytically to compute the probability of correlated users in the absence or
presence of grating lobes.

In this letter, a ULA for LOS environments is proposed assuming a fixed number of
omnidirectional antennas at the BS. We derive the probability that the correlation among
the channel vectors of two users being above a threshold for a ULA with an arbitrary
inter-element spacing. The inter-element spacing of the proposed ULA is the one for
which the aforementioned probability is minimized. The proposed ULA is optimized for
the case when there are only two users. For more users, we present simulation results
for two different scenarios, to show the effectiveness of the proposed array compared to
conventional half-wavelength ULA with a known linear precoder, i.e., zero-forcing (ZF).
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Figure 7.1: ULA with M elements on x-axis with inter-element spacing δ. The distance between
the first element of the array and the users are R1 and R2.

7.2 System Model

We consider a BS equipped with a ULA of M antennas1 located on the x-axis (see
Fig. 7.1). Two users are assumed to be in the x-y plane, where R1 and R2 are the
distance from the users to the first element of the array, and φ1 and φ2 are the azimuth
angles of the users. It is assumed that φ1 and φ2 are independent random variables that
are uniformly distributed in a FoV of φl ∈ (π/2− φo, π/2 + φo), where φo ∈ (0, π/2).
The channel between user l (l ∈ {1, 2}) and antenna m (m ∈ {1, 2, ...,M}) is modeled
as [35, Sec. 7.2.2]:

hlm =
√
βle
−kRle+k(m−1)δ cos(φl), (7.1)

where βl is the large-scale fading for user l, k = 2π/λ is the wavenumber, and δ is
the inter-element spacing of ULA. Typically, δ is assumed to be λ/2. Using (7.1), the
channel vector hl = (hl1, hl2, ..., hlM )T is found.

The spatial correlation between the channel vectors h1 and h2 is given by:

ρ =
hH2 h1

‖h1‖‖h2‖
. (7.2)

We use the term spatial correlation for (7.2) (following the literature) throughout the
paper, although, (7.2) is the inner-product of normalized h1 and h2 for a given coherence
interval. By replacing the elements of the channel vectors h1 and h2 using (7.1), in (7.2),
|ρ| is found by:

|ρ| = 1

M

∣∣∣∣∣ sin(Mk δ2ψ)

sin(k δ2ψ)

∣∣∣∣∣ , (7.3)

1Analysis of uniform planar array (3D beamforming) is left for future work.
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where ψ = cos(φ1) − cos(φ2). Using (7.3), |ρ| is expressed as a function of ψ with the
inter-element spacing of δ as follows:

|ρ| = fδ(ψ), ψ ∈
(

2 cos(
π

2
+ φo), 2 cos(

π

2
− φo)

)
. (7.4)

Note that fδ(ψ) is a periodic function with period T = λ/δ [35, Sec. 7.2.4].
For a given realization of a channel of two users, assume that the angular separation

of the users is ψ = ∆. One can find the inter-element spacing δ1 such that the users
become orthogonal, i.e., |ρ| = fδ1(∆) = 0. Suppose the users move and the angular
separation of the users becomes ∆′ 6= ∆. In this case, another inter-element spacing
δ2 6= δ1 has to be used to make the users orthogonal. However, changing the inter-
element spacing for each realization of users is not practical. Therefore, a probabilistic
approach is required to find the best inter-element spacing δ? for which a small |ρ| is
achieved with a high probability. In other words, the best inter-element spacing is the
one that has the minimum probability that |ρ| becomes larger than a given threshold ρo.
We use the following definition for the rest of the paper.

Definition 7.1. The probability that a pair of users with the spatial correlation of ρ be-
come correlated with a given ρo, is denoted by p, and defined as:

p , Pr{|ρ| > ρo}. (7.5)

Appropriate probability analysis is required to find the inter-element spacing for the
case of two users for which p is minimized, which is given in the sequel.

7.3 Probability Analysis

In this section, we find p for ULAs with δ = λ/2 and then for ULAs with δ > λ/2 when
there are only two users.

7.3.1 ULAs with δ = λ/2

In Fig. 7.2, |ρ| = fλ/2(ψ) is shown for a ULA of M = 10 antennas. The shaded areas
show when user 1 and user 2 become correlated with a given ρo = 0.64 (ρo = 0.64 is
the 3-dB point [87, Sec. 6.3]) or equivalently a given ψo. If ψo is chosen as in Fig. 7.2,
we can derive p as follows using the periodicity of fλ/2(ψ) (T = 2):

p = Pr{|ψ| < ψo}+ Pr{2− ψo < |ψ| < 2} = α0 + α1, (7.6)
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Figure 7.2: The function |ρ| = fλ/2(ψ) for a ULA with M = 10 and ψo = 0.1 (ρo = 0.64) for a
FoV of (0, π).

where the corresponding area for α0 and α1 are shown in Fig. 7.2 by the blue and yellow
shaded area, respectively. We find α0 as follows:

α0 = Pr{|ψ| < ψo} = 2Pr{0 ≤ ψ < ψo}
= 2Pr{0 ≤ cos(φ1)− cos(φ2) < ψo}
= 2Pr{cos(φ2) ≤ cos(φ1) < cos(φ2) + ψo}
= 2Pr{cos−1 (cos(φ2) + ψo) < φ1 ≤ φ2}.

(7.7)

By using the same approach, α1 is found by:

α1 = Pr{2− ψo < |ψ| < 2}
= 2Pr{2− ψo < ψ < 2}
= 2Pr{2− ψo < cos(φ1)− cos(φ2) < 2}
= 2Pr{cos(φ2) + 2− ψo < cos(φ1) < cos(φ2) + 2}.

(7.8)

Note cos(φ2) + 2 > 1 for all φ2 in the FoV. Therefore:

α1 = 2Pr {cos(φ2) + 2− ψo < cos(φ1) < 1}
= 2Pr

{π
2
− φo < φ1 < cos−1 (cos(φ2) + 2− ψo)

}
.

(7.9)
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Recall that φl with l = 1, 2 are uniformly distributed in the FoV. Consequently, given
(7.7)–(7.9), α0 and α1 are found by evaluating the following integrals:

α0 = 2

∫ π
2 +φo

π
2−φo

1

2φo

∫ φ2

cos−1(cos(φ2)+ψo)

1

2φo
dφ1dφ2, (7.10)

α1 = 2

∫ π
2 +φo

π
2−φo

1

2φo

∫ cos−1(cos(φ2)+2−ψo)

π
2−φo

1

2φo
dφ1dφ2. (7.11)

Whenever ρo is higher than the black squares (first side-lobes at ρo = 2/(3π) [87, Sec.
6.3]) shown in Fig. 7.2, p can be written as a sum of α0 and α1 in (7.6), where α0 and
α1 are found by (7.10) and (7.11), respectively.

7.3.2 ULAs with δ > λ/2

In this section, we first find p for a ULA with δ = λ. Then, we give an expression for
ULAs with any δ > λ/2. In Fig. 7.3, |ρ| = fλ(ψ) is shown for a ULA of M = 10
antennas. The shaded areas show when user 1 and user 2 become correlated with a given
ρo. The probability p is found by:

p = Pr{|ρ| > ρo}
= Pr{|ψ| < ψo}+ Pr{1− ψo < |ψ| < 1 + ψo}+

Pr{2− ψo < |ψ| < 2} = α0 + α1 + α2,

(7.12)

where the corresponding area for α0, α1, and α2 are shown in Fig. 7.3 by blue, red, and
yellow shaded area, respectively. Similar to case of δ = λ/2, we find integrals for α0, α1,
and α2. For a ULA with δ > λ/2, p for a given ρo is found by:

p = Pr{|ρ| > ρo} = Pr{|ψ| < ψo}+
n∑
i=1

Pr{iT − ψo < |ψ| < iT + ψo} = α0 +

n∑
i=1

αi,
(7.13)

where n is the number of areas where ψ > 0 and ρ > ρo excluding the area corresponds
to α0. For instance, n = 2 for δ = λ. We numerically evaluate integrals to find α0 and
αi to find p, same as the analysis done for λ/2.

In Fig. 7.4, p is shown as a function of δ/λ for M = 10, 20, 64 for δ ≤ 2.5λ 2,
ρo = 0.64 for a FoV of (0, π). For each M , δ? shows the inter-element spacing with
minimum p, and there are three local minima as shown by colored circles δn1

, δn2
, and

δn3
. By increasing δ, p is continuously increasing and then decreasing with decaying

behavior. There are two reasons for explaining this behavior. First, by increasing δ, the
angular resolution of the array is improved (compare the shaded blue area in Fig. 7.2

2The choice of 2.5λ is arbitrary to limit the maximum aperture size.
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Figure 7.3: |ρ| = fλ(ψ) for M = 10, ρo = 0.64, ψo = 0.05, and FoV of (0, π) with T = 1. The
blue, red, and yellow shaded area are associated with α0, α1, and α2, respectively.

and Fig. 7.3), which decreases p. Second, by increasing δ, the grating lobes (the peaks
correspond to αi, i 6= 0, see Fig. 7.3) gradually appear in the FoV, which increases
p. Due to the first reason, p should decrease, and due to the second reason, p should
increase. As can be seen, we see a more decrease in p, which shows that increasing
the angular resolvability has a stronger effect on p than the grating lobes. Moreover,
the effect of increasing the angular resolvability and the appearance of grating lobes is
decaying as δ approaches 2.5λ. We further observe that in all the scenarios, p curves
approach p = 1/M (horizontal dash-dotted lines).

We approximate δni by the inter-element spacing for which the shaded area associ-
ated with (i + 1)th grating lobe appeared in function fδ(ψ) (e.g., in Fig. 7.3, the yellow
shaded area is associated with the 2nd grating lobe). For instance, δn1 is approximated
by the inter-element spacing for which the yellow area starts to appear in Fig. 7.3. For a
given ψo, we approximate δni by solving ψo − (i + 1)λ/δ = −2 for δ, which leads to
δni ≈ λ(2M(i + 1) − 1)/4M for ψo of the scenario in Fig. 7.4. The results in Fig. 7.4
shows that the approximations of δni (pink cross) match with the numerical values of δni
(colored circle). For a given M , we propose to use δ?, which is the inter-element spacing
with the minimum p. To reduce the aperture size, one can use δni , i = 1, 2, 3 instead
of δ?. We assume a narrow-band communication system in this letter. However, the re-
sults in Fig. 7.4 can be used for multi sub-carriers systems. By choosing an appropriate
spacing for the center sub-carrier, one can make p smaller than a threshold for all the
sub-carriers. The performance of using δn1 and δ? for more number of users is compared
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Figure 7.4: p as a function of δ/λ for M = 10, 20, 64, FoV of (0, π), δ ∈ [0.5λ, 2.5λ] for
ρo = 0.64. For each M , the minimum p occurs at δ?. The local minima are δn1 , δn2 and δn3 .

in the next Section. Regarding scenarios where there are paths other than LOS path some
insights can be found in [15].

7.4 Simulation Results
In this section, the performance of ULAs with δ? and δn1

(see Fig. 7.4) are compared with
half-wavelength ULA for FoV of (0, π) in LOS massive MIMO with max-min power
control. To study the worst-case scenarios, the users are assumed to be at the cell-edge
(no shadowing), which is assumed to be at the far-field of the array. We compare the
arrays qualitatively and quantitatively as follows. First, qualitatively, for a given ρo, we
compare the probability that at least there is one correlated pair of users as a function of
the number of users for the three arrays. Second, quantitatively, we compare cumulative
distribution function (CDF) of ZF sum-rates of the arrays.

In Fig. 7.5, for a ULA with M = 64 antennas, the probability that there is at least
one pair of correlated users (ρo = 0.64) is shown as a function of the number of users
K for δ = λ/2 (blue), δn1

(red), and δ? (black). For a given number of users, the ULA
with δ? has a smaller probability compared to λ/2, which means it has a better ability to
decorrelate the channel vectors of the users. By using δn1 instead of δ?, we can reduce
the aperture size, while the probability that there is at least one pair of correlated users is
not that higher than that of δ?.

In Fig. 7.6, the CDF of ZF sum-rate is shown for the arrays with K = 6 and M = 64
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0 10 20 30 40
10−2

10−1

100

9.90 bits

No Dropping

Drop 1 user

1.43 bits

3
6
b
it
s/

c
h
a
n
n
e
l
u
se

3
1
.3

b
it
s/

c
h
a
n
n
e
l
u
se

achievable sum-rate (bits/channel use)

C
D
F

δ = λ/2

δ = δn1

δ = δ?
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percentile improvement of the sum-rate by using δ? instead of δ = λ/2. The vertical dashed lines
show the ZF sum-rate in FP for the two scenarios.
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in two different scenarios, where 100K realizations of users’ locations are drawn for each
scenario. In the first scenario, no user is dropped (No Dropping), while in the second
scenario one user is dropped (Drop 1 user) based on the dropping algorithm of [33].
The transmit power at the BS is fixed and is the same in both scenarios such that in the
favorable propagation (FP) [39] (when the users are mutually orthogonal), a sum-rate of
36 bits/channel use is achieved in the first scenario, and a sum-rate of 31.3 bits/channel
use is achieved in the second scenario (see the vertical dashed lines in Fig. 7.6). When no
user is dropped, by employing the proposed array (black), the 5th percentile sum-rate is
improved significantly (9.90 bits/channel use) compared to that of the ULA with δ = λ/2
(blue). This improvement becomes 1.43 bits/channel use when 1 user is dropped. By
dropping 1 user, the 5th percentile ZF sum-rate of all the arrays is improved significantly,
which shows it is necessary to drop 1 user. To reduce the aperture size, the array with
δn1

(red) can be used instead of δ? with a loss in performance, i.e., 3.30 bits/channel use
loss in No Dropping scenario and 0.09 bits/channel use in Drop 1 user scenario.

7.5 Conclusions
In this letter, we use probability analysis to find an improved uniform linear array for
LOS massive MIMO. For the case of two users, the proposed ULA has the minimum
probability that the correlation of the users being above a given threshold. For more
users, we present the simulation results for a known linear precoder, i.e., ZF to show the
effectiveness of the proposed ULA compared to half-wavelength ULA.
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CHAPTER 8
Paper D
An Improved Dropping
Algorithm for Line-Of-Sight
Massive MIMO with Max-Min
Power Control

Abstract

In line-of-sight massive MIMO, there is a nonnegligible probability that two users be-
come highly correlated, which leads to a reduction in the achievable sum-rates of linear
precoders. In this paper, threshold values of a previously proposed dropping algorithm
are found analytically to avoid repeating a large number of simulations to find the opti-
mal threshold. These thresholds allow us to improve conjugate beamforming (CB) and
zero-forcing (ZF) sum-rates with max-min power control. By using the proposed thresh-
old values, the CB and ZF sum-rates are maximized, when there are only two correlated
users. In addition, by using the derived thresholds, a modified dropping algorithm is pro-
posed for channels with any number of correlated users. The results of the simulation
scenarios show that at signal to noise ratio of 20 dB and 120 antennas at the base station,
the modified algorithm improves the average CB and ZF sum-rates up to 36% and 5%,
respectively.
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8.1 Introduction

Massive MIMO is a promising technology for 5G wireless networks [29]. One of the
key properties massive MIMO relies on is favorable propagation (FP) [39], which im-
plies that the channel vectors to the users become mutually orthogonal when the number
of antennas at the base station (BS) tends to infinity. FP provides a large number of
spatial degrees of freedom, which results in high data throughput and radiated-energy ef-
ficiency [39, 73]. Moreover, in FP environments, linear precoders, e.g., conjugate beam-
forming (CB) or zero-forcing (ZF), are optimal in terms of downlink capacity [39].

Studying line-of-sight (LOS) environments is of great importance since the real prop-
agation environment is likely to fall between LOS and independent and identically dis-
tributed Rayleigh [69]. Under LOS propagation environments, it is of great interest to
provide uniformly good service to all the users [33]. This is achieved by using max-min
power control, which maximizes the fairness among the users.

In LOS environments, there is a nonnegligible probability that two users become
highly correlated [39]. This makes the propagation environment unfavorable, which
leads to a reduction in the downlink capacity and the sum-rate of linear precoders [70,71].
To improve CB and ZF sum-rates with max-min power control, a dropping algorithm was
proposed in [33]. In the algorithm in [33], the BS drops some users to make the corre-
lation between the channel vectors of the remaining users be less than a threshold. This
threshold is found via numerical simulations for a large number of realizations with the
same scenario, i.e., the number of users, the path loss, and total transmit power. The
drawback of this approach is that new simulations are required for every new scenario. A
similar approach is used in [91] for parallelogram planar arrays, and in [92] for a schedul-
ing algorithm in massive MIMO.

In this paper, the dropping problem is analyzed for CB and ZF with max-min power
control in LOS environments. We are interested in maximizing the minimum signal to
interference plus noise ratio (SINR) among the served users. The contributions of this
paper are as follows. First, we derive the threshold values used in the dropping algorithm
of [33]. The derived thresholds avoid repeating numerical simulations as done in [33,91].
Second, we prove that by using the derived thresholds, the CB and ZF sum-rates for a
channel of K users with only two correlated users, are maximized. Lastly, the derived
thresholds are used to modify the dropping algorithm in [33]. Numerical simulations
show that the modified algorithm improves the CB and ZF sum-rates considerably.

This paper is organized as follows1. In Sec. 8.2, the system model is given. The drop-
ping problem is analyzed in Sec. 8.3. The simulation results are presented in Sec. 8.4.
Finally, Sec. 8.5 concludes the paper.

1The following notation is used throughout the paper. Lowercase letters, bold lowercase and bold uppercase
letters denote scalars, column vectors and matrices, respectively. The symbols R+ and C denote real positive
numbers and complex numbers. The symbols | · | and ‖ · ‖ denote the absolute value and l2-norm operators.
The superscripts ∗, T and H denote complex conjugate, un-conjugated transpose, and conjugated transpose,
respectively. A diagonal matrix with diagonal entries taken from p is denoted by diag(p).
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Figure 8.1: The model of the downlink channel with linear precoding.

8.2 System Model
The model for the downlink channel from an M -antenna BS to K single-antenna users
with linear precoding is shown in Fig. 8.1. The intended zero-mean, uncorrelated and
unit variance symbols s = (s1, ..., sK)T ∈ CK×1 are precoded by a diagonal matrix
diag(p) and a linear precoding matrix U ∈ CM×K with unit-norm column vectors ui.
The power control vector is p = (η1, ..., ηK)T , where ηi ∈ R+ with i = 1, ...,K are
the max-min power control coefficients. The power constraint at the BS is

∑K
i=1 η

2
i =

Ptot. The precoded vector x ∈ CM×1 is transmitted through a general channel H =
(h1, ...,hK)

T ∈ CK×M , where hi is the channel vector from the BS to user i. The
received signal for user i is:

yi = hTi uiηisi +
K∑
j=1
j 6=i

hTi ujηjsj + ni, (8.1)

where ni is complex AWGN noise with variance N0. For a given channel matrix, SINR
for each user can be expressed as

SINRi =
|hTi ui|2η2

i∑K
j=1,j 6=i |hTi uj |2η2

j +N0

. (8.2)

To elaborate on the derived thresholds, we will focus on a specific channel in Sec. 8.3,
which is defined as follows.

Definition 8.1. A correlated channel of size K is a channel with K single-antenna users
in which user K − 1 and user K are the only correlated users (‖hK−1‖ ≥ ‖hK‖), and
the other users are mutually orthogonal. The spatial correlation of user K − 1 and user
K is given by:

ρ =
hHKhK−1

‖hK‖‖hK−1‖
. (8.3)
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Consider a correlated channel of size K. If the BS with the power constraint Ptot
drops user (DU)K, user 1 to userK−1 will experience FP. Therefore, the following sum-
rate RDU is achieved with CB or ZF with max-min power control using the Lagrangian
multiplier:

RDU = (K − 1) log2

(
1 +

Ptot/N0∑K−1
i=1

1
‖hi‖2

)
. (8.4)

In what follows, the CB and ZF sum-rates for a correlated channel of size K are derived.

8.2.1 The CB Sum-Rate
To find the CB sum-rate, we need to find the SINR of each user with CB. The unit-norm
column vectors of CB are found by:

uCB
i =

h∗i
‖hi‖

, i = 1, ...,K. (8.5)

Replacing (8.5) in (8.2), the following SINRs are found for the users:

SINRCB
i =

‖hi‖2η2
i

N0
, i = 1, ...,K − 2 (8.6)

SINRCB
K−1 =

‖hK−1‖2η2
K−1

‖hK−1‖2|ρ|2η2
K +N0

, (8.7)

SINRCB
K =

‖hK‖2η2
K

‖hK‖2|ρ|2η2
K−1 +N0

. (8.8)

The max-min power control coefficients, ηi, i = 1, ...,K are found by maximizing the
minimum SINR among the users given by (8.6)–(8.8) using bisection method as ex-
plained in [33]. However, due to FP of user 1 to user K−2, the CB SINR corresponding
to the max-min power control is derived analytically by solving a quadratic equation.
The largest root always results in a negative power allocation for the correlated users,
while the smallest root always results in a positive power allocation for all the users. The
smallest root is found by:

z =
Ptot

2N0γ1
+

1 + γ2
γ1

2|ρ|2 −

√√√√( Ptot

2N0γ1
+

1 + γ2
γ1

2|ρ|2

)2

− Ptot

N0γ1|ρ|2
, (8.9)

where

γ1 =
K−2∑
i=1

1

‖hi‖2
and γ2 =

1

‖hK−1‖2
+

1

‖hK‖2
. (8.10)

Using (8.9) for the CB SINR, RCB is found as:

RCB = K log2 (1 + z) . (8.11)
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8.2.2 The ZF Sum-Rate
To find the ZF sum-rate, we need to find the ZF SINR values. The pseudo-inverse of
the channel A = HH(HHH)−1 is required to find uZF

i . Due to the definition of the
correlated channel of size K, there are only two off-diagonal elements for (HHH)−1,
which makes it simple to find A. Then, each column of A is normalized to have unit-
norm, which results in the following uZF

i :

uZF
i =

h∗i
‖hi‖

, i = 1, ...,K − 2 (8.12)

uZF
K−1 =

1√
1− |ρ|2

(
h∗K−1

‖hK−1‖
− ρ∗ h

∗
K

‖hK‖

)
, (8.13)

uZF
K =

1√
1− |ρ|2

(
h∗K
‖hK‖

− ρ h∗K−1

‖hK−1‖

)
. (8.14)

Replacing (8.12)–(8.14) in (8.2), the SINR for user i is found by:

SINRZF
i =

‖hi‖2η2
i

N0
, i = 1, ...,K − 2 (8.15)

SINRZF
K−1 =

‖hK−1‖2(1− |ρ|2)η2
K−1

N0
, (8.16)

SINRZF
K =

‖hK‖2(1− |ρ|2)η2
K

N0
. (8.17)

By maximizing the minimum SINR among the users same as (8.4), the following ZF
sum-rate RZF is found:

RZF = K log2

(
1 +

Ptot/N0
γ2

1−|ρ|2 + γ1

)
. (8.18)

8.3 Improved Dropping Algorithm
For a correlated channel of size K, the following Theorem gives the optimal dropping
strategy in terms of the sum-rate.

Theorem 8.1. Consider a correlated channel of size K with ρ. If a BS with Ptot drops
one of the correlated users based on{

drop user K when |ρ| > |ρZF|
no dropping when |ρ| ≤ |ρZF|, (8.19)

where |ρZF| is given by:

|ρZF| =
√

1− γ2

Ptot/N0

(2α−1) − γ1

, (8.20)
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Figure 8.2: The comparison of RDU (8.4), RCB (8.11), and RZF (8.18) as a function of |ρ| for a
correlated channel of size 3 at SNR = 7 when M = 64. The shaded area shows the extra sum-rate
that the BS can achieve by using the proposed threshold for the dropping with ZF.

and α = RDU/K, then, the ZF sum-rate with max-min power control is maximized.

Proof. By solving RDU ≥ RZF for |ρZF| using (8.4) and (8.18), one can verify (8.20),
which shows that the ZF sum-rate is maximized by using the dropping algorithm.

The results of Theorem 8.1 are true for any channel matrix. However, our emphasis is
on LOS environments in which there is a nonnegligible probability that two users become
highly correlated [39]. The same analysis can be done for CB, while |ρCB| is found by
solving RCB = RDU using the bisection method [42, sec. 7.1.1.]. This is possible since
z (see (8.9)), and consequently RCB (see (8.11)) are strictly decreasing functions of |ρ|.

In Fig. 8.2,RDU,RCB, andRZF are shown as a function of |ρ| for a correlated channel
of size 3. The threshold value for CB (and ZF) is found using the bisection method (and
using (8.20)), which is exactly the intersection of RDU and RCB (and RZF) in Fig. 8.2
shown by a black circle. By using the derived threshold, the BS with CB (and ZF) can
achieve RDU when |ρ| > |ρCB| (and |ρ| > |ρZF|). Thus, compared to a BS, which does
not drop any user, the dropping with the proposed threshold values avoids a large losses
in the sum-rate (for instance, the shaded area in Fig. 8.2 is the loss in the ZF sum-rate).
More importantly, by using the derived thresholds, the maximum CB and ZF sum-rates
are achieved.

Although RCB is lower than RZF for most values of |ρ| (see Fig. 8.2), RCB becomes
close to 1 bit/channel use for each user when |ρ| → 1 while RZF tends to zero. By
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analyzing (8.11) and (8.18), the behaviors of RCB and RZF when |ρ| → 1 are found as:

lim
|ρ|→1

RCB = K log2(1 +
‖hK‖2η2

K(|ρ|=1)

‖hK‖2η2
K(|ρ|=1)

+N0
), (8.21)

lim
|ρ|→1

RZF = 0, (8.22)

which explains the behavior in Fig. 8.2 (see the black squares).
We conclude this section by modifying the dropping algorithm in [33] using the pro-

posed thresholds. This is explained for ZF in Algorithm 4. By having the channel matrix
H , the maximum spatial correlation among the users |ρmax| is found:

|ρmax| = max
i,j 6=i
|ρij |. (8.23)

If |ρmax| is larger than |ρZF|, one of the correlated users, who has the highest sum corre-
lation (considering the distance difference) to the remaining users (see lines 4-5 of Al-
gorithm 4), is dropped. Then, the channel matrix, |ρmax|, and |ρZF| are updated to check
whether dropping is still required. This procedure is repeated until there is no need for
dropping any user. The same algorithm is found for CB using |ρCB|. The simulation
results in the next section show the effectiveness of the modified dropping algorithm.

Algorithm 4 Modified Dropping algorithm for a channel of K users with ZF

Input: H,K, Ptot/N0

1: find |ρmax| usingH
2: find |ρZF| based on (8.20)
3: while |ρmax| > |ρZF| do
4: find m and n the indexes of users associated with |ρmax|
5: if

∑
l 6=m,n

|ρml|
‖hm‖ >

∑
l 6=n,m

|ρnl|
‖hn‖ then

6: drop user m
7: else
8: drop user n
9: end if

10: K = K − 1
11: updateH by removing the row of the dropped user
12: update |ρmax| usingH
13: find |ρZF| based on (8.20)
14: end while

8.4 Simulations
Consider a channel of K = 8 users, where the users are uniformly distributed in a field-
of-view (FoV) of [30◦, 150◦]. The carrier frequency is set to 30 GHz. A single-cell
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is analyzed, where the users are assumed to be at the cell-edge (200 m) to study the
worst case scenarios. The minimum distance between the two users is assumed to be a
wavelength (λ). In LOS environments, the element ij of H , denoted by hij is modeled
by [35, Sec. 7.2.2.]

hij =

√
βi√
M
e−kdie+k(j−1)∆ cos(φi), j = 1, ...,M, (8.24)

where βi is the large-scale fading, k = 2π/λ is the wave number, di is the distance
from user i to the array, ∆ is the spacing between the antenna elements, and φi specifies
the direction of user i with respect to the array (see [35, fig. 7.3. (b)]). The antenna
spacing is assumed to be ∆ = λ/2. Two scenarios where the BS has M = 40 and
M = 120 antennas are considered to evaluate the advantages of using the modified
dropping algorithm for CB and ZF. The threshold values |ρCB| and |ρZF| are found for
each SNR in the modified dropping algorithm. The simulation is run for 10000 random
realizations.

The averageRCB andRZF over SNR for the modified dropping algorithm (solid lines)
compared to when the BS does not drop any user (dashed lines) are shown in Fig. 8.3
and Fig. 8.4 for M = 40 and M = 120, respectively. The modified dropping algorithm
improves the sum-rate in all SNRs for both CB and ZF. For instance, at SNR = 20 dB,
RCB andRZF forM = 40 are improved by 101% and 19%, respectively (see Fig. 8.3). By
increasing the antenna at the BS toM = 120, the improvements become 36% and 5% for
CB and ZF, respectively. ForM = 120 the transmit power at the BS is reduced 3 times to
have a fair comparison with M = 40. By increasing M , the expected spatial correlation
among the users decreases [33, Theorem 13.]. This shows for M = 120 fewer users
are dropped, which limits the improvement for M = 120 compared to M = 40. The
results show that the modified dropping algorithm is beneficial for the BS, especially for
small M . The average sum-rates with the dropping algorithm of [33] using the optimal
threshold are shown in Fig. 8.3 and Fig. 8.4. By using the modified dropping algorithm,
one can avoid searching for the optimal threshold as in the dropping algorithm of [33]
with a negligible loss in the average sum-rate.

8.5 Conclusions
In this paper, the dropping problem is analyzed for the CB and ZF with max-min power
control in LOS environments. Threshold values are analytically derived to be used in the
previously proposed dropping algorithm to avoid repeating a large number of simulations
to find the optimal threshold. By using the derived threshold for the dropping, the sum-
rate is maximized when there are only two correlated users. Furthermore, a modified
dropping algorithm is proposed for channels with any number of correlated users. The
results of the simulation scenarios show that at SNR of 20 dB and 120 antennas at the
BS, the modified dropping algorithm improves the average CB and ZF sum-rates up to
36% and 5%, respectively.
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Figure 8.3: The averageRCB andRZF using the modified dropping algorithm (solid lines) compared
to no dropping (dashed lines) forK = 8 andM = 40. At SNR = 20 dB,RCB andRZF are improved
by 101% and 19%, respectively.
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Figure 8.4: Same as Fig. 8.3 for M = 120.
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CHAPTER 9
Paper E
An Improved Dropping
Algorithm for Line-of-Sight
Massive MIMO with
Tomlinson-Harashima
Precoding

Abstract
One of the problems in line-of-sight massive MIMO is that a few users can have corre-
lated channel vectors. To alleviate this problem, a dropping algorithm has been proposed
in the literature, which drops some of the correlated users to make the spatial correlation
among the remaining users be less than a certain threshold. Thresholds were found by
running a large number of simulations. In this paper, the same dropping algorithm is
analyzed for a known nonlinear precoder: Tomlinson-Harashima precoder. Instead of
simulation-based thresholds, closed-form analytical expressions are derived in this paper
for two power allocation schemes: max-min and equal received power control schemes.
It is shown that the derived thresholds are optimal in terms of achievable sum-rate when
there is only one correlated pair of users. For channels with multiple pairs of corre-
lated users, simulation results show that using the derived thresholds improves the 5th
percentile sum-rate. Due to the fairness criterion of max-min, the improvement for max-
min power control is much higher than equal received power control.
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9.1 Introduction

One of the key properties of radio channels exploited in massive MIMO systems is fa-
vorable propagation (FP) [26, 39]. FP is defined as the mutual orthogonality among the
channel vectors from the base station (BS) to the users [39]. FP can be observed both in
line-of-sight (LOS) and independent and identically distributed Rayleigh fading environ-
ments [33]. In LOS environments, there is a nonnegligible probability that the channel
vectors of a few users become highly correlated [39], which leads to a reduction in the
downlink capacity and the achievable sum-rates of linear precoders [70, 71].

To improve the achievable sum-rates of linear precoders such as conjugate beamform-
ing (CB) and zero-forcing (ZF) with max-min power control, a correlation-based drop-
ping (CD) algorithm was proposed in [33] for LOS environments. In the CD algorithm,
the BS drops some users and reschedules them in another coherence interval to make the
spatial correlation between the channel vectors of the remaining users be less than a cer-
tain threshold. The threshold is found by repeating extensive numerical simulations for
the same scenario. A similar criterion was used in [91, 93]. Instead of simulation-based
thresholds as in [33], thresholds are derived in [3] for CB and ZF with max-min power
control.

To improve the achievable sum-rate of a BS, which uses the CD algorithm, nonlin-
ear precoders can be used instead of linear precoders. Tomlinson-Harashima precoding
(THP) is a known nonlinear precoder [52,94] for which an efficient implementation with
a computational complexity order equal to that of ZF exists [41, Sec. 4.3.1]. In this pa-
per, we analyze the combination of CD algorithm and THP from a theoretical viewpoint
for two different power allocation schemes: max-min and equal received power control
schemes. To the best of our knowledge, this is the first time the CD algorithm is analyti-
cally characterized in combination with THP.

The contribution of this paper is twofold. First, we derive closed-form analytical
thresholds for the CD algorithm with THP and the two aforementioned power allocation
schemes. Furthermore, we prove that using the derived thresholds when there is only one
correlated pair of users, results in the optimal dropping strategy. The second contribution
of this paper is to use the derived thresholds for channels with multiple pairs of corre-
lated users. Numerical simulations show that near-optimum performance is achieved if
a 100-antenna BS serving 10 single-antenna users employs the derived thresholds. By
employing the CD algorithm for a BS with THP, the achievable sum-rates of both power
control schemes are improved.1

1Lowercase, bold lowercase, and bold uppercase letters denote scalars, column vectors, and matrices, re-
spectively. | · | and ‖ · ‖ denote the absolute value and l2-norm operators. The superscripts ∗, T , and H

denote complex conjugate, un-conjugated transpose, and conjugated transpose, respectively. diag(p) denotes
a diagonal matrix with diagonal entries taken from p.
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Figure 9.1: The model of the downlink channel with Tomlinson-Harashima precoding.

9.2 System Model and Preliminaries
In this section, THP with two power allocation schemes is reviewed. The THP sum-rates
of the two power allocation schemes are derived for a “correlated channel of size K”
defined in [3, Definition 1]. In this type of channel, user K − 1 and user K are the only
correlated pair of users. Perfect channel state information (CSI) is assumed at the BS.
We then compare the aforementioned sum-rates with the sum-rate achieved when the BS
simply drops one of the correlated users.

9.2.1 Tomlinson-Harashima Precoding
The model for the downlink channel from an M -antenna BS, which uses THP to com-
municate with K single-antenna users, is shown in Fig. 9.1. The intended zero-mean,
uncorrelated and unit variance symbols s = (s1, ..., sK)T ∈ CK×1 are encoded to
s̃ = (s̃1, ..., s̃K)T ∈ CK×1 by using the feedback filter B − I ∈ CK×K and the
modulo operator [·]∆ with divisor ∆. Then, by using the power control matrix G =
diag(

√
d1, ...,

√
dK) and feedforward filter QH ∈ CM×K , the precoded vector x̃ ∈

CM×1 is generated (for more details on THP see [41, Sec. 5.4.4]). The average power
constraint at the BS is E[‖x‖2] = Ptot. The transmitted vector x at the BS goes through
the channel H = (h1, ...,hK)

T ∈ CK×M , where hi is the channel vector from the BS
to user i.

For THP, the LQ decomposition of the channel H = LQ is used, where QH is
used for the feedforward filter, and L is a lower triangular matrix with positive diagonal
elements lii. The matrix L is used to find B = LG for the feedback filter. The received
signal for user i can be shown to be:

yi = lii
√
dis̃i +

i−1∑
j=1

lij
√
dj s̃j + ni, (9.1)
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where ni is complex AWGN noise with variance N0. By using the scalar αi = lii
√
di,

and using the modulo operator at the receiver, the estimated symbol for user i is:

ŝi =

[
yi
αi

]
∆

=

s̃i +
i−1∑
j=1

lij
√
dj

αi
s̃j +

ni
αi


∆

. (9.2)

By encoding s̃i = [si −
∑i−1
j=1

lij
√
dj

αi
s̃j ]∆ (see the feedback loop in Fig. 9.1), the esti-

mated symbol becomes:

ŝi =

[
si +

ni
αi

]
∆

. (9.3)

In high signal to noise ratios (SNRs), the modulo loss [53] can be ignored. There-
fore, the following sum-rate (in bits/channel use) is achieved using inflated lattice strate-
gies [54], where the shaping loss is neglected:

RTHP =
K∑
i=1

log2

(
1 +

di
N0

l2ii

)
. (9.4)

Max-min power control coefficients are found by maximizing the minimum SNR
among the users as:

di,max-min =
Ptot

l2ii
∑K
j=1

1
l2jj

, i = 1, ...,K. (9.5)

The equal received power control coefficients considering the difference in the channel
norms of the users are found by:

di,equ. =
Ptot

‖hi‖2
∑K
j=1

1
‖hj‖2

. (9.6)

In the case of mutual orthogonality among the K users, di,max-min. and di,equ. are equiv-
alent since l2ii = ‖hi‖2 (see Appendix 9.5 for more details). In this case, each user
achieves the same SNR denoted by γ:

γ =
Ptot

N0

∑K
i=1

1
‖hi‖2

. (9.7)

For THP, the order of users for encoding s to s̃ has to be optimized to maximize
the sum-rate given the power control schemes. In this paper, the algorithm described
in [41, Sec. 5.4.5] is used for THP with max-min power control to find an appropriate
order of users. For equal received power control, we use the algorithm in [41, Sec. 5.4.8].
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9.2.2 Sum-Rate Comparison
Consider a correlated channel of size K with the spatial correlation given by:

ρ =
hHKhK−1

‖hK‖‖hK−1‖
, (9.8)

where without loss of generality we assume that ‖hK−1‖ ≥ ‖hK‖. If the BS drops user
(DU) K,2 user 1 to user K − 1 will experience FP. Thus, due to mutual orthogonality of
the users, the following sum-rateRDU is achieved (with either max-min or equal received
power control) using (9.7) for K − 1 users:

RDU = (K − 1) log2

(
1 +

Ptot

N0

∑K−1
i=1

1
‖hi‖2

)
. (9.9)

If the BS does not drop user K, the following sum-rates are achieved replacing (9.5) and
(9.6) in (9.4):

Rmax-min = K log2

1 +
Ptot

N0

∑K
i=1

1
l2ii

 , (9.10)

Requ. =
K∑
i=1

log2

1 +
Ptotl

2
ii

N0

∑K
j=1

‖hi‖2
‖hj‖2

 . (9.11)

Max-min power control equalizes the SNR among the users by sacrificing the good
users for the worst users. However, equal received power control only takes the channel
norms into account, which is not as strict as max-min power control. Thus, it is expected
that max-min power control achieves a lower sum-rate compared to equal received power
control, i.e., Rmax-min ≤ Requ.. In Fig. 9.2, RDU, Rmax-min, and Requ. are shown as a
function of |ρ| for a correlated channel of size K = 3, where the users have the same
channel norms (i.e., ‖h1‖ = ‖h2‖ = ‖h3‖). The horizontal black line shows RDU,
where the BS drops one of the correlated users regardless of |ρ|. For low |ρ|, Rmax-min
(blue curve) and Requ. (red curve) are above RDU since the users are almost orthogonal,
and there is no need for dropping. By increasing |ρ|, both Rmax-min and Requ. reduce.
When |ρ| > ρmax-min (shown by a black circle), Rmax-min falls below RDU. Thus, the BS
with max-min power control should drop the user only when |ρ| > ρmax-min to avoid the
loss in the sum-rate (blue shaded area). Similarly, when |ρ| > ρequ. (shown by a black
circle), Requ. falls below RDU, and the BS with equal received power control should drop
the user. When |ρ| → 1, Rmax-min converges to 0 bits/channel use (shown by a black
square), which shows it is essential for the BS with the max-min power control to drop

2Dropping user K, results in a higher RDU when ‖hK−1‖ > ‖hK‖. In case of ‖hK−1‖ = ‖hK‖, user
K − 1 or user K can be dropped.
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Figure 9.2: RDU (9.9), Rmax-min (9.10), and Requ (9.11) as a function of |ρ| for a correlated channel
of size 3 when M = 100 and γ = 7. The blue (red) shaded area shows the extra sum-rate that the
BS can achieve by dropping the user with max-min power control (equal received power control).

the correlated users. However, when |ρ| → 1, Requ. becomes close to 6 bits/channel
use (shown by a black square). By dropping the user when |ρ| > ρmax-min (|ρ| > ρequ.),
the BS can achieve RDU, which shows that the sum-rate with max-min power control
(or equal received power) is maximized. Comparing the sum-rates reveals the goal of
the CD algorithm, which is to drop the correlated user only when it leads to a higher
sum-rate for the remaining users with a given power allocation scheme.

9.3 Analytical Thresholds for the CD algorithm

In this section, analytical expressions for the thresholds ρmax-min and ρequ. are derived for
a correlated channel of size K, which has only one pair of correlated users. Then, simu-
lations are presented to study the derived thresholds and how the CD algorithm performs
with the derived thresholds for channels with multiple pairs of correlated users.

9.3.1 Analytical Expressions for the Thresholds

The following Theorem gives the optimal dropping strategy in terms of the THP sum-rate
with max-min and equal received power control.



99

9.3 Analytical Thresholds for the CD algorithm 109

Theorem 9.1. Consider a correlated channel of size K, with spatial correlation ρ be-
tween user K − 1 and user K (‖hK−1‖ ≥ ‖hK‖). The sum-rate with max-min and
equal received power control is maximized if the BS drops user K, when |ρ| > ρmax-min
and |ρ| > ρequ., respectively, where

ρ2
max-min = 1− 1

‖hK‖2
(

Ptot
N0(2a−1) −

∑K−1
j=1

1
‖hj‖2

) , (9.12)

with a = RDU/K (RDU is given by (9.9)), and

ρ2
equ. = 1− N0η(2b − 1)

Ptot
, (9.13)

with η =
∑K
i=1

1
‖hi‖2 , and b:

b = RDU − (K − 1) log2

(
1 +

Ptot

N0η

)
. (9.14)

Proof. See Appendix 9.5.

The derivation of thresholds is true for any channel matrix with only one pair of
correlated users. Our emphasis is on LOS environments in which there is a nonnegligible
probability that a few users become correlated [39, Sec. 4.3].

9.3.2 Simulation Results
In this section, the derived thresholds in Theorem 9.1 are studied as a function of γ.
Then, the use of the derived thresholds in the CD algorithm for channels with multiple
pairs of correlated users is studied. The details of the simulation scenario are as follows.
A BS with a uniform linear array of M = 100 antennas with a half-wavelength spacing
is assumed, which serves K = 10 single-antenna users. A single-cell is assumed with
a field-of-view of [30◦, 150◦]. The carrier frequency is set to 30 GHz. The users are
uniformly distributed at the cell-edge (200 m) to study the worst-case performance of the
system (with no shadowing). The minimum distance between two users is assumed to be
a wavelength. For LOS environments, we use [35, eq. (7.26)] for the channel matrix.

Fig. 9.3 shows ρmax-min (see (9.12)) and ρequ. (see (9.13)) as a function of γ for K =
10. As can be seen in Fig. 9.3, by increasing γ, both ρmax-min and ρequ. increase. This is
due to using a higher transmit power at the BS, which can overcome a higher correlation.
Furthermore, ρequ. is higher than ρmax-min for all SNRs. More importantly, by increasing
γ, ρequ. converges to 1, which means that dropping the correlated user may not be required
for equal received power control at high SNRs.

The CD algorithm is applied on 100000 realizations of the channel to find the cumu-
lative distribution function (CDF) of THP sum-rate. In Fig. 9.4, the CDF of the THP sum-
rate with max-min power control with no dropping is compared to CD algorithm with
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Figure 9.3: The thresholds for the max-min ρmax-min (9.12) and equal received power control ρequ.

(9.13) as a function of γ for K = 10.
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CD algorithm with (8.12)

Figure 9.4: CDF of THP sum-rate with max-min power control with no dropping, compared to
CD algorithm with two different thresholds for K = 10, M = 100, and γ = 10. The first thresh-
old is found by (9.12), whereas the second threshold ρ? = 0.82 is found by repeating the simula-
tions. The arrow shows the improvement of the 5th percentile sum-rate by using CD algorithm.
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Figure 9.5: Same as Fig. 9.4 for equal received power control with ρ? = 0.91.

two different thresholds. The first threshold denoted by ρ? is found by repeating the sim-
ulations to maximize the 5th percentile sum-rate, whereas the second threshold is found
by (9.12). The same curves are presented for equal received power control in Fig. 9.5. In
Fig. 9.4 and Fig. 9.5, the 5th percentile sum-rates are shown by black circles. As can be
seen in Fig. 9.4, dropping the correlated users is essential for the max-min power control
since the 5th percentile sum-rate is improved from 6.91 to 30.16 bits/channel use. This
very high improvement is due to the max-min criterion in which the users are sacrificed
for the highly correlated users (see the blue shaded area in Fig. 9.2). On the other hand,
the 5th percentile sum-rate for equal received power control is improved from 30.49 to
only 31.15 bits/channel use (see Fig. 9.5). This improvement can be explained by the
red shaded area in Fig. 9.2. Furthermore, as can be seen in Fig. 9.4 and 9.5, the obtained
CDF using the derived threshold for the CD algorithm, almost overlaps with the CDF
obtained by ρ? for both power allocation schemes.

9.4 Conclusions
In this paper, a previously proposed dropping algorithm for LOS massive MIMO is
combined with THP with max-min and equal received power control. The main con-
tribution of our paper is to derive analytical thresholds for the CD algorithm with THP,
which avoids extensive numerical simulations. The derived thresholds are optimal when
there is only one correlated pair of users. For scenarios with multiple pairs of corre-
lated users, simulation results showed that using the derived thresholds for the drop-
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ping algorithm has near-optimum performance. Furthermore, simulation results showed
the CD algorithm with the derived threshold improved the 5th percentile sum-rate for
both max-min and equal received power control, while the improvement for the max-
min power control was much higher due to the max-min criterion. Thus, using the
CD algorithm with the derived threshold is essential for max-min power control.

9.5 Proof of Theorem 9.1
To derive l2ii, i = 1, ...,K for a correlated channel of sizeK, recall the LQ decomposition
of the channel H = LQ. Then, HHH = LQQHLH = LLH . For a correlated chan-
nel of size K, the diagonal elements of HHH are ‖hi‖2 and the off-diagonal elements
are 0 except: [

HHH
]
K−1,K

=
[
HHH

]H
K,K−1

= ‖hK−1‖‖hK‖ρ. (9.15)

By comparing the first K − 2 rows of HHH and LLH , the corresponding elements of
L are found. The diagonal elements of LLH are found as l2ii = ‖hi‖2, i = 1, ...,K − 2,
and all the off-diagonal elements of LLH are 0 for i = 1, ...,K − 2. By comparing the
last two rows of HHH and LLH , lK−1K−1, lKK and lKK−1 are found. This is done
by introducing the following matrices:

A =

[
‖hK−1‖2 ‖hK−1‖‖hK‖ρ

‖hK−1‖‖hK‖ρH ‖hK‖2
]
, (9.16)

and

B =

[
l2K−1K−1 lK−1K−1l

H
K−1K

lHK−1K−1lK−1K |lK−1K |2 + l2KK

]
. (9.17)

By solvingB = A for lK−1K−1 and lKK , the following solutions are found as:

l2K−1K−1 = ‖hK−1‖2, l2KK = ‖hK‖2(1− |ρ|2). (9.18)

Thus, the diagonal elements of LLH are found as l2ii = ‖hi‖2, i = 1, ...,K − 1 and
l2KK = ‖hK‖2(1 − |ρ|2). Next step is to solve RDU ≥ Rmax-min for ρmax-min using (9.9)
and (9.10) for the sum-rates and using the derived l2ii. Therefore, the following inequality
is solved for ρmax-min:

RDU > K log2

1 +
Ptot

N0

∑K
i=1

1
l2ii

 . (9.19)

By defining a = RDU/K, we have:

(2a − 1) >
Ptot

N0

∑K
i=1

1
l2ii

⇒ Ptot/N0

(2a − 1)
<

K∑
i=1

1

l2ii
. (9.20)
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By replacing l2ii, (9.20) is simplified to:

Ptot/N0

(2a − 1)
<

1

‖hK‖2(1− |ρ|2)
+
K−1∑
i=1

1

‖hi‖2

Ptot/N0

(2a − 1)
− η1 <

η2

1− |ρ|2 ,
(9.21)

where η1 =
∑K−1
i=1

1
‖hi‖2 and η2 = 1

‖hK‖2 . If we assume that Ptot/N0

(2a−1) − η1 > 0, (9.21)
is simplified to:

η2

Ptot/N0

(2a−1) − η1

> 1− |ρ|2 ⇒ |ρ|2 > 1− η2

Ptot/N0

(2a−1) − η1

. (9.22)

To show the assumption is always true, we need to show:

Ptot/N0

(2a − 1)
− η1 > 0⇒ Ptot

η1N0
> (2a − 1). (9.23)

We need to simplify 2a:

2a = 2
(K−1)
K log2

(
1+ Ptot

N0η1

)
=

(
1 +

Ptot

N0η1

) (K−1)
K

. (9.24)

Therefore, using (9.24), (9.23) is simplified to:

1 +
Ptot

η1N0
>

(
1 +

Ptot

N0η1

) (K−1)
K

, (9.25)

which is always true. Thus, by replacing η1 and η2 in (9.22), (9.12) is achieved.
For the equal received power control, ρequ. is found by solving RDU > Requ. as fol-

lows:

RDU >
K∑
i=1

log2

1 +
Ptotl

2
ii

N0

(∑K
j=1

‖hi‖2
‖hj‖2

)
 . (9.26)

By using the derived lii, (9.26) is simplified to:

RDU > log2

(
1 +

Ptot(1− |ρ|2)

N0η

)
+
K−1∑
i=1

log2

(
1 +

Ptot

N0η

)
, (9.27)

where η =
∑K
i=1

1
‖hi‖2 . Furthermore, by defining:

b = RDU − (K − 1) log2

(
1 +

Ptot

N0η

)
, (9.28)
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(9.27) is simplified to:

2b >

(
1 +

Ptot(1− |ρ|2)

N0η

)
N0η(2b − 1)

Ptot
> 1− |ρ|2 ⇒ |ρ|2 > 1− N0η(2b − 1)

Ptot
,

(9.29)

which results in (9.13).



1010

CHAPTER 10
Paper F
DropNet: An Improved
Dropping Algorithm Based On
Neural Networks for
Line-of-Sight Massive MIMO

Abstract

In line-of-sight massive MIMO, the downlink channel vectors of few users may become
highly correlated. This high correlation limits the sum-rates of systems employing lin-
ear precoders. To constrain the reduction of the sum-rate, few users can be dropped and
served in the next coherence intervals. The optimal strategy for selecting the dropped
users can be obtained by an exhaustive search at the cost of high computational complex-
ity. To alleviate the computational complexity of the exhaustive search, a correlation-
based dropping algorithm (CDA) is conventionally used, incurring a sum-rate loss with
respect to the optimal scheme. In this paper, we propose a dropping algorithm based on
neural networks (DropNet) to find the set of dropped users. We use appropriate input fea-
tures required for the user dropping problem to limit the complexity of DropNet. Drop-
Net is evaluated using two known linear precoders: conjugate beamforming (CB) and
zero-forcing (ZF). Simulation results show that DropNet provides a trade-off between
complexity and sum-rate performance. In particular, for a 64-antenna base station and 10
single-antenna users: (i) DropNet reduces the computational complexity of the exhaus-
tive search by a factor of 46 and 3 for CB and ZF, respectively, (ii) DropNet improves the
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5th percentile sum-rate of CDA by 0.86 and 2.33 bits/s/Hz for CB and ZF, respectively.

10.1 Introduction

The mutual orthogonality of the channel vectors from the base station (BS) to the users
is known as favorable propagation (FP) [39]. Line-of-sight (LOS) environments exhibit
FP both in theory and practice [33, 71]. There are important use cases (e.g., stadiums or
exhibitions), in which the channel vectors of some users become highly correlated [32],
which in turn results in a non-FP environment. In these non-FP environments, the high
correlation yields a reduction in the achievable sum-rates of linear precoders [70, 71]. In
particular, this reduction is non-negligible when the max-min power control is employed
due to the fairness criterion, as shown in our previous papers [3, 4].

To limit the reduction in the achievable sum-rates of linear precoders, a correlation-
based dropping algorithm (CDA) for LOS environments with max-min power control is
proposed in [33]. In CDA, the BS drops a few users to constrain the spatial correlations
between the remaining users up to a predefined threshold, which is optimized using ex-
tensive simulations. We previously derived this threshold for two known linear precoders:
(i) conjugate beamforming (CB) and (ii) zero-forcing (ZF) in [3], and for a known non-
linear precoder, i.e., Tomlinson-Harashima precoding [52, 94] in [4]. Employing CDA
with the thresholds given in [3, 4] for channels with only one pair of correlated users
(any other pairs are orthogonal) yields the optimal dropping strategy. However, when
there are more than one pair of correlated users, the CDA approach is suboptimal. The
optimal strategy in such a scenario can be found via an exhaustive search at the cost of
significantly high computational complexity. Therefore, a low-complex yet near-optimal
dropping strategy is required when there are more than one pair of correlated users. To
the best of our knowledge, this problem has not been studied in the literature.

In this paper, we propose a dropping algorithm based on neural networks (DropNet)
to find the set of dropped users that maximizes the achievable sum-rate of the remaining
users with max-min power control. DropNet is inspired by the universal function ap-
proximation property of neural networks (NNs) [95–97]. By employing NN, we study
the user dropping problem in a general scenario for LOS massive MIMO, when there
might be more than one pair of correlated users. We find appropriate input features for
the NN by studying the signal to noise plus interference ratio (SINR) of CB and ZF.
We treat the user dropping as a classification problem, where each output class of the
NN represents a possible set of dropped users. To achieve a near-optimal 5th percentile
achievable sum-rate with low complexity compared to the exhaustive search, we ad-
just the hyperparameters of the NN. DropNet lifts the need for employing a predefined
threshold to find the set of dropped users as opposed to [3, 4, 33]. Simulation results for
two known linear precoders with max-min power control show that DropNet provides a
good trade-off between performance in terms of achievable sum-rate and computational
complexity.
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Figure 10.1: The model of the downlink channel with linear precoding.

10.2 System Model
The schematic of the massive MIMO downlink channel with linear precoding is shown
in Fig. 10.1, where an M -antenna BS serves K single-antenna users in a time division
duplexing manner. The symbol of the users is s = (s1, s2, ..., sK)T ∈ CK×1, where
the components of s are assumed to be zero-mean, uncorrelated, and unit variance. 1

The diagonal power control matrix D = diag(d) and a linear precoding matrix U =
(u1,u2, ...,uK) ∈ CM×K (with unit-norm column vectors ui) precode s to x ∈ CM×1.
The power control vector d = (

√
d1,
√
d2, ...,

√
dK)T has the coefficients di ∈ R+ with

i = 1, 2, ...,K with the total power constraint
∑K
i=1 di = P . The transmit vector x is

found by
x = UDs. (10.1)

Then, x is transmitted through the propagation channel denoted byH = (h1,h2, ...,hK)
T ∈

CK×M , where hi is the channel vector from the BS antennas to user i.
The received signal at user i is given as

yi = hTi x+ ni = hTi ui
√
disi +

K∑
j=1
j 6=i

hTi uj
√
djsj + ni, (10.2)

where ni is zero mean complex Gaussian noise with the variance of N0. Assuming
perfect channel state information at the BS, the SINR for user i denoted by γi is given as

γi =
|hTi ui|2di∑K

j=1,j 6=i |hTi uj |2dj +N0

. (10.3)

1Notation: Lowercase, bold lowercase, and bold uppercase letters denote scalars, column vectors, and
matrices, respectively. | · | and ‖ · ‖ denote the absolute value and l2-norm operators. The superscripts ∗, T ,
and H denote complex conjugate, un-conjugated transpose, and conjugated transpose, respectively. diag(p)
denotes a diagonal matrix with diagonal entries taken from p. The operator ⊗ denotes the kronecker product.
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In this paper, we consider two known linear precoders: CB and ZF. To find the pre-
coding matrixU for CB and ZF, we first findG = HH andG = H† = HH(HHH)−1,
respectively. The precoding matrix U is then found for each precoder by normalizingG
to have unit-norm column vectors, i.e., ui = gi/‖gi‖. By replacing CB and ZF filters,
the following SINR is obtained for each user:

γCB
i =

‖hi‖2di
‖hi‖2

∑K
j=1,j 6=i |ρij |2dj +N0

, (10.4)

γZF
i =

|hTi ui|2di
N0

=
di

‖gi‖2N0
. (10.5)

For a given set of filters ui, i = 1, 2, ...,K, we are interested in finding the coef-
ficients di, i = 1, 2, ...,K, that maximize the minimum γi among the users, which is
referred to as max-min power control [42, Sec. 7.1]. Employing the max-min power
control equalizes the throughput of all users [33], i.e., γCB

i = γCB and γZF
i = γZF for

i = 1, 2, ...,K. The power control vector d∗ is found by solving

d∗ = argmax
d1,d2,...,dK∈R+

min
i∈{1,2,...,K}

γi, (10.6)

where γi is given by (10.3). To solve (10.6), we use the bi-section method (see [33,
Algorithm 2]) for CB, and we use the Lagrangian multiplier for ZF.

10.3 DropNet: Proposed Dropping Algorithm Based On
Neural Networks

In this section, we present details of DropNet. DropNet is designed to find the set of
users that shall be dropped such that the achievable sum-rate of the remaining users is
maximized. At the end of this section, a complexity analysis is given to compare the
complexity of DropNet with the exhaustive search and the previous CDA.

10.3.1 Design Methodology
We model the user dropping as a classification problem. In the classification problem,
we consider one class representing the case where no user is dropped,

(
K
i

)
classes rep-

resenting the cases where i users out of K users are dropped. We assume 1 ≤ i ≤ nmax,
where nmax is the maximum number of users that we allow to be dropped. Overall, the
total number of classes is

nout = 1 +

(
K

1

)
+

(
K

2

)
+ ...+

(
K

nmax

)
. (10.7)

Each class denotes a neuron in the output layer. Thus, the number of neurons correspond-
ing to the output layer is nout.
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We choose the inputs of the NN as follows assuming a real-valued NN. For a given
channel realization H , the chosen inputs should correspond to a meaningful metric re-
lated to the users to be dropped. Moreover, as will be shown in Sec. 10.3.2, the com-
putational complexity of the resulting NN is directly related to the number of input and
output neurons. Therefore, the number of inputs should be as small as possible. In gen-
eral, for a fixed transmit power P , one can employ the elements ofH as the inputs of the
NN, as H contains all the information required for the dropping algorithm. However,
the number of elements of H is 2MK,2 which scales linearly with both the number of
antennas M and the number of users K. This is not desirable because in massive MIMO
M >> K. Thus, it is beneficial to find appropriate input features for which the number
of input nodes does not scale with M . Previous dropping algorithms [3, 4, 33] use the
absolute value of the pair-wise normalized spatial correlation of the users ρij

ρij =
hHj hi

‖hi‖‖hj‖
, i, j 6= i ∈ {1, 2, ...,K}, (10.8)

to drop some of the users. There are
(
K
2

)
values of |ρij |, i.e., (K2−K)/2, which is much

less than 2MK values of H . Thus, |ρij | values are possible candidates for the inputs of
the NN. By studying (10.4) and (10.5), we propose to use |ρij | and ‖hi‖2 as the input
features of the NN as explained in the following.

To find the SINR for CB as in (10.4), we need to use bisection method to find the
power control coefficients, for which ‖hi‖ and |ρij | are required. Therefore, ‖hi‖ and
|ρij | provide enough information to find the set of dropped users for CB. To find the
SINR for ZF as in (10.5), we need to use Lagrangian multiplier to find the power control
coefficients for which ‖gi‖2 the diagonal elements of (HHH)−1 are required. To com-
pute the diagonal elements of (HHH)−1, we need ‖hi‖ and ρij . Thus, for ZF, we need
the complex values of ρij rather than |ρij | as for CB. However, by using |ρij | instead of
ρij , we can further reduce the number of input nodes for ZF. Thus, in this paper, we use
|ρij | and ‖hi‖2 as the input features for both CB and ZF. Overall, the number of input
nodes becomes:

nin =

(
K

2

)
+K =

K2 +K

2
, (10.9)

which is much lower than 2MK. For instance, assuming K = 10 and M = 100,(
K
2

)
+ K = 55, while 2MK = 2000. We emphasize that by using |ρij | and ‖hi‖2

values, we remove the dependency of the number of inputs to M and therefore, reduce
the complexity of NN considerably. Hence, such input selection is practical for massive
MIMO systems. We investigated different NNs with more than one hidden layer, how-
ever, to limit the computational complexity of the designed NN we use only one hidden
layer instead. The number of neurons in the hidden layer is the design parameter, which
provides a performance-complexity trade-off in DropNet.

2Note that the factor 2 is due to considering a real-valued NN.
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Figure 10.2: The schematic of a NN for DropNet when K = 3 and nmax = 1 with inputs
|ρ12|, |ρ13|, |ρ23|, ‖h1‖2, ‖h2‖2, ‖h3‖2 and output one-hot vector v.

As an example, the NN of DropNet for K = 3, nmax = 1 is illustrated in Fig. 10.2.
There are

(
3
2

)
+ 3 = 6 input nodes and there are 1 +

(
3
1

)
= 4 output nodes with 7

nodes in the hidden layer. In DropNet, we employ “Relu” as the activation function
for the hidden layer and “Softmax” as the activation function for the output layer (see
Fig. 10.2). The output of Softmax represents the probability of each class for a given set
of input features. The output of NN is represented by a one-hot vector v of size nout × 1,
where the component corresponding to the class of dropped users is “1” and all the other
components are “0”. We employ cross-entropy as the cost function, as NN is used to
find the set of dropped users with a high probability. The standard back-propagation
algorithm [98] is used for optimizing the parameters of NN.

To train (test) the NN, we generate the training (test) set for a given precoder as
follows. We generate a large number of realizations of H for the training (test) set. For
each realization ofH , we compute

(
K
2

)
values of |ρij | and K values of ‖hi‖2 associated

withH . We find the optimal set of dropped users corresponding toH with an exhaustive
search. The solution of the exhaustive search is stored as a one-hot vector v of size
nout × 1, where the component corresponding to the class of dropped users is “1” and all
the other components are zero. The vector v serves as the NN output corresponding to
the computed input nodes. After the training phase, the trained NN is evaluated using the
test set. We evaluate the complexity of the designed NN in the sequel.

10.3.2 Complexity Analysis
We first explain the computational complexity of the exhaustive search for CB and ZF
precoding, then, we compute the corresponding complexity of DropNet. For the com-
plexity analysis, it is assumed that each complex addition costs 2 floating point operations
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(FLOPS) and each complex multiplication costs 6 FLOPS [63]. To drop i out ofK users,
there are

(
K
i

)
possibilities. In the exhaustive search, one requires to check all possible

sets of dropped users. For each set of dropped users, we need to find the SINR with max-
min power control of the remaining users to compute the corresponding sum-rate. For
CB, it is required to use the bi-section method to compute the max-min SINR denoted
by γCB for the users. At each iteration of the bi-section method, an inverse of a K ×K
matrix is required, which entails K3/2 + 3K2/2 multiplications and K3/2−K2/2 ad-
ditions and K square roots operations3 [82]. For a given nmax, the complexity of the
exhaustive search for CB in FLOPS is given as

CCB =

nmax∑
i=0

(
K

i

)
Ii(4(K − i)3 + 8(K − i)2 + (K − i)), (10.10)

where Ii is the number of iterations used to run the bi-section method, which depends on
the search interval for γCB and the required accuracy for γCB [99, Th. 2.1]. For instance,
for nmax = 2 and I0 = I1 = I2 = K with accuracy of 0.01, CCB has complexity of
O(K6).

The max-min SINR for ZF is given as [69, eq. (14)]:

γZF =
P

N0 tr(HHH)−1
. (10.11)

As can be seen from (10.11), the trace of (HHH)−1 for computing γZF needs to be
calculated. It is known that the trace of (HHH)−1 is equal to the sum of the eigenvalues
of (HHH)−1 [100, Ch. 4]. To find the eigenvalues of (HHH)−1, it is enough to
find the eigenvalues of HHH and then inverse them. Consequently, the computational
complexity of evaluating γZF is equal to the complexity of finding the eigenvalues of
a K × K symmetric matrix, which is 16/3K3 [63]. Overall, the complexity of the
exhaustive search for ZF in FLOPS is given as

CZF =

nmax∑
i=0

(
K

i

)
16

3
(K − i)3. (10.12)

For instance, for nmax = 2, CZF has complexity of O(K5).
The complexity of DropNet depends on the number of multiplications and additions

in the forward propagation of the NN at the test phase.4 We consider real-valued NN,
where the multiplications and additions are all real operations. Recall that the input and
output layers of NN have nin (see (10.9)) and nout (see (10.7)) neurons. Let us assume
that the hidden layer contains l neurons. The number of multiplications for computing
the value of a given neuron in the hidden and output layers are nin and l, respectively,

3We assume that each square root operation costs 1 FLOP [82].
4Back-propagation is performed offline at the training phase, thus, only the complexity of the forward

propagation is considered at the test phase.
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Figure 10.3: The computational complexity of the exhaustive search for CB and ZF compared to
the DropNet with different number of nodes (16 to 256) as a function of the number of users K
with nmax = 2.

rendering a total of ninl + lnout multiplications in the forward propagation. Assuming a
bias term for the hidden and output layers, the total number of additions in the forward
propagation becomes the same as the number of multiplications, i.e., ninl+lnout. As each
real-value multiplication and addition require one FLOP, the total number of FLOPs for
the forward propagation is given as

CDropNet = 2ninl + 2lnout,

= 2l

(
K2 +K

2
+

nmax∑
i=0

(
K

i

))
(10.13)

For instance, for nmax = 2 and l = K2, CDropNet has complexity of O(K4), which is
lower than that of CB and ZF for the same nmax.

In Fig. 10.3, the complexity (FLOPS) of DropNet as a function of K is compared
with that of the exhaustive search for nmax = 2 for both CB and ZF. The number of
nodes in the hidden layer for DropNet changes from 16 to 256. Although by increasing
the number of nodes in the hidden layer, the complexity of DropNet increases, the slope
of DropNet is much lower than the exhaustive search for both CB and ZF. To compute
the complexity of CB in Fig. 10.3 for a given number of users, we use the average Ii
found by running a large number of simulations. For instance for K = 10 and accuracy
of 0.01, I0 = 24.2, I1 = 21.4 and I2 = 19.9. We use the results in Fig. 10.3 to find an
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Figure 10.4: The CDF plots of sum-rates for exhaustive search (EXS), CDA and DropNet with
different l when a 3× 3 UPA serves 4 users (M = 9,K = 4) with CB and ZF.

appropriate number of neurons for the hidden layer in DropNet that considerably reduces
the computational complexity of the exhaustive search.

10.4 Simulation Results
We consider a single-cell massive MIMO, where a BS with a uniform planar array (UPA)
of
√
M ×

√
M antennas located at x-y plane with half-wavelength spacing (carrier fre-

quency of 30 GHz) serving K single-antenna users. The users are uniformly distributed
in the cell (10-200 m). The channel matrix H is computed using the LOS model given
in [36, eq. (5)]. Moreover, shadowing effect (log-normal shadow fading with the vari-
ance of 12 dB) is considered. The azimuth and elevation angles of the users are uniformly
distributed in the intervals (0, 2π) and (0, π/2), respectively. The minimum distance be-
tween two users is set to a wavelength. We set the transmit power (without loss of gen-
erality) at the BS such that in FP, γCB = γZF = 15 is achieved and we consider nmax = 2
for all the dropping algorithms. This means for each dropping algorithm, the maximum
number of users that is allowed to be dropped is 2. For the training set 3.9M (97.5% of
dataset) and for the test set 100K realizations (2.5% of dataset) of the channels are used.
We present the cumulative distribution function (CDF) of CB and ZF achievable sum-
rate for DropNet compared to the exhaustive search and previous CDA [3, Algorithm 1].

In Fig. 10.4, the CDF of the sum-rate is shown for CB and ZF for a BS with a 3× 3
UPA serving 4 users (M = 9,K = 4) employing the exhaustive search (blue solid line),
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Figure 10.5: The CDF plots of sum-rates for exhaustive search (EXS), CDA and DropNet with
different l when a 8× 8 UPA serves 10 users (M = 64,K = 10) with CB and ZF.

CDA (black dash-dotted) and DropNet with three different l (dashed lines) to drop some
of the users. The 5th percentile sum-rate is magnified for a better comparison for all
the scenarios. In addition, in Fig. 10.5, the same curves are presented for a BS with a
8× 8 UPA serving 10 users (M = 64,K = 10). The following conclusions are inferred
from Fig 10.4 and Fig. 10.5. First, there is a gap between the CDF of the sum-rate of the
exhaustive search and CDA. Second, by employing DropNet with an appropriate l, one
can improve the CDF of CDA and reduce the gap to the exhaustive search. Third, for a
given l, the designed NN for CB has a performance much closer to the exhaustive search
compared to ZF. For ZF, the gap to the exhaustive search can be further reduced by using
ρij instead of |ρij | as the input features, however, with extra complexity.

We compare the 5th percentile sum-rate of DropNet with a given l with the exhaustive
search and CDA in Table 10.1. We use simulation scenarios in Fig. 10.4 and Fig. 10.5.
The improvement of DropNet for ZF is more than that of CB for both MIMO systems.
In terms of the 5th percentile sum-rate, by employing DropNet, the gap (loss) to the
exhaustive search is smaller than the gap (improvement) to CDA. We further compare the
computational complexity (FLOPS) of DropNet for a given l with the exhaustive search
and CDA in Table 10.2 for the same scenarios as in Table 10.1. Note that computing |ρij |
for CDA and DropNet costs 8MK2 FLOPS. The complexity reduction of DropNet for
CB is much more than that of ZF for both MIMO systems. For both CB and ZF, by
employing DropNet, the complexity of the exhaustive search is reduced.

The results in Table 10.1 and Table 10.2 show that DropNet provides a 5th per-
centile sum-rate close to that of the exhaustive search while its complexity is close to
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Table 10.1: 5th percentile sum-rate comparison between DropNet, exhaustive search, and CDA
dropping schemes for the simulation scenarios of Fig. 10.4 and Fig. 10.5.

Case study
Number of neurons
in hidden layer (l)

5th percentile
sum rate gap

w.r.t. EXS (bit/s/Hz)

5th percentile
sum rate improvement
w.r.t. CDA (bit/s/Hz)

CB (M = 9,K = 4) 15 0.15 0.70
CB (M = 64,K = 10) 75 0.30 0.86

ZF (M = 9,K = 4) 14 0.31 1.16
ZF (M = 64,K = 10) 75 0.67 2.33

Table 10.2: Complexity (FLOPS) comparison between DropNet, exhaustive search, and CDA
dropping schemes for the simulation scenarios of Fig. 10.4 and Fig. 10.5. To find the complex-
ity reduction (increase) ratio, we compute (10.10) for CB, (10.12) for ZF and (10.13) for DropNet.

Case study
Number of neurons
in hidden layer (l)

Complexity reduction
ratio w.r.t. EXS

Complexity increase
ratio w.r.t. CDA

CB (M = 9,K = 4) 15 14.57 1.55
CB (M = 64,K = 10) 75 46.89 1.33

ZF (M = 9,K = 4) 14 1.34 1.51
ZF (M = 64,K = 10) 75 3.22 1.33

that of CDA. Therefore, DropNet provides an interesting trade-off between complexity
and sum-rate performance.

We further present the CDF of sum-rates for CB and ZF in Fig. 10.6 for M = 64
and K = 10 when there is no shadowing. In this case, the gap between CDA and the
exhaustive search is smaller. Similar to the shadowing scenarios, by employing DropNet,
we can approach the exhaustive search performance.

10.5 Conclusions
In this paper, a dropping algorithm based on neural networks is proposed for LOS mas-
sive MIMO. We show that the proposed dropping algorithm provides a performance-
complexity trade-off between conventional correlation-based dropping algorithms and
the optimal dropping strategy found by an exhaustive search. The proposed dropping
algorithm outperforms the correlation-based dropping algorithm and achieves a 5th per-
centile sum-rate close to that of the exhaustive search with up to a factor of 46 and 3
lower computational complexity compared to the exhaustive search for CB and ZF, re-
spectively.
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Figure 10.6: The CDF plots of the sum-rates for the exhaustive search (EXS), CDA and
DropNet with l = 35, 55, 75 when a 8 × 8 UPA serves 10 users (M = 64,K = 10) with
CB (left curves) and ZF (right curves) with no shadowing effect.
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CHAPTER 11
Paper G
An Improved Successive
Filter-Based Dropping
Algorithm for Massive MIMO
with Max-Min Power Control

Abstract

In line-of-sight massive MIMO, there are use cases where the channel vectors of some
users become highly correlated. Highly correlated users lead to a large reduction in the
sum-rate of linear and nonlinear precoders with max-min power control. To alleviate the
loss in the sum-rate, some users can be dropped and rescheduled. The optimal dropping
strategy can be found by an exhaustive search. In this paper, a successive filter-based
dropping algorithm (SFDA) is proposed, which improves upon the existing dropping al-
gorithms in the literature. At each step, the user with the highest filter norm is dropped.
By comparing the sum-rate of all the steps, the best set of dropped users is found. In
contrast to previous threshold-based algorithms in the literature, SFDA does not require
a predefined threshold for the spatial correlation of users. Compared to an exhaustive
search, the complexity of SFDA is reduced. Simulations results show when a 100 anten-
nas base station serves 10 users, SFDA improves the 5th percentile sum-rate compared
to previous algorithms in the literature up to 6 bits/channel use.
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11.1 Introduction
When the number of antennas at the base station (BS) of a massive MIMO system in-
creases, the channel vectors from the BS to the users are more likely to become mutu-
ally orthogonal. Mutual orthogonality among the channel vectors is known as favorable
propagation (FP) [39]. FP is observed both in line-of-sight (LOS) and independent and
identically distributed Rayleigh fading environments [33]. In LOS environments, there
are some use cases (e.g., “open exhibition”) where the channel vectors of a few users
become highly correlated [32, 39]. In these highly correlated scenarios, the achievable
sum-rates of linear and nonlinear precoders decrease considerably [3, 4, 70, 71].

To avoid the loss in the achievable sum-rates of linear and nonlinear precoders, one
can optimize the inter-element spacing of the BS antenna arrays [2] or can use a drop-
ping algorithm to drop and reschedule some of the correlated users [33, 91–93]. For
LOS environments with max-min power control, a correlation-based dropping algorithm
(CD algorithm) was proposed in [33]. In the CD algorithm of [33], the BS drops a few
users and reschedules them in another coherence interval to make the spatial correla-
tion among the channel vectors of the remaining users to be less than a threshold. The
threshold is found by rerunning a large number of numerical simulations with the same
configuration. A similar method was used in [91,93]. Instead of predefined thresholds as
in [33], thresholds are derived in [3,4] for conjugate beamforming (CB) and zero-forcing
(ZF), and a known nonlinear precoder, i.e., Tomlinson-Harashima precoding (THP) [94]
with max-min power control. By using the thresholds in [3, 4] for channels with only
one pair of correlated users (the other pairs are mutually orthogonal), the optimal drop-
ping strategy is achieved. However, when there are more correlated pairs of users, the
available CDAs may be far from the optimal dropping strategy, which can be found by
an exhaustive search. An exhaustive search entails a high computational complexity.
In [75], an improved dropping algorithm based on neural networks is proposed, which
provides a trade-off between computational complexity and sum-rate performance. Nev-
ertheless, to the best of our knowledge, a low-complexity dropping strategy with a better
sum-rate performance has not been proposed in the literature.

In this paper, we propose a novel successive filter-based dropping algorithm (SFDA)
for massive MIMO systems with max-min power control. The proposed SFDA finds the
set of dropped users such that the achievable sum-rate of the remaining users with max-
min power control is maximized. At each step of SFDA, the user with the highest filter
norm is dropped. By comparing the sum-rate of all the steps, the best set of dropped
users is found.

The main contribution of the paper is to propose a new dropping algorithm for LOS
massive MIMO systems that does not require a threshold or any preprocessing. Al-
though the proposed SFDA can be used for non-LOS scenarios, we focus on LOS sce-
narios in this paper for the following reason. In LOS environments, it is essential to
employ dropping algorithms to drop a few users to achieve nearly orthogonal channel
vectors [3, 4, 33, 75, 92]. One appealing feature of SFDA is that it allows the selection of
the maximum number of users that could be dropped and rescheduled. This number can
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be set based on the sum-rate requirements of the users or the computational complexity.
By increasing this number, a higher sum-rate can be achieved with more computations,
which makes the algorithm flexible as it trades-off performance vs. complexity. Simu-
lation results show that SFDA achieves almost the same performance as an exhaustive
search with much lower complexity. For instance, when at maximum two out of K users
shall be dropped, the complexity of SFDA is O(K3), which is much lower than that of
the exhaustive search, which is O(K5).

11.2 System Model
The model for the downlink channel with linear precoding for an M -antenna BS that
serves K single-antenna users is shown in Fig. 10.1. The intended zero-mean, uncorre-
lated and unit variance symbols s = (s1, s2, ..., sK)T ∈ CK×1 are precoded by a diago-
nal power control matrix D = diag(d) and a linear precoding matrix U ∈ CM×K with
unit-norm column vectors ui1. The power control vector is d = (

√
d1,
√
d2, ...,

√
dK)T ,

where di ∈ R+ with i = 1, 2, ...,K are power control coefficients. The radiated power
constraint at the BS is

∑K
i=1 di = P . The precoded vector x ∈ CM×1 is found by:

x = UDs. (11.1)

Then, x is transmitted through the wireless channel, which is modeled using a matrix
H = (h1,h2, ...,hK)

T ∈ CK×M , where hi is the channel vector from the BS to user i.
The received signal for user i is given by:

yi = hTi x+ ni = hTi ui
√
disi +

K∑
j=1
j 6=i

hTi uj
√
djsj + ni, (11.2)

where ni is complex AWGN noise with variance N0. Assuming a perfect channel state
information for a given channel realization, the signal to noise plus interference ratio
(SINR) for each user can be expressed as:

γi =
|hTi ui|2di∑K

j=1,j 6=i |hTi uj |2dj +N0

. (11.3)

For a given set of filters ui, i = 1, 2, ...,K, we are interested in finding the co-
efficients di, i = 1, 2, ...,K, that maximize the minimum γi among the users, a.k.a.,
max-min power control:

d = argmax
d1,d2,...,dK

min
i

γi, (11.4)

1Lowercase, bold lowercase, and bold uppercase letters denote scalars, column vectors, and matrices, re-
spectively. | · | and ‖ · ‖ denote the absolute value and l2-norm operators. The superscripts ∗, T , and H

denote complex conjugate, un-conjugated transpose, and conjugated transpose, respectively. diag(p) denotes
a diagonal matrix with diagonal entries taken from p. H† denotes the pseudo-inverse of the matrixH .
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Figure 11.1: The model of the downlink channel with linear precoding.

where γi is given by (11.3). Using the max-min power control in (11.4), uniformly good
service for all the users is achieved [33].

The ZF filters and corresponding max-min power control are found as follows. The
ZF filters ui are found, by normalizing the ith column of the pseudo-inverse of the chan-
nel H† = (g1, g2, ..., gK) = HH(HHH)−1 to have a unit-norm column vector. By
using the ZF filters ui = gi

‖gi‖ , (11.3) becomes:

γi =
di

‖gi‖2N0
. (11.5)

By employing Lagrangian multiplier to solve (11.4), the max-min power control coeffi-
cients are found to be

di =
P‖gi‖2∑K
j=1 ‖gj‖2

, (11.6)

which lead to the following γ for each user:

γ =
P

N0

∑K
j=1 ‖gj‖2

. (11.7)

By employing THP with max-min power control at the BS, one can improve the
signal to noise ratio (SNR) at the users compared to linear precoders. By using the
results in [4, 41], the following γ is found for the users:

γ =
P

N0

∑K
j=1 ‖wj‖2

, (11.8)

where wj is the corresponding filter used in THP (see [41, Sec. 5.4.5] for more details).
The algorithm described in [41, Fig. 5.18] is used to find an appropriate order of users
for THP that maximizes γ among the users.
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In the case of mutual orthogonality among the K users, ZF and THP achieve the
same SNR denoted by γ0 as follows:

γ0 =
P

N0

∑K
i=1

1
‖hi‖2

. (11.9)

For ZF or THP, the sum-rate
R = K log2 (1 + γ) (11.10)

can be achieved using (11.7) or (11.8), respectively.

11.3 Proposed SFDA
We are interested in finding the set of up to nmax users that shall be dropped such that
the sum-rate with max-min power control is maximized for the remaining users. The
parameter nmax can be set based on the sum-rate requirements for the users or the com-
putational complexity at the BS. For a given channel with K users, the set of all users
is denoted by U = {1, 2, ...,K}, and the set of dropped users is denoted by A? with
|A?| ≤ nmax. For ZF, the set of dropped users is found by

A? = argmax
A∈S

(K − |A|) log2

(
1 +

P/N0∑
j∈U\A ‖gj‖2

)
, (11.11)

where S is the set of all the subsets of U with up to nmax elements. For instance, when
K = 3 and nmax = 2, S = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}}.

For a given nmax, (11.11) can be solved by an exhaustive search as follows. The set
S is split to disjoint subsets S0,S1, ...,Snmax , where |Si| is the set of all the subsets of U
with exactly i elements (any A ∈ Si has i elements). Given Si, (11.11) becomes

A?i = argmax
A∈Si

P/N0∑
j∈U\A ‖gj‖2

, (11.12)

which is equivalent to
A?i = argmin

A∈Si

∑
j∈U\A

‖gj‖2. (11.13)

After finding the solutions A?0,A?1, ...,A?nmax
, the solution to (11.11) is the one, which

results in the highest sum-rate. Employing the exhaustive search to solve (11.11) for
large K entails huge computational complexity. For example, for K = 10 and nmax = 2,
S has 56 subsets that need to be searched as in (11.11).

To alleviate the complexity burden of the exhaustive search, we propose a successive
filter-based dropping algorithm (SFDA) to heuristically solve (11.11). The idea of SFDA
is to reduce the number of searches from |S| = |S0|+|S1|+...+|Snmax | (with |Si| =

(
K
i

)
)
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to nmax + 1. Besides, we use the filter norms ‖gi‖ (see the summation in (11.13)) to
choose the set of dropped users, and heuristically solve (11.11).

The proposed SFDA for ZF is presented in Algorithm 1. The inputs for the algorithm
are H , the channel matrix, P , the BS total transmit power, and nmax, the maximum
number of users that is allowed to be dropped. After running SFDA, the set of dropped
usersA? is found. Note by setting nmax to a higher number, more users could be dropped
and thus, a higher sum-rate can be achieved for the users (see (11.7)). However, to drop
more users, more computations are required.

The proposed SFDA is explained as follows. When no users are dropped, the set of
active users, the channel matrix and corresponding sum-rate are denoted by A(0), H(0)

and r(0), respectively (see line 1-3). In each step of the the main loop (line 4-10), one user
is dropped. To find which user shall be dropped, we first need to find the filters G using
H(j) (line 5). The user with the highest filter norm ‖gi‖ is dropped (line 6). By dropping
the user with the highest filter norm, we heuristically minimize the summation of filter
norms for the remaining users (see (11.13)). Then, A(j+1), the set of the remaining
users, H(j+1), the channel matrix, and r(j+1), corresponding sum-rate are found (line
7-9). Finally, by finding the maximum sum-rate, the set of dropped users A? is found
(line 11-12).

The main complexity of SFDA is to find the filter norms ‖gi‖ (line 5-6). For the
channel matrixH , ‖gi‖2 are found by finding the diagonal elements of:

GHG = (HHH)−1. (11.14)

Therefore, one only needs to find the diagonal elements of a K ×K matrix, which has
the complexity order of O(K3). Consequently, at each step of the algorithm (line 4-10),
diagonal elements of a (K − j) × (K − j) matrix are found, which has the complexity
of O(K − j)3. If nmax is small enough compared to K, the complexity of the algo-
rithm is O(K3). On the other hand, the complexity of the exhaustive search is much
higher. To drop nmax users, there are

(
K
nmax

)
cases (complexity order of O(Knmax) for

nmax << K) that have to be checked for which the complexity is O(K3). Thus, the
complexity order of the exhaustive search is O(Knmax+3). Although, the complexity of
CDA is lower than SFDA, the complexity of finding the ZF filters is the same for all
the algorithms, i.e., O(MK2). Therefore, the complexity of finding the active users and
corresponding ZF filters is the same for SFDA and CDA, while for the exhaustive search
is O(max(MK2,Knmax+3)).

Note that by increasing nmax the computations required for SFDA increases while
the same or a higher sum-rate can be achieved for the remaining users. In the case of
nmax = K, the computational complexity of SFDA is increased to O(K4). In this case,
it is guaranteed that the highest sum-rate is achieved for the active users with the highest
computations. However, one can reduce nmax to trade-off complexity vs. performance.

We can use Algorithm 1 for THP as well. However, for THP, the order that the users
are dropped may change the SNR (different set of wj in (11.8)), and consequently the
sum-rate. This means that we may need to check a different set for dropping the users.
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Algorithm 1 Proposed SFDA for ZF

Input: H , P , nmax
Output: A? ⊂ {1, 2, ...,K}

1: A(0) = {1, 2, ...,K}
2: H(0) = H
3: find sum-rate r(0) for A(0) usingH(0) (see (11.7) and (11.10))
4: for j = 0, 1, 2, ..., nmax − 1 do
5: G = (g1, g2, ..., gK−j) = (H(j))†

6: i = argmaxk ‖gk‖
7: remove row i fromH(j) to findH(j+1)

8: A(j+1) ← A(j) \ {i}
9: find sum-rate r(j+1) for A(j+1) usingH(j+1)

10: end for
11: n? = argmaxl r(l)

12: A? ← A(0) \ A(n?)

For THP, we propose to run Algorithm 1 two times. Then, we compare the sum-rate
associated with the two runs to find the set of dropped users that leads a higher achievable
sum-rate. Once, as it is explained in Algorithm 1, and once with a small modification.
The modification is as follows. For j = 0 in the main loop of the algorithm (line 4-10),
the second user with the highest ‖gi‖ is dropped instead of the user with the highest
‖gi‖. The rest steps of the loop remains unchanged.

11.4 Simulation Results

A BS with a uniform planar array (UPA) of 10×10 antennas with a half-wavelength spac-
ing is assumed, which servesK single-antenna users. The users are uniformly distributed
at the cell-edge (200 m) to study the worst-case performance of the system considering
shadow fading (log-normal shadow fading with the variance of 12 dB) with the azimuth
angle of φ ∈ (0, 2π) and polar angle of θ ∈ (0, π). The carrier frequency is set to 30
GHz. The minimum distance between two users is assumed to be a wavelength (λ = 0.01
m). For LOS environments, we use [35, eq. (7.26)] for the channel matrix. The Monte
Carlo simulation runs for 100K realizations of the channel. We compare the cumulative
distribution function (CDF) of the achievable sum-rate of SFDA with CDA in [3, Algo-
rithm 1], the neural network based dropping algorithm (DropNet) of [75] and the optimal
dropping strategy found by an exhaustive search in the two following scenarios.

In the first scenario, the goal is to compare the dropping algorithms when the BS is
allowed to drop up to nmax users such that the achievable sum-rate of the remaining users
is maximized using max-min power control. For instance, for nmax = 2, the BS can
drop 1 or 2 or no users. The BS serves K = 12 users and the transmit power is fixed
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Figure 11.2: Sum-rate CDF for ZF when a 10 × 10 UPA serves 12 single-antenna users em-
ploying no dropping algorithm compared to CDA, DropNet, SFDA and exhaustive search with
nmax = 2 and γ0 = 15. SFDA improves the 5th percentile of CDA and DropNet by 2.48 and 1.82
bits/channel use, respectively.

such that when the users are mutually orthogonal γ0 = 15 is achieved. In Fig. 11.2, the
sum-rate CDF for ZF when no user is dropped (No Dropping) is compared with that of
when the BS uses CDA, DropNet, SFDA and exhaustive search to drop up to nmax = 2
users. We chose the number of hidden nodes for DropNet such that the complexity
of DropNet is the same as the complexity of the proposed SFDA. When the BS does
not employ any dropping algorithm, the 5th percentile ZF sum-rate is the worst (12.22
bits/channel use). By employing CDA (dashed red curve), the 5th percentile ZF sum-
rate is improved considerably to 31.27 bits/channel use, which shows that it is essential
for the BS with the max-min power control to drop and reschedule some of the users to
avoid the loss in the achievable sum-rate. The achievable sum-rate of CDA is still far
from that of the exhaustive search (solid black curve), which is 33.85 bits/channel use.
By employing DropNet (solid orange curve), the 5th percentile ZF sum-rate of CDA is
improved from 31.27 to 31.93 bits/channel use, however, it is still far from that of the
exhaustive search. By employing SFDA (dashed cyan curve), the 5th percentile ZF sum-
rate is 33.75 bits/channel use. As shown in Fig. 11.2, SFDA achieves almost the same
CDF as the exhaustive search.

The same simulation is run for THP, and the results are shown in Fig. 11.3. By em-
ploying the CDA, the 5th percentile THP sum-rate is improved from 26.64 bits/channel
use (No Dropping) to 32.86 bits/channel use, while by employing DropNet (with the
same complexity as the proposed SFDA), it is 33.89 bits/channel use. By using SFDA
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Figure 11.3: Sum-rate CDF for THP when a 10 × 10 UPA serves 12 single-antenna users em-
ploying no dropping algorithm compared to CDA, DropNet, SFDA and exhaustive search with
nmax = 2 and γ0 = 15. SFDA improves the 5th percentile of CDA and DropNet by 2.52 and 1.49
bits/channel use, respectively.

and the exhaustive search, the 5 percentile THP sum-rate is 35.38 and 35.50 bits/channel
use, respectively. Similar to ZF, the results in Fig. 11.3 show that it is essential for the BS
with THP to drop and reschedule some of the users. By using THP at the BS, the CDF
of achievable sum-rate is improved compared to ZF, which shows that THP is a better
candidate compared to ZF.

In Fig. 11.2 and Fig. 11.3, DropNet and the proposed SFDA have the same com-
plexity, however, the proposed SFDA provides a higher 5th percentile sum-rate. More
importantly, SFDA achieves almost the optimal performance, which makes SFDA a bet-
ter alternative in terms of performance. Note, for DropNet a neural network has to be
trained for each simulation scenario with different parameters, e.g., the number of users,
the transmit power at the BS, etc. This feature of DropNet limits its flexibility for the
simulations in the second scenario.

In the second scenario, the goal is to compare the dropping algorithms when the BS
drops exactly n users. This implies that after dropping n users, the number of served
users is the same for the dropping algorithms. The sum-rate CDF when the BS uses
CDA, SFDA and exhaustive search to drop exactly n users is shown for ZF and THP in
Fig. 11.4 and Fig. 11.5, respectively. We present the results for three different examples,
i.e., when exactly n = 1, n = 2 and n = 3 users are dropped. The number of users after
dropping n users is 10 for all the examples. The transmit power is fixed at the BS such
that after dropping n = 1 users and when the users are mutually orthogonal, γ0 = 15 is
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Figure 11.4: Sum-rate CDF for ZF using CDA, SFDA, and exhaustive search (EXS) to drop exactly
n = 1 (left curves), n = 2 (middle curves), n = 3 (right curves) users. After dropping n users,
K is equal to 10 in all the examples. SFDA improves the 5th percentile sum-rate of CDA by 1.66,
3.6 and 5.28 bits/channel use, for n = 1, n = 2 and n = 3, respectively.

achieved. For n = 2 and n = 3, the transmit power is changed accordingly to achieve
γ0 = 31 and γ0 = 63, respectively. Note the transmit power for different n is changed
for a better comparison.

The results in Fig. 11.4 and Fig. 11.5 show that by employing SFDA instead of CDA,
the 5th percentile ZF achievable sum-rate is improved in all the examples (see the ar-
rows). More importantly, the SFDA achieves almost the same CDF of the exhaustive
search. The same simulation is run for THP in Fig. 11.5. Similar to the ZF results,
SFDA achieves almost the same performance as the exhaustive search for THP in all the
examples.

11.5 Conclusions
In this paper, a successive filter-based dropping algorithm is proposed for LOS massive
MIMO with max-min power control. The main advantage of SFDA is that it does not
require a predefined threshold or any preprocessing. By tuning the maximum number of
users that may be dropped, one can trade-off performance and complexity. Simulation
results show that SFDA improves the 5th percentile achievable sum-rate compared to
previous dropping algorithms both for ZF and THP, while achieving almost the same
performance as the optimal dropping strategy.
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Figure 11.5: Sum-rate CDF for THP using CDA, SFDA, and exhaustive search (EXS) to drop
exactly n = 1 (left curves), n = 2 (middle curves), n = 3 (right curves) users. After dropping n
users, K is equal to 10 in all the examples. SFDA improves the 5th percentile sum-rate of CDA by
2.46, 4.4 and 6 bits/channel use, for n = 1, n = 2 and n = 3, respectively.



1111

138 Paper G



1212

CHAPTER 12
Conclusion

In this thesis, we investigated three research questions to address dealing with correlated
scenarios in LOS massive MIMO systems. For each research question, we employ a
different strategy (see Fig. 1.4). Applying the proposed strategies improves the outage
performance in various use cases such as stadiums, shopping malls, open-air festivals,
etc.

The first research question was

• RQ1:
What are the precoding techniques that trade-off complexity vs. performance for
LOS massive MIMO systems while improving the performance of linear precod-
ing?

We addressed RQ1 in [C1] and [J1] by proposing low-complexity precoders. We pro-
posed a low-complexity linear precoder in [C1] and we proposed a low-complexity hy-
brid linear and nonlinear precoder in [J1]. In [C1] (Chapter 5), we proposed a low-
complexity linear precoder that switches between CB and ZF based on the channel con-
dition. The proposed idea is to predict and use the precoder, which results in the highest
sum-rate for a given channel. We showed analytically that the achievable sum-rate of the
proposed precoder is higher than both CB and ZF. Furthermore, by presenting two ex-
amples, we showed that the computational complexity of the proposed precoder is lower
than that of ZF.

In [J1] (Chapter 6), probability analysis is presented for LOS massive MIMO to study
the probability that there is at least one pair of correlated users and to study the average
number of correlated users. The presented probability analysis shows that it is more
probable that there are only one or two pairs of correlated users in LOS massive MIMO
systems. We proposed a hybrid linear and nonlinear precoder with max-min power con-
trol for which a modified THP method is proposed to reduce the complexity of nonlinear
precoders. We proposed a grouping scheme where users are divided into two groups. For
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the first group, modified THP is used, while for the second group, linear precoding is em-
ployed. In the end, the precoded vectors of the two groups are combined. The presented
simulation results show that the proposed hybrid linear and nonlinear precoder reduces
the required transmit power at the BS to ensure a given average BLER for NR-LDPC
codes using 16QAM and 64QAM compared to ZF. In summary

• We proposed a switching-based linear precoder based on CB and ZF that achieves
a sum-rate higher than both CB and ZF, and entails a computational complexity
lower than that of ZF.

• We derived the probability that there is at least one pair of correlated users in LOS
massive MIMO systems. Besides, we showed by simulation results that it is more
probable in LOS massive MIMO systems that there are only one or two pairs of
correlated users.

• We proved that when the number of antennas tends to infinity, the probability that
there is at least one pair of correlated users is asymptotically equivalent to the
probability that there is exactly one pair of correlated users.

• We proposed a low-complexity hybrid linear and nonlinear precoder for which
simulation results with NR-LDPC codes were presented to show its effectiveness
for LOS massive MIMO systems.

The second research question was

• RQ2:
What is the inter-element spacing for the ULA at the BS that has the optimal out-
age performance, i.e., minimizes the probability of occurrence of the correlated
scenarios?

We addressed RQ2 in [J2] by designing an optimized ULA. In [J2] (Chapter 7), we
proposed to employ a ULA with an optimized inter-element spacing at the BS to reduce
the occurrence of correlated scenarios with the cost of increasing the aperture size at the
BS. For a given ULA with an arbitrary inter-element spacing, we derived the probability
that the correlation among the channel vectors of two users is above a threshold. The
inter-element spacing of the proposed ULA is the one for which the derived probability is
minimized. The proposed ULA has the best outage performance when there are only two
users. For more users, we presented simulation results that demonstrate the effectiveness
of the proposed array compared to the conventional half-wavelength ULA with a known
linear precoder, i.e., ZF. In summary

• We derived the probability that the spatial correlation of a pair of users becomes
higher than a given threshold as a function of the inter-element spacing of the ULA.

• We found the inter-element spacing that minimizes the mentioned probability, i.e.,
optimizes the outage performance, when there are only two users.
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• We proposed to use the optimized inter-element spacing for the case with more
than two users for which simulation results were presented to show its effective-
ness.

The third research question was

• RQ3:
What are the dropping algorithms that can achieve near-optimal performance with
feasible computational complexity?

We addressed RQ3 in [J3]-[J6] (Chapter 8- 11) by studying the dropping problem. In
[J3] (Chapter 8), the dropping problem was analyzed for the CB and ZF with max-min
power control in LOS environments. Threshold values were analytically derived to be
used in the previously proposed dropping algorithm to avoid repeating a large number of
simulations to find the optimal threshold. By using the derived threshold for the dropping,
the sum-rate is maximized when there are only two correlated users. For more users,
we present the simulation results to show the effectiveness of employing our derived
threshold. Furthermore, a modified dropping algorithm was proposed that improves the
previously proposed dropping algorithm. In [J4] (Chapter 9), we studied the problem for
THP with two different power control strategies, i.e., max-min power control and equal
received power control.

We proposed two dropping algorithms in [J5] (Chapter 10) and [J6] (Chapter 11)
that do not rely on a predefined threshold and achieve better performance compared to
the previous dropping algorithms. In (Chapter 10), we proposed DropNet to find the
users that shall be dropped. By employing DropNet, we reduced the complexity of the
exhaustive search and achieved better sum-rate performance compared to the previous
correlation-based dropping algorithms. We trained the neural network in DropNet using
a large number of channel realizations, where the input features are the spatial correlation
and the norm of the channel vectors of the users. By presenting the simulation results,
we showed that DropNet trade-offs complexity vs. performance.

In (Chapter 11), we proposed an iterative filter-based dropping algorithm, which
achieves near-optimal performance. At each iteration, the user with the highest filter
norm is dropped. By comparing the sum-rate of all the iterations, the best set of dropped
users is found. In contrast to previous algorithms in the literature, our proposed IFDA
does not require a predefined threshold for the spatial correlation of the users or any
preprocessing. Compared to an exhaustive search, the complexity of IFDA is reduced
significantly. We presented simulation results to show the effectiveness of the proposed
IFDA with ZF and THP. In summary

• We derived the thresholds of the spatial correlation with CB, ZF and THP for the
previously proposed dropping algorithm in the literature to avoid repeating a large
number of simulations to find the threshold.

• We proposed a modified correlation-based dropping algorithm that improves the
previously proposed dropping algorithm.
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• We proposed a neural-network based dropping algorithm that trades-off complex-
ity vs. performance.

• We proposed an iterative filter-based dropping algorithm that does not require a
predefined threshold and achieves near-optimal performance.

By investigating these three research questions, we addressed dealing with correlated
scenarios from three different perspectives. The proposed strategies can be combined to
further improve the outage performance in the correlated scenarios. For instance, a low-
complexity precoder can be employed, while the inter-element spacing of the BS antenna
array is optimized and a few users are dropped. In this way, the system benefits from all
the proposed three strategies, i.e., the outage performance of the system becomes closer
to that of favorable propagation with a low computational complexity.
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