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Summary

Identification and Active Thermomechanical Control in
Precision Mechatronics

In modern times, technological advancements and innovations are ubiquitous.
To facilitate these developments requires tremendous effort in the high-tech man-
ufacturing, life sciences and the medical industry. These industries often employ
sophisticated multidisciplinary machinery, particularly in the electro-mechanical
domain that we often denote as mechatronics. Keeping up with the increased
demands on accuracy and throughput on these mechatronic systems requires
complex systems-of-systems based designs and advanced control methods. Im-
pressive progress in advanced motion control of precision mechatronics has led to
a situation where motion systems are capable of positioning up to the nanometer
scale. As a result of these advancements, the positioning errors are almost com-
pletely compensated and thermally induced deformations have relatively become
more pronounced on the overall system performance. Therefore, the thermome-
chanical aspects are no longer negligible and must be taken into account.

Accurate modeling of thermomechanical systems is challenging, e.g., due
to transient dynamics with large time constants, model parameter uncertainty,
and model complexity. In sharp contrast, modeling for advanced motion control,
using frequency response function (FRF) measurements, is fast, accurate, and
inexpensive.

Classically, control of thermal systems is done using a heater based actua-
tion system. However, these actuators are limiting for active thermal control
since they do not allow for cooling. In this thesis, first steps towards active
thermal control using thermoelectric elements are taken. These elements allow
dynamic temperature control, i.e., both heating and cooling. To facilitate their
use in thermal control, a comprehensive framework for modeling and control is
presented.

The aim of this thesis is to provide a concrete approach to move towards ac-
tive thermomechanical control in precision mechatronics. Modeling and control
methodologies are developed covering both the thermal and mechanical domain.



ii

The contributions are divided into the following research areas.
1) Modeling: An approach is developed that provides a fast and accurate

modeling procedure for thermal systems. It addresses several challenges that
are typically faced when modeling the thermodynamics in mechatronic systems.
Specifically, transients are addressed by using a local modeling approach. A novel
algorithm is developed that facilitates appropriate incorporation of prior knowl-
edge into the local modeling domain. The resulting framework allows for fast
and accurate identification of frequency response functions of thermomechanical
systems with reduced experiment time when compared to traditional methods.
Moreover, the accuracy is further improved by the incorporation of ambient air
temperature measurements as an additional excitation source. The identifica-
tion technique is implemented on various experimental setups and industrial
applications and yields significantly improved identification results under tran-
sient conditions. A high-fidelity parametric model is obtained by constructing
a lumped-mass parametric model and leveraging the improved frequency re-
sponse function to calibrate the model parameters. This grey-box approach is
shown to be successful in an industrial application case study. In this thesis,
an approach to temperature-dependent modeling of thermoelectric elements is
presented using a first principles approach with parameters based on experimen-
tal measurements. The procedure yields a temperature-dependent model that
is valid for a large operating range, facilitating the use in applications beyond
those of steady state operation.

2) Actuation: To accurately control a thermoelectric element is challenging
since its dynamics are both state-dependent and non-linear. By leveraging the
temperature-dependent model a feedback linearization technique is presented
that achieves linearity and stability of the input to output dynamics of the ther-
moelectric element. Moreover, by using an model-based observer, this linearizion
is achieved using a limited number of temperature sensors.

3) Control: In this thesis a systematic procedure for bi-directional coupling
of multiple systems to achieve improved overall performance in a systems-of-
systems application is presented. It provides filter design guidelines combined
with a robust stability guarantee. The procedure is illustrated in an industrial
case study of a waferscanner and can also be applied in the thermomechanical
domain to provide inter-disciplinary coupling.

The overall result of this thesis is a comprehensive approach for the identifica-
tion and control of thermomechanical aspects in precision mechatronic systems.
Facilitating the transition towards an active thermomechanical control approach
by providing contributions in the areas of modeling, actuation, and control.
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Chapter 1
Introduction

Abstract: For next-generation mechatronic systems it is expected that a
passive isolation approach to thermally induced deformations is no longer
sufficient to achieve the increased demands on accuracy and throughput. The
main idea pursued in this thesis is geared towards predicting and controlling
thermally induced deformations. This is done by taking an active approach
towards thermally induced deformations through accurate modeling, actuation,
and control. In this chapter, the context for this thesis is presented,
accompanied by the research challenges and the contributions.
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1.1. Digital industrial revolution

Almost every aspect of modern society is infused with digital technology. The
vast amount of information available through a pocket size smartphone would
have been unimaginable only a generation ago. Equally impressive is the rate of
development and adoption of new technologies in the manufacturing industry.
These developments are a key enabler for globalization, innovation, and trade
(Manyika et al., 2012) by facilitating new means of affordable intercontinental
logistics and real-time global communication pipelines.

In the manufacturing industry this increase in real-time communication pos-
sibilities has yielded a fast-paced transition towards digitalization of traditional
manufacturing and industrial practices, using modern smart technology. It can
be considered as both a result of and facilitator for high-tech mechatronic man-
ufacturing systems. Great progress has been made in the different fields of
research and manufacturing, examples of this progress, shown in Figure 1.1,
include the following.

� In the field of life and material sciences, transmission electron microscopes
have become increasingly capable of imaging to the atomic level (De Jonge
et al., 2010). Current generation microscopes are able to visualize, with
great accuracy, the atomic structure of complex molecules and crystalline
formations.

� In the semiconductor industry wafer scanners are used in the exposure
step, where an image of a chip layer is exposed onto a photo resist in a
lithographic process. Positioning accuracy and stability during this process
is crucial in obtaining accurate exposure of the semiconductor substrate.
Impressive progress in waferscanner technology (Heertjes et al., 2020) is the
key enabler for Moore’s law (Moore, 1965) which states that the number
of transistor per surface area of the semiconductor die will double every
18 months.

� In the medical industry, blood diagnostics that were classically performed
in a full size lab, can now be performed in a lab on a chip by leveraging
advancements in microfluidic actuators and sensors. These handheld diag-
nostic devices enable improved quality of life for patients by reducing the
need for hospital visits. Mass production of these systems can reduce the
cost price and improve the availability of high quality medical care in less
affluent countries. Moreover, inexpensive and rapid testing offers major
advantages in managing the initial outbreak during a viral epidemic (Zhu
et al., 2020).
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(a) Life sciences

(b) Semiconductor

(c) Medical

Figure 1.1. Examples from different industries that have made revolutionary
progress in research and manufacturing technology. Illustrating a transmission
electron microscope (a), a waferscanner (ASML, 2020) (b), and a handheld
blood diagnostic device (Philips, 2020) (c).

1.1.1. Digitalization in manufacturing

The digital revolution is a strong driving factor of the shift in the classical man-
ufacturing paradigm. This shift is seen in examples such as moving from a tradi-
tional printing press to printing on demand through cloud services and from mass
parts production using expensive molds to one-off prototype production using
additive manufacturing in 3-D printers. These developments are accompanied
by manufacturing equipment that transitions from largely mechanical devices to
a complex mechatronic systems often consisting of multiple sub-systems.

The term mechatronics is ubiquitous in both industry and academia and it
was first coined by Japanese engineer Tetsuro Mori of the Yasakawa electric com-
pany in 1969 (Dixit et al., 2017). Its conception was a result of a combination of
‘mecha’ from mechanics and ‘tronics’ from electronics. It involves the integra-
tion between components, i.e., hardware, and information-driven functionality,
i.e., software, resulting in integrated systems (Isermann, 2005). More precisely,
in this thesis, and in line with Bolton (2019), mechatronic system design is de-
scribed as a design philosophy where there is a co-ordinated and concurrent effort
to incorporate mechanical engineering with electronics and computer science in
the design of products and processes. Consequently, it is common in mechatronic
systems that mechanical functionality is replaced by electronic adaptations. This
facilitates agile design principles where the mechanical design, that is often ex-
pensive and time consuming to iterate over, is complemented by fast moving
developments in electronics and computer algorithms.

A prime example of a mechanical controller that was commonplace in indus-
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(a) Centrifugal governor. (b) Cam timer mechanism
(Wikimedia and Fylip22,
2010).

(c) Embedded controller.

Figure 1.2. Examples of traditional, mechanical, control systems (a,b) and
their modern implementation (c).

try is the centrifugal governor shown in Figure 1.2a adapted by James Watt to
regulate the rotational speed of steam engines by controlling the valve based on
centrifugal force on the rotating balls. A more recent example is a cam timer
mechanism, shown in Figure 1.2b, often used in washing machines. This is al-
ready considered as a mechatronic system since it uses an electrical motor to
drive a mechanical cam timing mechanism to schedule the pump, wash, and
centrifuge parts of a washing cycle. It relies on the fixed frequency of the AC
power grid and the electrical motor to provide accurate timing.

In modern systems, both examples presented in Figure 1.2 are often replaced
by a digital controller, implemented on an embedded microprocessor as shown in
Figure 1.2c, complemented with sensors and electro-mechanical actuators. This
facilitates additional functionality such as reporting error codes and actively re-
sponding to a system malfunction. Moreover, these devices are getting increas-
ingly connected to other devices through real time communication pipelines.
This has led to the Internet-Of-Things (IOT) and has yielded an interconnected
network of smart devices connected through the Internet and cloud services to
facilitate data gathering and collaborative behavior to increase automation of
common tasks. These developments towards digitalization and automation of
tasks through increased connectivity is often colloquially referred to as industry
4.0 (Bonilla et al., 2018; Ustundag and Cevikcan, 2018).

1.2. Shift in the manufacturing paradigm

Mechatronic systems in manufacturing industry are increasingly complex and
under stringent demands on their throughput and accuracy. In this thesis, focus
is placed on precision mechatronics that are often characterized by strict require-
ments on accuracy and throughput, intricate systems-of-systems type designs,
and high development costs and/or high unit cost, e.g., waferscanners, electron
microscopes, and portable medical diagnostic devices.
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(a) Traditional (b) Modern (c) Next-generation

Figure 1.3. The evolutionary phases of mechatronic system design, illustrated
through a waferscanner example. Going from traditional, modern, to next-
generation mechatronic systems. It illustrates the increase of complexity and
inter-connectivity throughout the evolution of mechatronic systems.

1.2.1. Superior performance through control

The synergistic combination of mechanical hardware with smart actuators, sen-
sors, and algorithms allows modern mechatronic systems to achieve superior
cost-to-performance ratios, throughput, and accuracy when compared to previ-
ous generations. Obtaining a similar performance level by using purely elaborate
mechanical designs and exotic material choices would be extremely cost and time
prohibitive due to the often iterative nature of the design process. This would
require time and resources greatly beyond that of iterating over a digital control
implementation. It is clearly preferable to leverage existing system architectures
to increase performance. In this thesis, and in line with mechatronic principles,
superior performance is achieved by complementing the existing system design
through accurate modeling and control. The impressive performance of modern
generation mechatronics is the result of a gradual evolution in complexity of the
design and control approaches.

1.2.2. Transition in control

In traditional mechatronic systems flexibilities and internal deformations as well
as thermally induced deformations are often neglected in favor of rigid body
control. Moreover, the system design often relies on passive isolation from the
environment for thermal disturbances and external vibrations, and interaction
between subsystems are not taken into account. This approach yields a control
structure where each of the six degrees-of-freedom (DOF) is actively controlled
by a (direct) measurement and matching actuator system, illustrated in Fig-
ure 1.3a. Interaction between the DOFs is characterized and decoupled where
possible (Skogestad and Postlethwaite, 2009) to achieve a decentralized control
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structure. The design of the high performance feedback controllers is subse-
quently done in a Single-Input Single-Output (SISO) context where analyses for
performance and stability are typically done on a loop-to-loop basis.
The revolutionary phase beyond traditional mechatronic systems is illustrated
in Figure 1.3b, where the system is no longer considered as a rigid body or in a
thermal equilibrium. These systems are often constructed to be more lightweight
to achieve superior acceleration, speed and throughput. Consequently, flexible
dynamics and internal deformations are more apparent in the full system behav-
ior. The mechanical design is complemented by more elaborate electromechan-
ical actuator systems combined with advanced Multiple-Input Multiple-Output
(MIMO) centralized feedback controllers.

1.3. Next-generation mechatronic systems

The next-generation mechatronic system design, illustrated in Figure 1.3c, will
require an increasingly elaborate mechatronic system design combined with
smart algorithms to achieve its desired performance specifications. Next-
generation systems are capable of positioning accuracy up to the nanometer
level, this makes achieving the required specifications increasingly challenging,
this is illustrated in the following example.

Motivating example

Electron source

Specimen

Sensor
Thermal expansion loop

Positioning stage

Figure 1.4. Schematic representation of a transmission electron
microscope and corresponding thermal expansion loop ( ) through the
coils ( ), positioning stage ( ), and sample holder ( ).

Consider a 1-D thermal expansion loop in an electron microscope, illus-
trated in Figure 1.4, with a length of 300 · 10−3 [m] and an average Co-
efficient of Thermal Expansion (CTE) of α = 15 [µm/m/K]. To achieve
the required position stability of 0.5 · 10−9 [m/min], the temperature
fluctuation cannot exceed a threshold of 0.1 [mK/min].
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1.3.1. The increasing role of thermal aspects

The stringent demands on accuracy and throughput of next-generation mecha-
tronic systems yields increased power dissipation within these systems. Exam-
ples include, cutting forces and spindle losses in machining tools (Fraser et al.,
1998), heating of electro-mechanical actuators, increased source power for proper
exposure in lithographic systems (Van Schoot et al., 2017), and increasing dissi-
pation in the electron beam generator in transmission electron microscopes. This
results in the thermomechanical system behavior becoming an increasingly im-
portant part of the overall system accuracy and performance. Indeed, in recent
systems, the thermomechanical dynamics are a limiting factor in the achievable
performance, i.e., overlay errors in lithography and image drift characteristics in
electron microscopy.

1.3.2. Thermally induced deformations

Impressive progress in advanced motion control (Oomen, 2018) has led to a sit-
uation where the thermally induced deformations are of essential importance
in the overall system performance. These deformations are induced by thermal
expansion of constructive elements in the mechatronic system. Indeed, ther-
mal gradients can induce complex deformations and warping due to difference
in the expansion coefficient of various materials used in typical manufacturing
equipment. Typically, a solution to these thermomechanical deformations is to
over-build the structure and use slightly exotic materials such as Invar or Zerodur
(Box, 2008) that have a low Coefficient of Thermal Expansion (CTE).

In sharp contrast, the main idea pursued in this thesis is geared towards pre-
dicting and controlling deformations rather than relying on a passive isolation
approach. By taking an active control approach towards thermally induced de-
formations, a significant saving in the mechanical design can be achieved (Box,
2008) by leveraging inexpensive materials. While these materials are often less
suitable for strong thermal gradients, due to their higher CTE, if their thermo-
mechanical behavior is highly predictable it can be taken into account during
the control design. An early example of this is described in Attia (1998); Attia
(1999); Fraser et al. (1998) where the authors proposed methods for modeling
and control of thermally induced deformations in machine tools. In Koevoets
et al. (2009) it is shown that using a reduced order model based on modal order
reduction and a limited set of temperature sensors an accurate prediction can
be constructed for the thermally induced deformation in a c-frame experimental
setup.

To achieve the required performance in next-generation mechatronic systems
it is expected that the synergistic balance between mechanical design, electro-
mechanical actuators and sensors, and smart control algorithms must be ex-
tended to encompass also the thermomechanical behavior of the system.
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Figure 1.5. A block diagram illustrating the connection between the research
areas in this thesis. With P the plant, K the controller, r the reference, e the
error, u the actuator effort, and y the output. The block diagram is separated
into a mechanical part, indicated by the subscript m, and a thermal part, in-
dicated by the subscript t. Typically, the characteristic time constants of the
mechanical system are significantly smaller than those of the thermal system.
The research areas of this thesis are indicated by the shaded areas , , , where
the color is kept consistent with the topics as discussed in Subsection 1.4.1.

1.4. Thermal challenges in next-generation
mechatronics

The next-generation of manufacturing equipment is envisioned to consist of a
synergistic mechatronic design that requires aspects from mechanical, electrical,
and thermal engineering disciplines. In this section, the requirements for incor-
porating thermomechanical aspects in precision mechatronics are investigated
and a closer look at some of the key challenges faced in this area of research is
provided.

1.4.1. Requirements for thermomechanical control

Incorporating the thermomechanical effects into the mechatronic design philos-
ophy is subject to some essential requirements on the topics of both modeling,
actuation, and control. This is demonstrated in the thermomechanical control
architecture as illustrated in Figure 1.5, where thermal and mechanical control
systems exists alongside each other. The areas of research in this thesis are
indicated by the shaded areas, and their color is kept consistent throughout.
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Requirements 1. For each of the research areas, as indicated in Figure 1.5,
the following requirements are imposed.

Modeling

In view of increased system complexity and sensitivity towards distur-
bances a relevant modeling approach should achieve the following.

� Facilitate models with an increasing amount of inputs and outputs.

� Utilize transient data.

� Incorporate (ambient) disturbances.

� An appropriate balance between data-driven and first principles.

Actuation

A suitable actuation approach for thermal control should possess the fol-
lowing properties.

� Facilitate both heating and cooling.

� Localized thermal actuation.

Control

Control for next-generation mechatronics should encompass the following
properties.

� Leveraging existing control architecture by providing add-on con-
trollers.

� Achieve performance beyond that of individual sub-systems.

� Maintain system stability.

In the next sections, a more detailed exposition of each of the research areas is
provided along with the research challenges that this thesis aims to address.

1.4.2. Modeling

Classical modeling approaches can not deal with the required complexity and
accuracy for next-generation mechatronic systems. In this thesis, the following
challenges in view of modeling, i.e., obtaining a representation of the system Pt
in Figure 1.5 marked by , for thermal dynamics in precision mechatronics are
identified.
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1.4.2.1 Complexity: Typically, for thermodynamical analysis of large ma-
chine structures a Finite Element Modeling (FEM) approach is employed. The
approach constructs an approximation of the underlying Partial Differential
Equations (PDE) by constructing a connected set of Ordinary Differential Equa-
tions (ODE) that are more tractable to compute. This is done by spatial dis-
cretization using a mesh of the geometric structure, and depending on the gran-
ularity this approach can result in models containing a significant amount of
states. This often necessitates the use of model reduction (Antoulas et al., 2004)
or approximation (Van den Hurk et al., 2018) techniques to facilitate realtime
execution of the model. An example of a FEM model is shown in Figure 1.6a
that illustrates a finite element mesh and temperature field of the Precision Stage
Application (PSA) setup used in Chapter 4 of this thesis.
Conversely, for control purposes, a (thermal) system is often reduced to a single
discrete mass. Consequently, its dynamical model in the form of a transfer func-

tion, can be described as a first order system G =
1

1 + τs
with s the Laplace

variable and τ =
mcp
hc

the first order time constant with mcp the thermal ca-

pacity and hc the convection coefficient towards the ambient air. This equates
to solely considering the first thermal eigenmode of the structure as illustrated
in Figure 1.6b, neglecting any spatial gradients.
In this thesis, it is desired to obtain high-fidelity models that remain tractable for
control applications, i.e., contain a “reasonable” amount of states. The models
should be balanced according to the required accuracy, complexity and practical
usability.

Research challenge R1. Develop a framework for (parametric) mod-
eling of thermodynamical systems that yields high-fidelity models that are
tractable for simulation and control applications.

1.4.2.2 Accuracy: The time constant τ of a first order (thermal) system can
be considered as the point at which its output first passes 1 − e−1 = 0.6321 =
63.21% of its final steady-state value, this is illustrated in Figure 1.7. In At-
sumi et al. (2013); Paalvast (2010) small mechanical structures are considered
that have a thermal time constant in the order of milliseconds. However, for
the systems considered in this thesis the time constant is often in the order of
multiple seconds, minutes, and even hours. For example the time constant of
the housing of an electron microscope is approximately 4 hours (Evers et al.,
2019b; Lamers, 2010) and for the PSA in Figure 1.6 the first time constant is 20
minutes. In sharp contrast, the systems typically considered in advanced mo-
tion control (Oomen, 2018) have characteristic time constants, related to their
natural frequency, in the order of milliseconds. Invariably, a thermal system
takes significantly longer to reach steady-state operation, e.g., 5τ = 20 [h] in the
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(a) High granularity finite element model. (b) Simplified 1st order model.

Figure 1.6. Illustrating two extremes in thermal modeling, on the left side a
model with high granularity finite element model is shown, resulting in N =
9000 states. It employs a detailed spatial discretization to provide accurate
temperature fields. While on the right side a (overly) simplified first order
model, i.e., N = 1 and considering only the first thermal eigenmode of the
system, is shown that assumes constant temperature over the whole spatial
domain.

electron microscope application. Consequently, in view of system identification,
the application of the classical Emperical Transfer Function Estimate (ETFE)
(Ljung, 1999; Pintelon and Schoukens, 2012) can yield biased results since it
assumes that the system is in steady-state.

Research challenge R2. Develop an accurate approach for frequency
response function identification that exploits data obtained under tran-
sient conditions.

1.4.3. Actuation and Control

Current solutions for thermal control in mechatronic systems often focus on
isolation and passive disturbance rejection. In this thesis, it is desired to move
towards an active control approach to yield superior performance.

1.4.3.1 Thermal actuators: Actuation for control of thermal dynamics in
mechatronic systems is typically done through a combination of electrical heat-
ing at specific locations (Guo, 2014) and bulk cooling using conditioned water
circuits (Bukkems et al., 2018). The local heating is achieved through Joule
heating by passing current through an electrical resistor, often in the form of
a thin-film foil or coil. Advantages of resistive heating are the relatively fast
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Figure 1.7. A typical response ( ) and associated time constants τ ( ) of a
first-order system.

response time and ability to modulate the control action. An obvious down-
side is the inability to provide cooling. In contrast, water cooling is typically
able to provide both heating and cooling but has a relatively slow response time
and can introduce unwanted flow-induced vibrations into the machine structure.
Moreover, water cooling is often considered bulk cooling and is less suitable to
provide accurate local temperature control.
A common approach to achieve active local cooling with water cooling is to
lower the setpoint of the water cooling system and subsequently compensate
this by constantly providing power to local resistive heaters or local fluid stream
heaters (Schepens et al., 2020). By then reducing the power to the local heaters,
a cooling effect is achieved. However, this approach is not always suitable as it
continuously injects energy into the system. Moreover, the water cooling and
local heaters are invariably differently spatially distributed, inducing a thermal
gradient in the system that can cause additional challenges.
Efficiently controlling local thermal gradients requires a new actuator paradigm
to provide localized control, e.g., providing ut in Figure 1.5 marked by , pro-
viding both heating and cooling.

Research challenge R3. Explore a new avenue of actuators for thermal
control in mechatronic systems that provide the possibility for both heating
and cooling and localized temperature control.

1.4.3.2 Integrated control: The next-gen mechatronic system design in-
creasingly incorporates multiple subsystems to achieve the required overall sys-
tem performance. This synergistic collaborative effort must be coordinated
through appropriate control algorithms. A typical approach to multivariable
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control is to apply decoupling techniques (Skogestad and Postlethwaite, 2009)
to facilitate decentralized control design. The design of modern multidisciplinary
mechatronic systems invariably leads to separation into submodules to facilitate
decentralized design and manufacturing. It is expected that next-geneneration
manufacturing systems with their integrated design spanning multiple domains,
e.g., mechanical, electrical, and thermal, will require additional collaborative
controller design to achieve optimal performance. Ideally there exists a comple-
mentary controller that incorporates the existing decentralized control structure
of the submodules. This coordinating controller can provide additional control
commands, e.g., the path from et to um in Figure 1.5 marked by , to increase the
collective performance of the subsystems without impacting the system stability.

In Evers (2016) early results on synchronized motion control illustrated the
potential performance advantages by inter-connecting individual control sys-
tems. Within the context of thermomechanical control, it is expected that
coupling the mechanical and thermal control systems will become increasingly
relevant, e.g., compensating mechanically for thermally induced deformations.
An application of such coupling is found in Koevoets et al. (2007) where a re-
duced order model is used to predict thermally induced deformations to facilitate
error-compensation.

Research challenge R4. Provide a framework for an integrated con-
trol approach that facilitates the connection of multiple control systems,
including interconnecting the thermal and mechanical control system to
achieve superior overall performance.

1.5. Approach and contributions

The aim of this thesis is to facilitate superior overall system performance for
next-generation high-tech mechatronic systems, specifically by addressing ther-
momechanical challenges. It does so by providing several contributions that each
focus on a different part of the research challenges. In this section, an overview
of the contributions is provided alongside an account of the research approach
and context.

1.5.1. Modeling

In Chapter 2, an overview is presented of the challenges faced when trying to
model the thermal dynamics in view of advanced motion control. Subsequently,
an approach to combat these challenges is provided. A systematic application
of this approach will result in a high-fidelity model of the thermodynamical
system thereby facilitating the application of advanced control. The approach
is demonstrated successfully on a representative experimental setup.
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Contribution C1. A fast and accurate approach to parametric modeling
of thermodynamics in precision mechatronics.

The approach consists of the following components.

� Obtaining a high-fidelity FRF of the thermal dynamics through the ap-
proach that is described in more detail in Chapter 4.

� Incorporation of ambient temperature measurements as additional inputs
to improve low-frequency estimation accuracy of the FRF.

� Accurately calibrating the temperature dependent convection coefficient of
the heat transfer of the system towards the ambient air using a dedicated
experiment.

� Leveraging the high-fidelity non-parametric FRF the parameters of a
lumped-mass model of an experimental setup are optimized. This yields
a high-fidelity multivariate parametric model suitable for simulation and
advanced control applications.

In Chapter 3, focus is placed on closed-loop and multivariable context in
identification for (advanced motion) control.

Contribution C2. A demonstration of the importance of transient mea-
surements, closed-loop conditions, and multivariable context in identifi-
cation of non-parametric frequency response functions.

The contribution is made by illustrating the following aspects.

� Transients in system identification, e.g., a bias resulting from transient
contributions in the measurement data.

� Addressing the bias that can occur during closed-loop identification caused
by external disturbances. With increasingly sensitive systems, this aspect
is expected to be increasingly relevant.

� Guidelines for the correct procedure to multivariable system identification.
Specifically illustrating the importance of matrix versus element wise in-
version of the Frequency Response Matrix.

The aspects are illustrated on a multivariable motion control setup to provide
relevant experimental results for each of the aspects of the contribution. The
results are demonstrated on a mechanical example and can be extrapolated to
thermal applications.
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In Chapter 4, a comprehensive framework for local parametric modeling is
presented. It leverages a novel parameterization for the local basis that facilitates
a reliable quality metric by providing accurate expressions for the estimation
variance.

Contribution C3. A comprehensive framework for a local parametric
modeling approach using rational functions and a reliable quality metric.

The contribution can be divided into the following parts.

� A local parametric method is developed that uses a linearly parametrized
basis, leading to an efficient optimization and closed-form solution.

� Providing an accurate variance analysis, yielding a reliable quality metric.

� Developing necessary theory of Orthogonal Basis Functions (OBF) that
leverages single complex pole parameterizations that are orthogonal over
the real line in the complex plane.

� Introduction of prior knowledge into the linear basis functions and provid-
ing subsequent guidelines of transforming prior knowledge from continuous
or discrete time parameterizations to the OBFs on the real line.

The resulting framework is applied to examples in the mechanical and thermal
domain. It achieves an increased estimation quality while maintaining a reliable
quality metric.

1.5.2. Actuation

In Chapter 5, a complete step-by-step procedure is presented for the modeling,
identification, and control of thermoelectric elements. These elements can be
employed as thermal actuators that can both heat and cool and offer significant
advantages over resistive heater based actuator systems. However, they also
introduce additional challenges, these challenges are laid out and eliminated by
the steps and techniques presented in Chapter 5.

Contribution C4. A step-by-step procedure for modeling and control of
thermoelectric elements to facilitate localized thermal control.

The procedure can be decomposed into the following concrete steps.

� First principles modeling of an experimental setup including a thermoelec-
tric element. The model includes temperature dependent and non-linear
dynamics.
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� Leveraging a dedicated identification setup to calibrate the temperature
dependent parameters of the thermoelectric element over a wide tempera-
ture range.

� Accurate feedback linearization of the non-linear setup using the improved
temperature dependent model and a stability proof based on a Lyapunov
function.

� Observer design to facilitate feedback linearization and control for situa-
tions where sensor placement is limited.

� Experimental validation of each individual step and subsequent total ap-
proach.

Application of the step-by-step procedure yields a high-fidelity temperature de-
pendent model of the experimental setup. Using an observer based feedback
linearization approach the system is linearized in its input to output dynam-
ics. This facilitates the implementation of existing advanced linear control ap-
proaches, possibly expediting industrial adaptation. The procedure is success-
fully validated on a representative experimental setup.

1.5.3. Control

In Chapter 6, an approach is presented, building on earlier results in Evers
(2016), that facilitates improved overall performance of next-generation mecha-
tronic systems by coordinating the control effort of individual subsystems. It
does so by introducing bi-directional coupling between the subsystems, e.g.,
thermal and mechanical, to yield improved combined performance.

Contribution C5. A framework to achieve increased performance in
next-generation mechatronic systems using a bi-directional coupling ap-
proach between decentralized control systems, with a stability guarantee.
Facilitating both intra-domain and inter-domain coupling, i.e., mechani-
cal to mechanical and mechanical to thermal domains.

The contribution consists of the following elements.

� Solidifying the framework presented in Evers (2016) with rigorous deriva-
tions, proofs, and design insights.

� A procedure of systematic design and analysis of add-on coupling filter
that complements an existing decentralized control structure to achieve im-
proved overall performance, encompassing previous results such as master-
slave coupling.
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� Design guidelines for coupling filter synthesis, suitable for both norm-
optimal design and manual tuning.

� An extension based on a Double-Youla type parameterization to guarantee
robust stability by considering model uncertainty bounds.

� Performance validation based on experimental measurement data for both
nominal and robust filter designs.

The approach yields improved performance for next-generation mechatronic sys-
tems. It is envisioned that this class of systems will become increasingly relevant
with the inclusion of different domains within the mechatronic design and control
approach as described in Section 1.1.1.

1.6. Outline

An outline of the thesis is provided in this section. Each chapter of the thesis
represents one of the contributions described in Section 1.5. The chapters are
self-contained and it is possible to read them independently according to the
specific interest of the reader. A schematic overview of the thesis and its chapters
is provided in Figure 1.8. The chapters are based on the following peer-reviewed
publications in the same order as they appear in the thesis.

� Evers, E., van Tuijl, N., Lamers, R., de Jager, B., and Oomen, T. Fast
and Accurate Identification of Thermal Dynamics for Precision Motion
Control: Exploiting Transient Data and Additional Disturbance Inputs.
Mechatronics, Vol 70, Article 102401, 2020.

� Evers, E., Voorhoeve, R., and Oomen, T. On Frequency Response Func-
tion Identification for Advanced Motion Control, IEEE 16th International
Workshop on Advanced Motion Control (AMC2020 ) - Kristiansand, Nor-
way, 2020.

� Evers, E., de Jager, B., and Oomen, T. Incorporating prior knowledge in
local parametric modeling for frequency response measurements: Applied
to thermal/mechanical systems. Under review.

� Evers, E., Slenders, R., van Gils, R., and Oomen, T. Temperature-
Dependent Modeling of Thermoelectric Elements. In preparation for jour-
nal submission.

� Evers, E., van de Wal, M., and Oomen,T. Beyond decentralized wafer/ret-
icle stage control design: a double-Youla approach for enhancing synchro-
nized motion. Control Engineering Practice. 83, p21-32, 2019.
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Chapter 2
Fast and Accurate Identification of Thermal
Dynamics for Precision Motion Control:
Exploiting Transient Data and Additional
Disturbance Inputs 1

Abstract: Thermally induced deformations are becoming increasingly
important for the control performance of precision motion systems. The aim of
this chapter is to identify the underlying thermal dynamics in view of precision
motion control. Identifying thermal systems is challenging due to strong
transients, large time constants, excitation signal limitations, large
environmental disturbances, and temperature dependent behavior. In
particular 1) reduced experiment time is achieved by utilizing transient data in
the identification procedure. 2) an approach is presented that exploits
measured ambient air temperature fluctuations as additional inputs to the
identification setup. 3) the non-parametric model, obtained through 1) and 2),
is used as a basis for parameter estimation of a grey-box parametric model.
The presented methods form a comprehensive approach to obtain high-fidelity
models that facilitate the implementation of advanced control techniques and
error compensation strategies.

1The results in this chapter constitute Contribution C1 of this thesis. The chapter is based
on “Evers, E., van Tuijl, N., Lamers, R., de Jager, B., and Oomen, T. Fast and Accurate
Identification of Thermal Dynamics for Precision Motion Control: Exploiting Transient Data
and Additional Disturbance Inputs. Mechatronics, Vol 70, Article 102401, 2020”.
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2.1. Introduction

Impressive progress in advanced motion control of precision mechatronics has led
to a situation where thermally induced deformations are a major error source
(Oomen, 2018) in positioning accuracy and are no longer negligible on the overall
system performance. These deformations are typically induced by heat dissipa-
tion from actuators and encoders or by environmental temperature fluctuations.
Modern precision motion systems are capable of achieving positioning accuracy
in the nano-meter range. These precise movements are essential in several indus-
trial applications, e.g., the manipulation of the sample in an electron microscope
and the manufacturing of integrated circuits.

To meet the ever increasing demands to enhance the throughput and posi-
tioning accuracy, thermal deformations must be analyzed and compensated for
through advanced control approaches utilizing an appropriate thermomechanical
model.

Ideally, using a limited amount of temperature measurements combined with
an accurate thermomechanical model enables the use of advanced control and
error-compensation techniques (Evers et al., 2019c; Koevoets et al., 2007). An
application of error-compensation is illustrated in Atsumi et al. (2013) where a
thermomechanical actuator is employed to complement the closed-loop perfor-
mance of a hard disk drive positioning system. Here, the small thermal mass
of the hard disk drive magnetic head allowed the thermal actuator to obtain an
extremely fast response rate. Unfortunately, the thermal mass of the systems
considered in this chapter, e.g., electron microscopes, are significantly larger,
thereby drastically increasing the time constant of the thermomechanical re-
sponse.

Earlier solutions to compensate for the deformations in electron microscopes,
e.g., image-based feedback in Van Horssen, E. P. (2018), can not always cope
with large deformations and strongly depend on model quality (Salmons et al.,
2010; Tarău et al., 2011). Therefore, an accurate parametric model is desired
for a model-based control approach. Accurate modeling of precision thermome-
chanical systems is complex, resulting in large scale finite element models that
require significant effort to construct due to, e.g., uncertainty in the parameters
and contact resistances.

In sharp contrast, modeling for advanced motion control, see, e.g., Evers et
al. (2018a); Oomen (2018) is fast, accurate and inexpensive. Significant progress
has been made in Frequency Response Function (FRF) identification, particular
in addressing identification in transient conditions. These recent developments
include the local parametric methods, see Pintelon and Schoukens (2012) for
initial results in this direction. The Local Polynomial Method (LPM) (Pintelon
et al., 2010) exploits the local smoothness of the transient term that otherwise
would cause a bias. Both the transient contribution and system dynamics are
modeled with a polynomial in a small frequency window. The local rational



2

2.1 Introduction 21

method (LRM) (McKelvey and Guérin, 2012), is an extension of the LPM that
can lead to improvements over the LPM (Geerardyn et al., 2014). However,
the LRM is non-convex due to the rational parameterization. In addition, the
variance is only accurately computed for a high SNR, since measured output
signals are included in the regression matrix.

Related work in the mechanical domain includes a newly developed ratio-
nal parameterization with prescribed poles (LRMP), introduced in Evers et al.
(2018a) where it is applied to a simulation example featuring lightly damped
mechanics, and first applied to an experimental thermal system in Evers et al.
(2018b), that yields superior estimation accuracy over the LPM while main-
taining linearity in the parameters. Although thermomechanical interactions
are increasingly relevant, the modeling of this behavior in view of control is a
key challenge. And although estimating FRFs using a local modeling approach
shows promising results by suppressing the transients, these techniques are not
yet applied to thermal dynamics in precision motion systems. The methods are
mainly developed and applied on (lightly damped) mechanical systems, see, e.g.,
Van Keulen et al. (2017); Voorhoeve et al. (2018). Important aspects such as
excitation signal design, transient measurement conditions and ambient distur-
bance reduction need to be re-evaluated.

To improve low frequency estimation quality of the FRF, a measurement of
the ambient air temperature is used as an additional uncontrollable excitation
input in the identification procedure. It is shown that by utilizing the additional
excitation, mainly present at lower frequencies, the estimation quality of the
FRF can be significantly improved. Comparable approaches in the mechanical
domain have been explored in an active vibration isolation application (Beijen
et al., 2018), using ground vibrations.

For some applications, e.g., direct feedback of a fast thermal system in Atsumi
et al. (2013), models based on curve fitting a frequency response function can be
sufficient. The application considered in this chapter requires a more extensive
model. Therefore, a first principles lumped-mass modeling approach (Van der
Sanden et al., 2007; Touzelbaev et al., 2013) is adopted in conjunction with
frequency response function parameter calibration to obtain a predictive model
of sufficient complexity.

Although FRF identification is well-developed for mechatronic systems from
the electromechanical perspective, at present these techniques are not tailored
towards identifying accurate thermal models for precision control. The aim of
this chapter is to develop a framework for advanced identification, particularly
suitable for thermal-mechanical systems and to experimentally validate this ap-
proach on a representative experimental setup.

This chapter builds on previous results reported in Evers et al. (2019b) and
expands on these results with additional details and techniques providing a com-
prehensive framework. The main contributions of this chapter are:

C1 An overview of the significant challenges in thermal system identification,
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Electron source

Specimen

Camera
Thermal expansion loop

Positioning stage

Figure 2.1. A general overview of a typical transmission electron microscope.
The key component considered in this chapter is the sample holder stage. The
expansion loop represents the collective thermal expansion of different compo-
nents in the mechanical positioning stage assembly. Dominant heat sources in
the system are the coils ( ) that are used to shape the electron beam.

illustrated on a representative experimental setup.

C2 Application of a new FRF identification approach that facilitates identifi-
cation under transient conditions.

C3 Exploiting additional temperature measurement to reduce the low-
frequency estimation error by explicitly including ambient air temperature
fluctuations in the identification process.

C4 Estimation of a temperature dependent convection coefficient to improve
model quality over a large temperature range.

C5 An extensive case study, leveraging the improved FRF identification results
to calibrate model parameters yielding a high-fidelity parametric model.

2.2. Thermal system identification: challenges
and problem formulation

In this section, an overview of the challenges in thermal system identification for
precision motion systems is given. Moreover, the experimental setup that serves
as a representative case study to illustrate the significance of these challenges
is presented. The setup also provides a suitable experimental platform for the
application of improved identification techniques.

2.2.1. Industrial challenges

Deformations induced by thermal gradients are increasingly relevant in several
industrial applications, see, e.g, Evers et al. (2019a) for a selection. Examples
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include, warping and wafer edge deformation in lithography applications, ther-
mally induced drift in Transmission Electron Microscopy (TEM) (Tarău et al.,
2011), see Figure 2.1, and frame deformations in machine tools (Koevoets et al.,
2007; Weck et al., 1995). While the full temperature field is relevant for the pre-
diction of thermally induced deformations, the expansion is often most relevant
in a single Degree of Freedom (DOF). In this chapter, it is assumed that many
industrial applications can be considered in one dimension (1D) such that the
geometry can be simplified without loss of generality. This simplification is valid
for many industrial applications where the thermal behavior is often analyzed
in 1D, e.g., in the tool-path direction in machine tools (Weck et al., 1995) or
perpendicular to the electron beam in TEM applications (Evers et al., 2019a),
e.g., the expansion loop shown in Figure 2.1.

2.2.2. Problem formulation

2.2.2.1 Experimental setup: In this section the experimental setup is pre-
sented. The setup consist of a round uniform cylinder with a length of 250
mm and a diameter of 25 mm. The system has two heat inputs u1, u2 and five
temperature outputs T1,...,5, in the form of power resistors and negative thermal
coefficient (NTC) thermistors respectively. A photograph of the experimental
setup including its inputs and outputs is shown in Figure 2.2. The experimental
setup consists of two aluminium cylinders with a small piece polyoxymethylene
(POM) in between that acts as a high thermal resistance, as displayed in Fig-
ure 2.2. This setup represents a typical industrial use case, where commonly
mixed-material system designs are used. Typically, thermal properties of alu-
minum are accurately known, however, the thermal conductivity of POM is
often an uncertain parameter. The conductivity of POM varies between 0.22 to
0.39 W/mK at 20◦C depending on the manufacturing process of the material.
Accurately identifying the conductivity parameter value provides an excellent
benchmark for a grey-box parameter estimation problem.

2.2.2.2 Transient response: Thermal actuators are often limited to positive
input signals or to binary sequences (Monteyne et al., 2013), e.g., the power
resistors in Figure 2.2 can only apply a positive thermal flux. As a result of
this positive flux, the temperature of the system increases, causing components
in the system to expand. This could exceed the measurable temperature or
deformation range. Especially with systems with multiple inputs, where the
applied heat input is cumulative. The design of thermal excitation signals should
have a low mean input while the input spectra remains rich. Designing optimal
excitation signals remains a challenge for accurate FRF estimation.

Conventional approaches to frequency response function identification are
typically unable to cope with large transients present in the response. These
transients are, e.g., a result of the offset in the input or initial system condi-
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Figure 2.2. The experimental setup used in this chapter. It consists of an
aluminium cylinder with two heater inputs (u1, u2), five temperature sensors
(T1,...,5), and two ambient temperature sensors (T 1,2

a ).

tions. Commonly, the measurement data obtained under transient conditions is
discarded in the identification process leading to loss of usable data. Moreover,
due to the slow dynamics of thermal systems, removing this initial transient
leads to an unacceptable increase of experiment time. In this chapter, a novel
approach to FRF identification is applied, first described in Evers et al. (2018a),
that is suitable for FRF identification under transient conditions. This facilitates
a reduced experiment time by eliminating the need for transient data removal
and improves the overall estimation quality by removing the bias caused by the
transient contribution.

2.2.2.3 Environmental disturbances: The response of thermal systems is
highly influenced by environmental disturbances, consequently the identification
accuracy often deteriorates. Typically, these environmental disturbances are
dominated by day/night cycles or fluctuations in thermal conditioning systems,
e.g., water chillers, which have relatively slow dynamics. As a consequence, the
disturbance spectrum is relatively large at low frequencies and converges to a
typical flat spectrum at higher frequencies, this is sometimes referred to as 1/f
noise (Ninness, Jan./1998). This is illustrated in Figure 2.3 where a measured
spectrum of the ambient air temperature surrounding the experimental setup is
shown.

Specific limited time frames in the day/night cycle, e.g., at night, have rel-
atively little environmental disturbances, however performing experiments at
these specific time frames is not always viable. Reducing the impact of environ-
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Figure 2.3. A typical power spectral density of the temperature of the ambient
air surrounding the experimental setup. Illustrating the low-frequency ambient
disturbances and high frequency measurement noise.

mental disturbances is needed to increase the estimation accuracy and to reduce
the experiment time. In this chapter, an approach is used where the ambient
temperature measurement, taken by sensors shown as T 1

a , T
2
a in Figure 2.2, is

taken as an additional system input. This provides additional information for
the system identification problem, and can increase the estimation accuracy,
specifically at low frequencies.

2.2.2.4 Parameter varying dynamics: Typically, the assumption of linear
time invariant (LTI) for thermal systems is only valid around a certain temper-
ature. Realistically, the convection is expected to vary even within a relatively
small temperature range (Bergman, 2011). For larger temperature ranges, the
system behavior is nonlinear, and can be modeled as a linear parameter varying
(LPV) system (Shamma, 2012). Typically, the convection coefficient only sig-
nificantly alters the low frequency response of the system, resulting in a change
in the largest time constant. Typically, the relation between temperature and
the convection coefficient is described empirically (Morgan, 1975) based on the
geometry of the setup and properties of the fluid medium, e.g., air. In this chap-
ter, an approach is shown where this empirical relation is estimated for different
operating conditions, allowing it to be included in the model as a temperature
dependent parameter.

2.2.2.5 Problem formulation: In precision motion control thermomechan-
ical interactions are increasingly relevant, yet the modeling of this behavior in
view of control is a key challenge. To obtain an accurate system model it is key
to take into account 1) transient contributions 2) environmental disturbances
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and 3) temperature dependency of the parameters. In this chapter, estimating
the FRF is taken as a first step towards high-fidelity modeling. The estimated
FRF can be used directly, e.g., for controller tuning (Karimi and Zhu, 2014).
In this work, the FRF is used as a basis for a grey-box approach to calibrate
model parameters based on experimental data gathered under transient condi-
tions. This facilitates the use of high-fidelity models for advanced model based
control, enabling further advances in precision motion control.

2.3. Improved thermal system identification

In this section, an improved approach to identification of non-parametric fre-
quency response functions in view of thermodynamics in mechatronic systems is
presented.

2.3.1. Non-parametric frequency response function

Consider a causal linear time invariant (LTI) system in an open-loop identifi-
cation setting as shown in Figure 2.4. Throughout, the excitation signal u(n)
is assumed to be a random phase multisine. Commonly, multisine signals are
being used as a periodic excitation since their spectrum is deterministic (Ljung,
1999; Pintelon and Schoukens, 2012).

Definition 2.1. In this chapter, a Random Phase Multisine (RPMS) signal is
defined as

u(n) =

N∑
k=1

Ak sin(2πfkn/N + φk) + ∆, (2.1)

where, n is a specific discrete sample, N is the total number of samples, Ak is the
amplitude of the sinusoidal signal at frequency fk, φk is a uniformly distributed
random phase on [0, 2π) such that E{eiφk} = 0 and ∆ is an offset to enforce
u(t) ≥ 0.

These multisine excitation signals offer the possibility to tune their frequency
content by adjustingAk, and due their periodic nature spectral leakage due to the
excitation input can be minimized. Different possible realizations of multisine
signals are presented in Geerardyn (2016), e.g., using a linear or logarithmic
power distribution to maximize the amplitude spectrum of the excitation signal.
The response y(n) to input u(n) of a discrete LTI system is as follows

y(n) =

∞∑
m=−∞

g(n−m)u(m) + ν(n), (2.2)
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y(n)

Figure 2.4. Discrete time linear dynamical open-loop system with input u(n),
environmental disturbance d(n), measurement noise ν(n), and output y(n).

with g(n) the impulse response of the system and ν(n) the additive noise con-
tribution. The Discrete Fourier Transform (DFT) of a signal is given by

X(k) =
1√
N

N−1∑
n=0

x(n)e−j2πnk/N . (2.3)

Applying the DFT to (2.2) results in

Y (k) = G(Ωk)U(k) + T (Ωk) + V(k). (2.4)

Here, Ωk = e−j2πnk/N and Y (k), U(k), V(k) are the DFT of y(n), u(n), ν(n)
respectively, G(Ωk) is the frequency response function of the dynamic system,
and k denotes the kth frequency bin. Here, T (Ωk) represents the combination
of the system and noise transient terms. These transients are the result of the
truncation of an infinite response to a finite measurement interval.

Traditionally, the empirical transfer function estimation (ETFE) is used to
derive the FRF (Ljung, 1999; Pintelon and Schoukens, 2012). The ETFE is
defined as

Ĝ(Ωk) =Y (k)U(k)−1,

=G(Ωk) + T (Ωk)U(k)−1︸ ︷︷ ︸
Transient

+V(k)U(k)−1︸ ︷︷ ︸
Noise︸ ︷︷ ︸

Estimation error

(2.5)

For thermal systems, the transient contribution is significant. While the ETFE
can often yield acceptable results on mechanical systems, since the transient
is significantly shorter than the measurement period, for thermal systems the
estimation accuracy is severely biased due to the transient component in the
estimation error in (2.5). In view of existing system identification methods,
this poses additional challenges, since these methods often assume the transient
component to be negligible. In this chapter, a method is proposed that explicitly
takes these transients into account during the identification procedure. This
method is also applicable to a more general class of systems.
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2.3.2. Transient elimination

To cope with data gathered under transient conditions, a local modeling method
is adopted. This method, see also Evers et al. (2018a) and Chapter 4 of this
thesis, uses a local rational parameterization of G(Ωk) and T (Ωk) in (2.4) on a
subset of points

λ = {{k − l, . . . , k + l}|λ 6= k} ⊂ N, (2.6)

i.e., a local window of width 2l + 1 with l ∈ N, in the complex plane. Consider
again (2.5) and let

G(Ωλ) =

Nb∑
b=0

θkG(b)Ψ(b, λ) (2.7)

T (Ωλ) =

Nb∑
b=0

θkT (b)Ψ(b, λ), (2.8)

such that locally the terms in (2.5) are approximated in a local window λ by an
expansion of degree Nb using general basis functions Ψ(λ) ∈ C where θkG(b) ∈ C
and θkT (b) ∈ C are the local coefficients for the plant and transient respectively.
An identical basis function is used for the system and transient estimation as the
dynamics are the same. This parameterization is linear in the parameters, i.e., θ
can be obtained in a closed-form solution, while having the advantages of using
a general basis Ψ that allows for user-chosen parameterizations. For instance,
the basis Ψ can be chosen to be a polynomial, rational, or fractional function of
the window parameter λ. Moreover, the basis straightforwardly allows for the
inclusion of prior knowledge on the system dynamics through pre-scribed poles
in Ψ.

Generally, thermal systems are described by Partial Differential Equations
(PDEs) that have no finite order. After spatial discretization they can be de-
scribed by a finite set of first order Ordinary Differential Equations (ODEs) with
inherently stable poles. Commonly, a first estimation of the time constants of
the system can be made and included as prior knowledge through Ψ to improve
the estimation error of the FRF, see, e.g., Evers et al. (2018b).

2.3.3. Incorporating additional inputs

One of the main environmental disturbances for thermal systems is ambient air
temperature fluctuations. To reduce the effect of these fluctuations on the FRF
identification, measurements of the ambient temperature are incorporated as
an additional input (Ljung, 1999). Since it is difficult to excite the ambient
air temperature in this chapter it is considered an uncontrollable additional
input. Measuring the environment and treating it like an input is commonly
done for identifying vibration isolation systems, e.g., using ground vibrations as
additional excitation sources (Beijen et al., 2018).
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The temperature of the environment is spatially dependent, and therefore
ambient temperature measurements are only valid under the assumption that the
ambient temperature surrounding the experimental setup is relatively uniform.
The measured ambient air temperature is incorporated as an additional input
in the identification procedure, yielding

Y (k) = G̃(Ωk)

[
U(k)

D̃(k)

]
+ T (Ωk) + V(k) (2.9)

where D̃(k) is the DFT of the measured environmental temperature. Here, G̃
is now a 1× 2 multi-variable system model due to the additional system input.
The augmented plant G̃ can now straightforwardly be estimated through the
procedure described in Section 2.3.2.

2.4. Thermal modeling: parametric model
applications

In this section, an approach to lumped-parameter parametric modeling for ther-
mal systems is presented. Moreover, it is shown that the improved FRF obtained
by applying the approach presented in Section 2.3 facilitates a grey-box param-
eter estimation approach. Lastly, a preliminary approach for identification of a
temperature dependent convection coefficient is described.

2.4.1. Thermal modeling

Consider a thermal system, e.g., the setup in Section 2.2.2.1, where the thermal
dynamics are described by the heat equation

cp(x)ρ(x)
∂T (x, t)

∂t
=

∂

∂x

(
κ(x)

∂T (x, t)

∂x
+ h
(
T (x, t)− T∞(t)

))
+Q(x, t). (2.10)

With T (x, t) the temperature at position x, T∞(t) the ambient temperature,
Q(x, t) the heat flux, h the convection coefficient, κ(x) the thermal conductivity,
ρ(x) the material density, and cp(x) the specific heat capacity. The heat trans-
fer due to radiation is linearized and combined in the convection coefficient h.
By employing spatial discretization, shown in Figure 2.5, the PDE in (2.10) is
transformed into a set of ODEs and the parameterized model can be represented
in state space form by

Ṫ (t) = A(ϕ)T (t) +B(ϕ)u(t)
y(t) = C(ϕ)T (t)

(2.11)

where ϕ ∈ RNp×1 is a parameter set with Np number of parameters including,
but not limited to, material constants and contact resistances.
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Figure 2.5. An illustration of the lumped-mass discretization of the exper-
imental setup. The setup is divided into lumps, represented as capacitances
C, that are interconnected to each other and the ambient temperature Ta by
resistances R. The actuator inputs are represented as a heat flux Qu1,2 enter-
ing the appropriate lump. The dashed lines indicate a repeating pattern of the
appropriate lumps, the illustration is simplified to facilitate the presentation.

2.4.2. Grey-box identification

The parameterized model (2.11) contains uncertain parameters ϕ that limit the
prediction accuracy and suitability for advanced control. The aim of grey-box
identification is to calibrate the parameter set ϕ such that the model (2.11) yields
an accurate representation of the real system. The grey-box approach is based
on minimizing the discrepancy between the measured non-parametric FRF and
the FRF of the parametric model with the following cost function

J = min
ϕ

{
‖W (Ωk)

(
G(Ωk)− Ĝ(Ωk, ϕ)

)
‖22
}
. (2.12)

Here, Ĝ(Ωk) is the measured non-parametric FRF obtained by applying the
approach presented in Section 2.3, G(Ωk, ϕ) = C(ϕ)(ΩkI −A(ϕ))−1B(ϕ) is the
FRF of the parametric model (2.11), W (Ωk) ∈ CNy×Nu is a dynamic weighting
filter depending on the variance of the FRF at each frequency, and Nu and
Ny are the number of inputs and outputs, respectively. By minimizing (2.12)
the parameter set ϕ is calibrated such that the model (2.11) best describes
the experimental system. This facilitates the use of the calibrated model for
advanced control and error compensation techniques.

2.4.3. Non-linear convection coefficient estimation

In this section, a procedure is proposed to estimate the temperature dependent
convection coefficient. The convection coefficient is often assumed to be constant
in a small temperature range. However, realistically, the convection coefficient
depends, among others, on the temperature difference between the aluminium
bar and its surroundings, ∆T = T (x, t)− T∞(t) (Bergman, 2011) and therefore
varies with temperature. To accurately capture larger temperature variations,
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this coefficient needs to be estimated for a wide temperature range. The empir-
ical relation between the convection coefficient and ∆T can be estimated, under
the assumptions that the Rayleigh number is linear in terms of ∆T and the
Prandtl number is constant, by

h(∆T ) = a+ b∆T c (2.13)

where a, b, c are model parameters. Here, it is proposed to apply a staircase
function to the input. Due to the constant input, the temperature converges
to a steady state for various ∆T . Next, for each steady state temperature, the
convection coefficient is estimated by minimizing the error between the measured
and simulated output.

Remark

Typically, the convection coefficient is also dependent on the specific ge-
ometry of the boundary surface, making it spatially varying. A possible
simplification approach is to approximate the coefficient through empiri-
cal relations that are determined for common geometric shapes, see, e.g.,
Bergman (2011); Morgan (1975). A spatially varying convection coeffi-
cient is considered outside the scope of this thesis.

2.5. Case study: from measurement to model

In this section, the proposed identification methodology is applied to the ex-
perimental setup presented in Section 2.2.2.1 to yield a high-fidelity parametric
model.

2.5.1. Measurement: obtaining the FRF

In this section, the FRF of the experimental setup is estimated by using 1)
transient suppression techniques as presented in Section 2.3.2 and 2) incorpora-
tion of additional inputs, presented in Section 2.3.3, to improve low-frequency
estimation.

2.5.1.1 Transient suppression: Since the input to the system is constrained
to be positive, the excitation input u1(t) is selected as a RPMS with offset, see
Def. 2.1 for a definition. The temperature response T1 to the input u1 is shown
in Figure 2.6. Initially, the temperature response consist of a first order step
response due to the offset ∆ in the excitation signal. After the initial transient
has settled, the output consists of the response of the excitation signal and
environmental disturbances.

Two sub-records of the same dataset are considered, one includes the first
two periods, which consist of a significant initial transient, and environmental
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Figure 2.6. Temperature response u1 → T1 of the experimental setup to a
random phase multi-sine with offset for 4 periods of each 4 [h]. The dataset
is divided into two sub-records, sub-record 1 ( ) contains the majority of the
initial transient and ambient temperature ( ), and sub-record 2 ( ) contains
significantly less initial transient.

disturbances. The second sub-record consist of the last two periods with a
reduced transient and environmental disturbance and is used as a validation
dataset.

In Figure 2.7 the FRF estimation using sub-record 1 is shown. Clearly, the
ETFE is unable to estimate the dynamics correctly using sub-record 1 since the
transient contribution is relatively large. The LRMP estimates and suppresses
the transient T (Ωk) and is invariant to significant transients in the response. As
a result, the estimation error of the FRF Ĝ(Ωk) is improved by using the LRMP
when compared to the validation data.

2.5.1.2 Incorporating additional inputs: In this section a measurement
of the ambient temperature T∞ is used as an additional excitation input, see
(2.9), to improve the estimation accuracy at low-frequencies. The procedure
yields an estimate for a 1× 2 plant model

G̃(Ωk) = [G(Ωk)u1→T1 , G(Ωk)T∞→T1 ] (2.14)

containing the transfer function between the input u1 and T1, i.e., the desired
FRF, and the transfer function between T∞ and T1, where the latter can be used
for a disturbance sensitivity analysis.

In Figure 2.8, the amplitude estimation of the FRF G(Ωk)u1→T1 and the 3σ
uncertainty bounds are shown. The results show the estimation using only the
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Figure 2.7. FRF estimation of u1 → T1 using ETFE and LRMP from sub-
record 1 in Figure 2.6. It shows that the LRMP ( ) unlike the ETFE ( ), is
invariant to the transient contribution ( ) and provides a good estimate when
compared to the validation data ( ) obtained from sub-record 2 in Figure 2.6.
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Figure 2.8. FRF estimation of u1 → T1 using (a) LRMP with only input u1

( ) and (b) using the additional input ( ). By incorporating the additional
input the variance, shown as ( , ), is significantly reduced at low frequencies.
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input u1, shown in red (a), and using u1 and the ambient temperature measure-
ments as an additional input, shown in blue (b). The amplitude estimation and
variance at medium to high frequencies are similar for both estimations. How-
ever, using only the input u1 a large variance is obtained in the low frequency
region. By then incorporating the ambient measurement as an additional input,
the variance of the estimation of the FRF is reduced significantly.
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2.5.2. Model: parametric modeling and simulation

In this section, facilitated by the improved FRF obtained in Section 2.5.1, a
high-fidelity parametric model of the experimental setup is constructed.

2.5.2.1 Parameter estimation: In this section, the parameters of a Multi-
Input Multi-Output (MIMO) lumped mass model, i.e., a model in the form
(2.11), are calibrated by minimizing the discrepancy between the parametric
model and the non-parametric FRF estimation using (2.12). The parameters
that are optimized include, but are not limited to, the conduction coefficient,
contact resistances and material properties of the aluminum and POM. In Fig-
ure 2.9 the estimated non-parametric FRF, estimated at a temperature of ap-
proximately 300 [K], and the calibrated parametric model, is shown. Clearly,
the estimated parametric model is within the 3σ uncertainty of the FRF estima-
tion. The conductivity of the slice of POM material is estimated at 0.32 W/mK,
which is well within the range supplied by the manufacturer. The procedure
yields a MIMO high-fidelity parametric model of the experimental system.

2.5.2.2 Estimating the convection coefficient: The method proposed in
Section 2.4.3 is applied to the experimental setup. The system is excited using
a staircase function with a step gain of 0.05 W and a step time of 5 hours.
The response and input signal are shown in Figure 2.10. Clearly, the temper-
ature response suffers from ambient temperature fluctuations. At each steady
state, in terms of the heat input, the error between temperature simulation and
measurement is minimized by tuning the convection coefficient. The convection
coefficient is found for various ∆T . An temperature dependent function is de-
rived by fitting (2.13) onto the evaluated points from the experiment in a least
squares manner, yielding results as shown in Figure 2.11.

2.5.2.3 Time domain validation: By applying the framework presented in
this chapter a high-fidelity parametric model is obtained. This model can be
used for various objectives, e.g., controller design or predictive simulation stud-
ies. The predictive accuracy of the model is validated by using a step response
measurement using heater input u1. A step response of 0.5 [W] is applied to
u1, at t = 1 [h], and the simulated response of T1 and T2 is compared to the
measured response as shown in Figure 2.12(top). The results clearly show the
high thermal resistance of the POM, located between u1 and T2, indicated by a
slower response when compared to T1. It is seen that by utilizing the procedure
presented in this chapter a high-fidelity model is obtained as illustrated by the
small prediction error shown in Figure 2.12(bottom). While the results for the
experimental setup are not yet in the millikelvin range, it is expected that the
presented approach scales well to more sophisticated hardware.
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Figure 2.10. Experimental data used to estimate the temperature dependent
convection coefficient. The heater input ( ) is applied in a stair sequence. The
resulting temperature ( ) is then evaluated at specific points ( ). The ambient
temperature ( ) is recorded and taken into account.
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Figure 2.11. Estimated empirical function ( ) and calculated convection
coefficients ( ) from Fig. 2.10 describing the temperature dependency of the
convection coefficient.
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Figure 2.12. Time domain validation experiment on the parametric model
obtained using the framework presented in this chapter. In the top figure, the
simulated ( ) is compared to the measured ( ) output. In the bottom figure,
the simulation error ( ) is shown for both outputs.

2.6. Conclusion

The modeling approach presented in this chapter enables fast and accurate mod-
eling of thermal dynamics in view of precision motion control. By applying the
local parametric method an improved non-parametric FRF estimate is obtained.
Furthermore, by explicitly taking into account the transient contributions a sig-
nificant reduction in measurement time is achieved when compared to classical
methods. Moreover, the estimation error for low-frequencies is significantly re-
duced by incorporating additional sensor data that makes use of environmental
disturbances to provide additional excitation input. Building on the improved
FRF estimation, a grey-box parameter calibration approach is presented that
yields high-fidelity parametric models of the thermodynamical system. The
proposed methodology is applied to a multi-variable experimental setup. The
method achieves significant improvements in estimation accuracy, and a reduced
experimentation time by incorporating the transient and disturbance contribu-
tions. The presented methods form a framework that facilitates the implementa-
tion of advanced control techniques and error compensation strategies, enabling
increased accuracy and throughput in high precision motion control.



Chapter 3
On Frequency Response Function Identification
for Advanced Motion Control 1

Abstract: A key step in control of precision mechatronic systems is Frequency
Response Function (FRF) identification. The aim of this chapter is to
illustrate relevant developments and solutions for FRF identification.
Specifically dealing with transient and/or closed-loop conditions that can
normally lead to inaccurate estimation results. This yields essential insights for
FRF identification that are illustrated through a simulation study and
validated on an experimental setup. Although the chapter is set in an
advanced motion control context the demonstrated principles can be
straightforwardly translated to a thermomechanical setting.

1The results in this chapter constitute Contribution C2 of this thesis. The chapter is based
on “Evers, E., Voorhoeve, R., and Oomen, T. On Frequency Response Function Identification
for Advanced Motion Control, IEEE 16th International Workshop on Advanced Motion Control
(AMC2020) - Kristiansand, Norway, 2020” .
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3.1. Introduction

Many mechatronic systems in the manufacturing industry are considered as
Multiple-Input Multiple-Output (MIMO) systems in view of control. These
systems often have multiple Degrees of Freedom (DOF) that must be controlled
using feedback control for various reasons, e.g., safety margins or constraints
on movement range. Furthermore, there is an increasing need for the control
of systems-of-systems (Evers et al., 2019c) where multiple subsystems jointly
contribute to the overall system performance. Examples include wafer scanners
used in the lithographic industry, where the wafer stage and reticle stage syn-
chronization is critical to achieve the required overlay performance or gantry and
carriage platforms such as large scale industrial printers (Blanken and Oomen,
2019), where performance of both subsystems is directly related to the print
quality, and roll-to-roll processing plants, where synchronization between rolls
is required for correct deposition of the layer material (Chen et al., 2016).

Due to the increasing complexity of these MIMO systems-of-systems ap-
propriate modeling techniques are required. For this, acquiring the frequency
response function (FRF) of the system is an important first step. FRF identifi-
cation is often fast and inexpensive and provides an accurate representation of
the system. The FRFs can be used for many applications, e.g., direct controller
tuning (Karimi and Zhu, 2014) or as a basis for parametric modeling (Voorhoeve
et al., 2016b).

The identification of FRFs has made significant progress in recent years,
particularly by explicitly addressing transients errors (McKelvey and Guérin,
2012; Schoukens et al., 2009). Indeed, one of the underlying assumptions is
that the system is in steady state, which is often not valid for experimental
systems. Furthermore, these approaches have been extended to MIMO systems
(Voorhoeve et al., 2018), but in MIMO identification for control, it is often
ambiguous which closed-loop transfer functions have to be identified.

Although important progress is made in FRF identification, application of
these advanced methods, especially for multivariable systems, is strikingly lim-
ited. The aim of this chapter is to provide a clear and concise overview of the
steps and decisions that are taken during the identification process. Specifically,
two items are investigated in more detail: 1) the elimination of transients and
2) closed-loop aspects for single and multivariable systems. The elimination of
transients, i.e. aspect 1), is key when identifying complex systems with many
inputs and outputs, commonly, an individual experiment is required for each
separate input channel. An approach is presented that can explicitly estimate
and remove transient components from FRF estimation that otherwise would
cause a biased estimate. Traditionally, these transient effects are mitigated by
increasing the experiment length and removal of the initial transient data. By
applying the proposed method, a significant reduction in measurement time is
achieved.
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G0

u(nTs) y0(nTs)

v(nTs)

y(nTs)

Figure 3.1. LTI discrete time system in an open-loop setup.

Moreover, closed-loop aspects, i.e., aspect 2), are highly important since these
increasingly complex systems often operate in closed-loop conditions. Identifi-
cation under these conditions is increasingly challenging since the additional
feed-back loop can cause an estimation bias when not appropriately addressed.
Furthermore, a distinction in view of system modeling for control must be made
between full MIMO modeling or appropriate selection of a closed-loop Single-
Input Single-Output (SISO) transfer function that includes the effect of the
interaction between different DOFs.

3.2. Problem formulation

Consider the discrete time signal u(nTs), n = 0, . . . , N −1, where N is the total
amount of samples, and its frequency domain representation U(k) obtained by
application of the Discrete Fourier Transform (DFT) defined as (Pintelon and
Schoukens, 2012):

X(k) =
1√
N

N−1∑
n=0

x(nTs)e
−j2πnk/N . (3.1)

When the signal u(nTs) is applied as input to a linear time invariant system G0

with additive output noise v(nTs), as in Figure 3.1, the resulting output in the
frequency domain equals

Y (k) = G0(Ωk)U(k) + T (Ωk) + V (k) , (3.2)

where T (Ωk) represents the transient contribution and V (k) represents the noise
contribution. The argument Ωk denotes the generalized frequency variable eval-
uated at DFT-bin k, which, when formulated in, e.g., the Laplace domain, be-
comes Ωk = jωk and in the Z-domain Ωk = ejωkTs .

3.2.1. Problem formulation

In this chapter focus is placed on two aspects in particular, 1) transient contri-
butions and 2) closed-loop aspects.



3

42 Chapter 3. On Frequency Response Function Identification

3.2.1.1 Transient contribution: The transient contribution consists of the
additional signal that results from past inputs, minus the missed signal in the
future response that results from final conditions in the current window. Pro-
vided that G0 is proper, this yields the following state-space representation of
the transient contribution

T (z−1) = C(I − z−1A)−1 (x(0)− x(N)) . (3.3)

where the initial state x(0) and final state x(N) capture the past and final
conditions respectively. The additional term T (Ωk) in (3.2) poses difficulties
when identifying the system in transient conditions, i.e., when x(0) 6= x(N). It
is generally not possible to separate the forced and transient contribution in the
obtained mixed output signal. In Section 3.3.3 a method is provided to alleviate
these difficulties.

3.2.1.2 Closed-loop aspects: Consider again the setup in Figure 3.1, here
u is assumed to be independent of y and noise free. Clearly, in a closed-loop
setting, where u = K(r−y), where K is the controller and r and y the reference
and output respectively, this no longer holds since u and y are correlated. In
view of identification, additional care has to be taken, as is shown in Section 3.5.

3.2.2. Experimental Setup

The challenges for FRF identification presented in this paper are demonstrated
on an experimental setup or a representative simulation model. The exper-
imental setup is shown in Figure 3.2 and it consists out of two DC motors
interconnected by a flexible connection. The system is operated in closed-loop
and is multivariable with high interaction terms, i.e., with strong cross-coupling
between the two inputs and outputs.

A representative simulation model is constructed by considering the setup
as two masses connected to each other and the fixed world by spring-damper
elements, as shown in Figure 3.2b. The state-space model of the system is then
given by

ẋ =


0 1 0 0
−173 −8 166 1.33

0 0 0 1
166 1.33 −173 −8


︸ ︷︷ ︸

A


x1

x2

x3

x4

+


0 0
53 0
0 0
0 53


︸ ︷︷ ︸

B

[
u1

u2

]
(3.4)

y =

[
1 0 0 0
0 0 1 0

]
︸ ︷︷ ︸

C


x1

x2

x3

x4

 (3.5)



3

3.3 Estimators 43

(a)

k3

d3

m1
m2

k1

d1

k2

d2

(b)

Figure 3.2. The experimental setup (a) and it’s schematic counterpart (b).
The system consists of two DC motors coupled by an elastic connection, often
representative for a conveyor belt type system. Due to the direct connection
between the motors, the system is highly multivariable.

where y [rad] is the angular position measured by optical encoders and u [V] is
the input voltage to the linear amplifiers that control the motors. The transfer
function matrix (TFM) can then by obtained by G(s) = C(sI −A)−1B.

3.3. Estimators

In this section, various estimators for Frequency Response Functions (FRFs) are
presented. Throughout, the SISO open-loop case is considered. The extension to
closed-loop and MIMO is considered in Section 3.5 and Section 3.5.2 respectively.
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3.3.1. Empirical Transfer Function Estimate

One of the most straightforward transfer function estimates can be obtained by
simply dividing the frequency domain output signal with the input signal. This
is known as the Empirical Transfer Function Estimate or ETFE, i.e.,

ĜETFE(k) = Y (k)/U(k) . (3.6)

To average out the noise contribution, the input and output signals are divided
into windows of equal length and subsequently the ETFE is obtained for each
window m to yield,

ĜETFE(k) =
1

M

∑
m

Ym(k)/Um(k) . (3.7)

When periodic excitation signals are used and the window length matches the
periodicity of the excitation, this is an effective approach. However when arbi-
trary excitation signals are used such as noise excitation, averaging as performed
in the ETFE can lead to poor results. This is due to the fact that when the
excitation signal u(nTs) is a Gaussian (pseudo) random signal, the amplitude
of U(k) is also stochastic and can therefore be arbitrarily close to zero. When
Um(k) is close to singular in some window m and at frequency bin k, the ETFE
at that frequency will be dominated by the noise contribution yielding a very
poor FRF estimate. This poor FRF estimate is subsequently averaged with
the estimates in the other windows without accounting for the difference in the
quality of the individual estimates.

The main guideline to follow is to always average out the noise before division.
When this principle is directly applied for arbitrary signals by first averaging the
inputs and outputs over all windows and then performing the division, i.e.,

Ĝavg = Yavg(k)/Uavg(k), (3.8)

with

Yavg(k) =
1

M

∑
m

Ym(k), Uavg(k) =
1

M

∑
m

Um(k), (3.9)

another problem occurs due to the randomness of the phases of Um(k) for each
m. As these phases are random the mean value, i.e., Uavg(k), will tend to zero
for large M .

3.3.2. Spectral Analysis

For arbitrary signals the spectral analysis approach is commonly applied. In
this approach the cross-power spectrum of the input and output signals and
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auto-power spectrum of the input signal are first calculated, involving an aver-
aging step over all considered excitation windows, and subsequently the transfer
function estimate is obtained by dividing these spectra

ĜSA(k) = Φ̂yu(k)/Φ̂uu(k) (3.10)

where GSA denotes the spectral analysis approach and

Φ̂yu(k) =
1

M

∑
m

Ym(k)Um(k)H (3.11)

Φ̂uu(k) =
1

M

∑
m

Um(k)Um(k)H . (3.12)

In this approach, transient suppression is achieved by using so called windowing
functions, such as the Hanning window. For additional details, see Pintelon and
Schoukens (2012, sections 2.2.3 & 2.6.5). An estimate for the noise covariance
and the covariance on the transfer function estimate are obtained in spectral
analysis through (Pintelon and Schoukens, 2012, eq. (7-33) & (7-42)).

σ2
v(k) =

M

M − nu

(
Φ̂Y Y (k)− Φ̂Y U (k)/Φ̂UU (k)Φ̂HY U (k)

)
(3.13)

σ2
GSA

(k) =
1

M

(
1/Φ̂UU (k) · Cv(k)

)
(3.14)

3.3.3. Local Modeling Approach

The main idea of the local modeling approach, e.g., as in Schoukens et al. (2009),
is to identify a model, with validity over only a small frequency range, which can
be used to provide a non-parametric estimate of the FRF and the transient at
the central point k. Consequently, errors due to the transient can be effectively
eliminated. To achieve this, a small frequency window r around DFT-bin k is
considered, i.e., r = [−nw, . . . , nw] ∈ Z, to yield

Y (k + r) = G(Ωk+r)U(k + r) + T (Ωk+r) + V (k + r) . (3.15)

Next, both the plant, G(Ωk+r), and the transient contribution, T (Ωk+r), which
are assumed to be smooth functions of the frequency, are parametrized. For
instance, using the polynomial parametrization

G(Ωk+r) = G(Ωk) +

R∑
s=1

gs(k)rs , (3.16)

T (Ωk+r) = T (Ωk) +

R∑
s=1

ts(k)rs . (3.17)
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(b) Estimation error

Figure 3.3. Identification result under transient conditions, the top figure
(a) shows the magnitude of the identified frequency response function and the
bottom figure (b) shows its estimation error when compared to the model. The
results show that the LPM ( ), described in Sec.3.3.3, outperforms the spectral
analysis method using both a rectangular ( ) and a Hann ( ) window. The
LPM is invariant to the transient contribution ( ) that dominates the response
at lower frequencies when compared to the plant ( ).
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Using this parametrization (3.15) is rewritten as

Y (k + r) = Θ(k)K(k + r) + V (k + r), (3.18)

with

Θ(k) =
[
ΘG(k) ΘT (k)

]
,

ΘG(k) =
[
G(Ωk) g1(k) g2(k) . . . gR(k)

]
,

ΘT (k) =
[
T (Ωk) t1(k) t2(k) . . . tR(k)

]
, (3.19)

K(k + r) =

[
K1(r)⊗ U(k + r)

K1(r)

]
(3.20)

where
K1(r) =

[
1 r · · · rR

]T
. (3.21)

Finally, the parameters of the local model are determined by solving the linear
least squares problem

Θ̂(k) = arg min
Θ(k)

nW∑
r=−nW

‖Y (k + r)−Θ(k)K(k + r)‖22 (3.22)

= Yn(k)Kn(k)+ (3.23)

with Xn(k) =
[
X(k − nW ) · · · X(k + nW )

]
, and with A+ = AH(AAH)−1

the right Moore-Penrose pseudo-inverse. Performing this least squares estima-
tion for each DFT-bin, k, and evaluating the local models at the center fre-
quency r = 0, yields a non-parametric estimate, G(Ωk), for the FRF. For the
parametrization described here this evaluation is trivial, since for r = 0 only
the zeroth order polynomial term remains, which is why G(Ωk) directly appears
in this parametrization, see (3.16). It should be noted that this least squares
estimation can be subject to certain weighting factors, as in, e.g., Voorhoeve
et al. (2016a), which is true for any estimation problem considered in this paper.
However, for clarity, such weighting factors have been omitted in the present
chapter. An estimate for the covariance on the transfer function estimate can
be obtained as provided in Schoukens et al. (2012, section 7.2.2.2).

3.4. Transients in System Identification

Estimating the true plantG0(Ωk) in (3.2) using classical estimators is challenging
since the measurement of Y (k) is contaminated with an additional component
T (k). In Section 3.3.3 it is shown that an explicit estimation of T (k) can be
made by constructing a local parametric model in a frequency window of width
n around DFT bin k. The underlying assumption facilitating this approach is
the smoothness of the transient component T (k) in (3.3) since the transient is a
decaying response, assuming that the system is stable.
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K G0++ +
−

u(nTs) y0(nTs)

v(nTs)

y(nTs)

d(nTs)

e(nTs)

Figure 3.4. LTI discrete time system in a closed-loop setting.

Simulation study To illustrate the benefit of the local modeling approach,
a simulation study is performed using the simulation model presented in Sec-
tion 3.2.2. The system G0 is considered in closed-loop, see Figure 3.4, with
identification input d(nTs) and identification output u(nTs). Therefore, the
identification setting essentially is an open-loop one as in Figure 3.1, since the

transfer function that is identified is the sensitivity function S(Ωk) =
u

d
, and d

is noise free.

Simulation results The excitation signal is 2 periods of a 5 [s] random phase
multisine with a sampling frequency Fs = 1000 [Hz], resulting in a total of 10000
samples. The FRF of G0 is then estimated using both the spectral analysis and
local modeling approach, presented in Section 3.3, yielding results as shown in
Figure 3.3. The spectral analysis method is applied using both a rectangular
window and a Hann window. While the latter appears to achieve improved
performance, the results are misleading, with increasing amount of periods, mit-
igating the effect of transients, the rectangular window will outperform the Hann
window. Indeed, with a periodic excitation no window should be used since this
will introduce additional leakage errors. The local modeling approach clearly
outperforms the spectral analysis approach, since it explicitly estimates and re-
moves the transient component T (Ωk) that is causing the FRF estimate using
the spectral analysis method to be erroneous.

3.5. Closed-loop aspects

The techniques presented in the previous sections are described for an open-
loop output error setup, see, e.g., Figure 3.1. Many precision motion systems
have safety constraints, requiring closed-loop operations. In this section, the
transition to a closed-loop identification setting is made as shown in Figure 3.4.
It is shown that the techniques presented in Section 3.3 can be straightforwardly
extended to a closed-loop setting when taking into account some important
differences.
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3.5.1. Indirect approach to Closed-loop identification

A common approach for the control of motion systems is to neglect possible
cross-coupling between the DOFs or performing a decoupling procedure. This
allows the simplification to a Single-Input Single-Output (SISO) control setting.
Consider again an LTI discrete time system, now operating in closed-loop as
shown in Figure 3.4. A transfer function estimation can be performed using
excitation input d(nTs), identification input u(nTs) and identification output
y(nTs), as described in Section 3.3.2, yielding (Söderström and Stoica, 1989,
Chap. 10)

Ĝ(k) =
Φ̂yu(k)

Φ̂uu(k)
=
G0Φdd −KΦvv
Φdd + |K|2Φvv

. (3.24)

This clearly yields a biased estimate of G0 since y and v are not independent in
the closed-loop setting. This shows that taking a direct approach and identifying
the system G0 using y and u in a closed-loop setting can lead to an estimation
bias.

Indirect approach To mitigate the estimation bias resulting from a direct
approach in Eq. 3.24, an indirect approach is considered that identifies two
transfer functions in a Single Input Multiple Output (SIMO) procedure to yield

ĜS(k) =
Φ̂yd

Φ̂dd
, Ŝ(k) =

Φ̂ud

Φ̂dd
(3.25)

that are the estimate of the process sensitivity and sensitivity respectively. The
system estimate Ĝ0 is then obtained by

Ĝ(k) =
ĜS(k)

Ŝ(k)
. (3.26)

Alternatively Ĝ(k) is obtained by Ĝ(k) = 1
K(k) ( 1

S(k) − 1) but this requires the

controller K(k) to be known exactly, which is often not possible. The estimate
(3.26) is unbiased in the closed-loop setting since d and v are independent. Note
that (3.26) recovers (3.10) in the open-loop setting since then S(k) = 1 and
GS(k) = G(k). Similarly, the local approach proposed in Section 3.3.3 can be
used to identify GS(k) and S(k) in (3.26) to yield an unbiased estimate of Ĝ(k)
under transient conditions.

3.5.2. Closed-loop identification of multivariable systems

In this section the indirect method to closed-loop identification is extended to
encompass MIMO systems. Depending on the control objective, a different plant
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Figure 3.5. Comparison of the estimated FRF of the true system ( ) using
the direct method ( ) and the indirect method ( ) . It is shown that applying
the direct method in a closed-loop setting yields a significantly biased result.

model is desired. A distinction is made between the true multivariable plant and
an equivalent plant.

Consider a MIMO system in the closed-loop setting as shown in Figure 3.7.
The system in Figure 3.7 is multivariable and the control solution is decen-
tralized, i.e., diagonal. Consider now the proposed indirect method from Sec-
tion 3.5.1 using excitation input d1 and identification output u1, y1 and u2, y2 to
identify the first column of Ĝ to obtain G11, G21. Applying the indirect method
to individual entries of GS and S yields for G11

G̃eq11 = GS11/S11 = G11 −
G12K2G21

1 +K2P22︸ ︷︷ ︸
interaction

. (3.27)

Here, the estimated G̃eq11 is clearly different from the “true” MIMO entry G11,
as indicated in Figure 3.7. This is caused by the interaction terms G12, G21

and the secondary closed-loop controller K22. Indeed, the plant G̃eq11 is also
known as the “equivalent plant”, since it represents the fully coupled system
as a single SISO transfer function. This approach is often applied in sequential
loop closing, where a full MIMO system is modeled as a sequence of equivalent
plants for which a SISO controller is designed (Maciejowski, 1989).

To obtain the full multivariable plant G a slightly different formulation to
(3.27) is required. The plant G can straightforwardly be identified using 2 inde-
pendent excitations, exciting d1 and d2 to identify the first and second column
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Figure 3.6. Experimental estimation of the MIMO transfer function matrix,
shown as a magnitude [dB] plot, using both matrix wise ( ), with correspond-
ing variance ( ), or element wise division ( ), shown without variance, yield-
ing significantly different models. Depending on the desired model, a specific
operator should be used.
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K1 G11++ +

−
u1(nTs) y10(nTs) y1(nTs)

d1(nTs)

e1(nTs)

K2 G22++ +
− u2(nTs) y20(nTs) y2(nTs)

d2(nTs)

e2(nTs)

G21

G12Geq
11

Figure 3.7. LTI discrete time system in a MIMO closed-loop setup. Here Geq
11

indicates the equivalent plant that includes the interaction in the secondary
loop as a SISO transfer function.

respectively of GS and S. Then G is obtained by performing

G(Ωk) = GS(Ωk)S(Ωk)−1 (3.28)[
G11 G12

G21 G22

]
=

[
GS11 GS12

GS21 GS22

] [
S11 S12

S21 S22

]−1

(3.29)

for each frequency Ωk. Here, the Frequency Response Matrix (FRM) of the
closed-loop sensitivity function S(Ωk) is inverted using a matrix inverse and not
element wise inversion. While this difference is subtle, the obtained plant is
significantly different for systems with interaction.

3.6. Experiments

In this section, the techniques presented in this chapter are applied to the ex-
perimental setup as shown in Figure 3.2. Specifically, the transient elimination
by employing the local modeling technique, as shown in Section 3.3.3, and the
closed-loop MIMO estimation, as shown in Section 3.5.2, are highlighted.

3.6.1. Transient elimination

To illustrate the effects of transient conditions on the estimation accuracy, an
FRF is estimated on two different datasets. The first dataset contains 6 periods
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Figure 3.8. Estimating the FRF of the sensitivity function S = u
d

using 2
periods of a 5 [s] multisine, compared to using 6 periods as a baseline reference
( ). Results show that the estimation error using spectral analysis ( ) is
significantly higher than when using the LPM method ( ), this is caused by
the transient contribution ( ).

of the system response to a multisine signal with a length of 5 [s], yielding N =
30 ·Fs = 30 ·103 samples, this dataset serves as a baseline reference. The second
dataset contains only the first 2 periods of the first dataset, reducing the number
of available samples to N = 10 · Fs = 10 · 103. Moreover, the initial periods
contain significantly more transients than the latter. The results are shown in
Figure 3.8. It is demonstrated that the LPM described in Section 3.3.3 is able to
significantly reduce the estimation error caused by the transient contributions,
when compared to the more classical spectral analysis approach. Furthermore,
this allows for a significant reduction in experiment time since transient data
can be used in the estimation. Traditionally, this transient data would need to
be eliminated resulting in additional experiment time that can now be avoided.

3.6.2. MIMO identification in a closed-loop setting

In Section 3.5.2 it is shown that by applying the indirect method in multivariable
setting, two different FRM can be obtained. By applying the matrix inverse,
e.g., Ĝ = PSS−1 the multivariable plant model is obtained. Conversely, if an

element wise inversion is employed, e.g., PS � 1

S
where � is the Hadamard

product, then the equivalent plant model is obtained. This is illustrated on the
experimental setup as shown in Figure 3.6. The results show that depending on
the desired model, a different matrix operation should be employed.
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3.7. Conclusion

In this chapter, an overview of important aspects in FRF identification for ad-
vanced motion control, specifically transient and closed-loop conditions, is pre-
sented. It is shown that if these aspects are not appropriately addressed the FRF
estimate can be biased or of poor quality. By applying the techniques presented
in this chapter a high quality unbiased FRF is obtained, facilitating parametric
modeling or direct controller design for advanced motion control.



Chapter 4
Incorporating prior knowledge in local
parametric modeling for frequency response
measurements: Applied to thermal/mechanical
systems 1

Abstract: A key step in experimental modeling of many applications,
including mechatronic systems, is Frequency Response Function (FRF)
identification. Applying these techniques to systems where measurement time
is limited leads to a situation where the accuracy of the identified model is
deteriorated by transient dynamics. The aim of this chapter is to develop an
identification procedure that mitigates these transient dynamics by employing
local parametric modeling techniques. To improve the modeling accuracy, prior
knowledge is suitably incorporated in the procedure, while at the same time
allowing for rational parameterizations that ensure global optimality. This
prior knowledge exploited in the relevant local frequency range using a specific
Möbius transformation. It is shown that the presented framework leads to
accurate identification results, both in a simulation study of a mechanical
system, as well as on experimental data of a thermal system.

1The results in this chapter constitute Contribution C3 of this thesis. The chapter is
based on “Evers, E., de Jager, B., and Oomen, T. Incorporating prior knowledge in local
parametric modeling for frequency response measurements: Applied to thermal/mechanical
systems. Under review”.
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4.1. Introduction

Frequency Response Function (FRF) identification is a key step in identifica-
tion and control. Acquiring FRFs is often fast, inexpensive, and accurate, and
requires very limited user-intervention. The obtained FRFs are used for many
purposes, ranging from controller design by manual tuning (Oomen, 2018), op-
timal synthesis (Karimi and Zhu, 2014), stability analysis, interaction analysis
(Evers et al., 2017), to parametric identification (Pintelon and Schoukens, 2012).
Also, these FRFs are used in many application domains, e.g., in mechanical sys-
tems with flexible dynamics (Geerardyn et al., 2015; Voorhoeve et al., 2015),
in thermal systems (Monteyne et al., 2013), in electrical systems (Relan et al.,
2017a), and in combustion systems (Van Keulen et al., 2017).

Identification of FRFs has recently been substantially advanced by explic-
itly mitigating transient errors. Indeed, one of the tacit assumptions is that
the system under test is in steady state, which is often not valid for experimen-
tal systems. Moreover, due to the slow dynamics in certain applications, e.g.,
thermal-mechanical systems, transients are increasingly relevant. In the Local
Polynomial Method (LPM) (Pintelon et al., 2010), the smoothness, in the fre-
quency domain, of the transient response is exploited by locally approximating
the transfer function by a polynomial function to estimate and remove the tran-
sient component. In McKelvey and Guérin (2012), this is generalized towards
the Local Rational Method (LRM), which uses a rational function in the local
approximation.

Although the general parameterization used in the LRM enables improved
identification results, the LRM involves an optimization problem that introduces
additional challenges. As a key advantage, the LRM is a more general param-
eterization, directly recovering the LPM as a special case, and the additional
freedom in the parameterization allows to capture dynamics, especially lightly
damped, more accurately, see Verbeke and Schoukens (2018) for a theoretical
analysis of the local approximation error and Geerardyn et al. (2015) for ex-
perimental evidence. On the other hand, the rational parametrization leads
to a non-convex optimization problem, which is approximated in typical LRM
approaches as in Levy (1959). Further improvements to employ an iterative al-
gorithm has mixed outcomes, see, e.g., Geerardyn et al. (2015). Furthermore,
as a direct consequence, the variance results, which are valid for LPM, are only
accurate for the LRM for sufficiently high Signal to Noise Ratio (SNR) due to a
bias effect.

The aim of this chapter is to present a unified framework for FRF identi-
fication that employs a rational local parameterization, in conjunction with a
closed-form optimizer to yield reliable variance expressions and improved esti-
mation accuracy. This is achieved by exploiting prior knowledge on the system,
characterized by pole locations in the complex plane, e.g., resonance frequency
region in mechanical systems (Geerardyn et al., 2015), or pole locations on the
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real axis (Guo, 2014; Relan et al., 2017b) for thermal systems. In Peumans et al.
(2018) prior knowledge is incorporated in the local rational parameterization by
using Vector Fitting to estimate pole locations from input/output data.

In Peumans et al. (2018), Vector Fitting (VF) is used to provide the local
rational parameterization with estimated pole locations. The VF algorithm is
adapted to work on transient input-output data and employs an iterative process
to estimate the pole locations.

The approach in the present chapter exploits the freedom of selecting those
poles at a prescribed location. The presented approach is linear in the parame-
ters, similar to the LPM, and therefore maintains the associated benefits, e.g.,
an analytical solution and bias and variance expression. The approach utilizes
orthonormal rational basis functions (OBFs), which are well studied (Heuberger
et al., 2005; Ninness and Gustafsson, 1997; De Vries et al., 1998) to form the
basis for the local regression problem. Moreover, it is shown that it requires
the development of OBFs with complex coefficients over the real line, which
is in sharp contrast to the typical use of OBFs in system identification, where
the support is typically over the imaginary axis or the unit disc. Indeed, local
parametric methods (LPM/LRM) often tacitly represent FRFs of systems by
complex valued transfer functions that are evaluated over the real axis.

The main contributions of this chapter are the following.

C1 A local parametric method is developed that uses a linearly parametrized
basis, leading to an efficient optimization and closed-form solution, pro-
viding an accurate variance analysis yielding a reliable quality metric, and
exploiting prior knowledge.

C2 Development of the necessary theory of OBFs using single complex pole
parameterizations over the real line and transformation of prior knowledge
to this domain.

C3 Validation of the method by application on relevant systems, e.g., on reso-
nant dynamics in a simulation study of a mechanical system and first-order
dynamics in an experimental study on a high tech industrial thermal setup.

The chapter is organized as follows. In Section 4.2, FRF identification under
transient conditions is investigated. In Section 4.3, the local parametric method
using the general parameterization considered is presented. In Section 4.4, a de-
sign for the local approximation basis is introduced together with a framework
for orthonormal rational functions on the real line. A Möbius transformation
is used to connect different components of the framework to appropriate prior
knowledge and previous results. In Section 4.5 the method is applied in a case
study on relevant industrial applications, involving 1) a simulation study in-
volving lightly damped resonant dynamics and 2) experiments on a high tech
industrial thermal setup. In Section 4.7, conclusions are presented.
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G0

u(n) y0(n)

v(n)

y(n)

Figure 4.1. Discrete time linear time invariant system in an open-loop setting
with input u(n), measurement noise v(n), and output y(n).

4.2. Problem formulation

4.2.1. Transients in FRF identification

In this section, the role of transients in FRF identification is investigated.
Consider a discrete time Linear Time Invariant (LTI) Single-Input Single-

Output (SISO) system G in an open-loop setting, as shown in Figure 4.1, and
an excitation input u(n). Then, the output y(n), for an infinite time interval
n ∈ (−∞,∞), is given by

y(n) =

∞∑
k=−∞

u(k)g(n− k) + v(n) (4.1)

where g(n) is the impulse response of G and v(n) the noise contribution on the
output. By applying the Discrete Fourier Transform (DFT)

X(k) =
1√
N

N−1∑
n=0

x(n)e
−i2πkn
N (4.2)

on a finite interval, i.e., n ∈ {0, 1, . . . , N − 1} of (4.1), yields

Y (k) = G(Ωk)U(k) + T (Ωk) + V (k) (4.3)

in the frequency domain, where G(Ωk) is the frequency response function of
the dynamic system. Also, Y (k), U(k), V (k) are the DFT of y(n), u(n), v(n),
respectively. Here, Ωk denotes a generalized frequency unit, e.g. in continuous
time Ωk = jω and in discrete time Ωk = ejωkTs where Ts is the sample time,
and k denotes the k-th frequency bin, the latter is used throughout.

In (4.3), T (Ωk) accounts for the transients for both the system response
TG(Ωk) and the noise TV (Ωk). The transient terms are directly related to the
initial and final conditions of the system, i.e., the transition of an infinite to a
finite interval such that the relation (4.3) is an exact representation. Also, the
estimation error by neglecting the term T (Ωk) is often referred to as leakage error
(Pintelon and Schoukens, 2012). An insightful interpretation, see also McKelvey
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and Guérin (2012), of T (Ωk) can be made by using a state-space realization of
the system G in Figure 4.1, e.g.,

x(n+ 1) = Ax(n) +Bu(n)

y(n) = Cx(n) +Du(n) (4.4)

where x(n) ∈ Rnx is the state vector with nx the number of states. By then
applying the DFT to (4.4), this directly connects to (4.3) through

G(Ωk) = C(ejωkI −A)−1B +D (4.5)

T (Ωk) = C(ejωkI −A)−1(x(0)− x(N))ejωk . (4.6)

Here, the term G(Ωk) is the FRF of the LTI system and T (Ωk) the transient
contribution in the frequency domain. This shows that T (Ωk) and G(Ωk) exhibit
similar but not identical dynamics, since they share the same poles and it is
assumed that no pole/zero cancellations are present. However, the zeros of their
transfer functions can be different.

4.2.2. Classical approach

The finite time response in (4.3) contains the additional terms T (Ωk) and V (k).
A classical approach to identify the system G(Ωk) is to use the Emperical Trans-
fer Function Estimate (ETFE), i.e.,

Ĝ(k) = Y (k)U−1(k). (4.7)

Analysis reveals that

G(Ωk)− Ĝ(k) = T (Ωk)(k)U−1(k) + V (k)U−1(k)︸ ︷︷ ︸
estimation error

. (4.8)

Hence, the transients, in addition to the noise contribution V (k), lead to an
estimation error.

4.2.3. Transients in different applications

The result (4.8) reveals that transients lead to estimation errors of the true sys-
tem G(Ωk). From (4.5)-(4.6), the system dynamics, i.e., pole locations, largely
determine the transient contribution.

The central idea in this chapter is that the application domain provides clear
prior knowledge on the locations of these poles. In Figure 4.2 pole locations
are shown for a mechanical system, in Figure 4.2a, and a thermal system, in
Figure 4.2b. An ad-hoc solution that is often employed to cope with transient
data, is to remove the initial transient response from the identification data.
Electro-mechanical systems, e.g., servo-positioning systems, often have lightly
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(a) Prior in discrete time, where
Ωk = ejωk ( ), mechanical applica-
tions, where a frequency region ( )
of the resonance mode is known.
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Im

(b) Prior in continuous time, where
Ωk = jωk ( ), thermal applications,
where the poles lie on the real axis
( ).

Figure 4.2. Examples of prior knowledge in different domains and applications.
In the discrete time domain, where Ωk = ejωk , and mechanical applications, in
Figure 4.2a, often a frequency region of resonance modes is known either from
FEM analysis or initial experiments. In the continuous time domain, where
Ωk = jωk, and thermal applications, typically poles lie on the real negative
axis.

damped dynamics and small time constants. For these systems, the transient
contribution in (4.3) can sometimes be substantial due to low damping. For
other systems, e.g., thermomechanical systems (Evers et al., 2018a), the time
constants are significantly larger and the transient contributions constitute a
dominant part of the output response. Waiting for the initial transient to settle
requires an unacceptable increase in experiment time. FRF identification for a
more general class of systems, e.g., including thermomechanical systems, requires
a method capable of coping with data obtained under transient conditions.

In this chapter, an approach that explicitly takes into account the transient
term T (Ωk) to obtain an unbiased estimate of Ĝ(Ωk) is presented. This elimi-
nates the need to discard the initial transient data, thus achieving a significant
savings in the necessary experiment time to accurately identify the system.

4.2.4. Problem formulation

The problem considered in this chapter is as follows. Given an input/output
sequence u, y where y contains a transient response, provide an accurate non-
parametric FRF estimate Ĝ(ω) of the true system G0(ω) accompanied with a
reliable variance estimation Ĉv(ω).
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To address this, a new parameterization is employed that allows for the
estimation of transient responses by solving an optimization problem that has a
closed-form solution, thereby providing an accurate estimate and accompanying
variance expressions. Moreover, this method facilitates the incorporation of
appropriate prior knowledge, enabling increased estimation accuracy.

4.3. Local parametric Modeling

In this section, a local parametric approach is presented with a rational parame-
terization that allows convex optimization, in particular a closed-form solution,
leading to contribution C1. The outline of the section is as follows. First, the
concept of local parametric modeling is presented. Second, the linear parame-
terization used in this chapter is presented. Third, the presented approach is
connected to previous results on local parametric modeling, including the local
polynomial method (LPM) (Pintelon and Schoukens, 2012) and the local ra-
tional method (LRM) (McKelvey and Guérin, 2012). In fact, these results are
recovered as special cases.

4.3.1. Local modeling

Local parametric methods construct approximations of G(eiωk) and T (eiωk) in
(4.3) on a subset of points

λ = {k − l, . . . , k + l} ⊂ N, (4.9)

i.e., a local window of width 2l + 1 with l ∈ N, in the complex plane. This is
illustrated in Figure 4.3 where a first-order and second-order local approximation
is shown.

Remark

Throughout, the notation {k− l, . . . , k+ l} is dropped, and k indicates a
single DFT-bin and λ indicates the local window, i.e., λ = {k− l, . . . , k+
l} ⊂ R.

The key mechanism underlying local parametric methods is the smoothness
of both G(Ωk) and T (Ωk) in (4.3).

In particular, the input U(k) is selected such that it is sufficiently exciting
and “wild”, i.e., having a non-sparse and non-smooth frequency spectrum in
magnitude and/or phase. Signals that are particularly suited are (filtered) white
noise or random phase multisines. This ensures that G(Ωk) can be distinguished
from T (Ωk), since the latter is not affected by the system input U(k). For
each frequency point k, a local parametric approximation is constructed over
neighboring points w, e.g., by polynomial functions in the LPM and rational
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functions in the LRM. Then, an estimate for the transient component at T (Ωk)
is constructed using this local approximation, such that it can subsequently be
removed from G(Ωk). This is illustrated in Figure 4.3 for G(k). The result for
the transient T (k) follows along conceptually similar lines. For more details on
the local parametric method in general, see Evers et al. (2018a); Schoukens et
al. (2012). In the remainder of this chapter, the emphasis lies on constructing a
suitable local parametric approximation basis for the functions G(Ωk), T (Ωk).

4.3.2. Linearly Parameterized Rational Parametrization

Consider again (4.3) and let

G(Ωλ) =

Nb∑
b=0

θkG(b)Ψ(b, λ) (4.10)

T (Ωλ) =

Nb∑
b=0

θkT (b)Ψ(b, λ), (4.11)

such that locally the terms in (4.3) are approximated in a window λ by an
expansion of degreeNb using general basis functions Ψ(b, λ) ∈ C where θkG(b) ∈ C
and θkT (b) ∈ C are the local coefficients for G(Ωλ) and T (Ωλ), respectively. Note
that Ψ = λb in (4.10) for the well-known Local Polynomial Method. For each
point k this local approximation yields

Ŷ (λ) =
[
θG(k) θT (k)

]︸ ︷︷ ︸
Θ(k)

[
Ψ(λ)⊗ U(λ)

Ψ(λ)

]
︸ ︷︷ ︸
K(U(λ),Ψ(λ))

(4.12)

where Θ(k) contains the local approximation coefficients for the basis functions
contained in the regression matrix K(λ) = K(U(λ),Ψ(λ)). From this local
approximation, only the center value, i.e., G(Ωk) is used, as illustrated in Fig-
ure 4.3. This local approximation is repeated to obtain an estimate of G(Ωk)
and T (Ωk) for each frequency bin k.

Remark

The input U(λ) is assumed to vary sufficiently over the full input spectrum
such that G(Ωλ)U(λ) can be distinguished from T (Ωλ) so K(λ) does not
lose rank, i.e., the input is sufficiently “wild”. This can be achieved by,
e.g., broadband noise excitation or random-phase multisines (Pintelon
and Schoukens, 2012).
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Figure 4.3. Resulting local approximation of G(Ωk) in local parametric mod-
elling in the complex plane. Here, a first order ( ) and second order ( )
approximation of the true plant ( ) is constructed using the measured data
( ) in the local window λ yielding an estimate for G(Ωk) at k ( ). The local
approximation for T (Ωk) follows along conceptually similar lines.

The coefficients Θ(k) are found by solving the Least Squares (LS) problem

Θ̂(k) := arg min
Θ

k+l∑
p=k−l

|Y (p)−Θ(k)K(p)|2, (4.13)

which should be overdetermined. Then, Θ̂ is given by

Θ̂(k) = Y (λ)K(λ)H(K(λ)K(λ)H)−1, (4.14)

where K(λ)H is the Hermitian transpose of the regression matrix K(λ) in
(4.12). Due to the closed-form solution, which resembles the LPM (Pintelon
and Schoukens, 2012, Sec. 7.2.2), an estimate for the noise covariance matrix is
given by

Ĉv(k) =
1

q
(Y (λ)− Ŷ (λ))(Y (λ)− Ŷ (λ))H (4.15)

where q is the degree of freedom of the residual Y (λ)− Ŷ (λ), i.e., q = 2l+1−Nb.
The final covariance on the estimated FRF Cov(vec(Ĝ(k))) is then determined
by an appropriate transformation, e.g., Pintelon and Schoukens (2012, Chapter
7).

Indeed, the covariance of the estimated FRF is given by

cov(vec(Ĝ(k))) = SHS ⊗ Ĉv(k), (4.16)
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where

S = K(λ)H(K(λ)K(λ)H)−1

[
Inu
0

]
Ψ(k), (4.17)

and vec() denotes a stacking of the columns of the matrix and nu is the number
of inputs of the estimated system.

Remark

The key point is that (4.15) holds for a linearly parameterized model
(4.10), which is in sharp contrast to the LRM, see Section 4.3.3, in which
case variance estimations are typically biased. This is caused by the
Levy approximation that introduced measurement data in the regressor
matrix. The result (4.15)-(4.16) holds for any linearly parametrized basis,
the results in (Pintelon and Schoukens, 2012) are recovered as a special
case.

The basis Ψ is general and allows for user-chosen parameterizations. For
instance, the basis Ψ can be chosen to be a polynomial, rational, or fractional
function of the window parameter w. In forthcoming sections, it is shown how
earlier approaches fit in the framework. Then, a new approach is presented that
enables the incorporation of prior knowledge.

4.3.3. Connection to LRM

A particular choice regarding the parametrization in (4.10) is to select rational
polynomials for Ψ, which directly connects to previously used rational functions
in the Local Rational Method (LRM) (McKelvey and Guérin, 2012). To intro-
duce the LRM, consider the optimization problem

Θ̂LRM := arg min
ΘLRM

k+n∑
p=k−n

∣∣∣∣Y (p)− Nλ
Dλ

U(p)− Mλ

Dλ

∣∣∣∣2 (4.18)

where

Nλ =

Nn∑
s=0

ns(k)λs (4.19)

Mλ =

Nm∑
s=0

ms(k)λs (4.20)

Dλ = 1 +

Nd∑
s=1

ds(k)λs. (4.21)



4

4.4 LRMP 65

Re

Im
Ω = jω

Re

Im
Ω = ω

−j

α

β

Re

Im

γ

Ω = ejω

−j 2
Ts
z−1
z+1

Figure 4.4. Complex plane, with a pole location β as a function of Ω = ω, a
pole location α as a function of Ω = jω or a pole location γ as a function of
Ω = ejω. By applying the required Möbius transformations pole locations in
different domains can be incorporated in the proposed parameterization.

In case of the typical LRM parameterization, the free parameters are ΘLRM =
[n0, . . . , nNm ,m0, . . . ,mNm , d1, . . . , dNd ] ∈ CNn+Nm+Nd where Nn, Nm, Nd de-
note the order of the plant and transient numerator and common denomi-
nator respectively. From (4.18), the LPM is directly recovered by setting
[dNd . . . d1] = 0. For general Dw, (4.18) is non-linear in the parameters and gen-
erally no closed-form solution similar to (4.14) exists. At least two approaches
(Geerardyn, 2016; McKelvey and Guérin, 2012; Verbeke and Schoukens, 2018;
Voorhoeve et al., 2018) have been pursued to determine (4.18) and find ΘLRM :
1) iteratively solving the LS problem, which has been applied in Geerardyn
(2016) with mixed results or 2) multiplying the criterion with Dw as in the clas-
sical approach in Levy (1959), which introduces an a priori unknown weighting
function in (4.18). On top of these aspects, both approaches lead to a situation
where K contains measurement data that is corrupted with noise, potentially
introducing errors in the variance estimate (4.15),(4.16), see also remark 4.3.2.
The form in (4.12) combines a general rational basis with the benefits associated
with a linear parametrization where the regression matrix is noise free.

4.4. LRMP

The local parametric approach in Section 4.3 yields improved FRF estimation
by explicitly taking transient contributions into account. For this, a local para-
metric parameterization is used to approximate T (Ωk) as a linear combination
of basis functions Ψ. In this section, an approach facilitating the construction
of a suitable basis Ψ is presented, henceforth referred to as the Local Rational
Method with Prescribed poles (LRMP).
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4.4.1. Approximation basis

In this section, the parameterization (4.10) is considered where the key idea is
to select a basis Ψ such that the closed-form expression to (4.13) is retained.
Consider a basis Ψ composed of rational functions with single complex poles,
i.e.,

Ψ(ω) =

Nb∑
b=0

1

ω + βb
(4.22)

where βb ∈ C, b ∈ 1, . . . , nb are the prescribed poles of the rational functions and
ω ∈ R is the (local) frequency parameter on the real-line. This basis facilitates
the modeling of resonant behavior and offers a general parameterization while
(4.10) remains linear in the parameters. For the local approximation (4.10), the
basis functions coefficients may be complex, indeed such model structures with
complex parameters are standard in the local methods. In previous methods,
e.g., in the LPM, the poles of the basis functions are all placed at ∞. In this
chapter, the freedom in the location of the prescribed poles in (4.22) is exploited
to obtain a higher approximation accuracy by including prior knowledge. In
Section 4.5.1, the appropriate transformation, to the ω ∈ R domain, of this
prior knowledge is investigated further.

Assuming the poles βb have been selected, see also Section 4.5, the basis can
be systematically constructed using orthogonal rational functions on the real
line.

Theorem 4.1. Given βb ∈ C where b ∈ [0, Nb], i.e., the poles in (4.22). Let
Ψ(ω) be parameterized as

Ψb(ω) =


√
−2Im(β0) −jω+β0

b = 0√
−2Im(βb)

−j
ω+βb

∏b−1
l=0

ω+β̄l
ω+βl

b 6= 0
, (4.23)

then
1

2π

∫ +∞

−∞
Ψn(ω)Ψm(ω)dω =

{
1, n = m

0, n 6= m
, (4.24)

where ω ∈ R, i.e., the basis Ψ is orthonormal on the real line.

A proof of Theorem 4.1 is provided in appendix 4.A. The basis in Theorem 4.1
is novel since the orthonormal basis functions are considered on the real line.

The orthogonality of the functions Ψ facilitates the repetition of poles to
expand the basis, improving the approximation of the true FRF (Ninness et al.,
2000). In fact, for a function f(ω) in the Hardy space H2 for arbitrary ε > 0 and
for sufficiently large m an element g(ω) ∈ {Ψb(ω)}mk=1 can be found such that
||f − g||2 ≤ ε, i.e., the basis Ψ(ω) is complete in H2. The basis Ψ is complete if
the following theorem holds.
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Theorem 4.2. The model set spanned by the basis functions {Ψb(ω)}n≥0 is
complete in all of the spaces Hp, 1 < p <∞ if and only if

∞∑
k=1

−Im{βb}
1 + |βb|2

=∞ (4.25)

A proof for this is presented in appendix 4.A.

The condition (4.25) in Theorem 4.2 is mild and fulfilled by (4.23) if the poles
βb are not on the real line. Finally, the orthogonality of the basis potentially
yields improved numerical conditioning for the approximation problem (Akçay
and Ninness, 1999).

Remark

The basis in Theorem 4.1 is orthogonal when evaluated over the real line
as in (4.24). In the local window λ, this orthogonality can be lost since
a discrete set of points is considered that no longer span the complete
real line. A solution for this could be found in line with Van Herpen, R.
(2014) that considers a discrete data-dependent basis to improve condi-
tioning. The conditioning (Ninness et al., 1999) of (4.23) improves with
the window size for limλ→N where N is the total amount of samples in a
measurement.

4.5. Employing prior knowledge: Möbius
transformation

In this section, it is shown how to incorporate prior knowledge from different
domains using a specific Möbius transformation, constituting contribution C2.
Moreover, this transformation is used to connect the presented framework to
previous results from literature.

A Möbius transformation is a conformal mapping defined on the extended
complex plane C∞ = C ∪ {∞} of the form

f(z) =
az + b

cz + d
(4.26)

where z ∈ C∞ and a, b, c, d ∈ C satisfy ad− bc 6= 0. A well-known special case of
this transformation is the bilinear transform, i.e., Tustin’s method (Houpis and
Lamont, 1992).
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Remark

In previous local parametric modeling methods, discrete time frequency
domain data, i.e., an FRF evaluated on points on the unit disc ejω, is
approximated by local models that are a function of k ∈ N on the real
line, i.e., the DFT bins as illustrated in Figure 4.3. The transformation
from s = jω or z = ejω to the ω domain is often implicit, but it is essential
when including prior system knowledge, as is done in this chapter.

4.5.1. Prior knowledge

In Section 4.4, a suitable basis Ψ for the local approximation (4.10) is presented,
i.e., (4.23) where βi is selected a priori. However, prior knowledge, e.g., system
poles, is often defined in terms of the Laplace variable s or the Z-transform
variable z, where the frequency response is obtained by substituting s = jω and
z = ejω, respectively. In contrast, the functions (4.22) for which the poles are
defined as β are evaluated on the real line w. Consequently, prior knowledge re-
garding the poles of the physical system G(Ωk) cannot directly be incorporated
in the local function (4.22). The appropriate prescribed poles β for (4.23) are
transformed using the forthcoming results from prior knowledge in the continu-
ous domain α or discrete domain γ, by employing the Möbius transformations
shown in Figure 4.4.

Continuous time α Given some knowledge on the system poles in continuous
time domain, i.e., Ωk = s, an equivalent prior is obtained for the ω domain
by using β = −jα, such that their frequency response function is equal, e.g.,
Ψ(β)|ω ≡ G(α)|jω.

Discrete time γ In the discrete time domain Ωk = z, a similar approach
is applied by mapping the pole locations using a bilinear transformation β =
−j 2

Ts
z−1
z+1γ that is known as a Cayley transformation. However, care has to be

taken, since for Ψ(β)|ω ≡ G(γ)|ejω̄T it holds that ω 6= ω̄, i.e., the frequency ω̄ is
distorted with respect to the original frequency ω.

Remark

To compensate the frequency distortion when including discrete time do-
main prior knowledge, several approaches can be used. First, the warping
can be ignored as is commonly done in LPM techniques for discrete time
systems. This could be used if the prior knowledge is mainly located
at lower frequencies, where ω ≈ ω̄. Second, pre-warping in the bilinear
transformation can be employed for each local frequency window w such
that locally the reconstruction is exact. Third, the frequency axis can be
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Figure 4.5. Diagram indicating the Möbius mapping to connect orthonormal
functions in different domains.

adjusted by using ω = 2
T tan(ω̄ T2 ) such that the reconstruction is exact

over the full frequency range. Note that this results in non-equidistant
frequency points in the ω domain (Houpis and Lamont, 1992).

Summarizing, by applying a suitable Möbius transformation any available
prior knowledge can directly be incorporated into the basis Ψ in the ω domain.

4.5.2. Connection to existing results

In this section, the presented framework is connected to previous parameteri-
zations in literature. Applying the Möbius transform −j to the Local Rational
Method with Prescribed poles (LRMP) in (4.23) results in the well-known con-
tinuous time Takenaka-Malmquist (Akçay and Ninness, 1999) basis. Moreover,
if the Möbius transform −j is combined with a bilinear transform, e.g., the
Tustin approximation, the discrete time Takenaka-Malmquist (Takenaka, 1925)
functions are obtained. The generalization in (4.23) simplifies to the well-known
Laguerre functions by taking all βb ∈ C,Re(β) = 0 such that the rational func-
tions model a system containing first order real-valued poles. While selecting
βk+1 = −β̄k ∈ C such that all complex poles appear in real positive/negative
pairs, results in the Kautz basis functions. In Figure 4.5, the Möbius transforma-
tion is used to connect the presented basis to existing results found in literature
(Akçay and Ninness, 1999; Ninness and Gustafsson, 1997; Takenaka, 1925).
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4.6. Case study

In this section the theory from Section 4.4 with the design guidelines from Sec-
tion 4.5 is applied in a case study. Both in a simulation study of a mechanical
system and an experimental study of a thermal system.

Remark

Throughout this section it is assumed that accurate prior knowledge is
available, e.g., through FEM modeling or initial experiments. In the case
of uncertainty in the prior knowledge, mechanisms such as pole repetition
or iterative pole placement can aid in improving the estimation accuracy.
A sensitivity analysis towards uncertainty in the prescribed pole locations
would provide additional value to the presented method. This sensitivity
analysis is outside the scope of the current research.

4.6.1. Procedure

In the case study, the following procedure is employed to construct the FRF Ĝ
and variance estimate Ĉv.

Procedure 4.3 (FRF Identification). Require: Appropriate excitation signal,
e.g., white noise or random-phase multisine.

1: Perform simulation/experiment
2: if Prior knowledge then β ← according to Figure 4.4
3: else β = 0
4: end if
5: procedure LRMP(U(k), Y (k), β)
6: for k ∈ [0, . . . , N ] do
7: Construct (4.13) to obtain Θ̂(k)
8: Calculate Ĝ(k) and/or T̂ (k).
9: Calculate the variance estimate Ĉv

10: end for
11: end procedure

In this context, an appropriate excitation signal is system dependent, e.g.,
for a thermal system, an offset to the input is often required since a negative
heat flux input is infeasible using conventional actuators.

4.6.2. Simulation study: Mechanical system

In this section, the method presented in Section 4.4 is applied to a mechanical
system with resonant behavior in a simulation study. The true system is given
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(a) Selecting β = [0, 0] recovers the LPM as a special case of the proposed approach.
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(b) Including prior knowledge on the first resonance peak location by using β = [0.76 +
0.6i, 0].
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(c) Including both resonance peaks as prior knowledge by including two single complex
poles at β = [0.76 + 0.6i, 0.98 + 0.16i].

Figure 4.6. Reducing the estimation error by incorporating prior knowledge.
True plant G0(ω) ( ) and estimation error |G0(ω)− Ĝ(ω)| using classical ap-
proach ( ), LPM ( ) and LRMP ( ). Here, the LPM is recovered as a special
case of the LRMP by selecting β = [0, 0], as shown in Figure 4.6a. By incorpo-
rating additional prior knowledge, i.e., using the transformations in Figure 4.4
to incorporate the system poles γ as pre-scribed poles β, the estimation error
is significantly reduced, as shown in Figure 4.6b and Figure 4.6c.
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by

G0(s) =
Ω2

1

s2 + 2ζΩ1 +Ω2
1

+
Ω2

2

s2 + 2ζΩ2 +Ω2
2

(4.27)

characterized by the natural frequencies Ω1 = 5 [rad/s], Ω2 = 4Ω1 and damping
coefficient ζ = 0.05. The system G0(s) is then discretized using zero-order hold
with a sample time Ts = 1/20 [s] to obtain G0(z). The dynamics of the true
system is characterized by the system poles, that are γ = [0.76±0.6i, 0.98±0.16i]
in discrete time.

The system G0(z) is excited using 2 periods of a random-phase multisine of
60 [s] that is defined as

Definition 4.4.

u(n) =

N∑
k=1

Ak sin(2πfkn/N + φk), (4.28)

where, n is a specific discrete sample, N is the total number of samples, Ak is the
amplitude of the sinusoidal signal at frequency fk, φk is a uniformly distributed
random-phase on [0, 2π) such that E{eiφk} = 0.

Then, an FRF estimate Ĝ0(ω) is obtained using the classical ETFE approach,
the traditional LPM and the new LRMP approach. Initially, the prescribed poles
β are set to 0, i.e., β = [0, 0], by doing so the LPM is recovered as a special case of
the LRMP. This results in an estimation error as shown in Figure 4.6a. Here, the
LPM and LRMP both obtain a significantly better estimation of G0(z) when
compared to the ETFE. Moreover, it is observed that the LPM and LRMP
obtain similar results.

By then applying the LRMP with appropriate prior knowledge, e.g., by em-
ploying the transformations in Figure 4.4 on the poles α, γ, an improved esti-
mation error is obtained. In Figure 4.6b, the prescribed poles include a single
complex pole γ(1) at the first resonance of G0(z). This results in an improved
estimation error at the first resonance frequency. By expanding the basis Ψ to
include a single complex pole at each resonance, the estimation error is decreased
further as shown in Figure 4.6c.

4.6.3. Experimental study: Thermal system

In this section, an experimental case study on a precision motion system, con-
sidered in a thermal control context, is presented.

4.6.3.1 Thermal system: The experimental setup used in this chapter is
shown in Figure 4.7a. A 2D-schematic overview of the setup including the rel-
evant components and sensor location is shown in Figure 4.7b. In the original
application, the system under test is a high precision linear motion stage moving
in the y direction, used in optical inspection equipment. In this chapter, thermal
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(a) Photograph of the experimental setup.
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(b) Illustration of the experimental setup.

Figure 4.7. Photograph and illustration of the experimental setup, including
the carrier frame and the base plate that is used as a metrology frame. On the
illustration the carrier frame, metrology frame, linear motor coil, and sensor
locations are indicated.
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Figure 4.8. Temperature response of the experimental setup over a 48 hour
period. The identification procedure is performed on two separate sub-records,
set 1 and set 2, each containing 2 full periods of the multisine. Set 1 contains
the initial response and a strong transient. Conversely, set 2 contains relatively
little transient response and is used as a validation data set.

aspects of this setup are investigated. Transient effects in these types of systems
are often dominant, hence the approach in Section 4.3 is expected to be highly
applicable.

To isolate the thermal aspects of the system the linear motor stator is re-
moved, and its rotor, the coils, is maintained. The linear motors are then used
as a thermal excitation source by passing a current through the coils, thereby
heating them.

4.6.3.2 Transient response: To facilitate the presentation, a single tem-
perature measurement is used as shown in Figure 4.7b, yielding a Single-Input
Single-Output system. The system is excited using a random-phase multisine
limited to 0.1 [Hz], with a peak of 5 [W] centered around an offset of 5 [W], since
only heating is possible. Measurements are sampled at Fs = 1 [Hz], since the
dynamics are predominantly low-frequent. The periodic excitation has a period
length of L = 1 [h], that is repeated P = 48 times, yielding a total dataset of
FsLP = 172800 samples. The system response is presented in Figure 4.8, it
shows the temperature over a 48 hour period.

The experimental data as shown in Figure 4.8 is separated into two sub-
records, i.e., set 1 and set 2. Set 1 contains the first 2 periods, i.e., 2 hours, of
the response data that includes the strong transient behavior due to the offset in
the excitation signal. Set 2 contains the 2 periods as shown in the magnified plot
in Figure 4.8, i.e., 2 hours starting at hour 20, that contains a minimal amount
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(a) Application of the ETFE ( ) and LRMP ( ) to sub-record 1. Interestingly, the ETFE
is dominated by the transient contribution. Indeed, the transient T ( ) obtained with the
LRMP is almost equal to the ETFE. Here, G0 ( ) is shown for validation. Moreover, the

variance Ĉv estimation of the ETFE appears to be biased by the transient.
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(b) To verify the accuracy of the presented LRMP approach, also sub-record 2 is investi-
gated, which is almost transient free. In this case, the LRMP ( ) and ETFE ( ) obtain
almost equal results and approach G0 ( ). The transient T ( ) indeed is significantly
smaller than in sub-record 1 allowing both the ETFE and LRMP to accurately estimate
G0. However, the variance estimation of the ETFE still appears to be influenced by the
residual transient in the estimation, while the LRMP is not.

Figure 4.9. Application of both the traditional approach, the ETFE, and
the presented approach, the LRMP, to both sub-record 1 and sub-record 2 in
Figure 4.9a. Yielding a FRF Ĝ, transfer function between heater input [W] to
temperature output [◦C], and corresponding variance Ĉv.
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of transient response and can be used as a validation data set. Furthermore, it
is seen that the small and relatively fast dynamic response is superimposed onto
a much larger and slower transient response caused by initial excitation and the
24−hour, e.g., day/night, cycle of the environment. To validate the accuracy of
the estimation, a validation FRF G0 is obtained by averaging over 20 periods
between hour 10 and 30.

By applying the classical approach, the ETFE, and the presented method,
the LRMP, results as shown in Figure 4.9 are obtained. The results show the
estimated plant Ĝ(ω) for both methods and the estimated transient component
T̂ (ω). Clearly, the first sub-record contains a strong transient response, therefore
the ETFE yields a biased and therefore poor estimate of G0. Moreover, the
covariance estimate cov(Ĝ) using the ETFE appears to also be biased by the
transient. The presented approach is able to estimate the FRF more accurately
since it is close to G0. The second sub-record contains significantly less transient
contribution, allowing the ETFE to also accurately estimate the FRF. Although
the variance cov(Ĝ) still appears slightly biased. However, relying on the second
sub-record for FRF estimation requires a significant time investment since an
additional 20 hours of experimental time is required to obtain the results.

By applying the approach presented in this chapter, a significant reduction
in experimental time is achieved since the FRF can be estimated by measuring 2
hours, by using the first sub-record, opposed to 22 hours required for the classical
approach.

4.7. Conclusion

Incorporation of prior knowledge in conjunction with explicit transient estima-
tion leads to improved FRF estimation for a large class of systems, including
thermal and mechanical systems. Indeed, the transient response often present
in measurements from these systems can cause a biased FRF estimate when
employing classical approaches. Recent advancements in FRF identification em-
ploy local modeling techniques to estimate and remove these transients from the
response. The framework presented in this chapter enables fast and accurate
frequency response function estimation of a wide class of systems with a reliable
quality metric, i.e., covariance expressions. This is achieved by utilizing a unified
approach to local parametric modeling. It presents a local rational parameter-
ization while maintaining a closed form solution by using prescribed poles. It
leverages appropriate Möbius transformations to incorporate prior knowledge
from different domains and applications in the local parameterization. The
presented approach yields high-fidelity models that enable the application of
advanced design, analysis and control procedures.
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4.A. Proofs

Proof to theorem 4.1

Proof. Given the results in (Akçay and Ninness, 1999), where it is shown that
the continuous time Takanaka-Malmquist functions, e.g.,

Bn(s) =

√
2Re{αn}
s+ αn

k−1∏
l=0

s− ᾱl
s+ αl

(4.29)

are orthonormal with respect to

1

2π

∫ +∞

−∞
Bn(jω)Bm(jω)dω =

{
1, n = m

0, n 6= m,
(4.30)

it suffices to show that Ψ(β, ω) ≡ B(α, jω). Given α = x+ jy then β = −jα =
y − jx, resulting in

Ψ(β,w) =
√

2x
−j

ω + y − jx
∏ ω + y + jx

ω + y − jx (4.31)

=
√

2x
1

jω + x+ jy

∏ jω − x+ jy

jω + x+ jy
(4.32)

=
√

2Re{α} 1

s+ α

∏ s− ᾱ
s+ α

(4.33)

which concludes the proof.

Proof to theorem 4.2

Proof. Given the results in (Akçay and Ninness, 1999), where it is shown that
(4.29) is complete if and only if

∞∑
n=1

Re{αn}
1 + |αn|2

. (4.34)

It is shown that Ψ(β, ω) ≡ B(α, jω). Therefore, is sufficient to show that (4.25)
is equivalent to (4.34), where β = −jα. Since |α| ≡ |β| and Re{α} = Re{jβ} =
−Im{β} this equivalence is straightforward which concludes the proof.





Chapter 5
Thermoelectric Modules in Mechatronic
Systems: From Modeling to Control 1

Abstract: Active thermal control enables substantial improvements in
accuracy and throughput in industrial applications, e.g., in the medical
industry, high-power lighting industry, and semiconductor industry.
Thermoelectric Modules provide major advantages compared to traditional
electric heater based control. The aim of this chapter is to provide a complete
framework for modeling and control of thermoelectric modules.
Temperature-dependencies are explicitly taken into account to yield a
high-fidelity model over a wide operating temperature range. This model is
then leveraged in a feedback linearization control strategy. Both the modeling
and control approach are validated on an experimental setup. The techniques
presented in this chapter form a complete framework from modeling to control
of thermoelectric modules.

1The results in this chapter constitute Contribution C4 of this thesis. The chapter is based
on “Evers, E., Slenders, R., van Gils, R., and Oomen, T. Temperature-Dependent Modeling of
Thermoelectric Elements. In preparation for journal submission”, related preliminary results
are reported in “Evers, E., Slenders, R., van Gils, R., and Oomen, T. Temperature-Dependent
Modeling of Thermoelectric Elements. 21th World Congress of the International Federation
of Automatic Control (IFAC 2020 World Congress) - Berlin, Germany. 2020.”.
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5.1. Introduction

Advanced thermal control is crucial to achieve the required specifications on
accuracy and throughput in many industries, especially in the medical, high-
power lighting, and semiconductor industry. For example, in the medical field,
diagnostic platforms are used to process extremely small fluid volumes, e.g.,
blood or saliva samples (Yager et al., 2006). Hand-held devices are designed
to significantly reduce analysis time and reagent costs. The temperature of the
fluid volumes needs to be accurately controlled during a wide range temperature
cycle. In particular, in PCR amplification, which is presently used to test for
active infections in patients during the COVID-19 pandemic (Zhu et al., 2020),
it is critical to quickly cycle the sample over wide temperature range. Another
example is in high-power LED lighting, where LEDs offer superior efficiency
compared to traditional lighting. However, due to their limited volume the heat
that is produced is of significant intensity and must be actively controlled to
achieve sufficient light quality and an increased lifespan (Kaya, 2014). Finally,
in the semiconductor industry, wafer scanners are used to produce integrated
circuits that need to achieve a positioning accuracy of nanometers, where the
current performance of these high precision systems is often limited by thermally
induced deformations. Therefore, thermal control is an important aspect in their
mechatronic design (Bos et al., 2018). In Box (2008); Saathof et al. (2016), the
benefits of active thermal control are already confirmed for this class of systems.

TEMs are not limited to heating, offering major advantages over resistive
heaters that are often used in thermal control. TEMs are compact, have no
moving parts and facilitate both heating and cooling. This lends them particu-
larly well to application in compact systems, e.g., small scale PCR amplification
devices (Qiu and Yuan, 2005). In mechatronic systems they can be employed to
locally provide both heating and cooling, unlike traditional water conditioning
circuits.

The thermodynamics of a TEM are non-affine, containing both state depen-
dencies and input non-linearities, complicating the controller design. Standard
linear control methods (e.g. PID control) could be unreliable because stability,
robustness, and performance cannot be guaranteed. Therefore, nonlinear con-
trol methods can be considered. In recent literature several methods have been
developed. In Shao et al. (2014), a linear-parameter-varying approach is used to
control the nonlinear system, which linearizes the nonlinear system at different
operating points. For each operating point a different controller is synthesized.
In Guiatni et al. (2007), a sliding- mode controller is used, which applies a state
feedback. The state feedback ensures that all trajectories move towards a stable
sliding manifold. Lastly, in Bos et al. (2018), the nonlinear system is partially
linearized using a feedback linearization by creating a new input that has linear
input-to-output (IO) dynamics. This facilitates the use of conventional linear
control approaches. However, this approach do not include temperature depen-
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dency in the model and linearization controller. This limits their applicability
to situations were the temperature remains fairly constant, limiting their use in
industrial applications were a large temperature range is desired.

In Van Gils, Rob (2017), again a linearization approach is used to control the
cold side of a TEM for a large temperature range from 5 to 80 ◦C. However, it is
shown that the feedback linearization yields some residual nonlinear dynamics,
that might cause instabilities. Moreover, in both Bos et al. (2018) and Van Gils,
Rob (2017) an observer design is recommended since it is often impractical or
infeasible to install temperature sensors around the point of interest (POI). For
example, in a diagnostic platform the fluid temperature must be accurately con-
trolled but placing a temperature sensor in the fluid is undesired due to hygiene
constraints. In Bos et al. (2020), initial results using an Extended Kalman Filter
(EKF) are promising, although a stability guarantee remains challenging. Con-
sequently, in this chapter a state reconstruction is obtained by utilizing sensors
placed at different locations in the system and an appropriate observer design.

This chapter provides a complete framework for modeling and control of
thermoelectric elements. A dedicated experimental identification setup is used
to obtain a high-fidelity temperature dependent model, presented in earlier work
in Evers et al. (2020). By leveraging the temperature-dependent parameters in
the model, the system is linearized using feedback linearization that is valid over
a wide temperature range. And to facilitate situations where sensor placement
is limited, an observer based approach is presented that is capable of providing
an accurate state reconstruction using a limited number of temperature sensors.
The main result of this chapter is a unified modeling and control approach for
thermoelectric elements, with the following detailed contributions.

C1 A temperature-dependent model of a TEM.

C2 Providing a systematic parameter estimation procedure over a wide tem-
perature range.

C3 Accurate feedback linearization with a stability guarantee using temperature-
dependent parameters.

C4 Observer design incorporating temperature-dependent parameters with a
Lyapunov-based stability proof.

C5 Experimental validation of total framework from modeling to control.

5.2. Problem formulation

In this section, a motivation and problem formulation for modeling and control
of thermoelectric elements is presented. Subsequently, the experimental setup
that will serve as an illustrative benchmark setup throughout this chapter is
presented.
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5.2.1. Problem formulation

In view of control and to facilitate the implementation of both accurate lineariza-
tion methods and observer design, a high-fidelity model of the TEM is required.
In literature, often a limited operating temperature for the TEM is considered,
allowing the model to be simplified by using temperature independent parame-
ters. In this chapter, in particular to facilitate the application of peltiers in the
medical industry (Jiang et al., 2012; Qiu and Yuan, 2005), a significantly larger
operating temperature range is considered, e.g., from 5 to 80 ◦C, necessitating
the inclusion of temperature dependency (Cui et al., 2019; Pourkiaei et al., 2019)
in the simulation model.

Moreover, it is important to take the increased temperature range into ac-
count during the control design. Previous results have shown that a feedback
linearization approach is promising but can lead to inaccurate results when ne-
glecting temperature dependencies. Concurrently, it is important to provide a
suitable stability proof for the entire operating range. Finally, to facilitate sit-
uations were sensor placement is limited, a suitable observer based approach
must be constructed. Summarizing these aspects leads to the following problem
formulation.

Problem formulation

Provide a framework for temperature dependent modeling and control of
thermoelectric elements that facilitates their application in a wide range
of operating conditions.

5.2.2. Experimental setup

In this section, the illustrative experimental setup that is used throughout this
chapter is presented. The methods and techniques presented in each section are
validated using this experimental setup.

Application setup The setup, shown in Figure 5.1, consists of two thermo-
electric elements clamped between a steel bottom plate and an aluminum top
plate. Both elements are cooled by convective cooling using an aluminum heat
sink attached to the top plate. The experimental setup incorporates 2 TEMs to
provide additional challenges by introducing interaction. More precisely it uses
TEM 2 en 3 from Section 5.4 since they are the most similar. The setup is con-
structed such that it presents a sufficiently challenging benchmark for modeling
and control and will be referred to as the application setup throughout.

Data acquisition To measure the temperature, voltages and current in the
TEM setup a CompactDAQ by National Instruments is used. To facilitate tem-
perature measures using the thermistors with Negative Temperature Coefficient
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(a) Photograph. (b) Illustration.

Figure 5.1. Photograph and illustration of the experimental validation setup.
On the top, a photograph of the setup is shown. On the bottom, an illustrative
representation is shown. To reduce the thermal resistance between components
a thin layer of thermal conductive compound is applied on the contact surfaces.
The heat transfer through the bolted connection is considered negligible

(NTC), a Wheatstone bridge is used that converts the resistance measurements,
and thereby the temperature, to an electrical potential. Moreover, since the
identification method proposed in Section 5.4.1 relies heavily on accurate knowl-
edge of the input current, a precision power resistor is placed in series with the
TEM. The resistor is selected such that its resistance R remains constant for
the operating currents. By measuring the voltage drop V over the resistor the
current can be accurately calculated, i.e., I = V

R .

5.3. Modeling

In this section the first principle relations describing the major thermoelectric ef-
fects within a thermoelectric module are presented. Following this, a full lumped-
mass model of the experimental setup presented in Subsection 5.2.2 is provided
that is used throughout as an illustrative example.

5.3.1. First principles

The thermoelectric module in this chapter is modeled through lumped-
capacitance discretization, i.e., the module is subdivided into lumps of uniform
temperature. This is illustrated in Figure 5.2, where the module is divided into
a hot and cold side where each ceramic plate is a single lump. Conversely, some
literature models a TEM on the pellet level (Qiu and Shi, 2020), which would be
overly complicated for the application considered in this chapter. Moreover, it is
shown that a lumped-mass discretization can yield sufficient model granularity.
The thermoelectric dynamics of a TEM are described by including 3 phenomena:
1) the Fourier effect Qf , 2) Joule heating Qj and 3) the Peltier effect Qp.
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(a) Photograph.

Th
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(b) Schematic representation.

Figure 5.2. Photograph and schematic representation of the thermoelectric
module used in this chapter. The semiconductor elements are contained between
two ceramic plates.

Fourier effect The Fourier effect Qf describes the energy transfer through
conduction between the 2 sides of the TEM and it is given by

Q1→2
f =

Km ·A
d

(T1 − T2) (5.1)

for conduction from temperature T1 to T2 with Km the conductivity of TEM
in W/m ·K, A the area in m2 perpendicular to the heat flow and d in m the
distance of the heat flow path.

Joule heating Joule heating Qj occurs when an electrical current flows
through a resistive element, in this case the TEM, and is given by

Qj = RmI
2 (5.2)

where Rm is the electrical resistance in Ω of a single TEM and I is the current
in A. It describes the energy loss of electrons moving through an electrical
resistance, and it is typically unavoidable without employing superconductivity
at cryogenic temperatures.

Peltier effect The Peltier effect describes the occurrence of a heat flow over a
semi-conductor in the presence of an electrical potential difference and resulting
current. The analogous Seebeck effect describes the occurrence of an electri-
cal potential over a semi-conductor in the presence of a temperature gradient.
While they are manifestations of the same physical phenomenon, for the thermal
dynamics the former is described as

Qp = SmTI (5.3)
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where Sm is the Seebeck coefficient of the TEM and T is the temperature at the
cold/hot side.

It is assumed that the Joule heating Qj , that is generated in the semi-
conductors, see Figure 5.2b, is divided equally over the hot and cold side of
the TEM since the module is symmetric. The heat balance equations for the
hot and cold side are then given by

Qc = Qh→cf +
1

2
Qj −Qp +Qenv→c (5.4)

= Km(Th − Tc) +
1

2
RmI

2 − SmTcI +Qenv→c

Qh = Qc→hf +
1

2
Qj +Qp +Qenv→h (5.5)

= Km(Tc − Th) +
1

2
RmI

2 + SmThI +Qenv→h

where Qenv→c,h accounts for any thermal interaction with the environment, in-
dicated by the superscript env, i.e., the ambient air or neighboring lumps.

5.3.2. Modeling the experimental setup

To construct a finite order model that is tractable for parameter identification
and control, the setup, as shown in Figure 5.1, is discretized into 18 lumps.
Lumped mass modeling assumes the lump temperature to be uniform in each
discrete lump, and a measure for the accuracy of this assumption is the Biot
number

Bi =
Rin
Rext

(5.6)

that is a ratio of the internal and external resistance which should be smaller
than Bi < 0.1 to achieve uniformity within the lump. Consequently, a dis-
cretization as shown in Figure 5.3 is obtained. To obtain lump temperature
measurements, both thermocouples (TC) and negative temperature coefficient
thermistors (NTC) temperature sensors are attached to the setup.

By constructing an energy balance equation for each lump, an accurate model
is constructed including the TEMs and any connecting elements. This results in
a state-space model, where the states x = T(1,...,nx), with nx the number of states,
represent the temperature of the lumps with corresponding state equations

Enẋn =
∑

Qn, n ∈ {1, . . . nx} (5.7)

where En = mncn is the thermal capacitance of the lump n with mn the mass
in kg and cn the specific heat capacity in J/kgK and

∑
Qn the heat balance
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−Qc(x9, x11, u1)
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Figure 5.3. Illustration of the lumped-mass discretization of the experimental
setup resulting in a network of connected nodes. The illustration also indicates
the sensor placement, which is assumed to measure the true lump temperature.

equation, akin to (5.4), for a specific lump n. By collecting these differential
equations the state-space model of a system is given by

Eẋ = Ax+Bw + FNL(x, u) (5.8)

y = Cx

x(0)n = w ∀ n ∈ {1, 2, . . . , nx}

where E ∈ Rnx×nx is the thermal mass matrix, B ∈ Rnx×1 the disturbance
input matrix with w the ambient air temperature, FNL(x, u) is a nonlinear
function depending on x and the input current u = I, C ∈ Rns×nx is the output
matrix with ns the number of temperature sensors, x(0)n ∈ Rnx×1 is the initial
condition of the states. By incorporating the nonlinear input, e.g., the joule
heating Qj and state-dependent dynamics in FNL(x, u) a full system model is
constructed. This nonlinear input function FNL(x, u) is given by
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FNL(x, u) =



0
...
0

Km(xc − xh) + 1
2Rmu

2 + Smxhu
Km(xh − xc) + 1

2Rmu
2 − Smxcu

0
...
0


. (5.9)

where xh ∈ Rnh×1, xc ∈ Rnc×1 with nh = nc = nTEM the number of lumps
on the hot and cold side of the number of TEMs respectively, which for the
illustrative setup is nTEM = 2, and Km, Rm, Sm ∈ RnTEM×1 are respectively
the thermal conductivity, electrical resistance and Seebeck coefficient of the cor-
responding TEM. Observe that the first term in (5.9) is actually a linear contri-
bution, assuming that Km is not state-dependent. Including this linear term in
(5.9) allows the structuring of the linear dynamics matrix A ∈ Rnx×nx as

A =

[
AH 0
0 AC

]
(5.10)

where AH ∈ RnH×nH and AC ∈ RnC×nC are considered the hot and cold
sides dynamics respectively with nH ,nC the number of lumps in their re-
spective parts of the model. Consequently, the states are structured as x =[
xLh xh xc xLc

]
∈ Rnx where xLh ∈ RnH−nh ,xLc ∈ RnC−nc are the states

associated with the thermal node network on the hot side and cold side respec-
tively, i.e., x1,...,8 for the hot side and x13,...,18 for the cold side. The disturbance
input matrix B ∈ Rnx×1 is also structured as

B =
[
BH 0 0 BC

]T
(5.11)

where BH ∈ RnH−nh×1 and Bc ∈ RnC−nc×1 since it is assumed that the TEMs
are not coupled directly to the ambient air w, see Figure 5.3. The output matrix
C is structured as

C = diag
(
C1×nH−nh

1 , 01×nh , 01×nc , C1×nC−nc
1

)
∈ Rnx×nx (5.12)

where C1 =
[
1 0 1 1 1 1 1 1

]
and C2 =

[
1 0 1 1 0 1

]
such that

the appropriate lumps are measured according to the sensor placement shown
in Figure 5.3. Moreover, the lumps x9,...,12 consist of the TEM ceramic plates
and their state, i.e., temperature, is not directly measurable.
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Remark

Note that the derivation of (5.8) is done in continuous time, a discrete
time model is obtained by applying an appropriate discretization method,
e.g., Euler discretization. For completeness and to allow reproducibility
of the results, a full numerical model of (5.8) is provided in Appendix.5.A.

5.4. Temperature dependent modeling

Employing constant parameters in the model (5.8) can yield sufficiently accurate
results for systems that operate in a limited temperature range, as demonstrated
in Bos et al. (2018). For the systems considered in this chapter, e.g., a blood
diagnostic device that cycles over a large temperature range, this is often not
sufficient and temperature dependencies must be taken into account. In this
section, emphasis is placed on temperature dependent modeling, and it is shown
that including this dependency can increase modeling accuracy for a wide tem-
perature range.

Including the temperature dependency in (5.8) is done by modeling the pa-
rameters Sm and Rm as a function of the average temperature Tavg of the TEM,
i.e., Sm(Tavg), Rm(Tavg), where

Tavg =
Tc + Th

2
. (5.13)

Remark

While the conductivity of the TEM is also considered temperature de-
pendent in some literature (Ju et al., 2019) in this chapter this was not
deemed beneficial within the current temperature range and it is taken
as a constant value.

5.4.1. Identifying temperature dependent parameters

To include the temperature dependency of Rm and Sm requires an identification
procedure that can determine the value of these parameters over the required
temperature range. This is done by measuring the electrical potential VTEM
required to induce a fixed current ITEM in a single TEM. The total voltage is
given by

VTEM = VRm + VSm

= Rm(Tavg)ITEM + Sm(Tavg)(Th − Tc) (5.14)

where ITEM is the current output in A of an amplifier used to control the TEM.
This amplifier is controlled in high-gain feedback, therefore it adjusts its output
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Voltage

VSm

VRm

Time
ta tb

Current
δI

Figure 5.4. Illustration of the voltage profile following a current step δI ( ).
Since the current amplifier is in closed-loop, the voltage ( ) is increased to
compensate for the back EMF voltage VSm .

voltage to compensate for the VSm that acts as a back EMF type voltage. This
voltage VSm in V is known as the Seebeck effect, and it generates a voltage based
on the temperature gradient over the TEM.

Time constants Solving (5.14) for 2 unknowns, i.e., Sm(Tavg), Rm(Tavg), is
generally not possible. However, as suggested in Mitrani et al. (2004), VRm
and VSm manifest in different time scales. This difference in time constants
is illustrated in Figure 5.4. At time ta, a current command δI is applied to
the amplifier, causing an instantaneous step in electric potential VRm . While
VSm only manifests after a sufficient time has passed and a thermal equilibrium
is reached at time tb yielding a ∆T = Th − Tc over the TEM. By explicitly
exploiting this difference in time constants, both Sm(Tavg) and Rm(Tavg) can
be determined from (5.14) using voltage measurements.

5.4.2. Experimental identification setup

In this section the temperature dependent parameters are identified using the
approach presented in Section 5.4.1. A dedicated TEM parameter identification
setup is designed to isolate the TEM from external influences and facilitate accu-
rate estimation of temperature dependent parameters. In Figure 5.5 a schematic
representation of the setup is shown. The TEM is clamped between two stain-
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Figure 5.5. Schematic representation of the experimental setup, its various
components and sensor locations.

Figure 5.6. Photographs of the experimental identification setup. On the
left the internal compartment is shown, illustrating a small thermal connection
to the HIPS enclosure by reducing the contact area of the support. On the
right, the full setup is shown including the connections to the water chiller that
provides conditioned water to the heatsink.

less steel blocks to provide some additional thermal mass and spread the heat
evenly. On the top, the hot side, the steel block is conditioned using a water
cooling block and water chiller to provide a controllable temperature stable heat
sink. The setup is encapsulated by a 3D-printed enclosure made of High Impact
PolyStyrene (HIPS) that is printed with a low infill of 10% to provide thermal
insulation from the environment. The temperature measurements are obtained
by using NTCs. Each stainless steel block contains 2 sensors, as indicated in Fig-
ure 5.5, where T2 and T3 are considered the TEM hot and cold side respectively.
To mitigate heat transfer from the setup to the enclosure, small tabs connect
the lower block to the HIPS enclosure, as shown in Figure 5.6, to minimize the
contact area.
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5.4.3. Temperature dependent identification

In this section, the method proposed in Section 5.4.1 is utilized to estimate the
temperature dependent parameters Rm(Tavg), Sm(Tavg) for multiple TEMs. To
yield an accurate model for the purposes of this chapter, a significant temper-
ature range for Tavg must be considered. To achieve this, the input current I
is changed in small increments covering a wide operating range, as shown in
Figure 5.7a.

Identification procedure The identification procedure of the temperature
dependent parameters is described in Algorithm 1

Algorithm 1 Identification procedure

Initalize I = I0
for Each δI do

I + δI
Calculate Rm(Tavg) = δI/VRm

Ensure: Steady-State
Calculate Sm(Tavg) = VSm/∆T

end for

where δI are the steps in the current reference for the amplifiers, as shown in
Figure 5.7a and I0 = 0 is the initial current. The electrical resistance Rm(Tavg)
is estimated from the instantaneous voltage jump VRm , shown in Figure 5.7b,
that occurs after a step in current, since Rm(Tavg) = I/VRm . Then, the current
is maintained until the system reaches a steady-state and associated ∆T , as
shown in 5.7c. This yields a back EMF voltage due to the Seebeck effect VSm =
Sm(Tavg)∆T , that is used to estimate Sm(Tavg). By repeating this process both
parameters are estimated for a range of Tavg.

Temperature-dependent parameters The identification procedure is re-
peated for 3 different, but of equal type, TEMs. This allows the characterization
of an average parameter over a batch of actuators. While individual calibration
curves could yield superior results, most applications do not allow for dedicated
unit calibration tests, since they are both time intensive and expensive. The
results of the identification procedure are shown in Figure 5.8 for Rm(Tavg) and
in Figure 5.9 for Sm(Tavg). Both parameters show a linear dependency on Tavg
and a significant change of their value over the range of 15 [◦C] to 55 [◦C], that
corresponds to a cold-side temperature range of 5 [◦C] to 85 [◦C] since the hot-
side is maintained at a constant temperature of 25 [◦C]. The results show a
small spread over the different TEMs. However, in Figure 5.9 the first module
has a slightly different Sm(Tavg), this could be an outlier but a larger sample
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Figure 5.7. Identification experiment used to identify the temperature depen-
dent electrical resistance Rm(T ) and Seebeck coefficient Sm(T ). The different
sub-plots show the Current, Voltage and Temperature respectively. The exper-
iment is repeated for 3 modules, TEM 1 ( ), TEM 2 ( ) and TEM 3 ( ),
and the results for all modules are quite similar.

size is required to yield a more definitive outcome. Moreover, since the input
current profile consists of both positive and negative δI steps, at similar Tavg,
some insight into possible hysteresis effects is gained. In the results, the positive
and negative current perturbation yield similar parameter estimates, indicating
that hysteresis effects are negligible.

5.4.4. Experimental validation

To verify the effectiveness of a model structured as in (5.8) with temperature
dependent parameters Sm(Tavg), Rm(Tavg) a comparison of modeling with and
without temperature dependencies is shown in Figure 5.10. The modeling error,
without including temperature dependencies as shown in Figure 5.10a, is quite
significant, especially when a large temperature range is considered. By including
the temperature dependencies of the model parameters the modeling error, as
shown in Figure 5.10b, is significantly reduced. More importantly, while there is
still a residual error, it appears to be much less correlated with the temperature
range. This indicates that the temperature dependency is successfully taken into
account.

5.5. Feedback linearization

In this section a feedback linearization approach is presented that linearizes the
input to output dynamics of a TEM setup. The model obtained in Section 5.3 is
leveraged to improve accuracy of the linearization over a wide operating range.
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Figure 5.8. Identifying the temperature dependent electrical resistance Rm(T )
for different TEMs. It shows that for TEM 1 ( ), TEM 2 ( ) and TEM 3
( ) the results show a similar linear relation with the average temperature
Tavg for all TEMs leading to an average Rm(Tavg) ( ).
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Figure 5.9. Identifying the temperature dependent Seebeck coefficient Sm(T )
for different TEMs. It shows that for TEM 2 ( ) and TEM 3 ( ) the result
is quite similar, and TEM 1 ( ) deviates from the rest. This yields a slightly
shifted average linear relation for Sm(Tavg) ( ).
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(a) Constant parameters Sm, Rm.
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(b) Temperature-dependent parameters Sm(Tavg), Rm(Tavg).

Figure 5.10. Simulation results (dashed) compared to experimental measure-
ments (solid) using temperature dependent parameters for T1 ( ), T2 ( ), T3

( ), T4 ( ). The model prediction error is significantly improved to results
in Figure 5.10a by taking into account temperature dependent parameters.

5.5.1. Feedback linearization
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Clin Ψ Gnl
r [K] e [K] v [W] I [A] y [K]

Glin

x

Figure 5.11. Closed-loop control diagram including the feedback linearization
law Ψ that linearizes the non-linear system Gnl to obtain a system Glin that is
linear in input u to output y = xc dynamics.

Remark

To facilitate the presentation, in this section a single TEM is considered.
For multiple TEMs, e.g., 2 modules as shown in Figure 5.3, the cold side
state vector is xc ∈ RnTEM with nTEM the number of TEMs in the setup.

Given the system in (5.8) with the non-linear function FNL in (5.9). Consider
the feedback linearization law I = Ψ(v, x), as shown in Figure 5.11, that provides
I given a variable v and states x where

v = Km(xh − xc) +
1

2
RmI

2 − SmxcI (5.15)

that can be solved for I to find

I = Ψ(v, x) =
Smxc
Rm

−
√

(Smxc)2

R2
M

+
2(v −Km(xh − xc))

Rm
(5.16)

where Sm(Tavg) and Rm(Tavg) are both a function of the average temperature

Tavg =
xh − xc

2
. Clearly, solving (5.15) for I has 2 possible solutions with (5.16)

being the one that yields to smallest I for a given v. The feedback linearization
law (5.15) is constructed for xc and not xh since the cold side of the TEM
is most commonly the side of interest. A similar approach could be used to
linearize towards xh, although the stability proof will be slightly more involved.
The variable v has a clear physical interpretation, it represents the effective
heating power in the TEM. Moreover, a lower bound on v is required to ensure
non-complex values in (5.16) given by

Γ : v ≥ Km(xh − xc)−
S2
mx

2
c

2Rm
. (5.17)
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Finally, an optimal current that maximizes the effective heating power is given
by

Iopt =
Smxc
RM

(5.18)

that is obtained if the effective heating power (5.15) is minimized for I.

Applying the feedback linearization law Ψ(v, x) to the system in (5.8), with
the structure as proposed in (5.10), yields the following state equations

E


ẋLh
ẋh
ẋc
ẋLc

 =

[
AH 0
0 AC

]
xLh
xh
xc
xLc

+


BH
0
0
BC

w +


0

fNLh

v
0

 (5.19)

Here, the ”hot side” dynamics are non-linear since they are affected by
fNLh (xh, xc, u(v)) = 1

2Rmu
2 +Smxhu+Km(xc−xh), and the ”cold side” dynam-

ics are linear since they are solely affected by v. By including the conduction
term Km(xh − xc) in Ψ(v, x) a uni-directional coupling is achieved, i.e., the hot
side does not influence the cold side. Consequently, classical linear control can
be employed to generate an appropriate control input v for the linear plant Glin
where the dynamics from v to y = xc are now linearized. The controller Clin is
typically a collection of linear filters, e.g., a PID controller, that can be tuned
through loopshaping techniques (Skogestad and Postlethwaite, 2009).

5.5.2. Stability

The feedback linearization law from Section 5.5.1 achieves unidirectional decou-
pling of the hot side to the cold side. Moreover, a controller for Glin can be
constructed such that it is stable. However, this does not guarantee that an
unreachable set point does not induce unstable behavior, known as thermal run-
away. This can occur when an infeasible amount of cooling for v is required
to achieve a certain temperature setpoint that is not achievable by the TEM.
To guarantee full system stability, input to state stability can be guaranteed by
constructing a Lyapunov candidate function

V = xTHPHxH + xTCPcxC (5.20)

=

[
xLh
xh

]T [
PLh 0

0 Ph

]
︸ ︷︷ ︸

PH

[
xLh
xh

]
+

[
xc
xLc

]T [
Pc 0
0 PLc

]
︸ ︷︷ ︸

PC

[
xc
xLc

]

where PH = PTH � 0 and PC = PTC � 0 are symmetric and positive definite
matrices. The derivative of V in (5.20) is given, after explicitly exploiting the
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structure in (5.19), by

V̇ = ẋTHPHxH + xTHPH ẋH + ẋTCPCxC + xTCPC ẋC (5.21)

= −xTHQHxH − xTCQCxC
+ 2xTLhPLhBHw + 2xTLcPLcBCw

+ 2xhPhf
NL
h (xh, xc, I(v)) + 2xcPcv

where

−QH = ATHPH + PHAH (5.22)

−QC = ATCPC + PCAC (5.23)

satisfy the continuous Lyapunov equation, i.e., AP + PAH + Q = 0, with
QH = QTH � 0 and QC = QTC � 0, assuming a solution exists that allows
the structure for PH , PC as illustrated in (5.20). To guarantee the structure
in (5.20) additional constraints are enforced during the solving of the LMIs in
(5.22). Input to state stability can be concluded if V̇ < 0 in (5.21) and a solution
to (5.22) exists under the structure imposed by (5.20). To conclude that V̇ < 0
holds, (5.21) is further simplified by employing the identities

−xTHQHxH ≤ −λmin(QH)||xH ||22 (5.24)

−xTCQCxC ≤ −λmin(QC)||xC ||22 (5.25)

where λmin(Q) denotes the minimal eigenvalue of Q and xH can be separated
into xLh , xh by using

||xH ||22 = ||xLh ||22 + x2
h (5.26)

||xC ||22 = ||xLc ||22 + x2
c (5.27)

to finally yield
V̇ = V̇1 + V̇2 (5.28)

with

V̇1 = 2xTLhPLhBHw + 2xTLcPLcBCw

− λmin(QH)||xLh ||22 − λmin(QC)||xLc ||22
(5.29)

and

V̇2 = −λmin(QC)x2
h − λmin(QC)x2

c

+ 2xhPhf
NL
h (xh, xc, u(v)) + 2xcPcv.

(5.30)

Since λmin(Q) > 0 for a positive definite matrix Q � 0 and the ambient air
w ≥ 0 is assumed to be bounded, the first term V̇1 can be assumed to be strictly
smaller than 0. To conclude stability by ensuring that V̇ < 0 it must hold that
V̇2 < 0.



5

98 Chapter 5. Thermoelectric Modules in Mechatronic Systems

Figure 5.12. Temperature dependent bounds displayed as a surface for varying
hot and cold side temperatures. Here, a positive current provides a flux from
Tc to Th, and it can be observed that when Tc is high, more cooling is allowed.

5.5.3. Temperature dependent stability bounds

The bound on V̇2 < 0 in (5.30), is solved for I to yield the following temperature
dependent bounds on the allowable TEM current I [A]

Φ : β1(xc, xh) ≤ I ≤ β2(xc, xh) (5.31)

with

β1(xc, xh) =
(
(P 2
c S

2
mx

4
c + 2KmRmP

2
c x

3
c

− 2KmRmP
2
c x

2
cxh − 2PcPhS

2
mx

2
cx

2
h +Rmλmin(QC)Pcx

3
c

+Rmλmin(Qh)Pcxcx
2
h + P 2

hS
2
mx

4
h − 2KmRmP

2
hxcx

2
h

+ 2KmRmP
2
hx

3
h +Rmλmin(QC)Phx

2
cxh+

Rmλmin(Qh)Phx
3
h)

1
2

+ PcSmx
2
c − PhSmx2

h

)(
PcRmxc + PhRmxh

)−1

(5.32)

and β2(xc, xh) = −β1(xc, xh) and Sm(Tavg), Rm(Tavg) are the temperature de-
pendent parameters. The bounds on v [W] can be derived using a similar ap-
proach.

The bounds obtained in (5.31) are typically incorporated into the feedback
linearization as a saturation bound on the TEM current. However, they can be
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Figure 5.13. Stability bound assuming a hot side temperature of Th = 25 [K]
and varying cold side temperature Tc. The bounds are shown using constant
parameters with Tavg = 308 [K] ( ) and using temperature dependent param-
eters Tavg = Th+Tc

2
( ). Incorporating temperature dependency changes the

conservatism of the bounds, and at Tavg = 308 [K] the bounds are equal. The
maximum current as specified by the manufacturer is ±3.3 [A] ( ).

included in a more advanced type of control, e.g., model predictive control, to
apply the maximum allowable current given measured hot and cold side tem-
perature. In Figure 5.12 the bounds in (5.31) are shown for varying Th, Tc since
they are temperature dependent. Moreover, the accuracy of the bounds is im-
proved by including temperature dependent parameters Sm(Tavg), Rm(Tavg). In
Figure 5.13 the bounds are shown for Th = 298 [K] and a varying Tc, both for
constant parameters Sm(308), Rm(308) and temperature dependent parameters
Sm(Tavg), Rm(Tavg). The results show that the bounds vary for different values
of Tavg = Th+Tc

2 , and at Th = 318 [K], i.e., Tavg = 308 [K], the bounds are equal.

Remark

The bounds in (5.31) can be conservative, as they form a sufficient but not
necessary condition for stability. The amount of conservatism depends
on the specific solution to the LMIs in (5.22).

5.5.4. Experimental validation

By employing the high-fidelity model obtained in Section 5.4 combined with the
procedure provided in Section 5.6 the application setup is linearized. Leveraging
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the feedback linearization law Ψ(v, x) in (5.16) the system Glin, as shown in
Figure 5.11, is now linear from v [W] to y = xc [K].

To verify the effectiveness of the feedback linearization, a comparison of the
systems step response with and without linearization is made for different step
magnitudes.

Without linearization The results without feedback linearization are shown
in Figure 5.14, it shows both the step responses of different magnitudes and the
normalized responses. The normalized responses in Figure 5.14b clearly show
that the response varies with step magnitude. This indicates that the TEM
system does not abide by the scaling principle of linear systems since the system
is both state dependent and non-linear in the input.

With linearization The results with feedback linearization, i.e., system Glin,
are shown in Figure 5.15. Again, step responses of different magnitudes are
shown in Figure 5.15a that are then normalized and shown in Figure 5.15b. The
normalized responses, and especially y2, show significantly reduced correlation
with the magnitude of the step. This illustrates that the system now behaves
linearly in its input to output dynamics, thereby validating the effectiveness of
the feedback linearization. Moreover, by including the temperature dependency
of Sm, Rm in Ψ the linearization law is now valid over a significantly larger
temperature range when compared to earlier results (Bos et al., 2018).

Remark

Alternatively, it is possible to analyze the extent of the non-linear residual
after feedback linearization through an analysis as described in Schoukens
et al. (2016). This is done using multiple experimental realizations to
determine the Best Linear Approximation (BLA) of the transfer function
Glin in Figure 5.11 accompanied with the level non-linear distortions.

5.6. Observer design

In Section 5.5 an approach to feedback linearize the TEM based system is pre-
sented. This technique requires state information that is not always available.
Moreover, in industrial applications it is often unwanted and sometimes im-
possible to attach numerous sensors to the TEM. Therefore, in this section, an
observer based approach is presented. By combining a limited number of sensors
with an internal model a state estimate is constructed.
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(a) Sequence of step responses for both module 1 y1 ( ) and module 2 y2 ( ) without using
feedback linearization.
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(b) Normalized step responses without using feedback linearization for both module 1 y1 and
module 2 y2.

Figure 5.14. Normalized experimental step response without feedback lin-
earization. The normalized step response varies with the amplitude of the step.
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(a) Sequence of step responses for both module 1 y1 ( ) and module 2 y2 ( ) using feedback
linearization.
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(b) Normalized step responses using feedback linearization for both module 1 y1 and module
2 y2.

Figure 5.15. Normalized experimental step response with feedback lineariza-
tion. The normalized step response is almost completely invariant to the am-
plitude of the step, illustrating that the non-linear system is now linearized in
input to output dynamics.
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5.6.1. State Estimator

Consider again the system in (5.8) but now the linear conduction terms
Km(xc,h − xh,c) are combined into the A matrix. The mass matrix E can be
taken to be unity or incorporated into the A and B matrices and fNL by mul-
tiplying those contributions with the inverse of E. Moreover, the system is now
described in discrete time by an appropriate transformation, e.g., Euler approx-
imation. This yields


x(k + 1)Lh
x(k + 1)h
x(k + 1)c
x(k + 1)Lc

 = Ad


x(k)Lh
x(k)h
x(k)c
x(k)Lc

+Bdw(k) +


0

αfNLh

αfNLc

0


y(k) = Cdx(k) (5.33)

as the state-space equations. Here, Ad = (I + TsA), Bd = TsB, fNLh (xh, u) =
Smxhu + 1

2Rmu
2, fNLc (xc, u) = Smxcu + 1

2Rmu
2 and α = Ts a scaling factor

that is equal to the sampling time Ts for Euler approximation. The matrix Cd
relates the outputs to the states. Moreover, it is equal Cd = C to the output
matrix in continuous time and dependent on the sensor placement in the setup.

To construct a state-estimator an additional innovation term is added to
(5.33) to yield, with slight abuse of notation,

x̂(k + 1) = Adx̂(k) +Bdw(k) + fNL + L(y(k)− Cdx̂(k)) (5.34)

where L is the observer gain and x̂ the state estimate. The observer gain is
designed such that the estimation error, x̃(k) = x(k)− x̂(k), dynamics are stable
and converge within reasonable time. For a linear stable system, this can be
always be achieved if the states can be reconstructed in the output of the systems,
i.e., if they are observable. The observability of the states is confirmed, assuming
the system is stable, using the Hautus test on the pair Ad, Cd. The estimation
error x̃ dynamics are given by

x̃(k + 1)Lh
x̃(k + 1)h
x̃(k + 1)c
x̃(k + 1)Lc

 = (Ad − LCd)︸ ︷︷ ︸
Ao


x̃(k)Lh
x̃(k)h
x̃(k)c
x̃(k)Lc



+ diag




0
Sm(Tavg)u
−Sm(Tavg)u

0




︸ ︷︷ ︸
FNLo


x̃(k + 1)Lh
x̃(k + 1)h
x̃(k + 1)c
x̃(k + 1)Lc


(5.35)

where Ao are the linear error dynamics and FNLo the non-linear contribution
that includes the state-dependent elements of fNL in (5.34).
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5.6.2. Observer gain

The observer in (5.34) is constructed as a linear-quadratic estimator (LQE), i.e.,
a Kalman filter. To determine the observer gain L that projects (y(k) − Cdx̂)
onto the state estimate x̂ a discrete algebraic Ricatti equation is solved. Given
a discrete system

x(k + 1) = Ax(k) +Bu(k) +Gw(k) (5.36)

y(k) = Cx(k) +Du(k) +Hv(k) (5.37)

and noise covariance matrix of the process and measurement noise respectively
given by

Q = E(w(k)w(k)T ), R = E(v(k)v(k)T ) (5.38)

the gain matrix L can be derived by solving a discrete-time algebraic Riccati
equation

L = (APCT +Q)(CPCT + R̄)−1 (5.39)

where

R̄ = R+HQHT (5.40)

assuming that v(k) and (w) are uncorrelated, i.e., E(w(k)v(k)T ) = 0.

5.6.3. Stability

In the typical application of the LQE, stability of the estimation error x̃ dynamics
is ensured by evaluating the eigenvalues of Ao = Ad − LCd. However, in the
current application this is not sufficient since FNLo also influences the estimation
error as seen in (5.35), making the system non-linear.

To verify stability of the observer structure employed in this chapter, a Lya-
punov cadidate function is constructed as

V (x̃(k)) = x̃(k)TPx̃(k) (5.41)

with P ∈ Rnx×nx � 0, PT = P . The discrete time derivative of ∆V (x̃(k)) =
V (x̃(k + 1)− V (x̃(k)) is given by

x̃(k)T ((Ao + FNLo )TP (Ao + FNLo )− P )x̃(k) (5.42)

that must be negative for all x̃ to ensure stability. This is equivalent to

(Ao + FNLo )TP (Ao + FNLo )− P ≺ 0 (5.43)

or

ATo PAo − P ≺ −(FNLo )TPFNLo . (5.44)
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Clearly, the matrix FNLo is a function of Sm(Tavg), which is temperature depen-
dent, and the input u. To provide stability against a worst case FNLo a lower
bound on FNLo is calculated by using the inequality

− λmax((FNLo )TPFNLo )||x̃(k)||22 ≤
− x̃T ((FNLo )TPFNLo )x̃(k). (5.45)

Using this inequality it is possible to determine the worst case FNLo by determin-
ing the maximum eigenvalue λmax(FNLo ) over a range of Tavg and u. Moreover,
since FNLo is diagonal, see (5.35), its eigenvalues are determined by the entries
on the diagonal itself. Therefore, the maximum eigenvalue is obtained using
SM (Tavg) with Tavg = 328 [K] Celsius, where Sm is largest as shown in Fig-
ure 5.9, and u = 4 [A] which is well above the admissible current for the TEM.
This then yields a worst case scenario bound for FNLo that is incorporated in
(5.43). Stability of the estimation error x̃(k) is then achieved if a solution is
found to the set of LMIs in (5.43) using FNLo with the worst case parameters
as determined by the lower bound in (5.45). If the LMIs in (5.43) can not be
solved for a given observer gain L, stability can not be guaranteed and the de-
sign should be reconsidered by redesigning L. In Bos et al. (2020), an Extended
Kalman Filter (EKF) is used as a non-linear state estimator. While the approach
achieves accurate results, a stability guarantee remains challenging.

Remark

Analogous to the stability of the feedback linearization in Section 5.5,
a solution to the LMIs (5.43) is only a sufficient and not a necessary
condition for stability of the estimation error dynamics.

5.6.4. Experimental validation

In this section an observer, as described in Section 5.6, is used to form a state
reconstruction x̂ using a limited set of sensors on the setup shown in Figure 5.1.
More precisely, only sensors on x6 and x7, as shown in Figure 5.3, are used and
the other sensors are used to evaluate the state reconstruction error.

In Figure 5.16 the results for 2 separate experiments are shown. For both
module 1, with results in Figure 5.16a, and module 2, with results in Fig-
ure 5.16b, a sequence of step excitations is used. In the bottom half of the
figures the reconstruction error x̃ = x − x̂ is shown, where x are the measured
states and x̂ the reconstruction made by the observer. It can be seen that the
reconstruction error is quite small over the full temperature range. Moreover,
the results are in the same order of magnitude as those shown in Figure 5.10b,
indicating that the reconstruction by the observer is accurate up to the accuracy
of the underlying model.
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(a) Peltier 1 with measured (solid) and observed (dashed) states x̂3 ( ), x̂5 ( ), x̂6 ( ),
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(b) Peltier 2 with measured (solid) and observed (dashed) states x̂2 ( ), x̂4 ( ), x̂8 ( ),
x̂7 ( ), x̂18 ( ), x̂16 ( ) and the water cooling temperature wenv ( ).

Figure 5.16. State reconstruction error using an observer and 2 temperature
sensors on x6, x7.
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5.7. Conclusion

Advanced thermal control is a crucial area of research and development, espe-
cially in the medical, high-power lighting, and semiconductor industry. Control-
ling thermal dynamics using heater based actuators is inherently limited since
they can only provide a positive heat flux. Using thermoelectric elements alle-
viates these limitations by providing active temperature control capable of both
heating and cooling. This chapter presents a full framework for modeling and
control of thermoelectric elements. Using temperature dependent parameters
yields a high-fidelity first principles model suitable for control. Using feedback
linearization combined with a Kalman filter observer facilitates advanced control
with a limited number of temperature sensors. It is shown that the framework
yields accurate models and reliable control strategies suitable for a large tem-
perature range.

5.A. State-Space Matrices

A full numerical model for the application setup shown in Figure 5.1 can be
constructed by using the structure in (5.8) and details from Section 5.2 with the
numerical matrices provided in (5.46)-(5.47).
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Chapter 6
Beyond Decentralized Wafer/Reticle Stage
Control Design: A Double-Youla Approach For
Enhancing Synchronized Motion 1

Abstract: Industrial waferscanners often consists of multiple subsystems.
Traditionally, these systems-of-systems are divided into manageable
subproblems at the expense of the overall performance, that is determined by
the synchronicity of the motions of the subsystems. The aim of this chapter is
to enhance overall system performance by posterior coupling of the controlled
subsystems. A framework that relates to the Youla parameterization is
developed that connects the additional control elements affinely to the overall
system performance criterion. The resulting framework parametrizes all
stabilizing bi-directional coupling controllers, and enables improved
performance. Robust stability is subsequentially addressed through a
double-Youla approach. Application to a wafer scanner confirms superior
performance of the joint wafer stage and reticle stage performance, while
maintaining full system robust stability.

1The results in this chapter constitute Contribution C5 of this thesis. The chapter is based
on “Evers, E., van de Wal, M., and Oomen,T. Beyond decentralized wafer/reticle stage control
design: a double-Youla approach for enhancing synchronized motion. Control Engineering
Practice. 83, p21-32, 2019.” and builds on earlier results reported in Evers (2016).
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6.1. Introduction

Many mechatronic systems in the manufacturing industry consist of multiple
subsystems that jointly contribute to achieve a certain overall performance. Ex-
amples of such systems-of-systems include waferscanners used in the lithographic
industry (Butler, 2011), where the wafer stage and reticle stage synchronization
is critical to achieve the required overlay performance; gantry and carriage plat-
forms such as large scale industrial printers (Bolder, 2015), where performance of
both subsystems is directly related to the print quality; and roll-to-roll processing
plants, where synchronization between rolls is required for correct deposition of
the layer material (Chen et al., 2016). In all these cases, the relative positioning
of the subsystems defines the overall system performance.

The design and control of these systems-of-systems is traditionally divided
into tractable subproblems with error budgets (Jabben and van Eijk, 2011).
Typically, the subsystems aim at a certain absolute positioning accuracy, to-
gether these then imply good relative positioning of the subsystems. The main
reason is that the overall design problem is too complex to be handled by manual
controller design. In fact, already for a single multivariable subsystem a central-
ized design often is too complex (Oomen, 2018), and by far, the majority of the
industrial control systems are still controlled by traditional decentralized PID
controllers. Veritably, typical motion control guidelines in Oomen (2018) reveal
that control performance and modeling effort should be well-balanced, typically
leading to PID controllers by utilizing decentralized controller structures and
non-parametric frequency response functions.

In the typical case where the control design is divided into manageable sub-
problems, the overall performance of the system is limited by the worst-case
performance of the subsystems. In turn, the worst case performance is deter-
mined by the performance limitations associated with the individual subsystems
(Seron et al., 1997). Typically, these subsystems are scalar or at least controlled
in decentralized loops using a local performance measure. This is commonly
done to facilitate decentralized design, where each module is designed and con-
trolled using its own specifications and error budget. This decomposition of the
overall system leads to newly introduced performance limitations. For instance,
the definition of Single-In-Single-Out (SISO) subsystems leads to new zeros,
which can be non-minimum phase and directly introduce performance limita-
tions. Indeed, this introduction of zeros is well-known and well-understood from
squaring down (Maciejowski, 1989). In sharp contrast, the full system using an
overall performance criterion often has much less performance variables com-
pared to the number of inputs, in which case the overall system using the global
performance criterion generally does not exhibit these NMP zeros. Indeed, non-
square systems generally have no such performance limiting zeros (Freudenberg
et al., 2003; Van Zundert et al., 2018), and hence exploiting the freedom in
the controller architecture in conjunction with the overall performance goal may
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alleviate traditional performance limitations.
The aim of this chapter is to improve the combined system performance while

maintaining the original decentralized design and control structure. This allows
for superior performance in the overall performance criterion, while maintain-
ing the original controller design approach for the controlled variables. This is
achieved by: 1) additional add-on coupling elements to the existing decentral-
ized control structure, and 2) optimizing these control elements for a full system
performance criterion.

The potential and industrial acceptance of add-on controller extensions has
been confirmed in several preliminary ad hoc experimental studies. Research
examples of improved synchronization by advanced feedforward can be found
in Navarrete et al. (2015), see also Boeren et al. (2014) for related feedforward
results. In Barton and Alleyne (2007) and Mishra et al. (2008) improved syn-
chronization is achieved by using iterative learning control. Rational filters are
used in direct feedback of the relative error in Wang et al. (2006). Typically,
in these experimental studies the controller is extended by a one-way coupling.
Such unidirectional interaction is also considered in Sakata and Fujimoto (2009)
using rational filters and Heertjes and Temizer (2012) using data-based opti-
mization of FIR filters. Bi-directional interaction allows for inherently better
performance due to a larger design freedom. However, bi-directional coupling
affects closed-loop stability (Skogestad and Postlethwaite, 2009), which is not
the case for unidirectional coupling. In, Looijen and Heertjes (2018) closed-
loop stability is analyzed using a multivariate Nyquist criterion which can be
challenging to interpret.

Although several attempts to improve overall system performances have been
made, at present no systematic framework is available for the design of bi-
directional controller coupling that is applicable to synchronized motion control.
In this chapter the potential enhancement is shown through fundamental analy-
sis and a generalized framework is developed that achieves this performance gain
by connecting the add-on controller elements to the true performance criterion.

The main contribution of this chapter is a control design for coupling in de-
centralized controllers which is illustrated on a highly complex, high performance
motion system. The following sub-contributions are identified.

C1 A framework that facilitates systematic design and analysis of nominal
add-on coupling filters to achieve improved overall system performance.
In addition, it encompasses all present approaches outlined above as a
special case.

C2 Design guidelines for coupling filter synthesis, suitable for both norm-
optimal (H2,H∞) design and manual tuning, where the latter facilitates
industrial implementation (Van de Wal et al., 2002).

C3 An extension that appropriately addresses robust stability by considering
model uncertainty bounds.
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C4 A case study of an industrial wafer scanner is presented, where both nom-
inal performance and robust performance are investigated.

In Evers et al. (2017), a preliminary version addressing in part 6.1, 6.1 is pre-
sented. The present chapter extends this to a more general setting containing
more detailed proofs and explanation, and, in addition, 6.1, 6.1. Research re-
lated to results presented here includes Barton and Alleyne (2007); Heertjes and
Temizer (2012); Lambregts et al. (2015); Navarrete et al. (2015); Sakata and
Fujimoto (2009).

The framework guarantees robust stability under uncertainty in the system
dynamics, finite accuracy of the plant model and neglected subsystem interac-
tion components. The presented framework provides a systematic design based
on several Youla-type parameterizations that in turn depend on coprime fac-
torizations. The approach relates to coprime factorization based Youla result
in Tay et al. (1998), see also Chen et al. (2015); Oomen et al. (2014a). The
proposed framework provides a basis for general control design methodologies
ranging from manual tuning toH2/H∞/µ-based optimal control. For clarity and
brevity of the exposition the framework is presented for a 2× 2 SISO case. The
framework can be directly applied to MIMO systems along conceptually similar
lines. Moreover, it is assumed that the contribution of the additional coupling
controllers to the actuator signal is relatively small. For the considered wafer
scanner application, this assumption is valid, the control input predominantly
consists of feedforward inputs (De Gelder et al., 2006). Therefore, non-linear
effects such as dead-zones, saturation, and anti-windup (Prempain et al., 2009)
are considered beyond the scope of this chapter.

6.2. Motivation and problem formulation

In this section, the problem considered in this chapter is formulated. First, a mo-
tivating case study is presented, followed by the specification of the requirements
and control goal.

6.2.1. Industrial wafer scanner: the role of the reticle stage
and the wafer stage

The potential performance benefit of the additional controller freedom due to
the coupling elements is exploited in an industrial case study. The following
section presents the considered system, the industrial context and the control
challenges.

The case study considered in this chapter is an industrial waferscanner, as
shown in Figure 6.1. A waferscanner is used in the lithographic step in the
production process of integrated circuits. An abstract representation of the con-
sidered moving stages, the reticle stage and wafer stage, is shown in Figure 6.2.
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Figure 6.1. Artist impression of a wafer scanner, an industrial production
machine used in the lithographic industry.

During the exposure step of the lithographic process, light, typically with a
wavelength of approximately 14 nm in state-of-the-art equipment, travels from a
source, located outside the machine, through the reticle. The reticle contains the
image of the to be produced IC and the beam is projected through the optical
column onto a light-sensitive layer on the wafer. The illuminated photoresist
is subsequently removed using a chemical solvent. Further chemical processing
enable etching of the exposed patterns, which is repeated for each subsequent
layer. Approximately 20 layers are required to form each wafer. The final
wafer, a silicon disk with a diameter of 300 mm, contains multiple projected and
scaled copies of the image contained in the reticle. During the exposure process,
the wafer stage must track a challenging reference trajectory in all six motion
degrees-of-freedom (DoF). The key performance requirement is a synchronized
motion between the reticle and the wafer. Indeed, a synchronized motion is
essential for avoiding focus and overlay errors. Hence, the true performance
criterion is the relative positioning error between the two stages.

State-of-the-art wafer scanner control: To facilitate development, the
wafer stage and reticle stage controllers are designed separately. Here, the con-
trol objective is to obtain the smallest tracking error in all six DoF for each of
the individual stages. At present, the design of this controller is simplified by
applying a decoupling procedure. This allows the use of SISO PID controllers
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Figure 6.2. Abstract representation of the reticle stage and wafer stage. The
optical column is disregarded for simplicity. Here, the true performance criterion
is the relative error e12 = y2 − y1.

for each of the individual DoF (Butler, 2011). Centralized approaches, includ-
ing model based H∞ robust control (Oomen et al., 2014b; Van de Wal et al.,
2002) often cannot be justified due to very high modeling requirements. This
illustrates that a fully centralized approach for a single subsystem is challeng-
ing, moreover, a fully centralized approach encompassing both subsystems, the
reticle stage and wafer stage, is infeasible.

Performance limitations introduced by subdivision: At present, decou-
pling procedures are often used to facilitate SISO controller design for MIMO
systems. While this simplifies the control architecture, it also introduces the
possibility of performance limitations. This is shown by adopting the case study
and constraining it to a single DOF, i.e., both the reticle and wafer stage are
considered in the scanning direction only, i.e., along the y-axis as shown in Fig-
ure 6.2. The control objective is to improve the combined performance of the
two stages to best attenuate all disturbances present on both the reticle and
wafer stage. To simplify the presentation, two aspects are tacitly omitted from
the explanation that are explicitly and appropriately dealt with in the actual
implementation. First both the plant and controller are considered in discrete
time, and the framework is tacitly adjusted to this situation. Second, in the
waferscanner the reticle stage output is scaled by an optical scaling factor γ that
accounts for the optical lens reduction (Butler, 2011). This factor is omitted to
facilitate the presentation.

Consider the reticle stage and wafer stage synchronized movement, shown in
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Figure 6.3. Decentralized control structure for the double positioning stage
system, cast into a disturbance attenuation problem. It is assumed that any
referenced induced tracking error is compensated by advanced feed-forward tech-
niques.

Figure 6.2. Here, the two positioning stages are controlled using a decentralized
approach shown in Figure 6.3. Here, the problem is restricted to feedback,
where stability is a key issue. Feedforward can be directly induced (Oomen et
al., 2015). While the individual stage tracking errors are important and must
remain bounded, the true performance criterion is the relative positioning error

e12 = y2 − y1 (6.1)

where y1 [m] and y2 [m] are the positions of the first and second positioning
stage respectively.

The subsystems shown in Figure 6.3 are considered to be approximately
decoupled (Stoev et al., 2016), i.e., it is assumed that there is no interaction
between subsystems. An extension that includes this neglected interaction is
presented in Section 6.5. While each of the subsystems typically is controlled in
6 DoF, in the scanning direction the combined system can be modeled as a 2×2
diagonal plant and controller

P =

[
P1 0
0 P2

]
, K0 =

[
C1 0
0 C2

]
. (6.2)

The main objective is to construct add-on elements to K0 that maintains
the original decentralized controllers C1, C2 while improving the overall system
performance (6.1).
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Motivation: beyond traditional performance limitations: The addi-
tional add-on controller freedom is used to achieve combined system perfor-
mance beyond the limitations of the decentralized individual subsystems. One
of these limitations is nonminimum-phase (NMP) zeros. If P1 contains a NMP
zero, control performance in this loop is limited, which is directly apparent,
e.g., from a Poisson integral relation (Freudenberg et al., 2003), and therefore
the overall system performance is limited. Typically, these zeros originate from
non-collocated sensor and actuator placement (Hong and Bernstein, 1998) and
sampling (Åström et al., 1984).

Further limitations may result from Bandwidth (BW) limitations due to un-
certainty or varying dynamics (Van Herpen et al., 2014). Typically, the wafer
stage can achieve a lower BW compared to the reticle stage. Through the frame-
work developed here, disturbances occurring in one subsystems can be compen-
sated by the other systems in terms of the synchronized motion.

Assumption 6.1. Throughout, a high performance decentralized, stabilizing
controller is assumed to be present and fixed. Such that, if the coupling is disabled
then the original system is recovered.

w zP0

Kfixed
0

Kaddon

yu

Figure 6.4. Standard plant representation, often used in cases where the
performance variables z are not equal to the controlled variables y. Here Kfixed

0

is the fixed diagonal controller in view of Assumption 6.1 and Kaddon is the
proposed addon controller.

Consider the system in Figure 6.3 that is cast into the standard plant in
Figure 6.4. Here y = [e1, e2]T , u = [u1, u2]T and w = [v1, v2]T . In addition, for
simplicity η1 = η2 = d1 = d2 = 0. Next, consider two cases that each define
a different performance variable z. In particular z is chosen 1) traditionally
z1 = [e1, e2]T or 2) as is proposed here, z2 = e12 = [e1 − e2].

Traditional: The traditional approach is focused on minimizing e1 and e2 sep-
arately. The controllers C1 and C2 are designed accordingly, leading to a closed-
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loop sensitivity that can be written as[
e1

e2

]
= −

[
S1 0
0 S2

]
︸ ︷︷ ︸

Tzw1

[
v1

v2

]
. (6.3)

where S1 and S2 are the closed-loop sensitivity functions. As a result, the syn-
chronization error is e12 = S1e1−S2e2, and if either P1 or P2 contain performance
limitations, e.g., NMP zeros, then the synchronization performance is reduced.

Proposed: The central idea is to consider

e12 = −
[
I −I

] [ S1 S12

S21 S2

] [
v1

v2

]
(6.4)

=
[
(S21 − S1) (−S12 + S2)

]︸ ︷︷ ︸
Tzw2

[
v1

v2

]
(6.5)

and to minimize z2 = e12 directly.
The main idea is to design coupling controllers to appropriately shape S12 and

S21, given the existing decentralized designs. This shows that the performance
of the full system in Tzw2 is no longer limited by the subsystems, as S12 and S21

can be used to achieve complementary performance in regions where S1 and S2

are limited by, e.g., NMP zeros.

6.2.2. Requirements

Section 6.2.1 reveals that controller extension in conjunction with an overall
control objective conceptually allows an increase in achievable performance. The
main objective of this chapter is to improve the synchronized motion of the wafer
and reticle stage by designing a framework for add-on controller performance
improvement in view of the overall control goal. Fully exploiting this potential
in a practically applicable design procedure leads to the following additional
requirements.

1. The additional coupling filters must be “add-on” to the existing architec-
ture in view of Assumption 6.1.

2. Nominal stability of the coupled system is guaranteed.

3. Robust stability in the presence of model uncertainty is guaranteed.

The interpretation of the above is the following: Requirement 1 ensures that
the additional coupling filters do not interfere with the existing decentralized
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control architecture. Hence, they can be turned off at any time to recover the
pre-existing stabilizing feedback controller in Assumption 6.1 such that the tradi-
tional controller design, tuning and implementation can be retained. Moreover,
by Requirement 2 stability of the original individual subsystems must be guar-
anteed. Bi-directional coupling leads to potential stability issues (Maciejowski,
1989) hence additional stability requirements should be fulfilled. Finally, Re-
quirement 3 is posed such to ensure robust stability of the system under model
uncertainties and disturbances. Uncertainties include finite model accuracy,
varying plant dynamics, and interaction within and between subsystems.

Achieving performance beyond individual stage limits can be transparently
done by connecting the add-on controller freedom with the new performance
criterion e12, which is proposed in this chapter.

6.3. Synchronized motion control: Youla
framework

Bi-directional coupling leads to inherent two-way interaction and hence system
characteristics such as well-posedness and internal stability require a detailed
analysis (Maciejowski, 1989). In this section, the standard Youla parameter-
ization is presented that, together with specific choices, leads to the coupling
framework that allows systematic coupling of the subsystems while guarantee-
ing overall system stability. Furthermore, it will be systematically expanded in
Section 6.5 to encompass model uncertainties. Throughout, the subsystems are
tacitly assumed scalar and decoupled for clarity and brevity of the exposition.
The presented approach directly extends to the MIMO case.

6.3.1. Standard Youla parameterization

To guarantee nominal stability the Youla parameterization (Anderson, 1998;
Youla et al., 1976) is employed. Here, the Youla parameterization generates the
set of all stabilizing controllers for a nominal system P0 ∈ R as a function of a
nominal controller K0 ∈ R and a Youla parameter ∆k ∈ RH∞. This allows for
direct separation and analysis of the nominal controller K0 and the additional
add-on controller freedom captured by ∆k. Here, both the nominal controller
K0 = NkD

−1
k and nominal plant P0 = NpD

−1
p are represented as right-coprime

factorizations. The control structure diagram of the Youla parameterization
using coprime factorization is shown in Figure 6.5.

A right coprime factorization is defined as follows.

Definition 6.2 (Right-coprime factorization (rcf) ). The ordered pair {N,D},
with D ∈ RHq×q∞ and N ∈ RHp×q∞ , is a right-coprime factorization (rcf) of
P ∈ Rp×q∞ if

(i) D is invertible (square and non-singular),
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D−1
k Nk

DN

∆k

e u

K∆k

Figure 6.5. Controller diagram of a Youla parameterization using coprime
factorization. Here, each element is a (2× 2) transfer function matrix.

(ii) P = ND−1,
(iii) N and D are right-coprime.

Here, N and D are right-coprime if there exist matrices W,L ∈ RH∞ such that
the Bezout identity (Zhou et al., 1996)

LN +WD = I, (6.6)

holds. Using the coprime factorizations of the nominal controller and plant, the
Youla parameterization provides the set of stabilizing controllers.

Theorem 6.3 (Set of stabilizing controllers).
Let P0 = NpD

−1
p and K0 = NkD

−1
k where {Np, Dp}, {Nk, DK} are rcfs of P0

and K0. Let the perturbed controller factors be defined as

Nk∆
:= Nk +Dp∆k, Dk∆

:= Dk −Np∆k (6.7)

such that

K∆k
= Nk∆

D−1
k∆

(6.8)

where ∆k is the free Youla parameter. Then it follows that K∆k
stabilizes P0 iff

∆k ∈ RH∞.

See, e.g., Zhou et al. (1996) for a proof.

6.3.2. Towards stabilizing bi-directional controller coupling

A bi-directional controller coupling is developed, where closed-loop stability fol-
lows through a direct connection to the Youla parameterization. Several specific
choices are made that lead to favorable closed-loop system characteristics in view
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of requirements in Section 6.2.2. In the common situation where K0 ∈ RH∞ in
industrial applications, then

K0 =

Nk︷ ︸︸ ︷[
C1 0
0 C2

] D−1
k︷ ︸︸ ︷[

I 0
0 I

]−1

, (6.9)

where C1, C2 are the original decentralized controllers, is a suitable RCF. If C1

or C2 is unstable or has integral control action, i.e., poles on the imaginary
axis, a suitable factorization should be constructed, e.g., see Vinnicombe (2000).
Similarly, the nominal plant P0 is written as

P0 =

Np︷ ︸︸ ︷[
Z1 0
0 Z2

] D−1
p︷ ︸︸ ︷[

P−1
1 Z1 0

0 P−1
2 Z2

]−1

, (6.10)

where Z1, Z2 are constructed such that Np, Dp ∈ RH∞.

Remark

The parameterization in (6.10) is chosen such that Requirement 1 is fa-
cilitated, other options are possible if improved performance is the sole
requirement. However, other filter selections than (6.10) will not achieve
((d)) in Theorem 6.4, which follows below.

For (6.10) to be a valid coprime factorization as defined in Definition 6.2, it is
required that both P1, P2 have no pole/zero cancellations and Z1, Z2, which are
constructed by the user, should be selected such that they contain no additional
RHP zeros other than those required to ensure Dp ∈ RH∞. This is a direct
requirement of coprime factorization, since it does not allow for RHP pole/zero
cancellation between Np and D−1

p .

The resulting coupled closed-loop system Fl(P0,K∆k
) can be written as the

sum of the original closed-loop system Fl(P0,K0), which is assumed to be stable,
and an additional factor that is affine in ∆k ∈ RH∞. The design parameters of
the add-on coupling controllers are contained in the Youla parameter ∆k, i.e.,
define ∆k as

∆k =

[
0 X̂

Ŷ 0

]
∈ RH∞. (6.11)

The structure in (6.11) indicates the structure of the additional coupling be-
tween the subsystems. An off-diagonal matrix indicates that there exist only
coupling between the subsystems and no coupling within the subsystems, i.e.,
the decentralized controller is fixed in view of Assumption 6.1.
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Figure 6.6. Proposed controller structure represented in a conventional control
block diagram.

Substituting (6.11) into (6.7) reveals that the set of stabilizing controllers is
given by

K∆k
=

[
C1 P−1

1 Z1X̂

P−1
2 Z2Ŷ C2

] [
I −Z1X̂

−Z2Ŷ I

]−1

. (6.12)

Note that X̂, Ŷ ∈ RH∞ are the free design parameters, since Z1, Z2 must be
chosen such that Dp ∈ RH∞.

Remark

Note that K0 ∈ RH∞ and ∆k ∈ RH∞ does not immediately imply
that K∆k

∈ RH∞. Through a small gain argument, it is sufficient that

||Z1X̂Z2Ŷ ||∞ < 1 to guarantee that K∆k
∈ RH∞ which is often desired

for industrial implementation.

6.3.3. Synchronization framework

By combining the Youla framework in Section 6.3.1 with the specific choices
in Section 6.3.2, the main result of this section, which constitutes Contribu-
tion 6.1, can be stated. The proposed Youla parameterization corresponds to
the structure shown in Figure 6.6 with X = Z1X̂ and Y = Z2Ŷ .
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By using a specific structure in the coprime factorization of P0 in (6.10) the
following theorem provides the basis for the design framework, i.e., Contribu-
tion 6.1.

Theorem 6.4 (Bi-directional coupling). Given the feedback loop with K0 and
system P0 are defined by (6.9) and (6.10), respectively, and ∆k is chosen as
in (6.11), then the set of stabilizing bi-directional coupling controllers for P0 is
given by:

K∆k
(P0) = {Nk∆

D−1
k∆
|∆k ∈ RH∞} (6.13)

Any controller in (6.13) then achieves the coupled closed-loop Fl(P0,K∆k
) that

has the following properties.

(a) ∀∆k ∈ RH∞, Fl(P0,K∆k
) is well-posed and internally stable.

(b) ∀∆k, Fl(P0,K∆k
) is affine in ∆k.

(c) ∀∆k, Fl(P0,K∆k
)ii = Fl(P0,K0)ii, where i = [1, 2] of each 2 × 2 block

matrix entry.
(d) ∀∆k, e+

1 6= f(e+
2 ) and e+

2 6= f(e+
1 ), i.e. e+

1 , e
+
2 are invariant to the added

coupling.

See 6.A for a proof.
The results illustrated in Theorem 6.4 enables the fulfillment of the require-

ments posed in Section 6.2.2. In particular result (a) together with result (b)
allows for relatively straightforward tuning of the coupling elements ∆k and sim-
plifies the nominal stability proof, therefore fulfilling Requirement 1. Results (c)
and (d) are closely related and reveal that for all ∆k the coupled closed-loop
system maintains the original decentralized controllers. Moreover, the input to
the original controllers is solely a function of their respective decentralized loop,
i.e., no inter-subsystem coupling is observed and thus Requirement 2 is fulfilled.
This leaves Requirement 3, robust stability, which is addressed in Section 6.5.

By evaluating the full closed-loop transfer function matrix of the coupled
system (6.41) in 6.A a relation for e12 = y2 − y1 can be found. The combined
system performance, reduced to a function of two output disturbances v1, v2 to
facilitate the presentation, is given by

e12 = −(I + Y )S1v1 + (I +X)S2v2, (6.14)

where Y = Z2Ŷ , X = Z1X̂. The structure relates to the result shown in (6.4).
It shows that the coupled system can be described by the original decentralized
transfer function matrices and two affine improvement factors (I + Y ), (I +X).
This is a key result and enables Contribution 6.1 that is presented in Section 6.4.
Therefore, overall superior system performance can be achieved by optimizing
the improvement factors under the constraints presented in the Youla framework.

The presented framework is a generalization of previous master-slave type
solutions. An unidirectional coupling is most commonly seen in short-stroke
long-stroke master-slave control systems, e.g., in precision actuator design. By
setting Y = 0, a unidirectional coupling approach as presented, e.g., in Heertjes
and Temizer (2012) is recovered as a special case of the presented framework.
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6.4. Design guidelines

In this section, a design procedure to facilitate the design of the add-on controller
elements under the constraints of the Youla framework is presented, thereby con-
stituting Contribution 6.1. Perfect disturbance attenuation in (6.14) is achieved
when X = Y = −I, i.e., (I +X) = 0 and (I + Y ) = 0. However, this generally
leads to an inadmissible coprime factorization in (6.10), e.g. Dp /∈ RH∞ caused
by non-invertible elements in the nominal plant models of the subsystems. This
can be caused by NMP zeros, I/O delay and pole/zero excess, leading to com-
plications with model inversion (Blanken et al., 2018).

In the proposed framework the parameters X,Y are constructed out of two
components, i.e., X := Z1X̂, Y := Z2Ŷ . Components denoted as Z1, Z2 that,
in view of requirements, must be chosen such that {P−1

1 X,P−1
2 Y } ∈ RH∞ and

components X̂, Ŷ that can be designed to minimize e12, where e.g., for the SISO
case |(I+Z1X̂)| < 1 and |(I+Z2Ŷ )| < 1, for specific, e.g., low, frequency ranges.
A similar approach for tracking control can be found in Tomizuka (1987).

The following procedure aims to design X,Y such that e12 is minimized under
the constraints posed by the Youla framework.

Algorithm 2 Bi-directional coupling filters

1: Construct the models P1, P2.
2: If P−1

1 , P−1
2 /∈ RH∞, construct Z1, Z2 such that

P−1
1 Z1, P

−1
2 Z2 ∈ RH∞. (6.15)

3: Evaluate
|(I + Z1X̂)|, |(I + Z2Ŷ )| ∀ ω (6.16)

and construct X̂, Ŷ such that (6.16) is small for specific, e.g., low-frequency
ranges.

4: Implement the stabilizing coupling controller by constructing (6.13) as de-
scribed in Theorem 6.4.

Remark

In this section P1 is used as an example, the design guidelines for P2 are
conceptually similar.

Step 1 Constructing the models for P1 and P2 can be done by first principle
modeling or parametric model identification procedures. Dealing with a mis-
match between the true system and the nominal system models is addressed in
Section 6.5.
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Step 2 The NMP zeros of P1 in (6.10) are contained in Z1 such that they
cancel in P−1

1 Z1. However, this generally makes Z1X̂ /∈ RH∞ since duplicating
the zeros leads to a non-proper filter. Therefore, the NMP elements in Z1 are
constructed as biproper all-pass elements, i.e., their relative degree is 0 and
|Z1(jω)| = 1 ∀ ω, to ensure that the parameter Z1X̂ ∈ RH∞ as required by
(6.10). To enforce a proper filter P−1Z1, the element Z1 includes a low-pass
filter with a high-frequency cut-off of order equal to or greater than the amount
of pole/zero excess.

Step 3 Using the free design parameter X̂, the improvement factor (I +Z1X̂)
can be shaped such that the coupled closed-loop disturbance attenuation is
improvement at the desired, e.g. low, frequency region. The parameter can
be shaped using manual loop-shaping or norm optimal techniques such as
H2/H∞−optimal controller design. If the free design parameter is chosen as
X̂ = −I it is ensured that |(I + X)| � 1 at low frequencies which is generally
desired for disturbance attenuation.

Step 4 By following the systematic design procedure the results in Theorem 6.4
hold, and the stabilizing coupling filter is given by the form in (6.13).

The guidelines presented in this section facilitate a straightforward manual
design of the coupling filters. By following the design rules it is guaranteed
that the full system performance is improved, under the assumption that |(I +
Z1X̂)| < 1 and/or |(I + Z2Ŷ )| < 1 for some frequency range of interest, while
maintaining nominal stability.

Example 6.5. Consider the following continuous time subsystem model

P1 =
s− a
s+ b

,

with a, b ∈ R > 0. The subsystem has a RHP zero and inversion under the
constraint in (6.10) not possible. Therefore, Z1 is constructed as

Z1 =
s− a
s+ a

∈ RH∞.

It then follows that

P−1
1 Z1 =

s+ b

s+ a
∈ RH∞,

can be used in an admissible RCF in the Youla framework to approximate P−1
1 .

The improvement factor now becomes

(I + Z1) = I +
s− a
s+ a

(6.17)

of which the amplitude ranges from |(I + Z1)| ∈ [0, 2] when s = jω ∈ [0, inf] due
to the phase shift in Z1.
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Figure 6.7. Dual Youla factorization for a set of stabilized plants P∆p(K0).
Here each of the elements is composed of a 2 × 2 diagonal transfer function
matrix.

6.5. Modeling uncertainty: dual-Youla

This section presents an extension to the Youla framework presented in Sec-
tion 6.3 that appropriately addresses robust stability. This is done by extending
the Youla framework with a dual-Youla parameterization that facilitates the in-
clusion of model uncertainties. By extending the framework, robust stability can
be guaranteed, constituting Contribution 6.1.

6.5.1. Dual-Youla

To analyze the effect of model uncertainty on system stability, use is made of
a dual-Youla parameterization (Niemann, 2003) as shown in Figure 6.7. The
parameterization is not unique, but the chosen structure is dual to the framework
used to represent nominal bi-directional coupling as presented in Section 6.3.

Using coprime factorization, it is possible to define a set of plants P∆p(K0)
that are stabilized by a nominal controller K0.

Theorem 6.6 (Set of stabilized systems). Let P0 and K0 have RCFs P0 =
NpD

−1
p and K0 = NkD

−1
k , then the perturbed factors are defined as:

N∆p := Np +Dk∆p, D∆p := Dp −Nk∆p (6.18)

such that the set of systems that are stabilized by K0 is equal to

P∆p
(K0) = {N∆p

D−1
∆p
|∆p ∈ RH∞}, (6.19)

where set P∆p
(K0) represents all possible systems that are stabilized by the nom-

inal controller K0 under a model uncertainty ∆p.
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See, e.g., Ma (1988) for a proof.
By using the same coprime factorization for P0 and K0 as used in Section 6.3

the nominal framework is extended to include model uncertainty. In contrast to
∆k, which is structured to contain only off-diagonal elements, the plant uncer-
tainty model can be unstructured such that

∆p :=

[
∆p11 ∆p12

∆p21 ∆p22

]
∈ RH∞ (6.20)

where ∆p11
,∆p22

indicate nominal subsystem model uncertainty and ∆p12
,∆p21

indicate (possibly small) inter-subsystem coupling effects.
To construct the subsystem uncertainty model, use is made of a parametric

nominal system model and non-parametric system identification measurements
(Evers et al., 2018a) to significantly reduce modeling effort. By adopting a
similar approach as in Oomen et al. (2014b); Van de Wal et al. (2002), where
given a measured Frequency Response Function (FRF) Pfrf , the uncertainty
block ∆k that achieves Pfrf = P∆k

(K0) is given by:

∆k = (Dk + PfrfNk)−1(Pfrf − P0)Dp. (6.21)

This provides a straightforward approach to construct the uncertainty model
∆k using an inexpensive non-parametric estimate of the (MIMO) frequency re-
sponse function.

Remark

Note that ∆k ∈ RH∞ as described in Section 6.3 is fully known. The
plant uncertainty model ∆p ∈ RH∞, however, is sometimes unknown
and can be bounded in H∞norm using uncertainty modeling techniques
(Oomen et al., 2014a) using closed-loop measurements.

6.5.2. Double-Youla: robust stability

Using the dual-Youla parameterization in Theorem 6.6 it is guaranteed that
∀ ∆p ∈ RH∞ the system is stabilized by the nominal controller K0. Further-
more, by Theorem 6.3 any K∆k

induced by ∆k ∈ RH∞ stabilizes the nominal
plant P0. In view of Contribution 6.1, the main interest is whether K∆k

stabilizes
all P∆p

in the closed-loop system Fl(P∆p
,K∆k

).
By using the result from Theorem 6.6 the stability proof of the Youla frame-

work can be extended to include the uncertainty model ∆p such that the follow-
ing holds

Theorem 6.7 (Robust bi-directional coupling). Consider a closed-loop system
Fl(P∆p

,K∆k
) as shown in Figure 6.8, with simultaneous controller ∆k and plant

∆p perturbations chosen as (6.11) and (6.20), respectively. It can be assumed
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∆p

∆k

Figure 6.8. Standard plant notation of robust bi-directional coupling. The
nominal plant and controller are subject to simultaneous perturbations ∆k and
∆p respectively.

that Fl(P0,K0) is stable. If the interconnection of ∆k and ∆p is stable, then the
closed-loop system Fl(P∆p ,K∆k

) is stable.

See, e.g, Schrama et al. (1992); Tay et al. (1998) for a proof. The Youla
parameterization for K∆k

connected with the dual-Youla parameterization for
P∆p

forms the double-Youla parameterization that allows for the full analysis
and synthesis of the robust add-on coupling filters.

In the presented framework, the elements Z1 and Z2 are fixed by the design
guidelines presented Section 6.4. The elements X̂, Ŷ are free design parameters
and can be tuned such to achieve performance requirements. These elements
X̂, Ŷ must be constructed such that the full system Fl(P∆p

,K∆k
) remains stable.

This can be done by two different approaches, manual design and norm-based
optimal design

Manual design for RS: Manual loopshaping remains common practice in in-
dustry (Oomen, 2018), which motivated the add-on requirement in Section 6.2.2.
And multivariable systems are often decomposed into scalar systems by applying
techniques such as sequential loop closing (Maciejowski, 1989, Sec 4.2). There-
fore, a suitable stability criterion is required to apply these manual methods
to the robust coupling filter design. For this, a stability criterion based on the
small gain argument is constructed. Since the coupling filters ∆k have a clear off-
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diagonal structure, the structured singular value (Skogestad and Postlethwaite,
2009, Sec 8.8) is used to reduce its conservatism.

Theorem 6.8. The closed-loop Fl(P∆p ,K∆k
) is stable if

σ̄(∆k(jω)) < µ∆k
(∆p(jω))−1 ∀ ω (6.22)

where σ̄ denotes the maximum singular value at a single frequency and
µ∆k

(∆p(jω)) denotes the structured singular value of ∆p with respect to the
structure in ∆k.

Proof. By small-gain argument, ∆k stabilizes ∆p if
||∆k∆p||∞ ≤ ||∆k||∞||∆p||∞ < 1. Since {∆k,∆p} ∈ RH∞ it holds that
||∆k||∞||∆p||∞ < 1 ⇔ σ̄(∆k(jω))σ̄(∆p(jω)) < 1 ∀ ω. And since µ∆k

(∆p) ≤
σ̄(∆p), ∆k stabilizes ∆p if σ̄(∆k(jω)) < µ∆k

(∆p)
−1 ∀ ω. Therefore the closed-

loop system Fl(P∆p
,K∆k

) is stable by Theorem 6.7.

Since it holds that µ∆k
(∆p) ≤ σ̄(∆p) the criterion in (6.22) is less conser-

vative than using the regular singular value σ̄. If no uncertainty is present,
i.e., ∆p = 0, then any ∆k ∈ RH∞ is admissible and Theorem 6.3 is recovered
as a special case. A dual result holds for the plant uncertainty ∆p. The re-
sult shows that if (6.22) holds, then the simultaneous perturbation {∆p,∆k}
does not induce unstable system behavior. Given that ∆k is structured as an
off-diagonal matrix, and therefore the maximum singular value is determined
by the off-diagonal elements, and for robust stability it is required that (6.22)
holds,

{σ̄(X̂(jω)), σ̄(Ŷ (jω))} < µ∆k
(∆p(jω))−1 ∀ ω (6.23)

is sufficient to achieve robust stability. These bounds can be enforced in arbi-
trary order, allowing for use of well known manual methods such as sequential
loopshaping for the design of the coupling elements X̂ and Ŷ in ∆k.

H∞-design for RS: An alternative to manual loopshaping design of the cou-
pling filters can be norm-optimal techniques such as H∞-design. A one-shot
procedure to synthesize ∆k based weighting filters and Thm. 6.7 is possible,
but complicated due to the structure in ∆k, e.g., forcing diagonal elements to
be zero. This would require techniques such as structured H∞ design, see, e.g.,
Burke et al. (2006). To reduce the computational complexity a different, more
traditional H∞ approach is taken by applying the sequential stability bounds
(6.23) directly as an H∞weighting filter.

The improvement factor (I + Z1X̂), in (6.14), is represented as a block di-
agram in Figure 6.9. If the parameter X̂ is then considered the controller to
a plant Z1 the problem can be rewritten as a standard disturbance attenua-
tion problem in the standard plant shown in Figure 6.9 on the right. If X̂ and
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Figure 6.9. Block diagram representing the improvement factor, as conven-
tional (a) and standard plant (b).

Ŷ are bounded by µ∆k
(∆p(jω))−1 the bi-directional closed-loop system is ro-

bustly stable. Since {X̂, Ŷ } ∈ RH∞ it holds that ||X̂||∞ = max
ω

σ̄(X̂(jω)) and

||Ŷ ||∞ = max
ω

σ̄(Ŷ (jω)). Assuming Wu is a weighting function (Van de Wal et

al., 2001) on X̂ then this yields

||X̂(jω)Wu(jω)||∞ < 1 (6.24)

||X̂(jω)||∞ < ||Wu(jω)−1||∞ (6.25)

and if Wu(jω) = µ∆k
(∆p(jω)) this achieves

max
ω

σ̄(X̂(jω)) < max
ω

σ̄(µ∆k
(∆p(jω))−1) (6.26)

and since for a scalar element σ̄(µ∆k
(∆p(jω))−1) = µ∆k

(∆p(jω))−1 it fulfills

the constraint (6.23). A similar derivation holds for Ŷ . Moreover, the output
weighting filter Wz is constructed such to achieve the desired performance spec-
ification, e.g. (I + Z1X̂) small for low frequencies. The input filter Vw is taken
as identity. Using this approach it is possible to automatically synthesize the
coupling filters X̂, Ŷ to achieve a low-frequency performance improvement while
maintaining full system robust stability.

The Double-Youla framework lends itself well to conventional and norm opti-
mal controller synthesis techniques. It allows for the application of the stability
criterion separately to each of the coupling filters. And facilitates the controller
design engineer to use the preferred tool, e.g., manual loopshaping or norm-based
synthesis. This is a useful step towards industrial adaptation, especially since
the interconnected multivariable approach is becoming increasingly important in
the manufacturing industry while SiSo methods remain the standard (Oomen,
2018).
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Figure 6.10. The improvement factors for R2W ( ) and W2R ( ) cou-
pling. It shows that for low frequencies a significant improvement in disturbance
attenuation can be achieved.

6.6. Application to a Wafer Scanner

The following section applies the developed theoretical framework to the case
study presented in Section 6.2.1 using real system measurements and a high-
fidelity simulator of an industrial wafer scanner. It illustrates the potential of
the framework and constitutes Contribution 6.1.

6.6.1. Youla framework

To suppress the output disturbance shown in (6.14) it is desired that the im-
provement factors are smaller than 1 for low-frequencies up till approximately
200 [Hz].

Applying the nominal design procedure as described in Proc. 2 in Section 6.4
yields results shown in Figure 6.11. It shows the change in the sensitivity function
of the disturbance towards the overall performance criterion e12. This change is
affine in the improvement factors, shown in Figure 6.10, e.g., (I+Y )Sr and (I+
X)Sw are the new reticle stage and wafer stage sensitivity functions, respectively.
Importantly, the dips in the sensitivity functions at higher frequencies are not
caused by increased controller gain but rather the improvement factors (I +X)
and (I+Y ) being locally equal to 0. By applying the additional coupling elements
the low-frequency disturbance attenuation is greatly improved.

The time domain performance is investigated by utilizing 8 measured servo
error traces of wafer scan movement. The expected performance using bi-
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Figure 6.11. Original sensitivity for the reticle Sr ( ) stage and wafer Sw

( ) stage. Improved reticle sensitivity ( ) and wafer sensitivity ( ) by
applying coupling filter shown in Figure 6.10.

directional coupling is then simulated using the high-fidelity system models in
the simulator. The results in Figure 6.12 show that at low-frequencies the addi-
tional controller freedom is exploited to synchronize the stages. The results in
Figure 6.13 then show that the improved synchronization of the two stages yields
a significant improvement in the performance variable e12 at low-frequencies.

6.6.2. Dual Youla

The results of the nominal coupling illustrate the potential performance gain by
the additional controller freedom. Robust stability under model uncertainty is
achieved using the dual Youla result in Section 6.5. Theorem 6.3 shows that
∆k ∈ RH∞ is sufficient to ensure closed-loop nominal stability. However, this
only holds when ∆p = 0 as shown in Lemma (6.8). Therefore, to ensure robust
stability an uncertainty model is constructed using the nominal plant P0 and a
set of measurements. The uncertainty element is constructed as

∆p =

[
∆p11

0
0 ∆p22

]
(6.27)

where ∆p11 and ∆p22 are constructed by applying (6.21).
The diagonal entries of (6.27) are shown in Figure 6.14, it indicates that

at low-frequencies the uncertainty is small since the system dynamics are ac-
curately modeled by a rigid body approximation. At higher frequencies the
nominal system model contains a relatively large amount of uncertainty. This
increase in model uncertainty limits the amount of coupling admissible by (6.8).
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Figure 6.12. Cumulative subsystem servo error, mean + 3σ, of the reticle
stage ( ) and wafer stage ( ) with coupling. And the reticle stage ( )
and wafer stage ( ) without coupling. To achieve stage synchronization the
reticle stage is synchronized to the wafer stage.
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Figure 6.13. Cumulative relative servo error with ( ) and without ( )
coupling. Results show a clear reduction in low-frequency content at the cost
of slight high-frequent deterioration.
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Figure 6.14. Maximum uncertainty models for the reticle stage ( ) and
wafer stage ( ). Constructed by taking the maximum amplitude over fre-
quency at spatially distributed measurement locations.
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Moreover, the results in Figure 6.16 show that the system is not guaranteed to
be stable as (6.22) is not fulfilled. To achieve robust stability, H∞-synthesis,
following Section 6.5.2, robust coupling filters are synthesized. The new Youla
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Figure 6.15. Robust Youla parameters X̂ ( ), Ŷ ( ) compared to the
nominal Youla parameters, that are both equal to 0 [dB] ( ). Phase informa-
tion is omitted as only the amplitude is used in the small gain analysis.

parameters are shown in Figure 6.15. Robust stability is achieved by including
high-frequency roll-off, thus limiting the coupling in regions with high model
uncertainty as shown in Figure 6.14. The results in Figure 6.16 show that using
the new coupling elements, under Thm. 6.8 the system is now robustly stable.

6.6.3. Results

Figure 6.17 compares the closed-loop disturbance rejection using either the nom-
inal or robust coupling filters. It shows that a slight low-frequency performance
deterioration is required to enable sufficient robustness against the large model
uncertainty at high-frequencies.

The results in Tab. 6.1 present the averaged time-domain scanning results
at 5 distributed locations on the wafer and 3σ indicates the 99.73% confidence
interval. It shows that a decrease in Moving Average (MA), which is correlated to
overlay and the more critical performance indicator, causes an increased Moving
Standard Deviation (MSD), which is correlated to image focus (Butler, 2011).
And that by adding robustness to the nominal coupling filters some performance
is lost. However, both the nominal and robust coupling achieve a significant
reduction in MA and therefore yield superior overlay performance.
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Figure 6.16. Small gain criterion using the nominal ( ) and newly designed
robust ( ) Youla parameters. By de-tuning the coupling ∆k at high frequen-
cies, the small gain criterion using the structured singular value is now fulfilled
under the model uncertainty.

Table 6.1. MA and MSD results using nominal or robust coupling filters.

No coupling Nominal Robust
MA [pm]
3σ 565 108 200
Peak 603 182 338
MSD [pm]
3σ 2879 3329 3304
Peak 3145 3485 3670

6.7. Conclusion

The framework presented in this chapter enables coupling of subsystems to im-
prove overall system performance. The framework is well-suited for a large range
of mechatronic systems, where subsystems are often designed, built, and con-
trolled separately. The proposed framework enables a systematic performance
improvement of the integrated system.

A nominal design approach is given where the coupled system behavior is
expressed as a straightforward combination of the original closed-loop charac-
teristics and an affine factor, allowing for simplified design. Model uncertainty is
appropriately addressed and a sufficient condition for robust stability is provided
that can be used in a posteriori analysis or a priori constraint basedH∞-synthesis
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Figure 6.17. Bode magnitude diagram comparing the sensitivity using nom-
inal coupling, for the reticle stage ( ) and wafer stage ( ), and robust
coupling, for the reticle stage ( ) and wafer stage ( ).

of the add-on coupling elements. This in contrast to the industry standard of
manual tuning that requires significant trial and error by an experienced con-
trol engineer. This substantially simplifies the process of coupling an increasing
amount of subsystems contained in modern systems-of-systems used in the man-
ufacturing industry. The resulting design framework facilitates improved overall
system performance and achieves robust stability. In addition, there is current
research effort aiming to employ the developed framework for the coupling of
thermal-mechanical systems (Evers et al., 2018a), for real-time thermal induced
deformation compensation.
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6.A. Proof of Theorem 6.4

Proof. Following (Schrama et al., 1992), the set of stabilizing controllers is de-
fined using the perturbed controller factors:

Nk∆ := Nk +D∆k, Dk∆ := Dk −N∆k (6.28)

These factors, under the controller and plant definition given in Thm. 6.4, are
equal to

Nk∆
=

[
C1 0
0 C2

]
+

[
P−1

1 Z1 0
0 P−1

2 Z2

]
∆k, (6.29)

Dk∆
=

[
I 0
0 I

]
−
[
Z1 0
0 Z2

]
∆k. (6.30)

If it is then defined that ∆k equals

∆k =

[
0 X̂

Ŷ 0

]
(6.31)

the perturbed controller factors become

Nk∆
=

[
C1 P−1

1 Z1X̂

P−1
2 Z2Ŷ C2

]
, Dk∆

=

[
I −Z1X̂

−Z2Ŷ I

]
(6.32)

thus yielding

K∆k
(P0) =

[
C1 P−1

1 X
P−1

2 Y C2

] [
I −X
−Y I

]−1

(6.33)

where X = Z1X̂ and Y = Z2Ŷ . The closed-loop equations are derived by using
that y = (I + P0K∆k

(P0))−1ẽ, which brings the full closed loop to

[
y1

y2

]
=

[I 0
0 I

]
+

[
P1C1 P1P

−1
1 X

P2P
−1
2 Y P2C2

] [
I −X
−Y I

]−1

︸ ︷︷ ︸
H−1


−1

︸ ︷︷ ︸
M−1

ẽ (6.34)

where

ẽ =

([
v1 + P1d1 + P1C1ψ1

v2 + P2d2 + P2C2ψ2

]

−
[
P1C1 P1P

−1
1 X

P2P
−1
2 Y P2C2

] [
I −X
−Y I

]−1 [
η1

η2

])
(6.35)
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Here, H−1 is written, using block matrix inverse (Lu and Shiou, 2002), as

H−1 =

[
α Xβ
Y α β

]
(6.36)

where α = (I −XY )−1 and β = (I − Y X)−1, yielding

M =

[
I + (XY + P1C1)α (P1C1 + I)Xβ

(P2C2 + I)Y α I + (Y X + P2C2)β

]
(6.37)

where entries M(1, 1) and M(2, 2) can be simplified by using I = α−1α and
I = β−1β respectively. This brings M to

M =

[
(I + P1C1)α (I + P1C1)Xβ

(I + P2C2)Y α (I + P2C2)β

]
(6.38)

Using the block matrix inverse together with the matrix identity (AB)−1 =
B−1A−1, it is found that

M−1 =

[
(I + P1C1)−1 −α−1Xβ(I + P2C2)−1

−β−1Y α(I + P1C1)−1 (I + P2C2)−1

]
. (6.39)

Using the push-through rule (Skogestad and Postlethwaite, 2009, p65) (I +
AB)−1A = A(I+BA)−1 it is seen that Xβ = X(I−Y X)−1 = (I−XY )−1X =
αX which brings M−1 to

M−1 =

[
(I + P1C1)−1 −X(I + P2C2)−1

−Y (I + P1C1)−1 (I + P2C2)−1

]
(6.40)

The full closed-loop transfer function matrix is derived by repeating the steps
for all disturbances and it is provided in (6.41).

(a) Evaluating all entries of the matrix (6.41) is sufficient (Zhou et al., 1996)
to guarantee well-posedness and internal stability under the assumption
that ∆k ∈ RH∞.

(b) Matrix (6.41) is clearly affine in ∆k.
(c) For each of the (2 × 2) block matrices in (6.41) the diagonal entries are

those of the original closed-loop system.
(d) By evaluating the 5th and 6th row of (6.41) it is seen that there is no

interaction since the off-diagonals are 0.
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y1

y2

e1

e2

e+
1

e+
2

u1

u2

e12


=



S1 −XS2 PS1 −XPS2 T1 −XT2 −T1 −XS2

−Y S1 S2 −Y PS1 PS2 −Y T1 T2 −Y S1 −T2

−S1 XS2 −PS1 XPS2 −T1 XT2 −S1 XS2

Y S1 −S2 Y PS1 −PS2 Y T1 −T2 Y S1 −S2

−S1 0 −PS1 0 S1 0 −S1 0
0 −S2 0 −PS2 0 S2 0 −S2

CS1 P−1
1 XS2 S1 −P−1

1 XSP2 CS1 −P−1
1 XT2 CS1 P−1

1 XS2

P−1
2 Y S1 CS2 −P−1

2 Y SP1 S2 −P−1
2 Y T1 CS2 P−1

2 Y S1 CS2

−(I + Y )S1 (I +X)S2 −(I + Y )PS1 (I −X)PS2 −(I + Y )T1 (I −X)T2 −Y S1 + T1 −T2 +XS2





v1

v2

d1

d2

ψ1

ψ2

η1

η2


(6.41)





Chapter 7
Conclusions and Recommendations

Abstract: Next-generation mechatronic systems are a culmination of a
synergistic balance between a wide range of engineering domains. Impressive
progress in advanced motion control has led to a situation where the thermally
induced deformations are of essential importance in the overall system
performance. The main idea pursued in this thesis is geared towards taking an
active approach to thermally induced deformations rather than relying on
mitigation through passive isolation. In this chapter, conclusions regarding the
main results are presented, accompanied with recommendations for future
research.
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7.1. Conclusions

The main idea pursued in this thesis is geared towards an active approach to
thermally induced deformations rather than relying on a passive isolation ap-
proach. This is done by predicting and controlling thermally induced deforma-
tions through accurate modeling and control. Using this approach, a level of
overall system performance can be achieved beyond that of a classical mitiga-
tion based approach. In this classical approach, thermal induced deformations
are mitigated through a sophisticated mechanical design and by relying on pas-
sive isolation from the environment. It is expected that this approach is no
longer sufficient to achieve the increasingly stringent requirements imposed on
the next-generation of mechatronic systems.

The transition towards active thermomechanical control is facilitated by the
contributions presented in this thesis. The contributions connect to different
research areas as illustrated in Section 1.6, i.e., modeling, actuation, and control.
The main conclusions of each of these contributions are presented here.

7.1.1. Modeling next-generation mechatronic systems

In Chapters 2-4 of this thesis a collection of techniques is presented that en-
able fast and accurate modeling of next-generation mechatronic systems. The
detailed exposition presented in Chapter 2 provides insights into the challenges
and opportunities in thermal system identification. An approach is presented
that enables fast and accurate modeling of multivariate systems through fre-
quency response function identification. Moreover, by incorporating ambient
air temperature measurements as additional excitation inputs, the modeling ac-
curacy at lower frequencies can be improved. The parameters of a parametric
lumped-mass model are updated by leveraging the frequency response functions
to obtain a high-fidelity parametric model to facilitate the application of ad-
vanced control techniques.
The results in Chapter 3 provide insights into the accuracy of FRF identification
in view of a transient, closed-loop, or multivariate setting. It demonstrates how
to judiciously apply identification techniques that could otherwise lead to biased
estimations results.
In Chapter 4, a comprehensive framework for local parametric modeling in view
of frequency response function identification is presented. It facilitates iden-
tification under transient conditions by explicitly estimating and removing the
transient component that would otherwise cause a biased estimation. The frame-
work employs a local rational basis with prescribed poles, and leverages prior-
knowledge through an appropriate Möbius transformation to achieve improved
estimation results.
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7.1.2. Transitioning towards active thermal control

In Chapters 5-6 of this thesis, new opportunities for both thermal actuation
and thermal control are presented, facilitating an active control approach to-
wards thermally induced deformations. In Chapter 5, a complete framework
for modeling and control of thermoelectric elements in mechatronic systems is
presented. Thereby facilitating localized heating and cooling through appropri-
ate thermal actuation and addressing many of the pitfalls of existing thermal
actuation methods, e.g., non-localized control and heating only. It is shown
that through temperature-dependent modeling a high-fidelity parametric model
is achieved that is suitable for applications spanning a wide temperature range.
Moreover, it enables an appropriate approach for feedback linearization and ob-
server design to expedite the application of advanced linear control techniques.
In Chapter 6, an integrated control approach is presented that incorporates
existing decentralized control structures and provides complementing coupling
controllers to improve overall system performance. It allows for bi-directional
coupling between sub-systems and encompasses previous master-slave type solu-
tions to provide a more systematic approach. A double Youla parameterization
is constructed such that stability against model uncertainty can be guaranteed.
Moreover, a set of coupling controller design guidelines is presented that en-
compass both a manual loop-shaping approach and H∞-controller synthesis.
It is expected that inter-disciplinary coupling will be increasingly relevant in
next-generation mechatronic systems, e.g., coupling the mechanical and thermal
dynamics.

7.1.3. Remarks on practical applicability

This thesis aims to provide a sound theoretical basis to facilitate an improved ap-
proach for identification and active thermomechanical control in precision mecha-
tronics. True mastery of the techniques and approaches comes after applying
them to real life industrial challenges. In this section, some remarks on practical
applicability are provided.

Modeling Given a thermal system similar to those demonstrated in this thesis,
then the user should take into account the following aspects during experiment
design for non-parameteric FRF identification. First, whenever possible use peri-
odic excitation to mitigate leakage errors and perform multiple repetitions of the
input sequence. Second, emulate operating conditions of the system during the
identification experiment, e.g., provide an realistic heat load to achieve a desired
temperature range. Third, determine the amount of non-linearity in the system
through multiple experiments with different phase realizations. Finally, include
the ambient air temperature and external influences in your system model.

By applying the techniques presented in this thesis one can obtain a signif-
icantly favorable balance between estimation quality and experiment duration,
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e.g., through exploitation of transient data. Although the time saved is greatly
dependent on the specific applications, anecdotal application of the techniques
by the author to several experimental systems has shown potential for experi-
ment time reductions from 25% up to 50%.

Optimization based parameter calibration and data-driven modeling methods
are commonplace in academia. While the industrial practitioner often adheres
to manual tuning of the model response to a specific measurement result. This
is not advisable, since users have a tendency to minimize the peak modeling
error in a graphical sense. To truly appreciate the accuracy of the model one
should apply the measurement uncertainty as a weighting function and use a
cost-function based optimization approach.

Actuation and control Although thermoelectric elements provide a promis-
ing opportunity for an active thermomechanical control, one should be aware of
the inherent challenges associated with these elements. Given that the hot side
of the element must be thermally conditioned, traditional bulk cooling based
on convective cooling or watercircuits remains necessary. The elements should
be strategically employed to provide fast control action at performance critical
locations.
The control approach presented in Chapter 6 provides a systematic approach to
the coupling of multiple sub-systems to improve performance. A common mis-
conception is that the approach requires an elaborate parametric model of the
system. While a high fidelity modeling reduces the conservatism of the approach,
it can be straightforwardly employed using simplified models and an accurate
FRF function that can be directly obtained through system measurements.

7.2. Recommendations for future research

Based on the challenges and contributions demonstrated in this thesis the fol-
lowing recommendations for additional future research are formulated.

7.2.1. Modeling

First, concerning the modeling of thermomechanical behavior in precision mecha-
tronics, the following aspects are important for ongoing research.

Incorporating ambient disturbances Incorporation of ambient tempera-
ture fluctuations can yield improved estimation accuracy for thermal system
identification, as demonstrated in Chapter 2. However, since the temperature
measurements invariably contain measurement noise it could be considered in an
errors-in-variables framework (Söderström, 2018). Moreover, the excitation of
the system can also cause fluctuations in the environmental temperature due to
convective heat transfer, causing the two inputs to be correlated. In Chapter 2,
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the effects of these two phenomena is tacitly assumed to be negligible to facilitate
the presentation. In future work, it could be explored whether this assumption
is justified and if violation of the assumption is significantly detrimental to the
estimation results.

Uncertainty in prior knowledge In Chapter 4 of this thesis it is shown that
using prior knowledge in a local rational basis can yield improved frequency
response function estimation accuracy. If no such prior knowledge exists, the
poles of the rational functions can be placed at ∞ to recover the LPM as a
special case. However, the effects of selecting the prescribed poles at an specific
but erroneous location, i.e., not on or near the poles of the true system, has not
been analyzed in great detail. In certain cases where the prior knowledge might
be uncertain, it could prove more reliable to select the prescribed poles such
to recover the LPM. A sensitivity analysis, similar to the approximation error
analysis presented in Verbeke and Schoukens (2018),Verbeke (2019, Chapter 2),
would provide additional value to the proposed approach.

Data-driven modeling In modeling and identification of (non-linear) electri-
cal, biochemical, and mechanical systems, data-driven methods show promising
results (Noël and Kerschen, 2017; Schoukens et al., 2014). For thermomechani-
cal systems constructing a parametric model often requires extensive modeling
effort. By employing the FRF based techniques presented in this thesis a sig-
nificant reduction in modeling effort can be achieved. However, first principles
modeling, e.g., to construct the lumped-mass model, often still represents a sub-
stantial time investment. Initial results in Noël et al. (2020) on data-driven mod-
eling of thermoelectric elements are promising and could provide an additional
reduction in modeling effort. It should be investigated if applying techniques as
presented in Noël and Kerschen (2017) on thermomechanical systems can yield
models that are sufficiently suitable for active thermal control.

7.2.2. Actuation and Control

Second, concerning the topics of actuation and control, the following aspects are
important for ongoing research.

Modal control Typically, the thermal control objective in the thermomechan-
ical examples demonstrated in this thesis is to maintain a constant temperature
over the full spatial domain of a system. Controlling all, in theory infinite,
thermal eigenmodes is infeasible using a limited number of temperature sensors
and actuators. The control effort could be concentrated on the most domi-
nant modes, employing a technique demonstrated for mechanical systems in De
Rozario et al. (2017) to construct a modal reconstruction using a limited set of
sensors.
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Feedforward control Typically, a large part of the reference tracking perfor-
mance in motion systems is achieved through feedforward control, i.e., applying
the required control effort based on a given reference (Boeren et al., 2014; Zhang
et al., 2012). In thermal systems, reference tracking is less apparent, and a com-
mon control objective is to maintain a fixed temperature, which is often achieved
solely through feedback control. Employing disturbance observers, similar to the
work presented in Mooren et al. (2018); Voorhoeve et al. (2016b) in a mechani-
cal context, to apply feedforward control to reject disturbances such as ambient
temperature fluctuations could prove to be highly effective.

Linear parameter varying modeling and control Several systems pre-
sented in this thesis exhibit linear parameter varying (LPV) dynamics as a func-
tion of temperature, e.g., the thermal beam setup in Chapter 2 and the TEM in
Chapter 5. In this thesis, this temperature dependency was taken into account
through dedicated experiments. In Voorhoeve et al. (2020) an approach is pre-
sented for modeling and control of LPV systems in a mechanical context through
frequency response function measurements. This approach could be investigated
further in a thermomechanical context. Initial results in Schepens et al. (2020)
on the modeling of flow-dependent dynamics in a local fluid stream heater have
proven to be promising.

Control of thermoelectric elements The approach presented in Chapter 5
is capable of linearizing the input-output dynamics of a thermoelectric element.
In practice, a small non-linear residual can not be completely avoided due
to modeling errors and parameter uncertainty. A data-driven analysis, based
on estimating the Best Linear Approximation (Pintelon and Schoukens, 2012;
Schoukens et al., 2016), can be used to estimate the scale of the non-linear resid-
ual. It should be investigated if classical linear control approaches, e.g., PID
control, offers sufficient robustness in view of this non-linear residual. Alterna-
tively, the Lyapunov based stability proof in Section 5.5.2 of Chapter 5 could
be extended to encompass a closed-loop context by including the controller in
the analysis. Finally, the application of linear control and in particular integral
control can result in “hunting” behavior in thermoelectric systems, where there
is a continuous overshoot of the setpoint that can lead to limit cycles. It could
be investigated if the hybrid integrator-gain approach described in Van den Ei-
jnden et al. (2020) yields improved results since it aims to reduce overshoot in
closed-loop control.
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Tarău, A. N., Nuij, P., and Steinbuch, M. (January 2011). Model-Based
Drift Control for Electron Microscopes. en. IFAC Proceedings Volumes,
44(1):8583–8588. doi: 10.3182/20110828-6-IT-1002.02190.

Tay, T.-T., Mareels, I., and Moore, J. B. (1998). High Performance Control.
Springer Science & Business Media.

Tomizuka, M. (1987). Zero Phase Error Tracking Algorithm for Digital Control.
en. Journal of Dynamic Systems, Measurement, and Control, 109(1):65. doi:
10.1115/1.3143822.

Touzelbaev, M. N., Miler, J., Yang, Y., Refai-Ahmed, G., and Goodson, K. E.
(2013). High-Efficiency Transient Temperature Calculations for Applications
in Dynamic Thermal Management of Electronic Devices. Journal of Elec-
tronic Packaging, 135(3):031001.

Ustundag, A. and Cevikcan, E. (2018). Industry 4.0: Managing The Digital
Transformation. en. Springer Series in Advanced Manufacturing. Springer
International Publishing. doi: 10.1007/978-3-319-57870-5.

Verbeke, D. (2019). Towards User-Friendly Identification of Advanced Motion
Systems. en. PhD, Vrije Universiteit Brussel.

Verbeke, D. and Schoukens, J. (2018). A Study of Approximation Errors in
Local Parametric Approaches to Frequency Response Function Estimation.
en. IFAC-PapersOnLine, 51(15):814–819. doi: 10.1016/j.ifacol.2018.
09.126.

Vinnicombe, G. (2000). Uncertainty and Feedback - H∞Loop-Shaping and the
ν-Gap Metric. en. Imperial College Press. doi: 10.1142/9781848160453.

Voorhoeve, R., de Rozario, R., Aangenent, W., and Oomen, T. (2020). Identi-
fying Position-Dependent Mechanical Systems: A Modal Approach Applied
to a Flexible Wafer Stage. IEEE Transactions on Control Systems Technol-
ogy :1–13. doi: 10.1109/TCST.2020.2974140.

Voorhoeve, R., de Rozario, R., and Oomen, T. (2016a). Identification for Mo-
tion Control: Incorporating Constraints and Numerical Considerations. In
American Control Conference (ACC), 2016, pages 6209–6214. IEEE.

Voorhoeve, R., Dirkx, N., Melief, T., Aangenent, W., and Oomen, T. (2016b).
Estimating Structural Deformations for Inferential Control: A Disturbance
Observer Approach. en. In volume 49. 21, pages 642–648.

Voorhoeve, R., van der Maas, A., and Oomen, T. (May 2018). Non-Parametric
Identification of Multivariable Systems: A Local Rational Modeling Approach
with Application to a Vibration Isolation Benchmark. en. Mechanical Systems
and Signal Processing, 105:129–152. doi: 10.1016/j.ymssp.2017.11.044.

https://doi.org/10.3182/20110828-6-IT-1002.02190
https://doi.org/10.1115/1.3143822
https://doi.org/10.1007/978-3-319-57870-5
https://doi.org/10.1016/j.ifacol.2018.09.126
https://doi.org/10.1016/j.ifacol.2018.09.126
https://doi.org/10.1142/9781848160453
https://doi.org/10.1109/TCST.2020.2974140
https://doi.org/10.1016/j.ymssp.2017.11.044


B
ib
lio

g
ra
p
h
y

BIBLIOGRAPHY 161

Voorhoeve, R., van Rietschoten, A., Geerardyn, E., and Oomen, T. (2015). Iden-
tification of High-Tech Motion Systems: An Active Vibration Isolation Bench-
mark. IFAC-PapersOnLine, 48(28):1250–1255.

de Vries, Douwe K. and Van den Hof, Paul MJ (1998). Frequency Domain Identi-
fication with Generalized Orthonormal Basis Functions. IEEE Transactions
on Automatic Control, 43(5):656–669.

van de Wal, Marc and van Baars, Gregor and Sperling, Frank and Bosgra, Okko
(2001). Experimentally Validated Multivariable/Spl Mu/Feedback Controller
Design for a High-Precision Wafer Stage. In Decision and Control, 2001.
Proceedings of the 40th IEEE Conference On. Volume 2, pages 1583–1588.
IEEE.

van de Wal, Marc and van Baars, Gregor and Sperling, Frank and Bosgra, Okko
(July 2002). Multivariable Feedback Control Design for High-Precision Wafer
Stage Motion. en. Control Engineering Practice, 10(7):739–755. doi: 10 .

1016/S0967-0661(01)00166-6.

Wang, C., Yin, W., and Duan, G. (2006). Cross-Coupling Control for Synchro-
nized Scan of Experimental Wafer and Reticle Stage. In Technology and In-
novation Conference, 2006. ITIC 2006. International, pages 1168–1172. IET.

Weck, M., McKeown, P., Bonse, R., and Herbst, U. (1995). Reduction and Com-
pensation of Thermal Errors in Machine Tools. en. CIRP Annals, 44(2):589–
598. doi: 10.1016/S0007-8506(07)60506-X.

Wikimedia and Fylip22 (November 2010). Cam Timer Artwork by Fylip22. url:
https://commons.wikimedia.org/wiki/File:Sequenceur_a_cames_001.

jpg (visited on 09/23/2020).

Yager, P., Edwards, T., Fu, E., Helton, K., Nelson, K., Tam, M. R., and Weigl,
B. H. (July 2006). Microfluidic Diagnostic Technologies for Global Public
Health. en. Nature, 442(7101):412–418. doi: 10.1038/nature05064.

Youla, D., Jabr, H., and Bongiorno, J. (1976). Modern Wiener-Hopf Design of
Optimal Controllers–Part II: The Multivariable Case. IEEE Transactions on
Automatic Control, 21(3):319–338.

Zhang, J., Xu, H., Zou, Q., and Peng, C. (September 2012). Inversion-Based Ro-
bust Feedforward–Feedback Two-Degree-of-Freedom Control Approach for
Multi-Input Multi-Output Systems with Uncertainty. en. IET Control The-
ory & Applications, 6(14):2279–2291. doi: 10.1049/iet-cta.2011.0244.

Zhou, K., Doyle, J. C., and Glover, K. (1996). Robust and Optimal Control.
Upper Saddle River, N.J: Prentice Hall.
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Jean-Philippe Noël and Rob van Gils, for their participation in the defense and
for the valuable feedback they provided to improve the concept thesis.

De studenten die onder mij hun BSc of MSc gehaald hebben wil ik graag
bedanken voor hun inzet en (indirecte) bijdrage aan dit proefschrift. Andreas,
Bart, Bas, Gijs, Niels, Raoul, Rens, Timo, ik ben trots op jullie resultaten en
dankbaar voor de prettige samenwerking.



168 Dankwoord

Vaak zeggen ze dat een persoon elke 7 jaar de helft van zijn vrienden verliest.
Dat gaat zeker niet op voor mij. Adriaan, Christian, Emiel, Lennart, Luc en
Sebastiaan, bedankt dat jullie zo hardnekkig zijn. Ondanks periodes van radio-
stilte houden we contact, drinken we bier en zijn we er voor elkaar. Dat dit nog
maar lang zo mag blijven! Tim, bedankt voor alle mooie jaren met de stars on
strijp, de vele kilometers zwemmen en de fijne vriendschap. Cas, mijn efteling-
maatje, bedankt voor alle chill momenten, uren series kijken en gratis Jupiler.
Je zult bij mij altijd welkom zijn.

Ook bedank ik graag mijn (ex-)kantoorgenoten en de collega’s van “groep
Oomen” voor de gezelligheid op het werk en de avonturen tijdens de conferen-
ties. Powernappen in Las Vegas, een roadtrip langs de grand canyon, stappen
in Chez TonTon, op klaarlichte dag om 5am de Mc Donalds uitlopen, en van de
glijbaan in Aqua Mundo. Mooie momenten van teambuilding en academische
verbroedering. Scherpschutter Lennart, bedankt voor de ontspanningsmomen-
ten, de humor en het gezelschap op de kamer.

Daarnaast wil ik graag mijn schoonfamilie bedanken voor de acceptatie en
onvoorwaardelijke opname in de roedel, ik voel me bij jullie altijd welkom.

Ook dank ik veel van mijn succes aan de goede start gegeven door mijn
kleine familie. Oma, bedankt dat jij en Opa� mij altijd gestimuleerd hebben om
te verkennen, te leren en te studeren. Machteld, bedankt voor de logeerpartijen
met de verhalen over vuurwerk. En mama, met mijn lofrede voor jou zou ik nog
pagina’s kunnen vullen. Ik dank je voor alles wat ik ben.

Tenslotte richt ik mij tot de belangrijkste persoon in mijn leven. Lieve Nicky,
bedankt voor al je liefde en gezelschap in de afgelopen 5 jaar. Ik kijk uit naar
onze toekomst samen en het vormgeven van onze eigen kleine familie.

Eindhoven, November 2020




	Summary
	Contents
	1 Introduction
	1.1 Digital industrial revolution
	1.1.1 Digitalization in manufacturing

	1.2 Shift in the manufacturing paradigm
	1.2.1 Superior performance through control
	1.2.2 Transition in control

	1.3 Next-generation mechatronic systems
	1.3.1 The increasing role of thermal aspects
	1.3.2 Thermally induced deformations

	1.4 Thermal challenges in next-generation mechatronics
	1.4.1 Requirements for thermomechanical control
	1.4.2 Modeling
	1.4.3 Actuation and Control

	1.5 Approach and contributions
	1.5.1 Modeling
	1.5.2 Actuation
	1.5.3 Control

	1.6 Outline

	2 Fast and Accurate Identification of Thermal Dynamics for Precision Motion Control
	2.1 Introduction
	2.2 Thermal system identification: challenges and problem formulation
	2.2.1 Industrial challenges
	2.2.2 Problem formulation

	2.3 Improved thermal system identification
	2.3.1 Non-parametric frequency response function
	2.3.2 Transient elimination
	2.3.3 Incorporating additional inputs

	2.4 Thermal modeling: parametric model applications
	2.4.1 Thermal modeling
	2.4.2 Grey-box identification
	2.4.3 Non-linear convection coefficient estimation

	2.5 Case study: from measurement to model
	2.5.1 Measurement: obtaining the FRF
	2.5.2 Model: parametric modeling and simulation

	2.6 Conclusion

	3 On Frequency Response Function Identification for Advanced Motion Control
	3.1 Introduction
	3.2 Problem formulation
	3.2.1 Problem formulation
	3.2.2 Experimental Setup

	3.3 Estimators
	3.3.1 Empirical Transfer Function Estimate
	3.3.2 Spectral Analysis
	3.3.3 Local Modeling Approach

	3.4 Transients in System Identification
	3.5 Closed-loop aspects
	3.5.1 Indirect approach to Closed-loop identification
	3.5.2 Closed-loop identification of multivariable systems

	3.6 Experiments
	3.6.1 Transient elimination
	3.6.2 MIMO identification in a closed-loop setting

	3.7 Conclusion

	4 Incorporating prior knowledge in local parametric modeling for frequency response measurements: Applied to thermal/mechanical systems
	4.1 Introduction
	4.2 Problem formulation
	4.2.1 Transients in FRF identification
	4.2.2 Classical approach
	4.2.3 Transients in different applications
	4.2.4 Problem formulation

	4.3 Local parametric Modeling
	4.3.1 Local modeling
	4.3.2 Linearly Parameterized Rational Parametrization
	4.3.3 Connection to LRM

	4.4 LRMP
	4.4.1 Approximation basis

	4.5 Employing prior knowledge: Möbius transformation
	4.5.1 Prior knowledge
	4.5.2 Connection to existing results

	4.6 Case study
	4.6.1 Procedure
	4.6.2 Simulation study: Mechanical system
	4.6.3 Experimental study: Thermal system

	4.7 Conclusion
	4.A Proofs

	5 Thermoelectric Modules in Mechatronic Systems: From Modeling to Control
	5.1 Introduction
	5.2 Problem formulation
	5.2.1 Problem formulation
	5.2.2 Experimental setup

	5.3 Modeling
	5.3.1 First principles
	5.3.2 Modeling the experimental setup

	5.4 Temperature dependent modeling
	5.4.1 Identifying temperature dependent parameters
	5.4.2 Experimental identification setup
	5.4.3 Temperature dependent identification
	5.4.4 Experimental validation

	5.5 Feedback linearization
	5.5.1 Feedback linearization
	5.5.2 Stability
	5.5.3 Temperature dependent stability bounds
	5.5.4 Experimental validation

	5.6 Observer design
	5.6.1 State Estimator
	5.6.2 Observer gain
	5.6.3 Stability
	5.6.4 Experimental validation

	5.7 Conclusion
	5.A State-Space Matrices

	6 Beyond Decentralized Wafer/Reticle Stage Control Design
	6.1 Introduction
	6.2 Motivation and problem formulation
	6.2.1 Industrial wafer scanner: the role of the reticle stage and the wafer stage
	6.2.2 Requirements

	6.3 Synchronized motion control: Youla framework
	6.3.1 Standard Youla parameterization
	6.3.2 Towards stabilizing bi-directional controller coupling
	6.3.3 Synchronization framework

	6.4 Design guidelines
	6.5 Modeling uncertainty: dual-Youla
	6.5.1 Dual-Youla
	6.5.2 Double-Youla: robust stability

	6.6 Application to a Wafer Scanner
	6.6.1 Youla framework
	6.6.2 Dual Youla
	6.6.3 Results

	6.7 Conclusion
	6.A Proof of Theorem 6.4

	7 Conclusions and Recommendations
	7.1 Conclusions
	7.1.1 Modeling next-generation mechatronic systems
	7.1.2 Transitioning towards active thermal control
	7.1.3 Remarks on practical applicability

	7.2 Recommendations for future research
	7.2.1 Modeling
	7.2.2 Actuation and Control


	Bibliography
	About the author
	List of publications
	Dankwoord

