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Summary

The society as we know it today relies heavily on wireless communication. To prevent con-
gestion in our current cellular infrastructure, hence, to maintain the quality of service that
users are experiencing at present, the 4G cellular network has to be upgraded. This results
in the current development of the fifth generation mobile communications, or in short 5G.
To accommodate a higher data rate, the so-called 5G mm-wave frequency band will be uti-
lized. The increased path loss and attenuation associated with the exploitation of mm-waves
demands new antenna concepts for 5G mm-wave base stations. One promising concept for
a new 5G mm-wave base station antenna system is a phased array. The main goal of this
thesis is to address challenges with respect to the design and characterization of these new
phased array systems operating at mm-waves. The challenges addressed in this thesis are
summarized below.

Phased array systems consist by definition of multiple individual radiating antenna ele-
ments. By controlling the excitation of each element, array radiation patterns having desired
radiation characteristics can be obtained. Due to errors in the phase and amplitude of the
element excitations, however, the array pattern gets distorted. To statistically model the mag-
nitude of the array pattern, the use of a Beckmann distribution is suggested as a replacement
of the conventionally used Rician distribution. The proposed model can be used by engineers
or regulatory agencies to define specifications on tolerable excitation errors by the electron-
ics to ensure compliance with future 5G protocols, based on desired radiation characteristics
such as a certain side lobe level or null depth.

To understand the design and characterization challenges associated with 5G mm-wave
phased array systems, a 28 GHz 8-by-8 dual-polarized analog active phased array is real-
ized. The array is the university’s first prototype of a 5G mm-wave active phased array and
is developed as testbed to experiment with over-the-air (OTA) characterization and phased
array calibration methods. Using these techniques, it is demonstrated that the performance of
individual components can be deduced and that array radiation patterns can be synthesized.
The OTA characterization techniques also revealed that some components of the phased array
can be improved. These results can serve as input for new phased array designs and, in turn,
improve future realizations of 5G mm-wave base station antenna systems.

The limited size of typical 5G mm-wave arrays allows for antenna measurement ranges

ix



X SUMMARY

that are small in size while still fulfilling far-field conditions. To determine the gain of an
antenna accurately for antenna separations in the order of one to two times the Fraunhofer
distance, a good estimate of the distance between the antennas is required. To acquire a good
estimate, a novel antenna gain measurement method based on a relative-distance sweep is
presented, allowing for an accurate gain determination. Moreover, this sweep can be used to
determine whether or not the non-uniform phase distribution over the aperture of the receiver
is significant. This, in turn, allows for accurate far-field measurements at minimum antenna
separations.

The short wavelength associated with the 5G mm-wave frequency band results in indi-
vidual antenna elements having a size in the order of a typical integrated circuit (IC). This
miniaturization opens up the possibility to create an antenna-on-chip (AoC) or antenna-in-
package (AiP), potentially reducing manufacturing costs and decreasing losses. The charac-
terization of these integrated antennas is challenging as they usually do not provide a suitable
direct interface for the measurement equipment. To measure typical antenna parameters of
an integrated antenna, such as the input impedance or the antenna gain, a contactless mea-
surement method (CCM) can be used as this method does not require a cable or probe to be
connected to the device. The CCM has been experimentally verified at 5G mm-wave frequen-
cies, enabling the characterization of future 5G mm-wave integrated antennas that can serve
as individual radiating elements in a phased array antenna system.

Designing the antenna on-chip makes direct matching to on-chip amplifiers possible, al-
lowing us to leave the standard 50 Ω interface impedance. The IC manufacturing process is
highly optimized to maximize the performance of the electronics, but is typically not well
suited for antennas. Artificial magnetic conductors (AMCs) can be used to reduce dielectric
losses caused by the silicon substrate, and to tune the antenna at the same time. The utiliza-
tion of AMCs for AoC applications is investigated and modeling techniques are presented,
with the aim of stimulating future research to enable the production of low-loss AoCs using
AMCs.
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CHAPTER ONE

Introduction

1.1 Societal relevance of mobile cellular communication

Transferring money from a savings to a checking account while in the queue of a grocery
store, navigating and avoiding traffic jams based on real-time road conditions, making a tele-
phone call while driving on the highway (hands-free of course), streaming Dutch music on
a party, translating some unknown English words on the spot, and sending live footage of
amazing landscapes when standing on the top of a mountain to impress family and friends;
just a few examples of how I relied on a 4G internet connection during the last month of my
stay as guest researcher at NIST in the United States.

Needless to say, the society as we know it today relies heavily on wireless communication.
Almost everyone around us has (at least) one mobile phone which is connected to a cellular
network. In fact, more mobile phones are currently connected to a cellular network than
the amount of people living on this planet [1], [2]. Especially with the rise of the so-called
Internet-of-Things (IoT), the number of devices using the cellular network will only increase
in the future. It is predicted that in the coming five years, more than four billion additional
devices will be connected to a cellular network [2]. This prediction is visualized in Fig. 1.1.

An obvious consequence of connecting more devices to a cellular network is that the over-
all data traffic grows. Additionally, as the performance of our electronic devices increases, so
does the data traffic. For instance, why use only voice in a call with family or friends when a
mobile phone allows for high-quality video calls, even in remote mountain areas? Both con-
sequences translate to an exponential growth of data traffic that the cellular network has to
accommodate [2], which is depicted in Fig. 1.2. To prevent congestion in our current cellular
infrastructure, hence, to maintain the quality of service that users are experiencing at present,
the 4G cellular network has to be upgraded. This results in the current development of the
fifth generation mobile communications, or in short 5G.

1
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Figure 1.1: Amount of devices connected to a cellular network (forecasted beyond 2019).
This figure is based on [2].
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Figure 1.2: Global mobile data traffic (forecasted beyond 2019). This figure is based on [2].
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Figure 1.3: Allocated 5G mm-wave frequency bands including their bandwidth for different
regions. This figure is based on [9].

1.2 5G mm-wave cellular network

Compared to 4G, the promise of 5G is to have higher peak data rates, lower latency, more
data traffic, and higher connection density, among other improvements [3]-[7]. For these
improvements to become reality, additional frequency bands compared to 4G have to be used.
Despite the fact that the exact allowable frequency bands are region dependent, the frequency
bands which are going to be used for 5G are typically divided in two frequency ranges; FR1
and FR2 [8], or often referred to as the sub-6 GHz and mm-wave frequency bands.1 In
Fig. 1.3, the mm-wave frequency bands allocated for 5G for some regions are shown [9].

Although the 5G wireless systems utilizing the sub-6 GHz frequency band will be using
new waveforms [10], [11] and new technologies like MIMO [7], [12], these frequencies are
similar to the frequencies used in current 4G systems. From an RF research point of view,
the antenna design and characterization challenges, therefore, are more interesting in the mm-
wave frequency band compared to the sub-6 GHz band. Hence, at the Electromagnetics (EM)
group of the Eindhoven University of Technology (TU/e), the present research to 5G cel-
lular networks is focused on challenges and implications associated with the utilization of
5G antenna systems operating at mm-wave frequencies. Especially the frequency band from
26.5 to 29.5 GHz (sometimes referred to as the n257 frequency band) is of interest as NXP

13GPP has defined FR1 from 0.41 GHz to 7.125 GHz and FR2 from 24.25 GHz to 52.6 GHz [8], so the
terms ‘sub-6 GHz’ and ‘mm-wave’ may be misleading. Nonetheless, these terms are often used to refer to FR1
and FR2, as will also be the case in this thesis.



4 INTRODUCTION

Semiconductors is able to provide integrated circuits (ICs) for prototyping purposes that are
operational in this frequency range.

Exploiting the 5G mm-wave frequency band comes at the cost of a decreased commu-
nication range compared to 4G frequencies [13]. The 5G mm-wave frequency band suffers
from an increased free-space path loss (FSPL) and is more prone to attenuation and blockage
by objects like trees and buildings, for instance. One solution to cope with this decrease in
communication range is to install more base stations, allowing the cell size of a 5G mm-wave
network to be a lot smaller than the cell size of a typical 4G network. An additional measure
is to increase the gain of the antenna system at the base station. At the EM group, three differ-
ent concepts of high-gain antenna systems for 5G mm-wave base stations are currently being
investigated, realized and evaluated.

The first concept is a static antenna system based on cell partitioning [14]. Using this
approach, the base station is equipped with tens of high-gain antennas and each antenna is
used to illuminate a small part of the cell. The second concept is a phased-array-fed reflector
system [P6]. In this concept, a phased array is used to illuminate a reflector, in turn creating a
very directional beam to each mobile user. By changing which elements of the phased array
are active, it is possible to dynamically adjust the beam, therefore, maintaining a high-quality
data link. The third concept is based on using a phased array antenna system to perform
beamforming without utilizing a reflector. This phased array concept is the focus of this
thesis. Multiple challenges in the design and characterization of these phased array systems
have to be overcome before a large-scale roll-out of the 5G mm-wave network is possible.
The challenges addressed in this thesis are discussed below.

1.3 Outline of the thesis

Antenna arrays consist by definition of multiple individual radiating elements. By controlling
the excitation of each element, array radiation patterns having desired radiation characteristics
can be obtained. Due to errors in the phase and amplitude of the element excitations, however,
the array pattern gets distorted. In Chapter 2, the impact of these errors on the array radiation
pattern is assessed. It is suggested to use a Beckmann distribution to statistically model the
magnitude of the array pattern, instead of the conventionally used Rician distribution. The
presented model yields accurate estimations of, for instance, the likelihood that the obtained
array pattern exceeds a specified side lobe level (SLL). In turn, the proposed model can be
used by engineers or regulatory agencies to define specifications on tolerable excitation errors
by the electronics to ensure compliance with future 5G protocols, based on desired radiation
characteristics such as a certain SLL or null depth.

Chapter 3 is devoted to the design and realization of a 28 GHz 8-by-8 dual-polarized ana-
log active phased array. This array is the university’s first prototype of a 5G mm-wave base
station and is developed to perform in-house experiments. Contrary to typical conventional
sub-6 GHz antenna systems, in the prototype, the ICs and antennas are highly integrated. Due
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to this high level of integration, it is not possible to connect measurement equipment directly
to the individual components. This implies that conductive measurements to characterize in-
dividual components of the prototype are impossible and that these measurements have to
be performed in a radiative manner instead. In the chapter, several over-the-air (OTA) mea-
surements are presented that are used to deduce the functionality of individual components.
Based on these OTA measurements, the design choices are critically evaluated with the aim
of improving future realizations of 5G mm-wave base stations.

Although characterizing individual components of an integrated phased array is important
to (in)validate models and manufacturing processes, eventually the system performance of the
complete array has to be determined. Since typical 5G mm-wave arrays are small in size, far-
field conditions are met for small antenna separations, allowing for antenna measurement
ranges that are limited in size as well. To determine the gain of an antenna in a far-field setup
accurately, a good estimate of the distance between the reference antenna (RA) and antenna-
under-test (AUT) in the anechoic chamber is required. An antenna has a certain size and the
antenna’s radiation does not originate from one single point. This makes it sometimes unclear
what the exact distance between the antennas is, increasing the measurement uncertainty. In
Chapter 4, a novel antenna gain measurement method based on a relative-distance sweep is
presented. Using this technique, the absolute distance between the RA and AUT can be de-
termined, which reduces the uncertainty in determined gain. Moreover, it can be assessed at
what antenna separation far-field conditions are met, allowing for accurate far-field measure-
ments at minimum antenna separations. This, in turn, also improves the accuracy of other
OTA measurements requiring far-field conditions, such as error-vector-magnitude (EVM) or
bit-error-rate (BER) measurements, for instance, ultimately enhancing the reliability of the
5G cellular network.

The antenna system shown in Chapter 3 is highly integrated, but the individual antenna el-
ements and ICs are designed separately and are both matched to 50 Ω. The short wavelength
associated with the 5G mm-wave frequency band, however, results in individual antenna ele-
ments having a size in the order of a typical IC. This miniaturization opens up the possibility
to create an antenna-on-chip (AoC) or antenna-in-package (AiP), potentially reducing manu-
facturing costs, decreasing RF losses and eliminating the 50 Ω boundary. Processes suitable
for high-volume manufacturing of AoCs or AiPs are currently under development. Being
able to measure typical antenna parameters, such as the input impedance or the antenna gain,
without having physical access to the antenna terminals, is useful to validate models which
are used to design integrated antennas produced using high-volume manufacturing processes.
The OTA characterization methods presented in Chapter 3 are used to deduce the perfor-
mance of several individual components in a phased array. However, the gain or the input
impedance of an individual antenna element cannot be extracted using the presented meth-
ods. In Chapter 5, a contactless characterization method (CCM) is presented that allows for
determining the input impedance and gain of an integrated antenna without having to connect
the integrated antenna to a measurement device. The method is verified using a connectorized
mm-wave open-ended waveguide (OEWG). This potentially enables the characterization of
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Table 1.1: Structure and coherence of Chapter 2 to 7.

Modeling and design OTA characterization

Integrated phased array systems Chapter 2 & 3 Chapter 3 & 4

Integrated antenna elements Chapter 7 Chapter 5 & 6

mm-wave integrated antennas and can be used to validate models used to design the AoCs
and AiPs using new high-volume manufacturing technologies. In turn, these integrated an-
tennas can be used as building blocks for antenna arrays, potentially reducing the design time
of antenna systems.

The method presented in Chapter 5 does require calibration, an anechoic chamber, and
the measurement equipment to have a large dynamic range. While this method is suited for
validating a high-volume manufacturing process, these requirements might not be realistic for
antenna functionality testing of the individual (packaged) dies in a conventional production
facility. In Chapter 6, a variant of the CCM as presented in Chapter 5 is used to determine the
reflection coefficient of a connectorized mm-wave patch antenna in a contactless manner. This
variant does not require an anechoic chamber or calibration. Moreover, the measurements are
conducted when the antennas are in each other’s near-field region, drastically reducing the
required dynamic range of the measurement system. Due to these advantages it is possible to
create compact antenna functionality testing solutions for mass-produced integrated antennas,
ensuring reliability of the products.

Integrating the antenna on an IC can potentially decrease RF losses and reduce the man-
ufacturing costs. On the other hand, the IC manufacturing process is highly optimized to
maximize the performance of the electronics, but is typically not well suited for antennas.
The dielectric losses induced by the IC’s silicon are generally high and impacts the radiation
efficiency of the antenna significantly. Moreover, the IC is typically placed on a ground plane
or heat sink to distribute the generated heat, which often decreases the efficiency of the an-
tenna at the same time. To (partly) shield an antenna from these unwanted effects, artificial
magnetic conductors (AMCs) can be used. In Chapter 7, the utilization of AMCs for AoC
applications is examined and modeling techniques are presented, with the aim of stimulating
future research to enable the production of low-loss AoCs using AMCs.

As a summary, the structure and coherence of Chapter 2 to 7 is shown in Table 1.1. Finally,
in Chapter 8, the conclusions and recommendations based on the research reported in this
thesis are presented.

1.4 Original contributions of the thesis

The work that is presented in this thesis contains the following original contributions.

• As a replacement for the conventionally used Rician distribution, the Beckmann distri-
bution is proposed to assess the impact of random errors in the excitations of individual
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antenna elements on the array radiation pattern, see Chapter 2 and Appendix A.

• It is shown that the maximum probability of exceeding a certain SLL does not have to
be at the position(s) of the highest side lobe(s) in the error-free case, see Chapter 2.

• The design and characterization of a 5G mm-wave 8-by-8 dual-polarized analog active
phased array based on analog beamformer (ABF) ICs that are produced using a low-
cost silicon-based high-volume manufacturing process is presented, see Chapter 3.

• The beamforming algorithm reported in [15] is extended to shape the 3D radiation
pattern, rather than a planar cut, see Chapter 3 and Appendix B.

• An antenna gain measurement technique using a relative-distance sweep is developed
that allows for accurate gain measurements for minimum antenna separations, see
Chapter 4.

• The Fraunhofer far-field distance associated with the largest antenna is often used to
determine the distance between two antennas in a far-field gain measurement setup. It is
experimentally proven, however, that the required separation before far-field conditions
are achieved does depend on the smallest antenna as well, see Chapter 4.

• Although the phase center is often used as the reference point of an antenna in gain
measurements, it is shown that the amplitude center better serves this purpose, see
Chapter 4.

• The input impedance and realized gain of a connectorized OEWG operating in the Ka-
band has been determined in a contactless manner, see Chapter 5.

• The aforementioned method also yields phase information, enabling complex radiation
pattern measurements of integrated antennas, see Chapter 5.

• It is experimentally shown that using the CCM, the reflection coefficient can be deter-
mined when the antennas are in each other’s near-field, see Chapter 6.

• A concept of a pick-and-place handler, combining both the RF testing and pick-and-
place functionality is developed, see Chapter 6.

• The maximum achievable bandwidth of an AMC and a theoretical minimum dielectric
loss induced by an AMC, excited by plane waves of normal incidence, is derived, see
Chapter 7 and Appendix C.

• A design methodology of an angular stable AMC for transverse magnetic (TM) plane
wave excitations up to grazing incidence is developed, see Chapter 7.
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CHAPTER TWO

Effect of Random Errors in the Element
Excitations on the Array Pattern1

2.1 Introduction

Electronically controlled antenna arrays are utilized in a lot of applications, mainly due to
their adaptive radiation characteristics. Many synthesis techniques are available that allow
for the determination of the correct element excitations that result in a desired array radiation
pattern. Due to errors in the phase and amplitude of the element excitations, however, the
array radiation pattern gets distorted. The excitations generated by ICs that are produced us-
ing a high-volume manufacturing process typically show small deviations compared to their
designed values as a result of manufacturing tolerances. Moreover, deviations between the
ICs can also be observed, making the response and the quantization of every IC in a sense
unique. Although these excitation errors can be taken into account when synthesizing the ar-
ray radiation pattern, characterizing every setting of every IC in an antenna array having tens
to hundreds elements is very time consuming and is not desired for high-volume fabrication
of 5G mm-wave antenna systems. Alternatively, since the error excitation for every element
will be different, these errors can be modeled as random errors. In the past, a lot of effort had
already been done in order to derive statistical results of the array radiation pattern subject to
random errors. In fact, in 1952 the first statistical results on distorted array radiation patterns
were already obtained by Ruze [16]. In [16], the claim has been made that if the individual
array elements are subject to random excitation errors, the magnitude of the array amplitude
pattern follows a modified Rayleigh (nowadays commonly known as Rician) distribution.
Many publications addressing this problem followed, see for instance [17]-[22], and this Ri-
cian distribution is used in all these publications to model the distribution of the magnitude
of the array amplitude pattern. However, as presented in this chapter, in some cases the use

1This chapter is based on [P1].

9
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of the Rician distribution leads to incorrect results, whereas the Beckmann distribution yields
more accurate results. Using the Beckmann distribution, a seemingly counterintuitive result
is obtained, i.e., that the maximum probability of exceeding a certain SLL does not have to be
at the position(s) of the highest side lobe(s) in the error-free case. Therefore, angular proba-
bility plots are introduced, which cover the whole angular domain, rather than only assessing
the distribution of the highest side lobe(s).

The outline of this chapter is as follows. In Section 2.2, the random errors and the ran-
dom variables for the real and imaginary values of the distorted array amplitude pattern are
introduced. In Section 2.3, statistical quantities of these random variables are presented.
Section 2.4 is devoted to choosing the proper distribution of the magnitude of the array am-
plitude pattern. Here, both the Rician and Beckmann distribution are discussed. Section 2.5
introduces the angular probability plots and compares the Rician and Beckmann cumulative
distribution functions (CDFs) to Monte Carlo simulations. Here, it is shown that the usage
of the Beckmann CDF yields more accurate results compared to using the Rician CDF. Sec-
tion 2.6 is devoted to a physical interpretation of the obtained results. Finally, in Section 2.7,
the conclusion is presented.

2.2 The array amplitude pattern including excitation errors

For a linear-polarized one-dimensional linear antenna array, the complex-valued array ampli-
tude pattern F0(θ) (sometimes also called array field or voltage pattern) in the azimuth plane
can be expressed as

F0(θ) =
N

∑
n=1

gn(θ)ane jk0d(N−n)sinθ . (2.1)

Here, N is the number of antenna elements, gn(θ) and an are the complex-valued embedded
element pattern2 (EEP) and excitation coefficient of the nth antenna element, respectively,
k0 is the wave number in vacuum and d is the spacing between the individual antenna ele-
ments. The array amplitude pattern as given in (2.1) can be split in a real and imaginary field
component using Euler’s formula, i.e.,

Re[F0(θ)] =
N

∑
n=1

An(θ)Re[e jCn(θ)] =
N

∑
n=1

An(θ)cosCn(θ),

Im[F0(θ)] =
N

∑
n=1

An(θ)Im[e jCn(θ)] =
N

∑
n=1

An(θ)sinCn(θ), (2.2)

where,

An(θ) = |gn(θ)||an|,
Cn(θ) = k0d(N−n)sinθ + arg(an)+ arg(gn(θ)). (2.3)

2Effects due to mutual coupling are captured in the EEP and are taking into consideration in this model.
Load pull effects, however, are ignored in this model.
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Here, arg(.) represents the function to calculate the argument (or phase) of a complex number.
In the remainder of the chapter, the notation of F0(θ), gn(θ), An(θ) and Cn(θ) is shortened
by omitting the explicit mentioning of the θ -dependency.

The phase and amplitude of the element excitations are assumed to be subject to nonde-
terministic noise and errors. Hence, two random variables are introduced for each individual
element. The random variables δpn and δan represent the phase and relative amplitude error
of the nth antenna element, respectively. Both random variables are Gaussian distributed and
have zero mean, but have, in general, a different variance. The variance in the phase error is
assumed to be identical among the different elements. The same holds for the variance of the
amplitude error. This can be expressed as

δpn ∼N (0,σ2
p),

δan ∼N (0,σ2
a ),

where n = 1, ...,N, (2.4)

with σ2
p and σ2

a the variance of the phase and relative amplitude error, respectively. Further-
more, no correlation between errors is assumed, i.e.,

corr(δpn,δpm) = 0, for n 6= m,

corr(δan,δam) = 0, for n 6= m,

corr(δan,δpm) = 0, for all n,m,

where n = 1, ...,N, and m = 1, ...,N. (2.5)

The error-free array amplitude pattern F0 will be distorted as a result of the introduced random
errors. The distorted array amplitude pattern Fd can be written as

Fd =
N

∑
n=1

An(1+δan)e jδpne jCn. (2.6)

This distorted array amplitude pattern can also be split in a real and imaginary component
using Euler’s formula, i.e.,

X = Re[Fd] =
N

∑
n=1

An(1+δan)(cosδpn cosCn− sinδpn sinCn),

Y = Im[Fd] =
N

∑
n=1

An(1+δan)(cosδpn sinCn + sinδpn cosCn). (2.7)

2.3 Statistical quantities of the array amplitude pattern

According to the Central Limit Theorem (CLT), for sufficiently large N, the random variables
X and Y will follow a Gaussian distribution. In the following subsections, some statistical
quantities of these Gaussian distributions are presented. In Appendix A, a complete derivation
of these statistical quantities can be found.
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2.3.1 Mean value

The mean values of X and Y can be written as

E[X ] = µx = e−
σ2

p
2 Re[F0], (2.8)

E[Y ] = µy = e−
σ2

p
2 Im[F0]. (2.9)

2.3.2 Variance

The variances of X and Y can be written as

Var(X) = σ
2
x =

1
2
(1+σ

2
a )(1− e−2σ2

p )
N

∑
n=1

A2
n +

(
(1+σ

2
a )e
−2σ2

p − e−σ2
p

) N

∑
n=1

A2
n cos2Cn,

(2.10)

Var(Y ) = σ
2
y =

1
2
(1+σ

2
a )(1− e−2σ2

p )
N

∑
n=1

A2
n +

(
(1+σ

2
a )e
−2σ2

p − e−σ2
p

) N

∑
n=1

A2
n sin2Cn.

(2.11)

In first instance it might not be evident, but note that Cn has a θ -dependency (see (2.3)),
hence, the variance of X and Y are dependent on θ as well. In Fig. 2.1, this dependency is
shown. To generate this result, and the results in the upcoming sections, an array of N = 16
elements with half-wavelength spacing d = 1

2λ0 has been chosen. Chebyshev tapering with
a designed SLL of SLL0 = −40 dB has been applied to this array. The standard deviation
of the phase and amplitude errors were chosen to be σp = 5° and σa = 0.1 dB, respectively.
Furthermore, the amplitude pattern of the individual elements gn is isotropic (i.e., gn = 1), un-
less specified otherwise. The following derived results and drawn conclusion are in principle,
however, valid for other sets of parameters as well.

Note that in Fig. 2.1, around θ = −90°, θ = 0° and θ = 90°, the variances show large
variations. In Section 2.6, a physical interpretation for these large variations is presented.

2.3.3 Correlation

The correlation coefficient ρxy between random variables X and Y with expected values µx

and µy and standard deviations σx and σy is defined as

ρxy =
cov(X ,Y )

σxσy
=

cov(X ,Y )√
Var(X)Var(Y )

. (2.12)
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Figure 2.1: Variance of X , Y , and its average. The values of the parameters used to generate
this figure are given in Section 2.3.2.
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Figure 2.2: Correlation between X and Y . The values of the parameters used to generate this
figure are given in Section 2.3.2.
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The covariance between the random variables X and Y can be written as

cov(X ,Y ) =
(
(1+σ

2
a )e
−2σ2

p − e−σ2
p

) N

∑
n=1

A2
n cosCn sinCn. (2.13)

By substituting (2.10), (2.11) and (2.13) into (2.12), an expression for the correlation coeffi-
cient ρxy can be found. This will give rise to a tedious expression and, therefore, this expres-
sion has been omitted in this chapter and in Appendix A. For implementation purposes, it is
recommended to calculate the variances of X and Y , and the covariance between X and Y ,
and substitute the results in (2.12), rather than implementing (2.12) in one single expression.

In Fig. 2.2, the correlation between X and Y is shown as function of θ for the parame-
ters as specified in Section 2.3.2. As can be seen in Fig. 2.2, there is a strong correlation at
certain angles. This means that although the phase and relative amplitude errors are uncorre-
lated, the real and imaginary value of the distorted array amplitude pattern can, in general, be
highly correlated at certain angles. In Section 2.6, a physical interpretation for this observed
correlation is presented.

2.4 Magnitude of the array amplitude pattern

In the previous section, statistical quantities are presented which allow the calculation of the
distribution of the real and imaginary value of the array amplitude pattern. From a engineer’s
perspective, however, it is more interesting to be able to calculate the distribution of the
magnitude of the array amplitude pattern. It is often assumed that the magnitude of the array
amplitude pattern follows a Rician distribution. However, by using the Rician distribution,
two assumptions are implicitly made that are not made when using a Beckmann distribution.
In this section, both distributions are discussed and compared.

2.4.1 Rician distribution

Suppose there are two orthogonal and uncorrelated Gaussian distributions. If these Gaussian
distributions have a nonzero and unidentical mean µx and µy, but share the same variance
σ2, then the magnitude r of the sum of these Gaussian distributions will follow a Rician
distribution [23]. The Rician probability density function (PDF) is defined as

PDFrice(r) =
r

σ2 exp
(
− r2 +ν2

2σ2

)
I0

(
rν

σ2

)
. (2.14)

Here, I0 is the modified Bessel function of the first kind with order zero and ν is defined as

ν =
√

µ2
x +µ2

y . (2.15)

The CDF of a Rician distribution is given by

CDFrice(r) = 1−Q1

(
ν

σ
,

r
σ

)
, (2.16)
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with Q1 the Marcum Q-function [24].
This Rician PDF is often used to describe the distribution of the magnitude of the array

amplitude pattern. However, by using the Rician distribution, two assumptions on the statistic
quantities of the random variables X and Y are implicitly made; the variances of X and Y are
identical, and the correlation between X and Y has to be zero. In [16], the variances of X and
Y are averaged and zero correlation between X and Y is assumed. In [19]-[22] the result found
in [16] is followed. In [17], [18], the authors report the same expressions for the variances
and correlation as presented in Section 2.3. However, when assessing the distribution of
the magnitude of the array amplitude pattern, the same assumptions on the variances and
correlation as in [16] are made.

Following the approach in [16] and averaging the variance found in (2.10) and (2.11)
yields

Varavg =
Var(X)+Var(Y )

2
=

1
2
(1+σ

2
a − e−σ2

p )
N

∑
n=1

A2
n. (2.17)

As can be seen in (2.17), the averaged variance is constant with respect to θ . In Fig. 2.1,
the averaged variance is compared to the variance of X and Y for the parameters as specified
in Section 2.3.2. Hence, if one is interested in the maximum probability of exceeding a
specified SLL, the Rician CDF only has to be calculated at the angle with the highest value
of ν to obtain the maximum probability of exceeding a specified SLL. This turns out to be at
the position(s) of the highest side lobe(s).

2.4.2 Beckmann distribution

The Beckmann distribution is a more general distribution compared to the Rician distribu-
tion. Again, supposing there are two orthogonal Gaussian distributions, but in this case these
distributions can be correlated, i.e., ρxy 6= 0. These Gaussian distributions can have a nonzero
and unidentical mean µx, µy and variance σ2

x , σ2
y . Then, the magnitude r of the sum of

these Gaussian distributions will follow a Beckmann distribution. Note that for the case that
σ2

x = σ2
y and ρxy = 0, the Beckmann distribution reduces to a Rician distribution.

The Beckmann PDF is defined by [25]

PDFbeck(r) =
r

2πσxσy

√
1−ρ2

xy

∫ 2π

0
exp
(
− z

1−ρ2
xy

)
dθ , (2.18)

with

z =
(r cosθ −µx)

2

2σ2
x

+
(r sinθ −µy)

2

2σ2
y

−
ρxy(r cosθ −µx)(r sinθ −µy)

σxσy
. (2.19)

The CDF can then be calculated by

CDFbeck(r) =
∫ r

0
PDFbeck(r′)dr′. (2.20)
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Figure 2.3: Error-free pattern and an example of one out of the one million Monte Carlo
simulations. Around 18° < θ < 22°, the distorted pattern exceeds SLLe.

Equation (2.20) unfortunately does not have a closed-form solution and has to be calculated
numerically.

2.5 Simulation results

To verify that the magnitude of the array amplitude pattern follows a Beckmann distribution
instead of a Rician distribution, the CDF of (2.16) and (2.20) are compared to Monte Carlo
simulations. For each Monte Carlo simulation, a phase and amplitude error is generated for
each element according to the probability distributions as defined in (2.4), where σp = 5°
and σa = 0.1 dB. The resulting array power pattern is calculated and for each simulation, as
function of angle, is determined whether a certain desired side lobe level SLLe [dB], with
respect to the error-free case, is exceeded. In Fig. 2.3, an example of this process is shown.
Here, the error-free array radiation pattern and one of the calculated distorted array radiation
patterns is shown. At 18° < θ < 22°, the distorted pattern exceeds SLLe. For these angles
the value 1 is assigned, whereas for the other angles the value 0 is assigned. Averaging
these values over all simulations leads to an estimate of the probability of exceeding SLLe as
function of angle. This estimate is compared to the probability determined by the Rician and
Beckmann CDF. In the upcoming angular probability plots, the desired side lobe level is set
to SLLe = −25 dB and the yellow dashed line denoted by ‘Monte Carlo simulation’ is the
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estimated probability of exceeding SLLe as a result of one million simulations.
Figure 2.4 shows an angular probability plot with the parameters as given in Section 2.3.2.

The main lobe can, in general, be discarded from the analysis and is illustrated by a gray
area. The Monte Carlo simulation is compared to the results of the conventional Rician
CDF (blue) and the proposed Beckmann CDF (red). One can see that the three methods
agree for |θ | < 60°. For |θ | > 60°, the calculated values of the Rician CDF starts to show a
deviation compared to the calculated values of the Beckmann CDF and Monte Carlo simula-
tions. The Beckmann CDF, however, still agrees with the Monte Carlo simulations over the
whole angular domain.

The results of the Monte Carlo simulations and Beckmann CDF beyond |θ | = 60° may
seem counterintuitive. Although the side lobes of the error-free pattern have equal amplitudes
(see Fig. 2.3), the most outward side lobes dominate in this case the probability of exceeding
a certain radiation level. A physical interpretation of these results is given in Section 2.6.

One may argue that for a lot of practical antennas, the radiation pattern of the individual
elements used in antenna arrays hardly has a significant contribution in the end-fire direction,
hence, the discrepancy observed in Fig. 2.4 is not of high importance. However, in Fig. 2.5,
the same angular probability plot is shown, but now a linear phase distribution is applied, such
that the beam is scanned to 45°. Here, one can see that the increase in probability is shifted
to the region −25° < θ <−10°. The question might arise why this shift occurs and whether
the location of the probability increase is predictable. In Section 2.6, insight in this shift is
given and a method is presented that enables the prediction of the location of the increased
probability.

To illustrate that this sudden increase in probability can impose a problem for a practical
antenna array, a configuration with a different individual radiation pattern has been chosen.
In this case, the power pattern of the individual elements follows a cosine shape, i.e., g2

n(θ) =

cos(θ) for n = 1, ...,N. In Fig. 2.6 the result is shown. Again, the beam is scanned to 45°
using a linear phase distribution.

A few things have to be noted here. Chebyshev tapering does not take into account the
cosine-shaped radiation pattern of the individual elements. Therefore, the side lobes of the
error-free radiation pattern are not constant. Instead, the envelope of the array radiation pat-
tern follows a cosine shape, as can be observed in Fig. 2.7. Due to this, the envelope of a
large part of the probability curve in Fig. 2.6 also follows a cosine shape. Moreover, the over-
all probability of exceeding the threshold value is increased compared to the case where only
uniform radiators were being used. Furthermore, by inspecting Fig. 2.6 and 2.7, it can be seen
that the highest probability of exceeding SLLe is not at the location of the largest side lobe
in the error-free case. For such a practical setting, the discrepancy between the Rician CDF
and the Monte Carlo simulations is large, making the usage of the Beckmann CDF preferable
compared to the Rician CDF in terms of accuracy.
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Figure 2.4: Angular probability plot. For |θ | > 60°, the Rician CDF starts to deviate from
the Beckmann CDF and Monte Carlo simulation.
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Figure 2.5: Angular probability plot with a scan angle of 45°. The increase in probability is
shifted to the region −25° < θ <−10°.
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Figure 2.6: Angular probability plot with g2
n(θ) = cos(θ), and scanning to 45°. For this

practical setting, the performance of the Rician CDF is not sufficient.
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2.6 Physical interpretation of the acquired results

In the previous section, results are presented which might seem counterintuitive at first. To
give a physical interpretation of these results, instead of only relying on the derived mathe-
matical descriptions, a step back has to be taken. In this section, first the root cause of the
largely varying variances around the angles θ = −90°, θ = 0° and θ = 90° (see Fig. 2.1) is
presented. Next, the nonzero correlation between X and Y (see Fig. 2.2) is examined. After
that, the impact of this unidentical variance and the nonzero correlation on the distribution of
the magnitude of the array amplitude pattern is explained. Finally, the impact of scanning on
the angular probability plots is explained as well.

2.6.1 Variance

In order to interpret the results of the variance, the effect of the phase and amplitude errors
are examined separately. First, the amplitude error is assumed to be zero and only the phase
is distorted. In this case, (2.6) reduces to

Fd =
N

∑
n=1

Ane jδpne jCn =
N

∑
n=1

Vne jδpn =
N

∑
n=1

Vn,p. (2.21)

Equation (2.21) represents a summation of vectors in the complex plane, where Vn and Vn,p

are the error-free and distorted vector of the nth element, respectively. Each error-free vector
Vn is distorted by the e jδpn-term. This error-term only accounts for a change in angle of the
vector in the complex plane, but the amplitude of the error-free vector and the distorted vector
will remain the same, i.e., |Vn|= |Vn,p|.

In Section 2.3, a sufficiently large N was assumed to let X and Y approach a Gaussian dis-
tribution. However, the definitions of variance of a random variable and correlation between
two random variables are independent of the underlying distribution(s), hence, the choice of
N is not of high importance in the upcoming analysis. For visualization purposes, the array
contains only N = 2 elements in the upcoming analysis. Moreover, An = 1, d = 1

2λ0 and no
phase difference is applied among the elements.

For θ = 0°, the resulting individual error-free vectors are V1 =V2 = 1. These vectors are
visualized in the unit circle in Fig. 2.8(a). Additionally, one example of the distorted variants
V1,p and V2,p is visualized in Fig. 2.8(a). Here one can see that for a relatively small phase
error, the resulting error in X is small compared to the error in Y . This gives rise to a large
variance in Y and only a small variance in X .

Next, θ = 90° is considered. In this case the resulting vectors are in antiphase and a null
is created in the error-free radiation pattern in that direction. The variance of Y , however, is
large in this case. This scenario is visualized in Fig. 2.8(b). Note that the scenario of θ = 90°
gives rise to exactly the same variance in X and Y as in the case of θ =−90° and θ = 0°.

Another interesting scenario to consider is when the variance in X and Y are equal. It
is geometrically straightforward to see in Fig. 2.8(c) that the variances in X and Y are equal
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for a 90° phase difference between V1 and V2 in the complex plane. This corresponds to the
following values of θ

π sinθ =
1
2

π → θ = 30°,

π sinθ =−1
2

π → θ =−30°. (2.22)

The variances of X and Y for σa = 0 dB and σp = 5° are calculated according to (2.10) and
(2.11), and visualized in Fig. 2.8(d). Note that for the special cases which are visualized in
Fig. 2.8(a)-(c), the graph of Fig. 2.8(d) matches the expectations denoted above.

As a second step, an amplitude error is assumed and the error in phase is omitted. In this
case, (2.6) reduces to

Fd =
N

∑
n=1

An(1+δan)e jCn =
N

∑
n=1

Vn(1+δan) =
N

∑
n=1

Vn,a, (2.23)

with Vn,a the vector distorted by an amplitude error. Again, (2.23) represents a summation of
vectors in the complex plane. However, the error term now results in a change in magnitude,
rather than changing the angle of the vector.

The resulting individual error-free vectors V1 and V2 for θ = 0° are visualized in the unit
circle in Fig. 2.8(e). One example of the distorted variants V1,a and V2,a is also visualized in
Fig. 2.8(e). It can be observed that for an amplitude error, the resulting error in X is large,
whereas the error in Y is zero. This gives rise to a large variance in X and zero variance in Y .

In Fig. 2.8(f), θ = 90° is considered. The variance of X is in this case large, whereas the
variance in Y is again zero. Also here, note that the scenario of θ = 90° gives rise to exactly
the same variance in X and Y as in the case of θ =−90° and θ = 0°.

Figure 2.8(g) illustrates the scenario where the variance in X and Y are equal. As calcu-
lated in (2.22), this scenario corresponds to θ = 30° and θ =−30°.

The variances of X and Y for σa = 0.1 dB and σp = 0° are calculated according to (2.10)
and (2.11), and visualized in Fig. 2.8(h). Note that for the special cases which are visualized
in Fig. 2.8(e)-(g), the graph of Fig. 2.8(h) again matches the expectations denoted above.

2.6.2 Correlation

The nonzero correlation between X and Y can be explained by using a similar analysis as used
in previous subsection. However, in this analysis, certain ranges of θ are explored rather than
looking at a few specific special cases.

Again, first the amplitude error is omitted. In Fig. 2.9a, the error-free and distorted vectors
are depicted. One can see that if an error is made in V2, the error made in X and Y are
uncorrelated. On the other hand, if an error has been made in V1, the error in X and Y show
opposite behavior. If the error in Y is positive, the error in X is negative, and vice versa.
Therefore, the total error in X and Y has a negative correlation coefficient in this case. Note
that this behavior is present in the whole first quadrant.
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Figure 2.8: Vector representation of the element excitations to explain the variance, N = 2.
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Figure 2.9: Vector representation of the element excitations to explain the correlation, N = 2.
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If V1 is somewhere in the second quadrant, the errors in X and Y show the same behavior.
If the error in Y is positive, the error in X is also positive, and the same for the errors being
negative. This results in a positive correlation coefficient. This situation is visualized in
Fig. 2.9b.

Next, the case for no correlation between X and Y is examined. In Fig. 2.9c, a phase
difference of 90° between V1 and V2 is visualized, and it can be seen that the errors in both
vectors are uncorrelated. In fact, no correlation between X and Y is present when V1 is parallel
to either the x-axis or the y-axis. This corresponds to θ =−90°, θ =−30°, θ = 0°, θ = 30°
and θ = 90°.

The correlation between X and Y for σa = 0 and σp = 5° is calculated according to (2.12)
and visualized in Fig. 2.9d. Note that for the special cases which are visualized in Fig. 2.9a-c,
the graph of Fig. 2.9d matches the expectations denoted above.

If the amplitude error is reintroduced, and the phase error is omitted, one can see in
Fig. 2.9e, that if V1 is located in the first quadrant, the error in X and Y show similar be-
havior. If the error in Y is positive, the error in X will also be positive, and the same for the
errors being negative. Therefore, the total error in X and Y will have a positive correlation
coefficient.

On the other hand, if V1 is somewhere in the second quadrant, the errors in X and Y show
opposite behavior. If the error in Y is positive, the error in X is negative, and vice versa. This
results in a negative correlation coefficient. This situation is visualized in Fig. 2.9f.

Next, the case for no correlation between X and Y is examined. Again, no correlation
between X and Y is present when V1 is parallel to either the x-axis or the y-axis. This corre-
sponds to θ =−90°, θ =−30°, θ = 0°, θ = 30° and θ = 90°. In Fig. 2.9g, the case of a 90°
phase difference between V1 and V2 is visualized.

The correlation between X and Y for σa = 0.1 dB and σp = 0° is calculated according
to (2.12) and visualized in Fig. 2.9h. Note that for the special cases which are visualized in
Fig. 2.9e-f, the graph of Fig. 2.9h matches the expectations denoted above. However, Fig. 2.9g
matches only partially. The correlation between X and Y is zero for θ = −30° and θ = 30°,
but not for θ = −90°, θ = 0° and θ = 90°. For these angles, the variance of Y is zero (see
Fig. 2.8(h)). This leads to a singularity in (2.12) and the correlation is not defined at these
angles.

2.6.3 Effect on magnitude

Previous subsections have only given a physical interpretation to the unidentical variance σ2
x

and σ2
y and the correlation between X and Y being nonzero. The impact of this unidentical

variance and nonzero correlation on the distribution of the magnitude of the array amplitude
pattern is discussed here.

As mentioned in Section 2.4, the magnitude r of the sum of two orthogonal and un-
correlated Gaussian distributions having mean µx and µy and variance σ2, follows a Rician
distribution. This can be graphically visualized as shown in Fig. 2.10. The point P represents
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Figure 2.10: Depiction of the Rician distribution.
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Figure 2.11: Depiction of the effect of unequal variance on the Beckmann distribution.

x

y

r

P

0 0.2 0.4 0.6 0.8 1
X

0

0.2

0.4

0.6

0.8

1

Y

R
1

R
2

Figure 2.12: Depiction of the effect of correlation on the Beckmann distribution.



26 EFFECT OF RANDOM ERRORS IN THE ELEMENT EXCITATIONS ON THE ARRAY PATTERN

the expected value of the array amplitude pattern for a particular angle. The parameter ν is
the distance between the origin and the point P. Due to the variance σ2, each realization of
the random variables X and Y will be, in general, different from their expected values µx and
µy. This is illustrated using an intensity profile. The likelihood that a certain combination of
X and Y is acquired, is represented by the intensity. If the particular position is dark blue,
the likelihood of that combination of X and Y is high, and vice versa. Note that, since the
variances for X and Y are equal, the intensity profile has the form of a circle.

Two quarter circles are drawn in Fig. 2.10 to visualize two sets of values with constant
magnitude. Using the Rician CDF, the likelihood that the magnitude stays below a certain
limit, i.e., the likelihood that the randomly picked points stay below the green curve, can be
calculated. As one can see in Fig. 2.10, it is, for example, in this case very likely that a
randomly picked combination of X and Y stays below R1, but likely to be larger than R2.

In Fig. 2.11, the effect of the unidentical variance is visualized. In this case σx >σy, hence,
the shape of the blue intensity profile is modified into an ellipse. Note that this completely
changes the probability of exceeding a certain magnitude. Compared to the circular intensity
profile of Fig. 2.10, it is now more likely to exceed R1, but at the same time the probability of
exceeding R2 is lower.

In Fig. 2.12, the effect of correlation between X and Y is visualized. In this case, σx = σy

and ρxy < 0. The negative correlation coefficient means that if a positive error in X is made,
it is more likely to make a negative error in Y . Therefore, due to this negative correlation, the
blue intensity profile takes the shape of a 45 degrees tilted ellipse. Note that in this case, it is
more likely to stay between R2 and R1 compared to both other cases. It is clear that a nonzero
correlation coefficient completely changes the probability for the magnitude of exceeding a
certain radiation level.3

For the values as specified in Section 2.3.2, the large variation in variance (see Fig. 2.1)
and strong correlation (see Fig. 2.2) changes the distribution of X and Y for |θ | > 60° and
around θ = 0°. For θ = 0°, this change in distribution is not visible for the main lobe region
in Fig. 2.4, simply because the main lobe region will in principle always exceed the specified
radiation level. At |θ | > 60°, however, the probability of exceeding the specified SLL is
increased compared to the rest of the side lobe region as a result of the variance and the
correlation, as shown in this section. Note that, in general, for other values of SLLe, the
probability of exceeding this level can also be less compared to the rest of the side lobe
region.

3Note that these examples are for illustration purposes only. It is to show the reader how unidentical variances
and correlation between X and Y can impact the probabilities of exceeding a certain magnitude, rather than
showing quantitative results.
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2.6.4 Effect of scanning

So far in this section, the main lobe has always been pointing towards broadside. However,
in practice the beam might be scanned towards other angles. In Fig. 2.5, it can be observed
that for a certain scan angle, the peak of higher probability shifted to a different angle of
the radiation pattern. In order to understand this shift, one has to go back to the vector
representations.

The large variations in the variance in X and Y for θ = −90° and θ = 90° correspond to
the angles where V1 and V2 are in antiphase. This is the case for C1 = π or C1 =−π (see (2.3)
for the definition of Cn). The linear phase distribution used in Section 2.5 is defined as follows

arg(an) =−k0d(N−n)sinθ0, (2.24)

with θ0 the desired scanning angle. By combining (2.3) and (2.24), the following expressions
for C1 can be found

C1 = k0d(sinθ − sinθ0). (2.25)

Solving (2.25) for C1 = −π , k0d = π and θ0 = 45° gives θ = −17°. Note that this result
exactly matches the results in Fig. 2.5. This physical interpretation can provide knowledge
about where lower or higher probabilities of exceeding a certain radiation level are to be
expected.

2.7 Conclusion

In this chapter, it is shown that the magnitude of a distorted array amplitude pattern, which
is the result of random errors in the phase and amplitude in the element excitations, follows
a Beckmann distribution, instead of the often assumed Rician distribution. A practical ex-
ample is given where the probability of exceeding a certain radiation level is determined. In
this example, it is evident that the Beckmann CDF more accurately predicts this probability
compared to the Rician CDF. Moreover, the result that the maximum probability of exceed-
ing a certain side lobe level, in general, does not have to be at the angle(s) of the highest
side lobe(s) in the error-free case, is obtained. Due to this observation, angular probability
plots are shown to be required in properly determining the probability of exceeding a certain
radiation level outside the main lobe region. In turn, the proposed Beckmann distribution
can be used by engineers or regulatory agencies to, based on desired radiation characteristics
such as a certain SLL or null depth, define specifications on tolerable excitation errors by the
electronics of a phased array to ensure compliance with future 5G protocols.
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CHAPTER THREE

5G Millimeter-Wave Phased Array
Design, Characterization & Calibration1

3.1 Introduction

In the 5G mm-wave band, a wide spectrum is available, which opens up the possibility to
enhance the performance of future generation radio access networks. Utilizing this band,
however, comes at the cost of a decreased communication range due to the increased path
loss at higher frequencies. Phased array antennas enable beamforming, partly overcoming
the increase in path loss associated with the 5G mm-wave band. In the past few years, a
lot of research is performed by industry and academia to 5G mm-wave analog active phased
arrays, see for instance [26]-[35]. In these papers, the resulting equivalent isotropic radiated
power (EIRP), radiation patterns, or achieved data rates of the analog active phased array
are typically emphasized, but design considerations are sometimes lacking and the design
is rarely evaluated in detail. Moreover, due to the high level of integration of the realized
arrays, characterization of individual components is often not straightforward, and, therefore,
typically omitted. This makes it hard to assess whether the presented arrays and the used
design methods are adequate or if there is room for improvement.

To cope with manufacturing errors and to ensure optimum performance, it is common
to calibrate a phased array [36]-[40]. It is noteworthy that no calibration procedure is per-
formed on the phased arrays reported in [26]-[33]. Whether or not calibration is required
depends on the tolerances of the manufacturing process of the electronics and the printed cir-
cuit board (PCB), and of the desired performance for the phased array. For instance, in [32],
a root-mean-square (RMS) error of 1.1 dB and 8.9° in the element excitations is reported.
It is argued that calibrating the array does not significantly impact the performance as the
achieved improvement in gain would be 0.17 dB according to their model. Even though it

1This chapter is based on [P14] and [P17].
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might not be worth performing a calibration procedure to increase the gain by 0.17 dB, it
could be worth it to calibrate the array in order to place a null or control the SLL, for in-
stance. A calibration procedure is performed in [34], [35], but it is not reported how much the
calibration increased the performance of the array. In [33], no calibration was performed, but
it is mentioned in their conclusion that the performance of the array could be improved if the
array would be calibrated. Additionally, although in a lab environment calibration might not
always be required to achieve good performance, environmental effects might influence the
array over time once it is installed in the field. To guarantee reliable operation and to ensure
compliance with regulatory agencies, a phased array has to be recalibrated over time. This
type of calibration is often referred to as online calibration and has been omitted in [26]-[35].

In this chapter, the design, characterization and calibration of a 28 GHz 8-by-8 analog
dual-polarized active phased array is presented. The array is the university’s first prototype
of a 5G mm-wave active phased array and is developed as testbed to experiment with OTA
characterization and phased array calibration methods. Based on these OTA measurements,
the performance of the array and its subcomponents can be evaluated. Such an evaluation
can provide feedback to design choices and models, which can enable improved designs for
future realizations of 5G mm-wave active phased arrays. Moreover, a phased array is an
essential component in the phased-array-fed reflector system that is also being investigated at
the university as candidate for future 5G mm-wave antenna systems for base stations. Hence,
the designed array is also used as feed to illuminate a reflector that is especially designed to
achieve a scan angle of ±30°, as can be seen in [P6].

The outline of this chapter is as follows. All the steps taken which were required to arrive
at the design are summarized in Section 3.2. Results of OTA measurements to characterize
individual components and subsystems of the array are provided in Section 3.3. Section 3.4
is devoted to calibrating the array. Here, beamforming capabilities are presented and a phase
calibration is performed to enhance the gain of the array. Moreover, an online calibration
procedure is presented that can be used when the array is installed in the field. Finally, in
Section 3.5, the conclusion is presented.

3.2 Active phased array design

3.2.1 Design specifications

The specifications of the active phased array antenna were defined as follows:

• The array should cover the n257 band (26.5 to 29.5 GHz) as much as possible.
• The array should consist of 64 elements (8-by-8).
• The 8-by-8 module has to be stackable in one dimension.
• ABF ICs provided by NXP Semiconductors have to be included to enable scanning and

tapering.
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• The beamformer network (BFN) and antenna elements should be compatible with stan-
dard PCB technology.

• The array has to be dual-polarized, i.e., two data streams can be transmitted or received
at the same time.

• Online calibration capabilities should be included.

3.2.2 PCB stack-up

The PCB stack-up of the final design is shown in Fig. 3.1. Isola Astra MT77 (tanδ = 0.0017)
has been chosen as dielectric of the PCB. Both the core and prepeg have approximately the
same dielectric constant of εr = 3, which simplifies the design process. All dielectric layers
have the same thickness of 127 µm, creating symmetry and mitigating warpage of the PCB.
The thickness of 127 µm was not enough for the antenna elements to achieve the required
bandwidth, hence, multiple dielectric layers are stacked to create sufficient thickness as can
be seen in the top part of Fig. 3.1. The board is manufactured using six lamination steps
as indicated by the vertical orange bars. This means that in a standard PCB manufacturing
process, only six different via types can be used. The vias allowed in the PCB stack-up are
indicated by the vertical yellow bars. The implications of having limitations on the vias are
discussed in the upcoming subsections.

M1: ABF ICs

M2: Control

M3: Ground

M5: Ground

M6: Ground

M8: Ground

M7: Polarization V

M4: Polarization H

M9: 3.6 V

M10: 5.0 V

M11: Ground

M12: Ground

M18: Patch

Lamination

steps

1
a

S
te

p
 1

b
1

c

S
te

p
 2

S
te

p
 3

S
te

p
 4

Figure 3.1: PCB stack-up (not to scale).
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(a) Sketched PCB layout, showing the 8-by-8 antenna grid, and the ICs and BFN for the vertical polarization.
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(b) Sketched PCB layout, showing the 8-by-9 antenna grid and the ICs for both polarizations.

Figure 3.2: High-level representation of the PCB layout.
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3.2.3 PCB layout

In Fig. 3.2(a), a simplified PCB layout, including an 8-by-8 grid of square patch antenna
elements, is shown. The topology of the ABF IC allows feeding the antenna elements in a
2-by-2 fashion (see Section 3.2.4). Hence, for feeding one polarization, it is a straightforward
choice to position the ABF ICs in a 4-by-4 grid. This also allows for a symmetric BFN, as
indicated by the blue traces in Fig. 3.2(a).

To feed the other polarization, another 4-by-4 grid of ABF ICs has to be placed on the
PCB. The size of the ABF IC is small enough such that the grids of the two polarizations can
be intertwined and most of the antenna elements can be shared. As can be seen in Fig. 3.2(b),
the 4-by-4 grid for the horizontal polarization (in red) is simply a translated version of the
original ABF IC grid for the vertical polarization (in blue). The translation has been made in
the horizontal direction, such that the module remains stackable in the vertical direction. Most
of the antenna elements are shared by the ICs for both polarizations, but it is impossible to
connect the outermost left column of antennas with the outermost right column of ICs without
using complicated feeding traces. Therefore, on the right, an extra column of patches has been
added, creating an 8-by-9 grid of antenna elements. This means that the outer columns are
single-polarized, and the 8-by-7 grid in the center is dual-polarized, as shown in Fig. 3.2(b).
Based on symmetry, a mirrored version of the BFN as shown in Fig. 3.2(a) can be used to
feed the horizontal polarization.

3.2.4 Analog beamformer ICs

The used ABF ICs are produced using a low-cost silicon-based manufacturing process. In
Fig. 3.3, the schematic of the IC is depicted. The IC has five RF ports of which four are
connected to antenna elements. The IC is designed for time division duplex (TDD) systems
and can, therefore, be used in either a transmit (Tx) or receive (Rx) mode. If the IC is used
in Tx, an RF signal can be fed into the common port denoted by RFc. The signal is split in
four, and each part of the signal is fed in a separate RF chain. In each chain, the signal can

Figure 3.3: Schematic of the used ABF ICs.
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Figure 3.4: Comparison of a Wilkinson and a T-junction BFN.

be adjusted by a 6-bit amplitude and 6-bit phase control, before the signal is used to excite an
antenna element. If the IC is used in Rx, the signals received by the four antenna elements
can also be adjusted by a 6-bit amplitude and 6-bit phase control, before they are combined
into the output port RFc.

3.2.5 Wilkinson versus T-junction

Although the BFN in Fig. 3.2(a) is drawn by lines of equal thickness, properly splitting one
or combining two RF signals requires a separate carefully designed structure. Basically, two
different options are available for a 1-to-2 splitter/combiner; Wilkinson or T-junctions. The
Wilkinson junction requires a resistor and more area compared to a T-junction, but offers
better isolation in return. To show the impact of having a better isolation, Monte Carlo simu-
lations were performed using ADS from Keysight. In this simulation, a 1-to-16 splitting net-
work with either 15 Wilkinson or T-junctions has been created. The transmission lines (TLs)
used in the junctions and connecting the structures are considered lossless. The splitting net-
work is designed for 28 GHz and a reference impedance of 50 Ω. In Fig. 3.4, the resulting
transfer coefficient for an error-free splitting network that is terminated with matched loads is
shown. The transfer of both the Wilkinson and T-junction are on top of each other in the error-
free case and are close to -12 dB, as is expected for a lossless 1-to-16 splitting network. In
reality, such an error-free network cannot be achieved, and there will be manufacturing errors
in the TLs and spread in the impedance of the ABF ICs and resistors. In total, 1000 Monte
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Carlo simulations have been performed in which the variation in impedance of the termina-
tions, the 100 Ω resistors, and the variation in impedance and lengths of the TLs, are Gaussian
distributed with a standard deviation of 5% of its nominal value. The 2σ -boundaries of the
resulting power transfer of the BFNs are visualized in Fig. 3.4. As can be seen in the figure,
the spread in power transfer is much larger in the T-junction BFN than in the Wilkinson junc-
tion BFN. On top of that, the frequency dependency of the T-junction BFN is much higher
compared to the Wilkinson junction BFN. In Fig. 3.4, one typical example of the simulation
for each BFN is shown. In the frequency band of operation, the Wilkinson BFN results in this
case in a variation of less than 0.2 dB, whereas the T-junction BFN varies by more than 2 dB.
In fact, the standard deviation of the 1000 Monte Carlo samples with respect to the frequency
had been determined, and the standard deviation was on average more than 10 times lower
for the Wilkinson BFN compared to the T-junction BFN. From an RF performance point of
view, a Wilkinson junction BFN outperforms a T-junction BFN due to its higher isolation. A
Wilkinson junction BFN requires the use of resistors. Since the BFN is inside the PCB, either
these resistors have be embedded in the PCB as well, or the resistors can be placed on the top
layers and vias have to be used to connect to the BFN layer. Embedding the resistors inside
the PCB was considered too risky as this manufacturing process was not yet mature. The
latter option was difficult to achieve due to space restrictions. Therefore, in this phased array
design, T-junctions were eventually chosen over Wilkinson junctions due to their simplicity.
In Section 3.3.2, a reflection on this design choice is given.

3.2.6 Beamformer network implementation

The BFNs of the two polarizations will need to cross each other. To minimize crosstalk
between these signals, both BFNs have been designed inside the PCB on different metal
layers, see Fig. 3.1. To prevent leakage and unwanted coupling, a stripline configuration has
been used to route the signal, i.e., the signal trace is surrounded by two ground planes on the
top and bottom, and vias are positioned on the sides to connect the two ground planes.

To get the signal from the top metal layer to a metal layer inside the PCB, attention has
to be paid to two different aspects. First, in standard PCB technology, only a limited amount
of via types are available. Due to this limitation, often vias are ought to be used that are
longer than required. This creates a stub and can cause an impedance mismatch. Second, it
is important to prevent leakage of the RF signal. Because not all via sizes are possible, fully
shielding the signal via is not always possible and another solution has to be found.

In Fig. 3.5, a cross-section of the transition from the ABF IC to the BFN is shown. Due
to manufacturing constraints, the via is too long and sticks out by 435 µm. For 28 GHz
and a dielectric constant of εr = 3, this extra length corresponds to 0.07λg, with λg being
the wavelength in the dielectric. This undesired extra via length results in a poorly matched
transition and a relatively low power transfer as indicated in Fig. 3.6 by the dashed lines.
These results are acquired using CST Microwave Studio. By following a standard matching
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Figure 3.5: Cross-section of the ABF IC to BFN transition, indicating the undesired extra
via length.
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(a) Unwanted RF leakage (red ellipses) due to the lack of shielding vias.

(b) Using vias to create a SIW, preventing unwanted RF leakage.

Figure 3.7: Calculated E-fields of an IC to BFN transition. A cross-section of the model is
shown, and the substrate is removed for visualization purposes.
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procedure [41], dimensions of a matching stub have been calculated.2 The resulting S11

and S21 are shown in Fig. 3.6 using solid lines, and an improvement is clearly visible. This
matching procedure has been followed such that the reflection coefficient of every transition
is well below -10 dB in the frequency band of interest.

In Fig. 3.5, also some metal layers, which serve as power or ground planes, are indicated.
If the signal via is not properly shielded, parallel plate modes can be excited and the RF
signal could possibly interfere with itself, degrading the performance of the BFN. As men-
tioned before, only a limited amount of vias as possible. Hence, due to these manufacturing
constraints, surrounding the signal traces and signal vias with shielding vias might not be on
all layers as vias needed on one layer would overlap with signal traces on other layers. In
Fig. 3.7(a), the resulting E-field of a CST simulation of an IC to BFN transition is shown. It
can be seen that between some planes, a shielding via is lacking. Between those metal layers,
undesired leakage occurs, as highlighted by the red ellipses.

Instead of preventing RF leakage by fully enclosing the signal via, a substrate integrated
waveguide (SIW) can be used for that purpose. SIWs are typically constructed by shorting
two metal plates with two parallel rows of vias [42]. A SIW has a cut-off frequency, meaning
that propagation below that frequency along the SIW is prevented. The manufacturing con-
straints did allow for creating SIWs having a cut-off frequency of higher than 100 GHz, and
is, therefore, suitable for mitigating the undesired RF leakage. The effect of implementing a
SIW is shown in Fig. 3.7(b). It can be concluded that by using vias to (locally) short the metal
layers, unwanted RF leakage can be prevented, and thus no unwanted coupling through the
PCB will occur.

3.2.7 Patch antenna elements

The antenna elements are made of square patch antennas and are positioned in an 8-by-9
planar grid. Due to the planar nature of patch antennas, these antenna types allow straightfor-
ward integration with the PCB and the electronics. The antennas are via-fed and are mostly
dual-polarized. In Fig. 3.8(a), a 3-by-3 grid of the dual-polarized patch antenna is shown.
The patch antennas are mirrored, introducing symmetry in the array design, which results
in a more symmetric array radiation pattern [43]. In Fig. 3.8(b), the back side of the center
antenna is shown. The two 100 Ω discrete ports represent the ground-signal-ground (GSG)
feeding structure of the ABF IC and are used to excite the dual-polarized patch antenna in the
simulation model. Figure 3.9 shows the reflection coefficient of the optimized antenna design
for both the horizontal and vertical feed. Although the reflection coefficient of the vertically
polarized antenna element is not below -10 dB in the entire frequency band of operation, the
achieved reflection coefficient was deemed to be sufficient for the current project. In this
simulation, the ports of the other eight antenna elements are terminated by two parallel 100 Ω

2Note that it is also possible to extend the signal via such that the extra length corresponds to 0.25λg, and
subsequently terminate it with a short.
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(a) Front side, 3x3 antenna grid. (b) Back side, IC to antenna.

Figure 3.8: Dual-polarized antenna model.
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Figure 3.9: Reflection coefficient of the dual-polarized patch.
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loads.
To avoid grating lobes, typically, the spacing between antenna elements in the array is

taken to be 0.5λmax, with λmax the free-space wavelength associated with the highest fre-
quency of interest. If, however, the scan angle is limited to a certain angle θ0, the maximum
interelement spacing avoiding grating lobes can be calculated as follows [44]

dmax =
λmax

1+ sinθ0
. (3.1)

For a maximum frequency of 29.5 GHz and a maximum scan angle of 50°, an interelement
spacing of 5.75 mm is determined. In order to fit the dimensions of an off-the-shelf central
processing unit (CPU) heat sink (see Section 3.2.9), an interelement spacing of 5.35 mm in
both the horizontal and vertical direction has been chosen.

3.2.8 Assessment on stability

Since amplifiers are incorporated on the ABF IC, a stability check has to be performed to
mitigate the risk of oscillations. Simulated S-parameter data of the ABF IC were available,
allowing for the calculation of the K-factor and assessing the stability of the IC [45]. The
reference plane of the available S-parameter data is at the solder balls of the ICs and does not
include coupling through the PCB. Therefore, the coupling from input to output port when
assembled on the PCB has been calculated using CST. Since no accurate 3D model of the IC
was available, a few different simulations have been performed in an attempt to mimic the IC
and its interaction with the PCB. For instance, the IC has been modeled using a metal plane,
a silicon dielectric slab, and a combination of both. In Fig. 3.10, one of the simulation setups
is shown in which the IC is replaced by free-space, ignoring the effect of the IC.

The resulting coupling from port 1 to port 2 or port 3 was added to the reverse transmis-
sion coefficient of the simulated S-parameter data of the IC and, in turn, the K-factor was
calculated. In Fig. 3.11, the lowest determined K-factor is shown for both Tx and Rx. It
can be seen that the K-factor is well above 1 over the entire frequency band. Although the
K-factor being above 1 does not fully guarantee stability, this result creates confidence that
the design will lead to a stable system.

3.2.9 Heat sink assembly

Each IC dissipates 1.3 W in Rx and 2.3 W in Tx. This means that if all ABF ICs are set in
Tx, a total of 74 W is dissipated in an area as small as 15.1 cm2. A low-cost passive thermal
management solution is desired in the high-volume telecommunication industry [P13], hence,
a commercially available off-the-shelf CPU heat sink has been selected for this array. The
spacing between the antenna elements has been adapted such that the active area of the Mugen
MAX CPU cooler from Scythe [46] matches the area of the ABF ICs.

Although the PCB stack-up is symmetric, still the PCB was slightly warped. This resulted
in a height variation of the ICs in the order of a millimeter. This means that not all ICs have
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Figure 3.10: Simulation setup to calculate the coupling.
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Figure 3.11: Determined K-factor to assess the stability of assembled ICs.
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Figure 3.12: Steady-state temperatures of all ABF ICs in Tx.

good thermal contact to the heat sink if no additional measures are taken. Putting pressure
on the board to enforce proper contact might break solder joints, so the use of a thermal
interface material (TIM) layer that can cope with this height variation is desired. Two different
types of TIM layers have been assessed; thermally conductive adhesive (SE 4422 from Dow
Corning [47]) and soft thermal pads (TG-A1250 from T-global [48]). After assembling the
heat sink, it was found that variation in temperature of the ICs was much higher when using
the adhesive compared to the pads. Air bubbles were found to be present in the adhesive, most
likely causing locally low thermal conductivity. This resulted in temperature variations along
the PCB with a maximum of 40 °C. Such large temperature variations could result in a much
earlier failure of the electronics of the hottest IC compared to the colder ICs, which is not
beneficial in terms of the lifetime of the phased array. The resulting temperature readings of
the ICs when using the thermal pad are shown in Fig. 3.12. It can be seen that in this case the
deviation in temperature is maximally 8 °C, reducing the risk of one IC failing much earlier
than the other ICs.

Note that although the deviation in temperature is only a few degrees Celsius, still the
temperature of the ICs in the center is on average lower than the temperature of the ICs on
the edges. This difference is most likely caused by the warpage of the PCB. If measures are
taken to ensure that the thermal connection of each IC is more uniform, the overall lifetime of
the phased array could be increased. Possible measures to balance the thermal conductivity
are to introduce more copper symmetry in the PCB which reduces warpage, to create a heat
sink that is made conformal to the heights of the ICs, or to strengthen the IC’s connection to
the PCB such that the PCB can be straightened by force without breaking the solder joints.

3.3 Characterization of the active phased array

In Fig. 3.13, the back side of an assembled antenna module is shown. As can be seen in
the photo, the realized module is highly integrated. This high level of integration of typical
5G mm-wave arrays does not allow for the characterization of individual components. Char-
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Figure 3.13: Assembled PCB of the active phased array.

Figure 3.14: Measurement setup in the anechoic chamber containing the WR-28 OEWG
probe (left) and the active phased array (right).
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acterizing these individual components requires a separate prototype, resulting in additional
complexity and associated costs. Hence, it is desired to conduct measurements that allow
for the verification of one or multiple functionalities of the individual components. In the
upcoming subsections, OTA measurement results are presented that are used to deduce the
performance of several individual components. These measurements were performed in the
anechoic chamber of Eindhoven University of Technology [49]. In Fig. 3.14, the assembled
antenna module is shown in the OTA measurement setup that has been used to acquire the
results from Section 3.3.2 to Section 3.4.1.

3.3.1 Reflection coefficient measurement

The most straightforward measurement to perform first is a reflection coefficient measure-
ment, having the reference planes at the RF connectors of the antenna module. In Fig. 3.15,
the result of an S11-measurement for the horizontal polarization is shown in blue. Using CST,
a full-wave simulation was performed on the BFN and its transitions, and the calculated re-
flection coefficient is shown in Fig. 3.15 in red. It is evident to see that the simulated and
measured results do not match. The trough indicating the best impedance match seems to
have shifted from around 27 GHz to about 32.5 GHz. Moreover, a large frequency dependent
ripple is present in the measured results, whereas this ripple is much lower in the simulated
results. After some investigation, it seemed that the electromagnetic 3D model of the RF
connector, which was downloadable from the manufacturer’s website, was lacking some de-
tails. Based on a new 3D connector model, the CST model was updated and resimulated.
The resulting reflection coefficient is illustrated in Fig. 3.15 in yellow. The large difference
in the two achieved simulation results emphasizes the importance of including an accurate
connector model.

The S11-measurement and simulated results of the vertical polarization showed similar
behavior as shown in Fig. 3.15. To prevent repetition of results, the results of the vertical po-
larization are not shown here and in the remainder of this chapter, unless specified otherwise.

3.3.2 Performance analysis of the beamforming network

Although the results of the reflection coefficient measurement and the updated simulation
in Fig. 3.15 show a similar trend, still some discrepancies are present. The large ripple,
especially in the frequency band of interest, indicates that more reflections are coming from
the BFN than initially anticipated. This raises the question whether the BFN performs as
expected.

Ideally, if the antenna module is used in Tx, the power is equally split among all 16 ICs,
regardless of frequency. If it is assumed that the ICs are approximately the same, it is expected
that all the power amplifiers (PAs) inside the ICs reach the 1-dB compression point (P1dB)
for equal input power Pin. To verify whether this is the case, a sweep on the input power
of the array was performed. In this sweep, only one out of the 16 ICs was active and the
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Figure 3.15: Simulated and measured reflection coefficient of the module.
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input power that corresponded to the IC’s P1dB was determined using an OTA measurement.
The results of this power sweep are shown in Fig. 3.16. Here, the required input powers are
normalized to the first IC. If ∆Pin is positive, the IC required more power before reaching the
1-dB compression point, indicating that the power arriving at the IC was lower compared to
the first IC, and vice versa. Due to manufacturing tolerances in the IC manufacturing process,
a deviation in the order of 1 dB was expected. However, as can be seen in Fig 3.16, for
one frequency, deviations as large as 7 dB were measured, indicating that the BFN does not
perform as desired.

In Section 3.2.5, it is shown that the use of T-junctions in a BFN, subject to manufacturing
errors and asymmetries, could lead to variations in the order of 3 dB. As can be concluded
from Fig. 3.16, that result was underestimated. The large dynamic range of the ICs does partly
allow for calibrating the array and compensating for variations of 7 dB. However, since the
variation in input power is also highly frequency dependent, calibration will only be suitable
for continuous-wave or smallband signals. Since the anticipated maximum bandwidth for the
5G mm-wave frequency band is 400 MHz [8], the use of Wilkinson junctions is recommended
in future designs to ensure a smaller frequency dependency of the array’s performance, at the
cost of increased complexity and associated costs.

3.3.3 Normalized ABF IC response

Since only a discrete set of amplitudes and phases can be realized with the ABF ICs, quan-
tization errors will occur. Moreover, the ABF IC exhibits non-linearities, which makes the
amplitude and phase response of the IC hard to predict. Furthermore, as a result of tolerances
in the IC manufacturing process for mass production, the response of every RF channel of ev-
ery IC is, in general, different. A typical amplitude and phase response of the IC is shown in
Fig. 3.17. The measurements are normalized to the maximum gain and default phase setting
since only relative changes are of interest. The contours indicate the response for constant
amplitude setting. The small circles indicate the individual measurement points, where the
phase setting increases as the color of the small circles changes from light green to black. It
can be observed that the phase response is not perfectly linear, and that the amplitude and
phase settings are not completely independent.

To select the setting that results in the optimal excitation of an antenna element, a (subset
of the) response as shown in Fig. 3.17 has to be determined for that particular element. Since
tolerances in the manufacturing process cause the ICs to be different, the response has to be
measured for every antenna element individually to find the optimal excitation for a particular
array radiation pattern. This is a time consuming task and is not desired for mass-produced
phased array systems. Instead, it is possible to treat the excitation errors caused by the spread
as random errors, and the model presented in Chapter 2 can be used to analyze the impact of
these random errors on the radiation pattern of the phased array. If, based on this analysis, the
errors in the excitation do not meet the requirements of, for example, the maximum allowed
SLL, either more amplitude and phase combinations have to be measured, or the manufactur-
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Figure 3.17: Measured complex response of one of the elements for a limited amount of
different amplitude and phase settings. The measurements are normalized to the response
where maximum gain and no phase shift is applied.
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ing process has to be adapted such that the spread from one IC to the other is reduced.

Note that the response in Fig. 3.17 is also dependent on frequency, temperature, bias
voltage, and on whether the antenna is used in Tx or Rx. The presented results were obtained
at room temperature, while using a fixed bias voltage. The used frequency was f = 28 GHz,
and the antenna was used in Tx.

3.3.4 Load pull effects on the ABF IC response

The response shown in Fig. 3.17 was measured in isolation, meaning that only that particular
element was radiating, whereas all other elements were turned off. During normal operation,
all elements will be active and mutual coupling will occur between the elements. This can
alter the input impedance of the antenna and can subsequently change the performance of the
PA. In Fig. 3.18, the response of a center element is shown for three different amplitude and
64 different phase settings. The small circles represent the element’s isolated response in the
same way as in Fig. 3.17. The crosses show the individual measurement points where all other
elements were active as well. The phase setting increases as the color of the crosses changes
from red to blue. If no mutual coupling between the elements was present and/or the PA
would be insensitive to load pull effects, the circles and crosses in Fig. 3.18 would be on top
of each other. However, it can be observed that the response of the IC is significantly altered
by the radiation of the other elements. The impact of this effect is discussed in Section 3.4.1.

Also here, the response in Fig. 3.18 is also dependent on frequency, temperature, bias
voltage, and on whether the antenna is used in Tx or Rx. Moreover, the response also de-
pendents on the gain and amplitude settings of all other elements, meaning that the response
is also sensitive to scanning and tapering. The presented results were obtained at room tem-
perature, while using a fixed bias voltage. The used frequency was f = 28 GHz, and the
antenna was used in Tx. All other elements were phase calibrated using the procedure shown
in Section 3.4.2 such that the maximum contribution was in broadside.

3.3.5 Embedded element patterns

To measure the EEPs of the patch elements, a planar near-field scanner from NSI-MI Tech-
nologies [50] was used. Using a near-field to far-field transformation, the embedded radiation
pattern was found. Figure 3.19 shows the obtained embedded radiation patterns of the E-
and H-plane for a corner and a center element using solid lines. The EEPs acquired by per-
forming a full-wave simulation of the PCB are depicted as well using dashed lines. Although
some similarities can be found between the measured and simulated EEPs, at most angles
the results are several dBs off. The main contributor to these discrepancies is most likely
the metal heat sink in combination with surface waves and guided waves inside the patch’s
substrate. No measures were taken that prevent waves to travel towards the edge of the PCB
and diffract. A portion of the diffracted waves will excite the heat sink and, in turn, affect the
overall radiation pattern. Whereas diffraction of the waves at the edge is taken into account
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(a) E-plane.
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Center element: Simulation

(b) H-plane.

Figure 3.19: The (a) E-plane and (b) H-plane of a measured (solid) and simulated (dashed)
embedded element pattern of a corner (blue) and center (red) patch element.
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in the full-wave simulations, the heat sink was omitted because otherwise the model became
unpractically large in terms of required memory and computation time.

It can also be seen that the corner and center element show significant differences. The
radiation pattern of an antenna is, in general, dependent on its direct environment. This
dependency can be reduced by isolating the radiating element by adding via fences or elec-
tromagnetic bandgap (EBG) structures, for instance. Since no measures were taken to isolate
the elements, the corner and the center element were expected to have a different EEP due
to their different direct environment. Despite that, it is shown in Section 3.4.1 that by taking
into account the EEPs of the elements, the array radiation pattern can be very well controlled.
Measuring the EEP of all elements is time consuming, however, making it unpractical for
mass-produced phased array systems. Instead, it is recommended to take measures to re-
duce the mutual coupling from one element to another and make the antenna element less
dependent on its direct environment.

3.4 Calibration of the active phased array

The overall purpose of an antenna array is, by optimally exciting the individual elements, to
realize a radiation pattern that has certain desired characteristics. Due to errors in the design
and/or manufacturing tolerances, the achieved element excitations might be different than the
optimal element excitations, resulting in a sub-optimal radiation pattern. By calibrating the
array, this issue can be overcome. The desired radiation characteristics of a 5G mm-wave
phased array depend eventually on the protocols for 5G, which are currently under devel-
opment, and on regional regulatory agencies. Hence, at the moment of writing, a preferred
calibration procedure cannot be determined. Nevertheless, in this section, three different op-
tions of array calibration are discussed to show the capabilities of the realized active phased
array.

In Section 3.4.1, the ability to shape the radiation pattern of the array is shown. In this
case, a beam is formed towards a certain direction, while maintaining an SLL of −20 dB.
Having a low SLL is useful to minimize interference from one device to another, but comes
at the cost of a lower gain (and thus lower EIRP) of the antenna system due to the required
amplitude tapering. Moreover, ensuring low side lobes typically requires good knowledge
of the EEPs. This implies that either the simulation models have to be accurate, or that the
radiation pattern of each element has to be measured.

If solely the radiated power towards a user is of interest, a phase calibration is sufficient.
If it is assumed that the EEPs are equal and that the achieved phase shifts for different phase
settings of the IC are equal, a phase calibration has to be performed only once and it will be
valid for all other scan angles. If this is not the case, however, the same calibration procedure
can be used for different angles as well. In Section 3.4.2, a phase calibration for broadside is
performed and the increase in antenna gain is shown.

During operation, environmental effects and aging of the electronics will impact the per-
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formance of the antenna array over time. The procedures described in Section 3.4.1 and 3.4.2
are suitable to calibrate the array in a measurement facility, but cannot be used to calibrate
the array once installed in the field. To cope with that issue, an online calibration procedure
that does not require any additional hardware other than an RF signal source, a receiver and
the array itself is presented in Section 3.4.3.

3.4.1 Shaping the array radiation pattern

To determine the element excitations required to achieve a certain array radiation pattern,
standard synthesis techniques like Dolph-Chebyshev [51] or Taylor [52] tapering are avail-
able. These synthesis techniques are computationally inexpensive and readily implemented.
By using these techniques, assumptions on the radiation pattern of the individual antenna el-
ements in the phased array are typically made, which in practice often leads to inaccurate
results. Other methods have been developed to acquire more accurate results, for example,
genetic algorithms [53], [54] or swarm optimization algorithms [55]-[57]. These methods
are typically very accurate, but come at the cost of increased computation times, resulting in
increased design times.

In [15], a ‘best-of-both-worlds’-method is presented. There, an iterative closed-form op-
timization algorithm to shape the radiation pattern in one planar cut is presented. This al-
gorithm yields an accurate performance, while maintaining an acceptable calculation time.
To achieve the radiation patterns shown in this subsection, the algorithm reported in [15] is
extended to shape the full radiation pattern (see Appendix B), instead of controlling the ra-
diation in one planar cut. The main idea of the algorithm and the implemented extension is
as follows. First of all, the algorithm requires a mask of the desired radiation pattern. In this
subsection, the mask is defined in terms of a steering angle in both the elevation and azimuth
direction, denoted by el and az, respectively, and a minimum SLL. Moreover, the EEP of
every individual element of the antenna array is assumed to be known. The radiation patterns
of all elements have been measured (see Section 3.3.5) and these patterns are used as input for
the algorithm. Subsequently, the algorithm determines the excitation for each element such
that the array pattern fulfills the constraints of the mask, while at the same time minimizing
the radiation coming from directions other than the main lobe.

The algorithm determines weights for each element without any constraint on the values
of the excitations. Since not every complex excitation can be found, due to non-linearities
and quantization (see Fig. 3.17), the combination of excitations resulting in the smallest error
possible was chosen. The error is in this case defined as the absolute value of the difference
between the optimum excitation and the chosen excitation, summed over all elements.

To illustrate the capabilities of the phased array and the algorithm, uv-plots of array radi-
ation pattern measurements are shown for six different beamforming scenarios in Fig. 3.20.
The location of the desired scan angle and achieved maximum are indicated by the red cross
and purple dot, respectively. As can be seen in Fig. 3.20, in some cases, the desired scan angle
and achieved maximum are off by a few degrees. However, the radiation pattern at the desired
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(a) az = 0°, el = 0°.
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(b) az = 35°, el = 35°.
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(c) az =−35°, el = 35°.
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(d) az =−35°, el =−35°.
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(e) az = 35°, el =−35°.
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(f) az = 45°, el = 45°.

Figure 3.20: Measured radiation patterns for different beamforming scenarios. The goal was
point the beam in a certain direction and simultaneously reach an SLL of -20 dB. The target
and the achieved maximum are indicated by the red cross and purple dot, respectively.
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scan angle is always within the −3 dB contour with respect to the measured maximum. In
fact, in all the assessed beamforming scenarios (−45°≤ az≤ 45°, −45°≤ el ≤ 45°) this was
the case.

An additional goal was to have an SLL of −20 dB or lower in each of the beamforming
scenarios. In each of the measured patterns in Fig. 3.20, contours are drawn for −3, −10
and −20 dB. Hence, apart from the contours around the main lobe, the contours shown in
Fig. 3.20 indicate the locations of side lobes exceeding −20 dB. In all six scenarios, con-
tours are present outside of the main lobe region, implying that the target SLL of −20 dB is
not accomplished. Likewise, an SLL of −20 dB was hardly met in the 361 assessed beam-
forming scenarios, since almost always some small regions exceeded the limit. Especially at
scan angles of 40° onwards, the performance deteriorates and more side lobes start to exceed
−20 dB, as can be seen in Fig. 3.20(f), for instance.

The discrepancies in desired and achieved radiation pattern is most likely caused by load
pull effects. As can be seen in Fig. 3.18, the achieved element excitation changes under
the effect of other elements. This effect is deterministic and can, in principle, be taken into
account. However, much more measurements have to be performed to completely compensate
for load pull effects. Therefore, if a strict SLL is required in the intended application, it is
recommended that either the mutual coupling between the elements has to be reduced, the IC
has to be made less sensitive to load pulling, or a combination of both.

3.4.2 Phase calibration and EIRP

If the SLL is not of interest, and solely the radiated power towards a user should be max-
imized, a phase calibration is sufficient. In the left column of Fig. 3.21, the phase of each
individually excited element along the array is shown for three different frequencies when no
phase shift is applied by the ICs. The large phase deviation over the elements implies that
the radiation from the individual elements would not completely constructively interfere if all
elements are excited simultaneously. The phase has been measured in a far-field setup where
the distance between the antennas was 1.5 m. The distance between the center of the array to
the center of a corner element is 26 mm. This makes the maximum difference in path length
from any element to the opposite antenna 0.23 mm. At a frequency of 29.5 GHz, this corre-
sponds to a phase difference of 8°. In the left column of Fig. 3.21, however, the deviation in
phase is much higher than 8°, implying that the phase deviation is caused by the array itself
instead of being a measurement artifact.

To compensate for the deviations in measured phase, an iterative searching routine was
performed. First, the phase of an uncalibrated element is determined. Based on the measured
phase, an estimate of the required phase setting is calculated in an attempt to achieve a cer-
tain phase reference, for instance 0°. In this case, the estimate is based on the phase shift
of an ideal 6-bit phase shifter. If the phase setting is set, the element is measured again and
compared to the reference phase of 0°. This procedure is repeated until a desired accuracy
is reached, and is repeated for every element. Moreover, since the array contains all kind
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of frequency-dependent components, such a calibration procedure has to be repeated for dif-
ferent frequencies if the array will be operating at different frequency bands. The results of
this calibration procedure are illustrated in the right column of Fig. 3.21. As can be seen,
the phase deviation is much smaller compared to the uncalibrated array and is below 2° on
average.

In Fig. 3.22, the improvement in gain of a calibrated versus an uncalibrated array is shown.
In this case, a phase calibration has been performed for three different frequencies, and the
improvement has been measured over a wider frequency range. As expected, the improvement
in gain in the center of the frequency range is highest when the calibration was performed at
28.0 GHz. Similarly, the improvement in the lower part and upper part of the frequency band
is highest when the calibration was performed at 26.5 and 29.5 GHz, respectively. Moreover,
although a phase calibration can, in principle, be performed for only one frequency, Fig. 3.22
shows that the gain can be increased over a much wider frequency range.

Since the aim of a phase-only calibration is to maximize the power towards a user, the
EIRP, which is defined as input power times realized gain, of the array at P1dB has been
determined. For this measurement, first a phase calibration was carried out. A standard gain
horn (SGH) having a known gain was positioned opposite to the array at a distance of 1.5 m.
Then, a sweep on the input power of the array was performed to determine for what input
power the array reaches compression. Subsequently, the gain of the array was determined
using a relative-distance sweep as described in Chapter 4. This procedure is repeated for
seven frequencies and both polarizations, and the resulting EIRP at P1dB is shown in Fig. 3.23
using the solid lines. Error bars are included that indicate the 2σ -confidence intervals. These
error bars are based on the uncertainty of the used power meter, the reference load which was
used to calibrate the power meter, and the uncertainty in the determined gain of the array. As
can be seen in the figure, an EIRP in the order of 54 to 55 dBm was measured. Based on
CST simulations and the datasheet of the IC, an EIRP in the order of 58 dBm was expected.
This discrepancy of 3 to 4 dBm is most likely due to the following two reasons. As shown
in Fig. 3.16, the ICs reach P1dB for different input powers. As a result, when the array
reaches compression, some ICs are beyond their P1dB, whereas other ICs are still in their
linear regime. This implies that if all ICs would reach compression for the same input power,
the measured EIRP at P1dB would have been higher. Moreover, the measured gain of the
array is 1 to 2 dBi lower compared to the expected gain. Effects due to mutual coupling (i.e.,
changing active impedance of the elements and load pulling) are probably the cause of this
reduction in gain.

3.4.3 Online calibration

During operation, environmental effects and aging of the electronics impact the performance
of the antenna array over time. To compensate for these effects, the array has to be recalibrated
periodically. The procedures described in Section 3.4.1 and 3.4.2 are suitable to calibrate the
array in a measurement facility, but cannot be used to calibrate the array once installed in the
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Figure 3.21: Measured phases of all 64 elements when no calibration is performed (left col-
umn) and when a phase calibration is performed (right column). The array has been calibrated
on three different frequencies.
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field. Hence, another method has to be considered for online calibration.
One of the methods to perform online calibration requires a separate probe antenna to be

embedded in the array or to be installed close to the array [36]. In the realized phased array,
the ICs belonging to one polarization can be put in transmit mode, and simultaneously the ICs
belonging to the other polarization can be put in receive mode. This means that the antennas
of, for instance, the vertical polarization can be used as a probe to calibrate the horizontal
polarization, and vice versa.

The online calibration procedure demonstrated using the presented phased array is as fol-
lows. First, the phase calibration as shown in Section 3.4.2 is performed on the horizontal
polarization of the array while in transmit mode. After that, a center element of the vertical
polarization is used as probe, and the response of each calibrated element of the horizontal
polarization is measured sequentially. Although the IC connected to the probe is subject to
drift over time, the effect of drift by the probe is present in all the measurements and can be
discarded by storing the complex ratios of these measurements instead of the absolute mea-
surements. Once the array is installed in the field and the response of the ICs has been drifting
as a result of temperature, for instance, the probe is again used to measure the response of ev-
ery element sequentially. In turn, the phase settings are adjusted until the measured complex
ratios equal the stored complex ratios, bringing the array back in a calibrated state.

To mimic the situation of drifting ICs, a small random offset has been added to the phase
settings of a calibrated array. In the left column of Fig. 3.24, the resulting phases measured
using a far-field measurement setup are shown for three different frequencies. The random
offset was chosen such that the maximum phase difference among the elements was limited to
40°. After the online calibration procedure was finished, the phases shown in the right column
of Fig. 3.24 were measured. As can be seen, the resulting phase differences are comparable
to the phase differences of the calibrated array as shown in Fig. 3.21. The phases shown in
Fig. 3.24 have been measured in a far-field setup, but note that these measurements have not
been used in the calibration procedure. These measurements are solely performed to show
the effect of the calibration procedure on the phase of each element.

The significant mutual coupling present in the array in combination with the high dynamic
range of the available vector network analyzer (VNA) allowed for using solely a center ele-
ment as probe. If, however, less mutual coupling is present and/or the dynamic range of the
measurement equipment is limited, this online calibration procedure can be split over mul-
tiple sections that overlap. For instance, the 8-by-8 array could be split in four sections of
4-by-4 subarrays. In each subarray, a separate probe is used that particular subarray. Since
these subarrays are smaller than the full array, a lower dynamic range is required to calibrate
each subarray. To calibrate a subarray with respect to another, one element has to be mea-
sured by both subarrays. This calibration method would require slightly more time, resulting
in additional down time of the system. However, since the mutual coupling has shown to
cause significant impact on the ICs and EEPs (see Section 3.3.4 and 3.3.5), a mutual coupling
reduction is recommended at the cost of a slight increase of down time.
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Figure 3.24: Measured phases of all 64 elements when no calibration is performed (left
column) and when a phase calibration is performed (right column) using an online calibration
procedure. The array has been calibrated on three different frequencies.
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3.5 Conclusion

In this chapter, the design, characterization and calibration of a 28 GHz 8-by-8 analog dual-
polarized active phased array is presented. The array is the university’s first prototype of
a 5G mm-wave active phased array and is developed as testbed to experiment with OTA
characterization and phased array calibration methods. Design considerations are presented
and the implementation of the BFN is shown in detail. Since the antenna module is highly
integrated, characterizing components individually is impossible. Instead, OTA measurement
results are shown that are used to deduce the performance of the BFN and the ICs under the
influence of mutual coupling, for instance. Furthermore, three calibration methods are shown,
which can be used to enhance the performance of the phased array.

In Section 3.4, it is shown that the array is functional, i.e., the main lobe of the array
can be pointed in desired directions and an EIRP in the order of 54 to 55 dBm is achieved
at P1dB. However, throughout the chapter, it is shown that some aspects of the phased array
can be improved. For instance, the BFN does not perform as desired, resulting in a lower
EIRP at the array’s P1dB. To solve this, the use of Wilkinson junctions instead of T-junctions
is proposed, at the price of increased complexity and cost. Moreover, the PCB was slightly
warped, causing a non-uniform thermal connection among all ICs. Possible measures to
balance the thermal conductivity are to introduce more copper symmetry in the PCB which
reduces warpage, to create a heat sink that is made conformal to the heights of the ICs, or
to strengthen the IC’s connection to the PCB such that the PCB can be straightened by force
without breaking the solder joints. Furthermore, load pulling caused by mutual coupling
showed to have a significant effect on the complex response of the ICs. Also the EEPs showed
to suffer from mutual coupling. To cope with these issues, measures can be introduced to
reduce the mutual coupling from one element to another and make the antenna element less
dependent on its direct environment, in turn, improving the performance of the array.
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CHAPTER FOUR

Accurate Gain Measurement Technique
for Limited Antenna Separations1

4.1 Introduction

One of the most important parameters of an antenna is its gain. In the last decades, several
measurement techniques were developed to accurately determine the gain of an antenna, such
as for instance the state-of-the-art extrapolation measurement technique [58]. Less rigorous
measurement techniques often use the Friis equation to determine the antenna gain [59], [60].
By using the Friis equation, some assumptions are made that cannot be satisfied in any prac-
tical measurement setup. First of all, the receive antenna is assumed to be excited by a plane
wave. In every practical setup, however, the distance between the transmit and receive antenna
is finite. Due to the spherical nature of the radiated waves, the limited separation between the
two antennas results in a non-uniform phase distribution over the area of the receive antenna.
Second, the antennas are assumed to be a point source or sink and the distance between the
antennas has to be known. An antenna has a certain size, which makes it sometimes unclear
what should be regarded as the antenna’s reference point. In turn, this generates an uncer-
tainty in the distance between the antennas. Lastly, a free-space environment without any
scattering is assumed. In every measurement setup, however, reflections are inevitable, creat-
ing multipath components or standing waves between the antennas, potentially disturbing the
measurement.

In practice, it is often assumed that the first two assumptions are met when the antennas
are separated by the commonly known Fraunhofer distance [61]. In [62], it is shown that if
a maximum error as low as 0.05 dB is desired, without applying a proximity correction, the
aperture-to-aperture distance between the assessed SGHs should be as large as 16 times the
Fraunhofer distance. However, in [63] it is shown that if not the aperture-to-aperture distance

1This chapter is based on [P5].
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is used, but instead the phase centers are chosen as the reference points of the antennas,
the proximity correction is basically reduced to 0.02 dB if the antennas are separated by
the Fraunhofer distance. In [64]-[68], more experimental results are shown indicating that
accurate results can be obtained at one or two times the Fraunhofer distance when using the
phase centers as reference points. In these papers, different approaches are taken in order to
determine the phase centers. In [63], [64] a separate measurement requiring a different setup
is used to determine the phase centers, whereas in [65]-[67], the used phase centers are based
on simulations. In [68], an explanation of how the phase centers are determined is omitted.

In this chapter, a novel measurement technique is presented that allows for accurate gain
measurements for limited antenna separations. This far-field technique requires the measure-
ments to be performed for multiple separations between the antennas. The method relies on
relative distances (i.e., changes in distance), instead of knowing the exact absolute distance
between the antennas. Using this method, the amplitude center of the antennas can be found.
This reduces the error in the estimation of the distance between the antennas, subsequently re-
ducing the error in determined gain. Moreover, it can be assessed at what antenna separation
far-field conditions are met, allowing for accurate far-field measurements at minimum an-
tenna separations. This allows for accurate gain measurements in measurement setups where
the distance between the antennas is limited, as in for instance the small anechoic chambers
which are typically used for the characterization of mm-wave antennas [69], [70]. Further-
more, reflections caused by scatterers are (partly) averaged since multiple measurements are
performed. Using three Ka-band aperture antennas, measurement data have been acquired
and the gain of the three antennas has been determined. It is shown that, without relying on
simulated data or having to perform a separate measurement, the gain of the antennas can be
determined accurately for separations of one to two times the Fraunhofer far-field distance.

The outline of the chapter is as follows. In Section 4.2, a discussion on the definition
of the phase center and amplitude center is given. Section 4.3 is devoted to the presented
gain measurement technique. In Section 4.4, measurement results are shown. Moreover, a
model is presented to interpret the obtained results. In Section 4.5, the performance of the
technique is evaluated and compared to the extrapolation measurement technique. Finally, in
Section 4.6, the conclusion is presented.

4.2 Phase and amplitude center

In [63]-[68], the phase center is used as the antenna’s reference point. The definition of the
phase center is as follows [71]: “the location of a point associated with an antenna such
that if it is taken as the center of a sphere the radius of which extends into the far field,
the phase of a given field component over the surface of the radiation sphere is essentially
constant, at least over that portion of the surface where the radiation is significant.” This
definition is ambiguous, as the resulting location depends on which portion of the radiation
sphere is assessed. For instance, in [63], it is shown that depending on the choice of angular
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Figure 4.1: Schematic of a typical gain measurement setup, including the definition of the
reference plane (RP) of each port. The amplitude centers are indicated by the green dots, and
the distance d between the antennas is defined from amplitude center to amplitude center.

region (1° ≤ θ ≤ 10°) and principal cut, the determined phase center location of a SGH
can vary up to four wavelengths. On top of that, to determine the phase center, a separate
measurement [63], [64] or simulation [65]-[67] is required, which is generally undesired.

Instead of using the phase center, also the amplitude center can be used as the reference
point of the antenna. In [72], the amplitude center is defined as follows: “a point from which
the field amplitude varies relatively close to the inverse distance variation in a specified direc-
tion over some distance range.” The concepts of the phase and amplitude center are related
as they both describe a point where the radiation seemingly originates from. Based on the
definition, however, for a given direction, the amplitude center can be uniquely determined
when the separation of the two antennas is ‘large enough’ such that far-field conditions are
met. This essentially means that the phase variation of the non-uniform phase distribution
over the aperture of the receiver has to be insignificant. In turn, this implies that the distance
is ‘large enough’ and that far-field conditions are met when increasing the antenna separation,
hence, making the phase distribution over the aperture more uniform, does not alter the cal-
culated gain of the antenna. Moreover, the definition of the amplitude center relies only on
radiation from a specified direction. Therefore, finding the amplitude center does not require
knowledge (either simulated or measured) of the radiation pattern in another direction than
the direction of interest, as is the case for finding the phase center. Due to these advantages,
the amplitude center as described in [72] is adopted as the antenna’s reference point in this
thesis for determining the antenna gain.

4.3 Antenna gain measurement technique

The presented gain measurement technique is based on the Friis equation and is a variation of
the three-antenna method [60]. In Fig. 4.1, a schematic of a typical gain measurement setup
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for the three-antenna method is shown. Two unknown antennas are positioned opposite to
each other and are placed in an anechoic chamber. Both antennas are connected to a calibrated
VNA such that the reference planes (RPs) are located at the input ports of the antennas. Then,
the Friis equation can be cast in the following form

Pr

Pt
= |S21|2 = GrGt

(
λ0

4πd

)2

. (4.1)

Here, Pr and Pt are the power levels at the RPs of the receiving and transmitting antenna,
respectively, and S21 represents the measured forward S-parameter. The wavelength in free-
space is denoted by λ0, d is the distance between the amplitude centers of the two antennas,
and Gr and Gt represent the realized gains of the receiving and transmitting antenna, respec-
tively. By performing one single measurement for one given distance, (4.1) can be used to
solve for the product of both realized gains (often referred to as realized pair gain). By per-
forming three measurements using three (unknown) antennas, the realized pair gain of each
antenna pair can be determined.2 Subsequently, the realized gain of each AUT can be calcu-
lated.

Typically, the amplitude center of the used antennas is not exactly known. In a con-
ventional three-antenna-method measurement, this leads to an increased uncertainty in d.
However, if multiple measurements are performed, while one of the antennas is translated,
this uncertainty in d can be reduced. This is done by relying on the relative distances (i.e.,
changes in distance) between the positions of the antenna that is translated instead of on the
absolute distance between the antennas. To show this, the distance between the antennas is
from this point onwards denoted by d = d0 +∆d. Here, d0 is the unknown distance between
the amplitude centers of the antennas of the first measurement. The term ∆d represents the rel-
ative distance of the translated antenna and can be treated as a measurable (known) variable.
By writing d = d0 +∆d, (4.1) can be written as

GrGt =
(
|S21|(d0 +∆d)

)2
(

4π

λ0

)2

. (4.2)

The realized gain of an antenna is a far-field parameter, and is thus per definition independent
of d. This means that if far-field conditions are met, both sides of (4.2) are constant. By per-
forming multiple measurements with different antenna separations, both d0 and the realized
pair gain can be determined.

In Fig 4.2, the workflow of a relative-distance sweep and a physical interpretation of the
parameter d0 and variable ∆d is depicted. Figure 4.2(a) represents the first measurement of the
relative-distance sweep, indicating the meaning of d0. Subsequently, as shown in Fig. 4.2(b),
AUT 2 is translated by some measurable distance ∆d and the second measurement is per-
formed. This process continues until sufficient measurements are performed. In Section 4.5,

2In (4.1), it is assumed that both antennas are linearly polarized and that the polarizations are matched. If
the orientation of the polarization of the antennas is unknown and/or one of the three antennas is elliptically
polarized, up to six measurements have to be performed to fully characterize the gain of the antennas [58].
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(a) The parameter d0 equals the distance between amplitude centers of the first mea-
surement.

(b) In the subsequent measurements, AUT 2 is translated. The value for d0 is still
unknown and is equal to d0 in the first measurement. It is assumed that the transla-
tion ∆d can be accurately measured.

(c) In the measurement sweeps performed for this chapter, the apertures were touch-
ing at the first measurement. This means that in this chapter, d0 equals the sum of
the amplitude centers of the AUTs with respect to their apertures.

Figure 4.2: Schematic of the workflow of a relative-distance sweep measurement, including
the definition of d0 and ∆d.

Figure 4.3: Measurement setup with the Ka-band OEWG and SGH. The distance sweep
started when the aperture planes of the OEWG and SGH coincided, hence, ∆d equals in this
measurement the aperture-to-aperture distance.
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the meaning of sufficient in the context of the presented gain measurement technique is dis-
cussed.

In the measurement sweeps performed for this chapter, the apertures were always touching
at the first measurement. Needless to say, far-field conditions are not achieved when the
apertures are touching and the Friis equation is not valid in that case. Having the apertures
to touch at the first measurement, however, helps to show the principle of the measurement
technique and is not a requisite for utilizing the presented technique. Additionally, having the
apertures to touch at the first measurement means that in this chapter, d0 equals the sum of
the amplitude centers of the AUTs with respect to their apertures, as illustrated in Fig. 4.2(c).

4.4 Measurement results

4.4.1 Relative-distance sweep: OEWG and SGH

To illustrate how d0 can be determined, a measurement using a relative-distance sweep has
been performed. In this measurement, an open-ended waveguide and SGH operating at Ka-
band were positioned opposite to each other (see Fig. 4.3), and the distance between the
apertures was linearly increased from 0 to 1 m, in steps of 2 mm.3 As a post-processing step,
the realized pair gain has been calculated using (4.2) for different estimations of d0, denoted
by d̂0, and the results at 40 GHz are shown in Fig. 4.4.

The realized pair gain calculated using d̂0 = 0 is shown in blue in Fig. 4.4. Choosing
d̂0 = 0 means that in this measurement, the amplitude center of the antennas is estimated to be
at the aperture. This implies that for this estimation of d̂0, the distance between the antennas is
measured from aperture to aperture. It is evident to see that the determined realized pair gain
show an increasing trend with respect to an increase in separation. This implies that either the
non-uniform phase distribution is still significant, the choice of d̂0 is poor, or a combination
of both. In red, the calculated realized pair gain is shown for d̂0 = 25 mm, which is a third
of the flare length of the SGH. If the amplitude center of the OEWG is assumed to be at its
aperture, this choice of d̂0 corresponds to estimating the amplitude center of the SGH to be
25 mm inside of the SGH. The red line shows a trend of decreasing pair gain for increasing
∆d, preventing an exact determination of the realized pair gain.

In yellow, the resulting pair gain is shown where d̂0 was determined by a linear least-
squares fitting routine. Since the pair gain is by definition independent from separation, this
routine determines the value for d̂0 such that the difference between |S21|(d̂0 +∆d) and a
constant is minimized. In other words, d̂0 is chosen such that it minimizes the residual of
the fit of |S21|(d̂0 +∆d) to a constant. For small antenna separations, the non-uniform phase
distribution is significant. Hence, in this fitting routine, only data have been used where ∆d
(i.e., the aperture-to-aperture distance) exceeded the Fraunhofer distance, which is 0.48 m and

3The large amount of 501 measurement points and the small step size of 2 mm is taken to show the principle
of the measurement technique, and is not required by the technique, see Section 4.5.
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Figure 4.4: Determined realized pair gain of an OEWG and a SGH for different estimations
of d̂0, f = 40 GHz. The blacked dashed lines are calculated using the isotropic radiator model
presented in Section 4.4.2.

is indicated by the green dotted line. The parameter d̂0 was determined to be 12 mm, and it
can be seen in Fig. 4.4 that the calculated pair gain does not show an increasing or decreasing
trend for separations larger than the Fraunhofer distance. In fact, already from a separation
of 0.3 m, far-field conditions appear to be met. The deviations present in the measurement
data are most likely due to scatterers in the anechoic chamber and small errors in the exact
translation ∆d.

4.4.2 Isotropic radiator model

To better interpret the obtained results for d̂0 = 0 mm and d̂0 = 25 mm in Fig. 4.4, a mathe-
matical model is constructed where the antennas are treated as isotropic radiators. In Fig. 4.5,
a schematic of the model is depicted. Perfect spherical waves that obey the inverse-square
law are originating from the transmitter, which is indicated by the yellow dot. The receiver,
indicated by a black dot, is positioned a distance da away from the transmitter. Since the re-
ceiver is treated as a point object, no phase curvature is present along the receiving aperture.
This means that the transfer from one point object to the other can be written as follows

|S21|2 =
Aiso

d2
a

=

(
λ0

4πda

)2

, (4.3)
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Receiver

Real position

transmitter

Figure 4.5: Schematic of a mathematical model where the antennas are treated as point object
with an isotropic radiation pattern, transmitting perfect spherical wavefronts. The position of
the transmitter (yellow) is typically not exactly known, so the distance can be underestimated
(blue) or overestimated (red).

where Aiso is the effective aperture of an isotropic radiator [59]. Suppose that we want to
determine the pair gain of the isotropic radiators using (4.1), but the distance is not exactly
known and an estimate of da has to be made. This estimate is denoted by d̂a = da + δd,
with δd being the error in the estimate. By inserting (4.3) and the estimate d̂a in (4.1), the
following equation can be derived

ĜrĜt =

(
λ0

4πda

)2

(da +δd)2
(

4π

λ0

)2

=

(
da +δd

da

)2

=

(
1+

δd
da

)2

, (4.4)

where ĜrĜt is the estimated realized pair gain for the distance estimation d̂a.
With this mathematical model in place, let’s observe what happens for different estima-

tions of the exact value for da. If the distance is correctly estimated, i.e., δd = 0, the result is
achieved that, independent from antenna separation, the pair gain of the isotropic radiators is
equal to unity, which is to be expected. If, however, the real distance is larger than the esti-
mated distance (δd < 0), it can be seen in (4.4) that the estimated realized pair gain is smaller
than one. Vice versa, if the real distance is smaller than the estimated distance (δd > 0), the
estimated realized pair gain is larger than one. Moreover, regardless of sign, for a fixed δd
and increasing da, the estimated pair gain eventually converges to unity.

The presented model is analogous to not knowing the amplitude center of a physical an-
tenna and, therefore, underestimating or overestimating the distance between the antennas.
Every colored solid line in Fig. 4.4 is accompanied by a dashed black line. These black lines
are constructed using the aforementioned mathematical model and are proportional to (4.4).
Hence, they represent the determined gain of antennas that, independent of separation, can
be treated as point objects, for different errors in the estimation of the absolute distance be-
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tween these point objects. These errors are −12 mm, 13 mm and 0 mm, and correspond to
the differences in d̂0 with respect to the estimation found by least-squares fitting routine. The
similar trend observed in the model and the measured data from a separation of about 0.3 m
indicates that the increase and decrease in determined realized pair gain shown by the blue
and red line, respectively, follow the inverse-square law and thus the antennas can be treated
as point objects. This implies that, for separations larger than 0.3 m, the blue and red line
in Fig. 4.4 are dependent on antenna separation because of a poor choice of reference points,
and not due to the non-uniform phase distribution over the aperture of the receiving antenna.

Note that the black dashed lines in Fig. 4.4 converge to the same pair gain for increas-
ing separation. This indicates that the blue and red line also converges to the same pair
gain, essentially making the determined pair gain independent from the choice of d̂0 for a
large value of ∆d. This observation is compatible with the statement that if the separation
between the antennas is taken to be large enough, the choice of reference point becomes in-
significant [63], [73]. However, especially with the rise of small anechoic chambers for the
characterization of, for instance, 5G mm-wave phased arrays, separating the antennas by very
large distances is impossible [69], [70]. As can be observed in Fig. 4.4, for limited separations
in the order of the Fraunhofer distance, a poor choice of absolute distance can lead to an error
in the order of 0.2 dB in the realized pair gain. This emphasizes the importance of choosing a
proper reference point when antennas are measured in anechoic chambers where separations
in the order of the Fraunhofer distance can only be achieved.

4.4.3 Relative-distance sweep: SGH and SGH

A similar sweep as described in Section 4.4.1 is performed with two SGHs. In this measure-
ment, the sweep was from 0 to 1.3 m, in steps of 1 mm.4 The pair gain has been determined
for different choices of d̂0 and the results are shown in Fig. 4.6. The values of d̂0 are selected
in the same way as described in Section 4.4.1. The distance between the antennas is measured
from aperture to aperture for d̂0 = 0 mm. For d̂0 = 50 mm, the amplitude center is taken to be
25 mm inside both the SGHs, which equals a third of the SGH’s flare length. It can be seen
that for these two choices of d̂0, the determined pair gain depends on ∆d, indicating a poor
choice of d̂0. Based on the least-squares fitting routine introduced in Section 4.4.1, a d̂0 of
33.3 mm is determined at first. Since far-field conditions were met from ∆d = 0.3 m onwards
for the measurement with the OEWG and SGH shown in Fig. 4.4, initially, data were used
in the fit to estimate d0 of the measurement with two SGHs that exceeded ∆d = 0.3 m. The
resulting pair gain is shown in Fig. 4.6 in purple. It is evident to see that the determined pair
gain is not constant with respect to separation. In fact, a regular pattern in the trend can be
identified. Around ∆d = 0.3 m, the determined realized pair gain is below 42.5 dBi, as indi-
cated by the black dotted line. From about ∆d = 0.4 m to ∆d = 0.9 m, the pair gain exceeds

4The large amount of 1301 measurement points and the small step size of 1 mm is taken to show the principle
of the measurement technique, and is not required by the technique, see Section 4.5.
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Figure 4.6: Determined realized pair gain of two SGHs for different estimations of d̂0, f =
40 GHz. The blacked dashed lines are calculated using the isotropic radiator model presented
in Section 4.4.2. The black dotted line is meant as visual reference.

42.5 dBi, and from ∆d = 0.9 m it drops again below 42.5 dBi. This regular pattern being
present indicates that far-field conditions are not yet met from ∆d = 0.3 m.

Since no estimate of d0 can be found that results in far-field conditions, it can be con-
cluded that the non-uniform phase distribution over the receiver’s aperture is still significant
for separations as small as 0.3 m. By iteratively reducing the dataset and omitting the mea-
surement points for the smallest separations, the regular pattern in the residual between the fit
and a constant decreased and eventually disappeared. It was observed that from a separation
of 0.8 m, far-field conditions were met with a d̂0 of 23.7 mm as indicated in yellow in Fig. 4.6.
It can be seen in the figure that the yellow line does not show a structural increase or decrease
with respect to increasing ∆d, indicating that both the non-uniform phase distribution is in-
significant and that a suitable estimate for d0 is found. In Fig. 4.7, a flowchart of the used
approach is shown.

In Fig. 4.6, every solid line is accompanied by a converging black dashed line. These
black lines are constructed using the model presented in Section 4.4.2. Also here, the black
lines represent the determined realized pair gain of the antenna pair when the antennas are
treated as point objects, for different errors in the estimation of the absolute distance between
these point objects. The high degree of similarity from ∆d = 0.8 m onwards indicates that
the solid lines corresponding to all three choices for d̂0 converge to the same pair gain. This
strengthens the choice of d̂0 = 23.7 mm.
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Figure 4.7: Flowchart of the measurement technique to estimate d̂0 and the pair gain of one
antenna pair.

To determine the Fraunhofer distance, it is commonly accepted to use the largest dimen-
sion of the largest AUT and is, therefore, independent of the other AUT. In both experiments
described, the largest antenna was the same SGH, so for both the experiments the Fraunhofer
distance was 0.48 m. Note that in Fig. 4.4 it is shown that in the measurement with the OEWG
and SGH, far-field conditions are met from 0.3 m, whereas in Fig. 4.6, far-field conditions
are met from 0.8 m onwards. This implies that although the Fraunhofer distance is indepen-
dent of the smallest AUT, in practice, it depends on both AUTs from which distance far-field
conditions can be reached.

4.4.4 Determining the realized gain

The results in Fig. 4.4 and 4.6 show the determined realized pair gain of the AUTs. The goal
of the presented gain measurement technique is eventually to determine the realized gain of
an individual antenna. To determine the gain of an antenna using the three-antenna-method,
first, the pair gain of each combination of three (unknown) antennas has to be determined. The
three antennas that are used to acquire the data for this chapter are shown in Fig. 4.8. Two
of the antennas are identical Ka-band SGHs from Flann Microwave (model 22240-20 [74]),
and the other AUT is a Ka-band OEWG from NSI-MI Technologies (model ANT-WGP-26.5-
40 [75]). Absorber material has been used to prevent reflections from the antenna mounts
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and flanges, as can be seen in the figure. Since the two SGHs are identical, the measurement
results of each of the SGHs in combination with the OEWG shows very similar results. To
prevent repetition of results, therefore, only the measurement results at 40 GHz for two of the
three required distance sweeps are shown (see Fig. 4.4 and 4.6).

The true realized gain of the AUTs is not known. The gain values provided by the
datasheet are based on a calculation and have a relatively large maximum possible error of
±0.3 dB [76], making these values not a suitable reference. Instead, based on the dimensions
provided in the datasheet, a 3D model of the SGH was constructed to perform a full-wave
simulation and is used as comparison. Since not all details of the antennas are available,
and errors in manufacturing are not taken into account in the simulation models, the simula-
tion results are not treated as a reference, but as a plausibility check for the results obtained.
The simulations were performed using CST Microwave Studio and the models are shown
in Fig. 4.9. The metal conductors are made out of aluminum (ρ = 3.56× 107 S/m) and the
absorbers are modeled by a surface impedance sheet having an impedance equal to the wave
impedance of free space (Zabs = 377 Ω). Since the details of the 2.92 mm coaxial to WR28
waveguide transitions are not known, these adapters are not modeled, causing the RP of the
simulation and measurement not to be at the same location, as can be seen in Fig. 4.10.

The simulated realized gain of the SGH is shown in Fig. 4.11 in purple. Moreover, the
determined realized gain of both SGHs is shown in the figure as well. The difference in the
measured gain of both SGHs is less than 0.02 dB on average, and is maximum around 0.06 dB
at the very end of the frequency band. Although the SGHs are identical, a deviation in the
order of 0.02 dB on average is expected and can be attributed to manufacturing tolerances
and uncertainties in the measurements. Moreover, the simulated and measured realized gain
show the same trend, but there is still a reasonably large offset of about 0.2 dB on average
present. As mentioned, the adapter is lacking in the simulation model. Therefore, a back-
to-back measurement of the adapter has been performed, and half the insertion loss of this
measurement has been subtracted from the simulation results in order to compensate for the
adapter.5 The result is shown in Fig. 4.11, and a good agreement is present, strengthening the
validity of the acquired results.

The measured realized gain of the OEWG is shown in Fig. 4.12 in blue. A peak-to-peak
ripple in the order of 0.4 dB is visible on the realized gain. The reflection coefficient of the
OEWG had been measured as well, and the ripple on the realized gain was found to be present
mainly due to the impedance mismatch of the OEWG. Since no information on the adapter
is available and the OEWG consists of one metal piece making a back-to-back measurement
of the adapter impossible, considering the absolute gain of the simulation and measurement
of the OEWG results in a better comparison. In red and yellow, the measured and simulated
absolute gain of the OEWG are shown. Still some discrepancies are present. This is mainly

5Strictly speaking, the full S-parameter matrix associated with this adapter has to be taken into account to
compensate for the adapter. However, since the measured reflection coefficients of the back-to-back measure-
ments were below −20 dB, the S11 and S22 of the adapter were assumed to be zero.
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Figure 4.8: The three Ka-band AUTs, including absorbing material to prevent reflections
from the antenna mounts and flanges.

(a) (b)

Figure 4.9: CST models of the (a) SGH and (b) OEWG.

(a) (b)

Figure 4.10: Side view of the (a) SGH and (b) OEWG, indicating the RPs in the measurement
and in the simulation.
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Figure 4.11: Simulated and measured realized gain of the SGHs.

26 28 30 32 34 36 38 40

Frequency [GHz]

5

5.5

6

6.5

7

7.5

8

G
ai

n
 [

d
B

i]

Realized gain, measured

Absolute gain, measured

Absolute gain, simulated

Absolute gain, simulated, slightly blunted

Absolute gain, simulated, Z
abs

 = 390 

Figure 4.12: Simulated and measured gains of the OEWG. Three simulated gains are de-
picted in order to show the sensitivity of the resulting gain with respect to small changes in
the simulation setup.
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Figure 4.13: Uncertainty of the fitted parameter (i.e., the realized gain).

the result of the sensitivity of the determined gain to small changes in the simulation setup.
For instance, in green, the simulated absolute gain is shown for the case where the edge of
the tapered metal piece at the aperture is slightly blunted. As another example, in purple,
the absolute gain is shown where the impedance of the absorbing material is changed to
390 Ω. These slight adaptations to the simulation model show the sensitivity of the OEWG
simulation model on the resulting gain, indicating that such a simulation is not suited for a
detailed comparison. Despite that, the measured and the three simulated absolute gains show
the same trend and are the same order of magnitude, which shows that the acquired measured
results are trustworthy.

In Fig. 4.13, the standard deviation of the uncertainty on the realized gain due to the fitting
process is shown. As can be seen in the figure, the uncertainty is less than 0.015 dB on average
and has a maximum of 0.027 dB around 34.5 GHz. This uncertainty includes errors in the
exact translation of the antenna, cable bending uncertainties, VNA drift, multipath scattering
due to the non-ideal anechoic environment and reflections between both antennas. It does
not include uncertainties in the values of the calibration standards and uncertainties in the
alignment of the antennas. For some frequencies, especially around 34.5 GHz, the fitting
uncertainty is dominated by the reflections between both antennas. Since these reflections are
deterministic, they could be included in the model, resulting in a decreased fitting uncertainty.
However, this results in additional complexity and is outside the scope of this chapter.

As mentioned, the true realized gain of the AUTs is not known. Hence, the determined
gains shown in this section cannot be validated. Due to uncertainties in the values of the
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calibration standards of the VNA and uncertainties in the alignment of the antennas, for in-
stance, the true realized gain of the AUTs might very well be different from the realized gains
reported in this section. However, it should be emphasized that although the reported realized
gains cannot be validated, the compliance with the definition of the realized pair gain (and
thus realized gain) being constant with respect to separation, as shown in Fig. 4.4 and 4.6,
does validate that far-field conditions are met. This, in turn, validates the presented measure-
ment technique.

4.5 Evaluation of the gain measurement technique

4.5.1 Comparison to different choices of reference points

The curves in Fig. 4.4 and 4.6 showed the impact of the choice of reference points (i.e., dif-
ferent estimations of d̂0) on the determined realized pair gain for one frequency. In Fig. 4.14,
the difference in determined realized gain over the entire Ka-band for different choices of
reference points is shown, for three separations. The determined gain of the SGHs shown in
Fig. 4.11 is here treated as the reference. The reference points of the antennas are once again
chosen to be at the aperture (blue), at 1/3 of the SGH’s flare length (red) and determined by
the fitting routine (yellow). The solid, dashed and dotted lines represent a separation of 1, 1.5
and 2 times the Fraunhofer far-field distance, respectively. This separation is measured from
aperture to aperture. As expected, for increased separation, the differences go towards zero.
However, as can be seen in the figure, for a separation as small as the Fraunhofer distance, the
error in gain can be in the order of 0.2 dB or higher if the choice of reference point is poor.

4.5.2 Comparison phase and amplitude center

For each of the three combinations of antennas, a value for d0 is determined for each fre-
quency. For ∆d = 0, the apertures were touching, which means that in the presented measure-
ments d0 represents the sum of the amplitude centers of both antennas with respect to their
apertures. Similar to how the gain of the individual antennas can be determined by manipu-
lating the three determined pair gains, the amplitude center of the individual antennas can be
extracted by manipulating the three sums of amplitude centers. In Fig. 4.15, the determined
amplitude center of the two assessed SGHs are shown in blue and red. Note that the distance
being positive means that the amplitude center is inside the SGH.

In Section 4.2, a short discussion on the difference between the amplitude center and phase
center is given. Since both concepts describe a point where radiation seemingly originates
from, the question might arise if the same antenna gains as shown in Fig. 4.11 and Fig. 4.12
could have been acquired if a simulated or measured phase center was used. Since the position
of the phase center of an antenna is not uniquely defined as it depends on ‘the portion of the
surface of the radiation sphere where radiation is significant,’ two extremes are evaluated.
Typically, the region corresponding to the half-power beamwidth (HPBW) of the antenna is
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Figure 4.14: Improvement of the gain estimation of one of the SGHs by the presented gain
measurement technique over choosing the reference point at the aperture (blue) or at 1/3 of
the flare length (red) for different separations. The solid, dashed and dotted lines represent a
separation (measured from aperture to aperture) of 1, 1.5 and 2 times the Fraunhofer far-field
distance, respectively.

regarded as the significant region [63]. The HPBW was minimally 15° in both the E- and H-
plane over the entire frequency band, so an angular region of ±7.5° is used to determine the
phase center. On the other hand, the minimum angular region that can be used to determine
the phase center in CST is ±1°, so the calculated phase center using that angular region is
evaluated as well. In Fig. 4.15, the simulated phase centers of the SGH are also shown.
Although the phase center is not uniquely defined, both simulated phase center curves show a
very similar trend to the determined amplitude centers of the SGHs. This implies that taking
the distance between the antennas based on a simulated phase center, the determined realized
gain would not differ significantly from the determined realized gain shown in Fig. 4.11.

Likewise, in Fig. 4.16, the measured amplitude center and simulated phase centers of the
OEWG are shown. It can be clearly seen that the two different choices of angular region that
were assessed give rise to two completely different phase centers as function of frequency. At
some frequencies, the difference is in the order of a wavelength. Additionally, the measured
amplitude center shows totally different behavior, indicating that for an OEWG, the absolute
distance can be off by a wavelength if this distance is based on a simulated phase center. In
turn, this can result in an error of 0.2 dB in the determined gain of the AUTs for a separation
in the order of the Fraunhofer distance.
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Figure 4.15: Measured amplitude centers and simulated phase centers of the SGHs.
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Figure 4.16: Measured amplitude center and simulated phase centers of the OEWG.
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Figure 4.17: Comparison of the determined gain for different truncated datasets.

4.5.3 Number of measurements in the distance sweep

Although from a separation of 0.3 m and 0.8 m onwards the yellow lines in Fig. 4.4 and 4.6,
respectively, do not show an increasing or decreasing trend, still the yellow lines are not
completely flat. This is most likely due to scattering from the environment, reflections from
the opposite antenna and uncertainties in the exact displacement of the translated antenna.
An advantage of the presented measurement method is that since multiple measurement are
taken, these effects tend to average out. For this work, the transfer between the AUTs has
been measured for hundreds of different separations to properly show the principle of the
presented measurement technique. For practical purposes, it would be convenient if accurate
results could be obtained with far fewer measurements.

In theory, only two measurements are required to determine the two unknowns which are
present in (4.2). A third measurement is required to assess whether far-field conditions are
met, thus verifying that the non-uniform phase distribution is insignificant. Due to non-ideal
measurement conditions, as for instance scattering, more measurement points are recom-
mended. It is impractical to define in general how many measurements are required in order
to achieve a certain accuracy, as this mainly depends on the measurement setup. However,
based on the data acquired for this chapter, some guidelines can be drafted.

The following results are based on the data presented in Fig. 4.6. It is shown in Fig. 4.6 that
far-field conditions were met from 0.8 m onwards. However, it is in general not known from
which antenna separation far-field conditions are met. In Fig. 4.17, the pair gain determined
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by the fitting routine is shown for different truncated datasets. As a first step, the dataset
is truncated representing a measurement from 0.5 m to 1.3 m with a step size of 10 mm
(81 points). The fitting routine is used to estimate d0, and the determined pair gain for each
of the individual measurement points is illustrated in Fig. 4.17 using the blue circles, with an
average indicated by the blue dotted line. By looking at the difference between the individual
measurement points and the average determined pair gain, a regular pattern in the residual
can be observed. To illustrate this, a quadratic fit to this dataset has been added in Fig. 4.17,
depicted by the blue dashed lines. This regular pattern in the residual indicates that far-field
conditions are not met for this dataset. Therefore, the dataset is truncated further to 0.8 m to
1.3 m, having a step size of 10 mm (51 points), and the result is shown using the red crosses.
No clear recognizable pattern in the residual is present, indicating that far-field conditions are
met for this dataset.

As a next step, the dataset is reduced to two points, and the results are shown using yellow
diamonds (0.5 m separation) and purple squares (50 mm separation). The determined pair
gain is even for two measurement points very close to the pair gain determined by the full
dataset, which is illustrated by the black dashed line and denoted by ‘Reference’. This implies
that when far-field conditions are met, and no significant scatterers are present, having two
measurement points can be sufficient to determine the pair gain to great accuracy. However,
still it is recommended to take more measurement points than two. With only two points it is
not possible to verify whether far-field conditions are met because the residual between the
fit and individual measurement points will always be zero, as can be seen in Fig. 4.17.

4.5.4 Connection to the extrapolation measurement technique

In this chapter, the Friis equation is used to model the interaction between two antennas.
Wacker’s equation offers a more rigorous description than the Friis equation and is used in the
extrapolation measurement technique [58], [73]. When using this measurement technique, a
similar relative-distance sweep as used in the presented method is performed. Subsequently,
the data is fitted to a polynomial that accounts for the phase curvature over the receiver’s
aperture and standing waves between the antennas. Moreover, as claimed in [73], the pair
gain determined using the extrapolation method is independent of the choice of reference
point. Whereas this is true, it might not be immediately clear how the choice of reference
point affects the fit of the extrapolation method.

To conceptually show the connection of the extrapolation method to the presented method,
the polynomial in Wacker’s equation that describes the zeroth order of scattering is fitted to
the data acquired in the measurement using the OEWG and SGH (see Section 4.4.1) at 40
GHz from ∆d = 0.3 m to ∆d = 1 m for different choices of d0. The absolute value of the
zeroth order of scattering can be written down as follows

|S21|=
λ0

4πd

∞

∑
n=0

An

dn =
λ0

4πd

(
A0 +

A1

d
+

A2

d2 + ...

)
, (4.5)
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Figure 4.18: Comparison of the pair gain determined from (4.5) for different number of
terms and for different values of d0.

with An the constants that are to be determined by a least-squares fit. The constant A0 rep-
resents the square root of the pair gain. Hence, determining A0 is the objective when using
the extrapolation method. If the distance d is large, only the first term of the polynomial is
significant such that we arrive at the Friis equation. Note that d = ∆d + d0, so the constants
An determined by (4.5) are implicitly a function of d0.

Equation (4.5) contains infinitely many terms. Thus, selecting the optimum number of
terms is not always a trivial task. In Fig. 4.18, the pair gain for different number of terms and
for different values of d0 is shown. It can be seen in the figure that if the model only consists
of one term, all choices of d0 result in a different pair gain. If a three-term or four-term model
is selected, all five choices of d0 result to the same pair gain, verifying the claim the pair gain
determined using the extrapolation method is independent of d0. The pair gain for a d0 of
12 mm is independent of the number of terms, implying that a one-term model is suitable for
d0 = 12 mm. Hence, the number of terms required to fit the data accurately can be reduced
by making a good estimate of d0, reducing the risk of overfitting, in turn.

In this example, only data are considered that complied with the inverse-square law and
higher-order scattering terms were omitted. To thoroughly show the impact of choosing a ref-
erence point on the ability to fit Wacker’s equation to the data and avoid the risk of overfitting,
those effects have to be taking into account as well. This is, however, beyond the scope of the
chapter.
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4.6 Conclusion

In this chapter, a novel gain measurement technique based on a relative-distance sweep is
presented. Using this measurement technique, the distance between amplitude centers of the
antennas can be found. Knowing the absolute distance between the antennas allows for accu-
rate gain measurements to be performed at limited separations. Moreover, performing mea-
surements at multiple different distances allows for assessing whether or not the non-uniform
phase curvature over the receiver’s aperture has a significant impact on the determined gain,
and thus whether the distance between the antennas has to be increased in order to achieve far-
field conditions. Furthermore, since multiple measurements are taken, scattering and errors in
the exact displacement of the translated antenna tend to average out, hence, reducing the error
in the determined gain. These properties make the presented gain measurement technique
suitable for accurate gain determination in anechoic chambers where the separation between
the antennas is limited, as is for instance the case in the small chambers that are used for the
characterization of 5G mm-wave phased arrays.



CHAPTER FIVE

Contactless Characterization of
Millimeter-Wave Integrated Antennas1

5.1 Introduction

The short wavelength associated with the 5G mm-wave frequency band results typically in
individual antenna elements having a size in the order of 5 mm. This miniaturization opens up
the possibility to create an AoC or AiP [77]-[89], potentially reducing manufacturing costs
and decreasing RF losses. Processes suitable for high-volume manufacturing of AoCs or
AiPs are currently under development. Being able to measure typical antenna parameters,
such as the input impedance or the antenna gain, is useful to validate models which are used
to design integrated antennas produced using high-volume manufacturing processes. The
OTA characterization methods presented in Chapter 3 were used to deduce the performance
of several individual components in a phased array. However, the gain or the input impedance
of an individual antenna element could not be extracted using the presented methods.

Adding a connector or using on-wafer probes to connect directly to the antenna requires
a separate prototype, resulting in additional complexity and associated costs. Moreover, as
reported in [90]-[96], the use of on-wafer probes often results in a change of antenna char-
acteristics. For instance, in [90]-[95], it is shown that on-wafer probes have a significant
influence on the gain and the radiation pattern of mm-wave antennas. Furthermore, [95], [96]
report that the calibration procedure of on-wafer probes is not a straightforward task, making
accurate input impedance measurements rather difficult.

To overcome these issues, a different method to characterize the antenna of an AoC or AiP
is desired. In [97], [98], a polarimetric radar-cross-section (RCS) measurement method is in-
troduced with which a complete set of antenna parameters, including input impedance, gain
and scattering properties, can be obtained in a contactless manner. While determining scatter-

1This chapter is based on [P3].
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ing properties of an antenna can be very important for radar applications, determining these
properties for antennas used in communication systems is most often not relevant. Moreover,
to perform this type of polarimetric RCS measurement, an extensive calibration procedure
including two specific calibration targets are required [99]. In [100]-[105], [P12], a simpli-
fied version of the polarimetric RCS measurement method presented in [97], [98] has been
used to determine antenna parameters using contactless OTA measurements. Basically, two
variants of this CCM can be distinguished. In [100]-[103], [P12], the first variant was used to
determine solely the input impedance of the AUT in a wireless fashion. This method does not
require any calibration procedure. Using the second variant, both the input impedance and
gain of the AUT could be determined [104], [105]. In this case, it is required to calibrate the
setup by a straightforward 1-port SOL calibration, and an RA having a known gain has to be
used. In Section 5.2, the two variants are discussed in detail.

Both variants have been successfully applied to antennas operating up to 5 GHz [101]-
[105]. In [100], the CCM has been applied to an antenna operating in X-band. However, the
authors indicate that accurate results in and beyond X-band are difficult to achieve, mainly
due to the low received signal strengths and uncertainties in the position of the AUT.

In this chapter, the uncertainties of the CCM are examined and a model is presented to
assess the impact of these uncertainties in far-field conditions. Using this model, the measure-
ment setup is optimized in order to get reliable results with the CCM. The CCM is applied
to an OEWG operating in the Ka-band. It is shown that using the CCM, the input impedance
and realized gain of the OEWG can be successfully determined in the entire Ka-band. This
makes the CCM potentially useful for the characterization of integrated mm-wave antennas.

The outline of this chapter is as follows. In Section 5.2, both variants of the contactless
characterization method are explained. In Section 5.3, a model of the CCM including its
uncertainties is presented. Section 5.4 is devoted to the used measurement setup and its
limitations. In Section 5.5, the measurement results are shown and discussed. In Section 5.6,
an outlook towards complex radiation pattern measurements is given. Finally, in Section 5.7,
the conclusion is presented.

VNA

RA

Obstacle

Load

AUTImpedance

mismatch

Environmental

reflection

Structural

reflection

Port

reflection

Figure 5.1: Schematic of the measurement setup.
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Figure 5.2: Two-port representation of the measurement setup.

5.2 Contactless characterization method

In Fig. 5.1, a schematic of the measurement setup for the CCM is shown. An RA is connected
to a VNA and is used to illuminate the AUT. All EM waves that are reflected back to the
RA contribute to the signal measured by the VNA. Examples of these contributions are the
impedance mismatch of the RA, reflections due to reflective surfaces of the measurement
environment and AUT, and a reflection at the port of the AUT. The key aspect of the CCM is
that different loads connected to the AUT will only affect the latter reflection. By performing
three measurements with three different known loads connected to the AUT, the parameters
of interest can be retrieved as shown in the following subsections.

5.2.1 Determining the input impedance using the CCM

In the first variant of the CCM, only the input impedance of the AUT can be determined. If it
is assumed that both antennas are linearly polarized, then the setup of Fig. 5.1 can be modeled
as a two-port network. This is depicted in Fig. 5.2. The VNA is connected to port 1, whereas
a known load having reflection coefficient Γ is connected to port 2. The measured reflection
coefficient at port 1, denoted as Γin, can then be calculated using

Γin = S11 +
S12S21Γ

1−S22Γ
. (5.1)

In (5.1), three unknowns can be identified, namely S11, S22, and the product S12S21. This
means that three measurements have to be performed in order to determine these three un-
knowns. As shown in [102], [103], [P12], the following set of equations can be used in order
to extract the S-parameters of the two-port shown in Fig. 5.2 S11

S22
S12S21−S11S22

=

1 Γin
Z1

ΓZ1 ΓZ1

1 Γin
Z2

ΓZ2 ΓZ2

1 Γin
Z3

ΓZ3 ΓZ3

−1Γin
Z1

Γin
Z2

Γin
Z3

 . (5.2)
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Here, Γin
Z1

, Γin
Z2

and Γin
Z3

represent the measured reflection coefficient at port 1, while terminat-
ing port 2 with known loads having reflection coefficients ΓZ1 , ΓZ2 and ΓZ3 , respectively.

To solely determine the input impedance, the VNA does not have to be calibrated. Cali-
brating the VNA will only affect the determined S11, S21 and S12-parameters and will leave
S22 unaffected because the reference plane of port 2 is already at the desired location. More-
over, the obstacles as shown in Fig. 5.1 are hardly influencing the S22-parameter if they are
positioned in the far-field of the AUT, making the use of an expensive anechoic chamber not
necessary [P12].

5.2.2 Determining the realized gain using the CCM

The two-port representation in Fig. 5.2 is similar to the representation of a typical realized
gain measurement. If both ports are connected to a calibrated VNA, and the realized gain of
the RA is known, the realized gain of the AUT can be determined using the Friis equation.
The Friis equation can be cast in the following form2

|S21|2 = GRAGAUT

(
λ0

4πd

)2

. (5.3)

Here, λ0 is the wavelength in free-space, d is the distance between the antennas, and GRA and
GAUT are the realized gains of the RA and the AUT, respectively. By performing a single S21-
measurement, the realized gain of the AUT can be determined by solving (5.3). In addition,
if the AUT is rotated, the radiation pattern can be determined as well.

This method to determine the realized gain of an unknown antenna having a suitable
interface to connect a cable or waveguide has been used for decades. However, this method
is difficult to adopt for integrated antennas. In the case of an integrated antenna, the S21-
parameter can be determined using the set of equations given in (5.2). Port 1 has to be
connected to the VNA, which now needs to be calibrated. A known load has to be connected
to port 2. Again, three measurements have to be performed to solve (5.2), but using this
second variant of the CCM, both the input impedance and realized gain can be extracted from
the measurement data. Since both the input impedance and realized gain can be determined,
the gain (also called absolute gain) can be calculated as well.

Note that the described procedure requires that S21 and S12 are equal. When using a
monostatic setup (i.e., only one RA is used) this requirement is fulfilled. In [100], [102],
[103], [105], a bistatic setup (i.e., two RAs are used) is adopted in an attempt to get a larger
dynamic range. If a bistatic setup is used, S21 and S12 (as defined in Fig. 5.2) are not equal in
general. Hence, using a bistatic setup can lead to errors in the determined realized gain of the
AUT. Therefore, a monostatic setup is used to acquire the data shown in this chapter.

2In (5.3), it is assumed that both antennas are linearly polarized and that the polarizations are matched. If the
RA is linearly polarized, but the AUT is elliptically polarized, two measurements have to be performed to fully
characterize the gain of the AUT.
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In Fig. 5.1 and 5.2, an obstacle is present to resemble environmental reflections. Whereas
static obstacles hardly influence the resulting input impedance, the determined realized gain
can be significantly affected by environmental reflections. Therefore, just like in a conven-
tional gain measurement, the use of an anechoic chamber is a necessity for reliable gain
measurements using the CCM.

5.3 Analysis of the CCM in far-field conditions

Compared to conventional input impedance and gain measurements, the CCM introduces a
few additional measurement uncertainties. First of all, the CCM requires three measurements
instead of one. It is mandatory that the AUT remains at the same position during the three
measurements. However, since the loads attached to the AUT have to be changed, this is
not always guaranteed while performing the CCM. Secondly, the reflection coefficients of
the three used terminations have to be known. If this is not the case, the determined input
impedance and gain of the AUT could significantly deviate from its true values. Lastly, the
CCM relies on OTA transmission. This results in additional FSPL, which will, in turn, make
the results of the CCM more susceptible to noise and drift compared to conventional methods.
In the following subsections, a model is presented and is used to assess the impact of these
additional measurement uncertainties. Based on this model, a suitable distance between the
RA and AUT can be found, as shown in Section 5.4.

Different measurement setups require different accuracies. Therefore, in the upcoming
subsections, instead of establishing bounds on the uncertainties to ensure accurate results,
only the effects of the uncertainties are shown. The reader can implement the model and
judge him/herself which uncertainties are tolerable in their own setup.

5.3.1 Reflected signal of interest

The port reflection at the AUT (see Fig. 5.1) is crucial for the CCM and will be referred to as
the reflected signal of interest (RSI). The RSI cannot be measured individually since the VNA
is not able to distinguish the RSI from any other (static) reflection. A vector representation
of the relation between the RSI ΓRSI for different loads, measured reflection coefficient Γin

and the static reflections ∑ΓS is shown in Fig. 5.3. In Fig. 5.3(a)-(c), the situation is shown
when a perfect short, open and load, respectively, is connected to an antenna with an input
impedance equal to the reference impedance. Figure 5.3(d)-(f) depicts the relation between
the vectors when a perfect short, open or load, respectively, is connected to an antenna having
a real input impedance that is higher than the reference impedance. Note that in this case the
magnitude of the RSI is different when a short or an open is connected to the antenna.

If the measurement environment remains static, the difference between Γin and ΓRSI is
independent of the reflection coefficient of the load Γ. The contribution of the static reflections
in the measured reflection coefficient will, therefore, only contribute to the determined S11 of
the 2-port network illustrated in Fig. 5.2, and will leave S12, S21 and S22 unaffected. In other
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Figure 5.3: Qualitative vector representation of the relation between the measured reflec-
tion coefficient Γin (orange), the static reflections ∑ΓS (blue), and the RSI ΓRSI (green) for
different terminations and different antenna input impedances.

words, all required information to determine the input impedance and realized gain of the
AUT is present in the RSI. Therefore, the sensitivity of the CCM can be assessed by solely
considering the RSI. In first order,3 the RSI can be calculated as follows

ΓRSI = |Sc
21|2GRA

(
λ0

4πd

)2

e−j2k0dGAUT
Γ

1−S22Γ
. (5.4)

Here, Sc
21 represent the transmission through the cable connecting the VNA and RA, and k0

represents the wavenumber in vacuum. The realized gain and input reflection coefficient of
the AUT (GRA and S22, respectively) are generally unknown. Simulation data or an educated
guess can be used to calculate the expected RSI.

If (5.4) is used to calculate the RSI three times for three different loads, the input
impedance and realized gain of the AUT can be determined by feeding the results of (5.4)

3Like in the Friis equation, multipath reflections or standing waves are not considered in (5.4). Moreover,
the phase progression in the cable and by the antennas is omitted since that is assumed constant throughout the
three measurements.
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in (5.2) and (5.3).4 As expected, the resulting input reflection coefficient and realized gain of
the AUT will exactly match the chosen values for S22 and GRA in (5.4). To assess the impact
of uncertainties in the setup, deviations can be artificially introduced in (5.4) and the error on
the resulting input impedance and realized gain can be examined, as is shown in the follow-
ing subsections. To show this, simulation data of a probe-fed square patch antenna operating
around 30 GHz are used. The input impedance and realized gain of the patch are shown in
Fig. 5.4 and 5.5, respectively, and denoted by ‘Reference.’ Moreover, for the realized gain of
the RA, a WR-28 OEWG with 100% aperture efficiency is assumed and the distance between
AUT and RA is 10 cm.

5.3.2 Displacement errors

To estimate the impact of displacement errors, two assumptions were made. Firstly, it is
assumed that the positioning error of the AUT will only affect the RSI, and the static reflec-
tions ∑ΓS will remain unchanged. Secondly, the errors are assumed to be in the longitudinal
direction only. Both assumption allow usage of (5.4) and the displacement error is introduced
by calculating the RSI for the different loads twice using distance d, and once using distance
d +∆d, ∆d being the displacement error. In Fig. 5.4 and 5.5, the effect of a displacement
error of 0.5 mm and 1 mm is shown. Both displacement errors give rise to a negative real
impedance for some frequencies. This clearly shows that a displacement error as small as
0.5 mm results in incorrect results since a negative real impedance is unphysical for a passive
device. For a displacement error of 1 mm, the realized gain is off by more than 2.5 dB at
30 GHz. For ∆d = 0.5 mm, the results are better, but still an error of 0.9 dB in the determined
realized gain can be found at around 30 GHz. Hence, keeping the AUT stationary during the
three measurements is of utmost importance.

5.3.3 Load uncertainty

If the reflection coefficients of the loads are not accurately known, the set of equations in (5.2)
and (5.4) can be used to determine the impact of this uncertainty. In order to do this assess-
ment, a different value for Γ has to be chosen in (5.2) and (5.4). In (5.2), the nominal value
of the loads has to be used, whereas in (5.4) the load can be varied in order to assess the
impact. In Fig. 5.4 and 5.5, the impact of a wrong assumption on a 50 Ω load is shown. Since
the loads used in the measurement setup are connectorized, the reflection coefficient of these
loads could be accurately determined. Therefore, this uncertainty will not be considered in
the remainder of the chapter.

4Note that the cable losses included in (5.4) also have to be included in (5.3).
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Figure 5.4: Determined real (top) and imaginary (bottom) part of the input impedance of a
patch antenna for different artificially introduced errors.
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Figure 5.5: Determined realized gain of a patch antenna for different artificially introduced
errors.

5.3.4 Impact of noise and drift

Every electronic measurement device adds thermal noise to its measured signal. Furthermore,
all measurement devices and setups are subject to a time-dependent drift. Both the noise and
drift add an uncertainty to the measurement. Although the nature of the noise and drift are
different, the added uncertainty of both effects can be assessed by adding a random complex
vector to (5.4). Note that this random complex vector has to be different for each of the three
terminations.

The effect of noise and/or drift is shown in Fig. 5.4 and 5.5 using error bars. The size
of these error bars denote the 2σ -confidence intervals. Here, the noise and/or drift is chosen
such that the maximum measurement range (MR), denoted as MRmax, is around 30 dB. This
means that the power of the random complex vector added to (5.4) is 30 dB lower than the
maximum expected RSI power. Since the realized gain of the patch is frequency dependent,
the power of the RSI is dependent on frequency. This means that since the noise and/or drift
are fixed, the MR is a function of frequency. For instance, it can be seen in Fig. 5.5 that the
uncertainty is higher for lower realized gain, which is the result of a lower MR due to a lower
RSI power.

An error of 0.3 dB in the realized gain due to noise and/or drift is considered to be accept-
able. The error bars at 27 and 38.5 GHz in Fig. 5.5 correspond to 0.3 dB. At these frequencies,
the realized gain has dropped by 5.5 dB, making the MR approximately 24.5 dB. Therefore,
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an MR of 24.5 dB is considered to be acceptable in the remainder of this chapter.
Note that the MR is relative, and that the value of the added noise and/or drift vector can

only be fixed if the cables losses are defined. In the results shown in Fig. 5.4 and 5.5, the effect
of the cables is ignored, i.e., Sc

21 = 1. In this case, the maximum RSI is around −67.5 dB, so
the added noise and/or drift vector is around −97.5 dB.

5.3.5 Optimal distance between the RA and AUT

To perform a reliable input impedance measurement, no scatterers should be present in the
vicinity of the AUT. For the CCM, by definition, an RA is positioned opposite to the AUT. To
minimize the effect of the RA on the input impedance of the AUT, the distance between the
RA and AUT should be sufficiently large. To determine the realized gain of the AUT, the Friis
equation is used. This equation is only valid for antennas operating in far-field conditions.
Furthermore, the Friis equation only takes into account the line-of-sight contribution and does
not account for standing waves between the RA and AUT. This essentially means that either
both the structural reflection and the reflection due to the impedance mismatch (see Fig. 5.1)
should be sufficiently low, or the distance between the antennas should be sufficiently large.
On the other hand, the CCM is subject to significant FSPL. If the distance between the RA
and AUT is doubled, the power of the RSI will drop as much as 12 dB. Increasing the distance
will make the CCM more susceptible to noise and drift. Therefore, the most suitable distance
for the CCM is as large as possible to ensure reliable measurement data, but is limited by
the noise power and drift of the system. As discussed in the previous subsection, an MR
of 24.5 dB or higher seems to lead to reasonable results, so based on that value a suitable
distance can be found.

5.4 Experimental evaluation

5.4.1 Measurement setup

In Fig. 5.6, the CCM setup is shown. The RA is connected to the VNA and is positioned
opposite to the AUT. The RA illuminates the AUT and the reflected signal is measured. This
measurement is repeated three times, each time with a different known load connected to the
AUT. The male short, open and load of the Maury Microwave 8770CK11 calibration kit have
been used for these measurements. Because no switch up to 40 GHz was available at the
measurement facility, the loads had to be changed manually. To minimize the positioning
error caused by manually changing the loads, the AUT was fixated using tie wraps, as can be
seen in the figure.
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5.4.2 Choice of RA and AUT

Measurement results in recent publications show that the realized gain of integrated antennas
can vary between 0 dBi and 14 dBi [77]-[87]. Since the CCM is meant for integrated antennas,
an AUT having a realized gain in the same order is desired. Therefore, a WR-28 OEWG,
having a realized gain of about 6 dBi, has been chosen for both RA and AUT. An absorber
has been placed around the waveguide of the AUT to minimize the reflections of the load and
of the metal construction used to keep the antenna into place. Likewise, absorbing material
was positioned on the waveguide of the RA to mitigate the reflection from the flange and
mounting structure.

5.4.3 Stability of the measurement setup

Since the loads had to be changed manually, the stability of the whole system has been ex-
amined. In the first stability test, the setup shown in Fig. 5.6 has been used. The VNA
was connected to the RA, and the reflection coefficient has been measured for 20 minutes.
Changing a load takes about 30 seconds, meaning that the three measurements required for
the CCM take about 1 minute. The average drift after 1 minute was found to be in the order
of−95 dB. In the second stability test, the same setup was used, but now the calibration stan-
dard connected to the AUT was removed and put back every minute to determine the effect
of manually changing the calibration standard. This sequence was performed using all three
different calibration standards. Subsequent measurements again showed a difference in the
order of −95 dB on average. This indicates that the stability of the system is dominated by a
time-dependent drift and that the positioning error caused by manually changing the load is
negligible in the used setup.

Figure 5.6: Setup for the contactless characterization method.
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Table 5.1: Losses and gains in the measurement setup.

f = 24 GHz f = 40 GHz

Total cable losses 23.7 dB 31.0 dB

Total free-space path loss 59.2 dB 68.1 dB

Total realized antenna gain 18.9 dBi 28.3 dBi

Expected RSI (short & open) -64.0 dB -70.8 dB

5.4.4 Impact of noise

The VNA is an N5225A PNA Microwave Network Analyser from Keysight Technologies.
With an output power of 13 dBm and an intermediate frequency bandwidth (IFBW) of 100 Hz,
the noise floor of the VNA is around −120 dB. This means that the noise generated by the
VNA is negligible compared to the observed drift of the setup.

5.4.5 Distance between the RA and AUT

The most suitable distance between the RA and AUT is dependent on the expected signal
strength of the RSI in relation to the drift and noise of the setup. Based on Section 5.3.4, an
MR of 24.5 dB was found to be suitable. Using (5.3), a distance of 3 cm between RA and
AUT has been determined. This is larger than the Fraunhofer distance of a WR-28 OEWG,
which is 1.7 cm at 40 GHz. In Table 5.1, the values of the losses and gain are summarized. In
this calculation, a perfect matched AUT (i.e., S22 = 0) has been assumed. By comparing the
drift values reported in Section 5.4.3 to the expected RSI values, it can be concluded that the
system has an MR of about 31 dB at lower frequencies, whereas it is around 24 dB at higher
frequencies.

5.5 Measurement results

In order to experimentally verify the CCM, two reference measurements have been per-
formed. In the first reference measurement, the AUT was directly connected to a calibrated
VNA and its input impedance was determined in a connected manner. For this reference
measurement, the AUT was mounted in the anechoic chamber without any scatterers in its
vicinity. For the second reference measurement, a 2-port SOLT calibration was performed.
The antennas were positioned opposite to each other in the same way as shown in Fig. 5.6,
but the AUT was connected to port 2 of the VNA, rather than to a calibration standard. Using
the conventional gain measurement method as described in Section 5.2.2, the realized gain of
the AUT was determined.

Since both the RA and AUT are OEWGs, the realized gain is assumed to be equal. Ad-
ditionally, since the separation between the antennas is almost twice the Fraunhofer distance,
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it had been assumed that the antennas were operating in far-field conditions. Moreover, as
shown in Chapter 4, for an accurate gain measurement, the amplitude center has to be taken
into account when determining the distance d between the antennas. In the upcoming results,
the amplitude center was assumed to be at the aperture of the OEWGs. All three assumptions
lead to an error in the determined realized gain. However, both the reference measurement
and the CCM use the aforementioned assumptions, allowing a direct comparison of both
methods.

In Fig. 5.7, the determined input impedance of both the reference measurement and the
CCM are shown. It can be seen that the measurements are in good agreement. Both curves
follow the same trend and have peaks and troughs at the same locations. Figure 5.8 shows
the determined realized gain and phase. Also here a high degree of resemblance can be found
between the reference measurement and the CCM. The maximum gain deviation is lower than
0.2 dB, whereas the phase deviation remains below 3°.

Although the results in Fig. 5.7 and 5.8 are in good agreement, some discrepancies can
be found. As mentioned in Section 5.4.3, some time had passed in between measurements,
causing the system to drift slightly, affecting the accuracy of the CCM. In addition, the CCM
is very sensitive to positioning errors. Although the error caused by manually changing the
load did not seem dominant, it remains a source of uncertainty.

If the CCM is going to be used for integrated antennas, three different terminations and
a switch have to be implemented on the integrated circuit. With a switch, the setup will be
completely static, eliminating a possible alignment error. Moreover, the measurement time
can be significantly reduced, mitigating the observed time-dependent drift of the measurement
setup. On the other hand, in the present case, the reflection coefficient of the loads were
measured with high precision. If the CCM will be used for integrated antennas, the on-chip
terminations will be subject to manufacturing tolerances and, hence, less accurately known.

5.6 Complex radiation pattern measurement

A radiation pattern measurement of an integrated antenna can be performed with an on-board
RF source and a spectrum or power analyzer attached to the RA. However, determining the
phase of the radiation pattern is not possible using this method. Especially since integrated
antennas are likely to be used in antenna arrays, verification of the phase distribution of the
radiating elements can be desired. As mentioned in Section 5.2.2, in theory, the complex radi-
ation pattern of the AUT can be determined in a wireless fashion. The results in Fig. 5.8 indi-
cate that indeed an accurate measurement of the magnitude and phase of a radiation pattern is
possible using the presented CCM. It should be emphasized, however, that the MR of the sys-
tem should be higher compared to a gain measurement, since otherwise it will not be possible
to detect nulls in the radiation pattern. This can, for instance, be achieved by reducing the
cables losses, or by performing the measurements faster to reduce the drift. Moreover, in tra-
ditional radiation pattern measurements, the measurements are often performed in a dynamic
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Figure 5.7: Real (top) and imaginary (bottom) part of the input impedance using a connected
measurement (blue) and the CCM (red).
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environment. Instead of taking a measurement at every angle while the equipment remains
stationary, either the RA or AUT is continuously moving throughout the measurements. Since
the CCM is very sensitive to positioning errors, it should be noted that a complex radiation
pattern measurement might have to be performed in a static environment, i.e., the equipment
has to remain stationary at every angle while performing the three required measurements per
angle.

5.7 Conclusion

In this chapter, the uncertainties of the CCM in far-field conditions are examined and a model
is presented to assess the impact of these uncertainties. Moreover, the CCM has been used
to determine the input impedance and realized gain of an OEWG operating in the Ka-band,
and a good match between the reference measurement and CCM is achieved. Being able
to measure these typical antenna parameters is useful to validate models which are used to
design integrated antennas produced using high-volume manufacturing processes. In order
to do perform the CCM on an integrated mm-wave antenna, three different terminations and
a switch have to be implemented on the IC. In this case, both the misalignment and drift
issues discussed in this chapter will be mitigated. The on-chip terminations will be subject
to manufacturing tolerances and, hence, less accurately known compared to the terminations
used in the experiments described in this chapter. The model presented in this chapter can be
used to investigate the impact of this uncertainty. In turn, this uncertainty has to be taken into
account in the validation of the models used to design integrated antennas produced using
high-volume manufacturing processes.



CHAPTER SIX

Antenna Functionality Testing for
High-Volume AoC & AiP Manufacturing1

6.1 Introduction

In a cost-effective high-volume IC manufacturing facility, the majority of the tasks are com-
pletely automated. To bring a (packaged) IC from one station to the next, pick-and-place
handlers using suctions are often utilized. These handlers typically are embedded in a system
which can be used to test and verify the functionality of the IC [106]. As mentioned in Chap-
ter 5, one of the current trends in the IC development is the integration of antennas on-chip or
in the package of the IC. In Section 5.2.2, an elaborate method to accurately characterize an
integrated antenna is presented. This method, however, does require calibration, an anechoic
chamber, and a large dynamic range. This method is, therefore, not attractive for high-volume
production testing. In Section 5.2.1, a method is introduced with which only the reflection
coefficient of an unknown and possibly integrated antenna can be measured in a contactless
manner. An advantage of this method is that it does not require any calibration.

In [100]-[103], this method has been used to determine the reflection coefficient of an
antenna which was positioned in an anechoic chamber. Anechoic chambers suited for high-
frequency RF measurements are expensive and the used absorbers typically are covered by
carbon dust. ICs are usually manufactured in a clean room, making the use of common RF
absorbers in an IC testing facility not practical, if not impossible. It is experimentally verified
in [P12], that the use of an anechoic chamber is not a necessity to acquire accurate results
using this variant of the CCM, making it an attractive method for high-volume testing.

In [100]-[103], [P12], the reported separation between the measurement antenna and the
AUT has always been larger than the far-field distances of either antenna. However, reducing
the separation between the antennas relieves dynamic range requirements of measurement

1This chapter is based on [P4].
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Figure 6.1: Concept of a probe combining the RF testing and the pick-and-place functional-
ity.

equipment and would allow for more compact testing solutions. Traditionally, pick-and-place
handling systems are not equipped with an OTA testing functionality, but with the upcoming
trend of integrating the antenna with the IC, it might even be beneficial that such testing
functionality will be included in a pick-and-place handler. For instance, an RF probe could be
embedded in the pick-and-place handler, combining both the RF testing and pick-and-place
functionality. The concept of such a novel probe is shown in Fig. 6.1 and is patented in [P19].

In this chapter, the concept of using the CCM in combination with the probe illustrated
in Fig. 6.1 is assessed from an RF point of view. It is investigated whether the CCM can be
used in near-field conditions, since this will enable compact testing solutions and potentially
relief dynamic range requirements. In this case, coupling between the RF probe and the
AUT is inevitable. Hence, the sensitivity of the CCM due to the position and alignment
errors of the probe is examined. To perform this assessment, positional tolerances of cost-
effective commercial available pick-and-place handlers are used. The effect of vibrations in
the measurement system is also examined. To generalize the obtained results, the assessment
is performed on three different integrated antenna structures. Moreover, measurement results
around 33 GHz using a connectorized patch antenna are shown, which experimentally verify
the validity of using the CCM in near-field conditions at mm-wave frequencies.

The outline of this chapter is as follows. Section 6.2 is devoted to modeling the character-
ization method in near-field conditions and adding imperfections to the measurement setup.
In Section 6.3, the measurement setup and results are shown. In Section 6.4, the conclusion
is presented.
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6.2 Analysis of the CCM in near-field conditions

6.2.1 Setup of the CST model

Equation (5.4) can be used to calculate the RSI and this RSI can subsequently be used to assess
the sensitivity of the CCM in far-field conditions. However, to assess the sensitivity of the
CCM in near-field conditions, a full-wave electromagnetic model has been made using CST
Microwave Studio. In first instance, a patch antenna has been used as AUT. Mainly because
of its planar low-profile structure, this type of antenna is widely used in integrated antenna
studies (see for instance [82]-[85]) and, therefore, a straightforward choice as a starting point
for this assessment. In Fig. 6.2(a), a model of the via-fed patch is shown. The patch is square
and its length and width are 2.5 mm. The relative permittivity and loss tangent of the substrate
is 3 and 0.025, respectively. The length, width and thickness of the substrate is 4 mm, 4 mm,
and 0.3 mm, respectively. Without loss of generality and to reduce computation time, the
patch, ground plane and feed are made of perfect electric conductor (PEC) material, and the
patch and ground plane are given zero thickness. In order to get a well-matched antenna at
fc = 32 GHz, the position of the via is 0.65 mm out of the center of the patch.

A WR-28 OEWG is chosen as RA. The CST model of the OEWG is depicted in
Fig. 6.2(b). The wall thickness is chosen to be 0.5 mm, and the OEWG is modeled using
PEC material as well. The combination of AUT and RA is shown in Fig. 6.2(c). The centers
of both antennas are aligned and the nominal distance between the two antennas is chosen to
be 2 mm.

6.2.2 Distance between the AUT and RA

The CCM relies on OTA transmission, which can result in large FSPL. The port reflection,
which is the signal of interest, travels twice the distance between the AUT and RA. If far-
field conditions are achieved, this means that every doubling in distance results in 12 dB
additional FSPL. Therefore, the distance between the AUT and RA has a significant impact
on the required dynamic range of the measurement setup. Since the intended application is a
cost-effective high-volume testing procedure, it is advantageous to have a method that does
not require the test equipment to have a large dynamic range. Moreover, if losses such as the
FSPL are reduced, the IFBW of the VNA can be increased, allowing reduced measurement
times.

In [100]-[103], the reported separation between the AUT and RA has been always larger
than the far-field distances of both antennas. However, as shown in this section, it is possible
to place the antennas in each other’s near-field region and the reflection coefficient can still
be accurately determined using the CCM.
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Figure 6.2: CST models showing the (a) patch, (b) OEWG, (c) CCM setup, (d) CCM setup
mimicking vibrations, (e) monopole and (f) dipole.



6.2: ANALYSIS OF THE CCM IN NEAR-FIELD CONDITIONS 103

The far-field of the used patch at its center frequency of 32 GHz is given by2

RAUT =
2D2

AUT
λc

= 2.7 mm, (6.1)

where DAUT is the diagonal of the square patch, and λc the wavelength in free-space at the
center frequency of 32 GHz. The diagonal DRA of the WR-28 OEWG is 7.95 mm, meaning
that the far-field of the used RA at the center frequency of the patch is as follows

RRA =
2D2

RA
λc

= 13.5 mm. (6.2)

The magnitude of the input reflection coefficient of the patch in a free-space environment
is shown in Fig. 6.3 and is denoted by ‘Reference.’ Additionally, the determined reflection
coefficient using the CCM is shown for a separation of the patch and OEWG of 1 mm, 2 mm
and 3 mm. By putting the antennas close to one another, the reflection coefficient of the
antennas will be altered due to reflections of both antennas. The discrepancies shown in
Fig. 6.3 are due to this effect. Although the AUT and RA are close, Fig. 6.3 shows that the
effect of the OEWG on the patch is small, hence, the error introduced by putting the antennas
in each other’s near-field region is small for this setup.

In Fig. 6.3 and subsequent figures, a gray area is used to highlight a tolerable error intro-
duced by the setup. This tolerable error is in this chapter defined by ±10% of the accepted
power of the reference, which is proportional to (1− |Sref

11 |2), with Sref
11 being the reflection

coefficient of the patch in the free-space environment depicted in Fig. 6.2(a).

6.2.3 Sensitivity to positioning errors

In the previous subsection, the centers of the patch and OEWG were perfectly aligned. It is
likely, however, that in a high-volume testing facility, most of the samples will not be perfectly
aligned to the RA. Therefore, the sensitivity to positioning errors has been assessed. For this
assessment, the patch has been translated, mimicking positioning errors, whereas the OEWG
remains at its position. The translations ∆dx and ∆dy are in the positive x- and y-direction,
respectively.

In Fig. 6.4, the results for translations are shown. The translations of 100 µm are based on
tolerances of commercial available pick-and-place handlers. It can be seen that the positioning
errors lead to small differences in input reflection coefficient. Both curves of the translation
errors remain within the 10% error margin over the entire frequency band. Also here, the
discrepancies shown in Fig. 6.4 are caused by the OEWG which alters the characteristics of
the patch.

2Strictly speaking, the radiation of the patch is caused by fringe fields which slightly increases DAUT, and
thus increases RAUT. Without altering the conclusion of this chapter and for the sake of simplicity, the diagonal
of the patch will be used to determine the far-field distance of the patch in this chapter.
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Figure 6.3: Reflection coefficient for different distances between the patch and OEWG.
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Figure 6.4: Reflection coefficient for different imperfections in the measurement setup, such
as alignment errors and vibrations.
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6.2.4 Sensitivity to a dynamic setup

For the CCM, three measurements are required, each with a different termination connected
to the AUT. In the previous subsections, the setup is assumed to be static. However, it could
be that during the three measurements, the measurement setup slightly changes. To assess the
sensitivity of the CCM to environmental changes, the effect of a vibration in the system is
mimicked. In the first simulation, a short is connected to the patch and the distance between
the patch and the OEWG is 2 mm. In the second and third simulation, the patch has been
terminated to an open and 50 Ω load, and the distance between the patch and the OEWG has
been increased by ∆dv and 2∆dv, respectively. The simulation setup and the movement of
the patch are depicted in Fig. 6.2(d). In Fig. 6.4, the results are shown for ∆dv = 100 µm,
∆dv = 10 µm and ∆dv = 1 µm. A deviation of ∆dv = 100 µm clearly leads to incorrect
results. An error of ∆dv = 10 µm leads to better results, but even for this small deviation, the
results are not bounded by the 10% error margin region, as can be seen at the left edge of the
graph. Only when the error is as small as ∆dv = 1 µm, accurate results can be achieved and
the determined reflection coefficient remains within the 10% error margin region. Hence, it
is important to mitigate any vibration in the measurement setup when performing the CCM.

6.2.5 Integrated monopole and dipole antenna

To see whether the obtained results can also be acquired using antennas different from a
patch, two other antenna structures were assessed. For this assessment, a monopole and
dipole antenna are selected since these structures are found in multiple studies on integrated
antennas [86]-[89]. In Fig. 6.2(e) and 6.2(f), a planar monopole and dipole antenna are shown,
respectively. The monopole antenna consists of an arm with a length of 2 mm and a ground
with a length of 1.75 mm, in order to have the center frequency around 32 GHz. To have
the dipole well-matched to 32 GHz, both arms of the dipole have a length of 1.73 mm. The
width of the metal strips of both antennas is 0.1 mm, and the gap between the metal strips
is 0.15 mm. The relative permittivity and loss tangent are the same as for the patch. The
length, width and thickness of the substrate of the monopole is 4 mm, 4 mm and 1 mm, and
5 mm, 5 mm and 1 mm of the dipole. To reduce computation time, all metals are PEC, and
the antennas are given zero thickness. The far-field distances of the monopole and dipole at
32 GHz are 1.26 mm and 2.76 mm, respectively.

In Fig. 6.5, the reflection coefficient of the monopole in free space is shown and denoted
by ‘Reference.’ Moreover, the determined reflection coefficient of the monopole in a CCM
configuration is shown for different separations between the OEWG and monopole. It can be
see that for a separation of 1 mm, the OEWG affects the monopole and the determined reflec-
tion coefficient of the monopole is not bounded by the 10% error margin. For a separation of
3 mm, 4 mm or 5 mm, the OEWG hardly affects the monopole and the determined reflection
coefficients are bounded by the 10% error margin, as can be seen in Fig. 6.5. Although a
separation of 3 mm is larger than the far-field of the monopole, the monopole is still well
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Figure 6.5: Reflection coefficient for different distances between the monopole and OEWG.
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Figure 6.6: Reflection coefficient for different distances between the dipole and OEWG.
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within the near-field of the OEWG.
The results while using a dipole antenna as AUT are shown in Fig. 6.6. Also here, a

separation of the OEWG and dipole of only 1 mm detunes the dipole. When the distance
between the OEWG and dipole is 3 mm, 4 mm or 5 mm, it can be seen in Fig. 6.6 that the
effect of the OEWG on the dipole is negligible and the determined reflection coefficients are
bounded by the 10% error margin. Also in this case, the separation of 3 mm is larger than the
far-field of the dipole, but the dipole is still well within the near-field of the OEWG.

The sensitivity of the CCM to alignment errors and vibrations while characterizing the
monopole and dipole is also examined. Similar results as shown in Fig. 6.4 were acquired.
For both the monopole and dipole, an alignment error in the order of 100 µm shows very
little deviation, and the determined reflection coefficient stays within the 10% error margin.
A vibration in the order of 10 to 100 µm in the setup leads to incorrect results. When the
vibration is limited to 1 µm, the reflection coefficient does not exceed the 10% error margin.
Graphs showing this have been omitted to prevent repetition of results.

6.3 Measurement results

In order to verify the simulation results, two different types of measurements have been per-
formed. In the first measurement, the AUT has been directly connected to a calibrated VNA
and its reflection coefficient has been measured. In Fig. 6.7, the AUT and the reference plane
of the measurement is shown. This measurement serves as a reference. The AUT is an inset-
fed square patch antenna with an edge length of 2.3 mm and is placed on top of a 508 µm
thick RO4003C substrate. The patch is matched at 33 GHz, and the far-field at that frequency
is 2.32 mm. In the second type of measurement, the CCM is performed. The measurement
setup for the CCM is shown in Fig. 6.8. Because no switch up to 37 GHz was available at the
measurement facility, the loads required for the three measurements had to be changed manu-
ally. To minimize vibrations caused by manually changing the loads, the AUT was fixated to
a stiff metal base. The OEWG is connected to an uncalibrated VNA and three measurements
are performed, each with a different termination connected to the AUT. For each set of three
measurements, the position of the OEWG was varied to mimic positioning errors.

In Fig. 6.9, the measurement results are shown. It can be seen that the five curves, which
are determined using the CCM, follow the reference well and all five curves are within the
10% error bounds. Some discrepancies can be found, however. First of all, although the
AUT is fixated and the terminations were changed with care, it is not guaranteed that the
AUT does not change its position slightly in between the measurements. Second, manually
changing the loads requires some time, allowing the measurement setup to slightly drift. If
this method will be performed using integrated antennas with onboard terminations, as men-
tioned in Chapter 5, both effects will be mitigated. At last, the OEWG does detune the AUT
by being in close proximity. Hence, using the CCM in near-field conditions yields a trade-off
between accuracy of the measurement and the dynamic range required by the system.
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Figure 6.7: Setup for the directly connected reference measurement.

Figure 6.8: Setup for the CCM.
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Figure 6.9: Experimentally determined reflection coefficient for different positions of the
AUT, relative to the OEWG.

6.4 Conclusion

In this chapter, the practicality of the CCM operating in near-field conditions is presented,
having the application of a cost-effective high-volume testing procedure for integrated anten-
nas in mind. This method can be used to determine the reflection coefficient of an unknown,
and possibly integrated, antenna with OTA measurements and does not require calibration.
Using simulations, it is shown that an RA can be positioned in the near-field of the integrated
antenna if the AUT is a patch antenna. If the AUT is a dipole or monopole, the distance
between the OEWG and AUT has to be increased, but the AUT can still be positioned in the
near-field of the OEWG, reducing the FSPL significantly. This relieves dynamic range re-
quirements of the measurement equipment and allows for reduced measurement times. Fur-
thermore, it is shown that the impact of the OEWG on the reflection coefficient of positioning
errors are not severe, as long as the setup is stationary throughout all three measurements,
which are required for the CCM. However, if the setup is not stationary in between measure-
ments due to, for instance, vibrations, the 10% error bounds used in this chapter are readily
exceeded when the displacement is in the order of 10 µm or higher. If the vibrations are
limited to 1 µm, accurate results can be achieved. Moreover, results around 33 GHz using a
connectorized patch antenna are shown, which experimentally verify the validity of using the
CCM in near-field conditions.

The assessment has been limited to only three types of antennas. To generalize the con-
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clusions drawn in this chapter, this assessment has to be performed on more antenna types.
Moreover, since the intended application is a testing procedure for integrated antennas, the
method has to be verified for integrated antennas as well. As mentioned in Chapter 5, the
required on-chip terminations are subject to manufacturing tolerances which give rise to an
uncertainty in the determined input impedance and reflection coefficient of the AUT. If this
method will be used to characterize integrated antennas, this uncertainty has to be included in
measurement results.



CHAPTER SEVEN

Modeling of Artificial Magnetic
Conductors for AoC Applications1

7.1 Introduction

The short wavelength associated with the 5G mm-wave frequency band allows for individual
antenna elements the size in the order of 5 mm. A typical IC is similar in size which opens
up the possibility to create the antenna on-chip or in-package. Designing the antenna on-chip
makes direct matching to on-chip amplifiers possible, allowing us to leave the standard 50 Ω

interface impedance [107], [108]. This will also reduce the number of RF transitions required
and decrease the associated losses [107], [108].

The IC manufacturing process is highly optimized to maximize the performance of the
electronics, but is typically not well suited for antennas. For instance, the dielectric loss in-
duced by the IC’s silicon is generally high and impacts the radiation efficiency of the antenna
significantly [109]. Additionally, the IC is typically placed on a ground plane or heat sink to
distribute the generated heat [P13], which may detune the antenna at the same time.

AMCs can be used to design or create an operational AoC, as can be seen in [110]-[114].
Roughly, two different methodologies can be identified in the current research on AMCs for
AoC applications. On one hand, the AMC can be fully constructed in the metal stack of the
IC, and can be used to shield the antenna completely from the lossy silicon substrate [110].
The limited thickness of the metal stack of a typical (Bi-)CMOS process, however, can impose
an issue in terms of the bandwidth of the AMC, especially for frequencies in the 5G mm-wave
spectrum. On the other hand, to increase the bandwidth, the silicon substrate of the IC can be
included in the design of the AMC, at the expense of additional losses. Examples of AMCs
where the lossy silicon is part of the structure can be found in [111]-[114].

In most cases, the AMC is designed for normal incident plane waves only. In a lot of

1This chapter is based on [P2], [P7], [P9] and [P10].

111
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applications, the AMC is close to the radiating source, meaning that the AMC will also be
excited by oblique incident plane waves. In general, the resonance frequency of the AMC
changes for different angles of incidence and polarization [115]. In [116]-[118], it is shown
that with additional effort, it is possible to stabilize the resonance frequency as function of
angle of incidence and polarization. However, still the results show some deviations in reso-
nance frequency, and often the simulated and measured results are limited to incident angles
up to 67.5°.

In this chapter, the utilization of AMCs for AoC applications is examined. A limit on
the bandwidth of AMCs is derived. The dielectric losses of AMCs are assessed and a de-
sign approach for minimum dielectric losses is presented. Based on the derived limit on the
bandwidth and the design approach for minimum dielectric losses, a realization of an AoC,
consisting of a monopole and a double-layer AMC, is shown. Moreover, a design approach
for angular stable AMCs for oblique incident TM plane waves is presented, and its response
is compared to a 2D surface impedance sheet.

The outline of this chapter is as follows. In Section 7.2, a built-up of a typical (Bi-)CMOS
IC is shown. In Section 7.3, a circuit model of an AMC is presented. In Section 7.4, the
bandwidth of an AMC is discussed and a limit is derived. Section 7.5 is devoted to the
dielectric losses of an AMC and a design approach to minimize these losses is presented. In
Section 7.6, an example of an AoC utilizing an AMC is shown. Section 7.7 is devoted to an
angular stable AMC for TM plane wave excitations. Finally, in Section 7.8, the conclusion is
presented.

7.2 IC manufacturing process

In Fig. 7.1, a cross-section of a typical IC using a (Bi-)CMOS process is shown. The metal
stack consists of a few different metal layers, embedded in silicon dioxide. These metal layers
can be used to create all kind of metal structures, hence, the AMC can be constructed by using
one or more of these layers. Silicon dioxide has a relative permittivity of about εr = 4 and
is generally assumed to be lossless. The state-of-the-art (Bi-)CMOS processes have a metal
stack of around 10 µm. The metal in the top layer is often the thickest, so to reduce metal
losses in the antenna, the antenna is usually placed in the top metal layer.

The metal stack is positioned on top of the silicon substrate. Silicon has a relative
permittivity of typically εr = 11.9 and a resistivity (conductivity) of about ρ = 20 Ωcm
(σ = 5 Sm−1). Often, the silicon substrate has a thickness of approximately 250 µm, but
can, in principle, be ground down to several tens of micrometers.
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Figure 7.1: Sketched cross-section of a typical (Bi-)CMOS IC. Not to scale.

7.3 Equivalent circuit models of AMCs

7.3.1 Modeling of an AMC having a lossless substrate

Many AMCs are constructed by a grounded dielectric slab, covered by a periodic grid of
metal structures. Different types of periodic grids can be found in literature. For instance,
the periodic grid can be constructed by using a single layer of patches [110], two layers of
patches [119] or more sophisticated patterns such as Hilbert curves [120]. Examples of AMCs
using these different types of periodic grids are shown in Fig 7.2. Each type of periodic grid
has its own advantages and disadvantages. However, one property that all these different types
of physical structures have in common, is that these grids are dominantly capacitive, and can,
typically be represented in an equivalent circuit model by a capacitor.

When the presence of the periodic grid is ignored for a moment, it can be identified
that, for normally incident plane waves, the grounded dielectric is essentially a transmis-
sion line (TL) terminated with a short. Therefore, for plane waves of normal incidence, a
unit cell of an AMC can be represented by the equivalent circuit model in Fig. 7.3(a). The
operation principle of an AMC is explained in this subsection assuming a lossless TL and
lossless metal. The lossless metal assumption will persist in the remainder of this chapter.

The input impedance of the TL, ZTL in Fig. 7.3(a), can be calculated using

ZTL = jZ1 tan(k1h). (7.1)

Here, k1 = ω
√

ε1µ1 = 2π/λ1 is the wave number in the dielectric, h represents the thickness
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(a) (b) (c)

3D impression

Side view

Figure 7.2: Examples of AMCs where the periodic grid consists of (a) one layer of patches,
(b) two layers of patches, and (c) Hilbert curves. In the 3D impression of (b), the dielectric
between the two layers of patches is removed for visualization purposes.

of the dielectric, and Z1 =
√

µ1/ε1 is the characteristic impedance of the dielectric. For
small k1h (i.e., h� λ1), the small-angle approximation of the tangent function can be used.
Therefore, (7.1) can be written as

ZTL ≈ jZ1k1h = j
√

µ1

ε1
ω
√

ε1µ1h = jωµ1h = jωLTL. (7.2)

It can be seen in (7.2) that an electrically small TL shows inductive behavior. This means that
the TL in Fig. 7.3(a) can be substituted for an inductor having an inductance value of LTL =

µ1h. The new equivalent circuit model is illustrated in Fig. 7.3(b). The surface impedance Zs

of the AMC, thus including the parallel capacitor of the periodic grid, can now be calculated
using

Zs = ZC||ZTL =
jωLTL

1−ω2LTLC
. (7.3)

For a normal incident plane wave, the reflection coefficient can be found using

Γ =
Zs−Z0

Zs +Z0
, (7.4)

where Z0 is the characteristic impedance of the medium above the AMC. By inspecting (7.3),
it can be seen that a certain resonance frequency ω0 = 1/

√
LC can be found where Zs→ ∞.

If this condition is satisfied, it can be seen in (7.4) that Γ = +1, meaning that a lossless
in-phase reflection is achieved. Therefore, the lossless AMC behaves as a perfect magnetic
conductor (PMC) for that particular frequency.

7.3.2 Modeling of an AMC having a lossy substrate

In the previous subsection, the operation principle of an AMC having a lossless substrate
is explained, and a possible way of modeling its behavior is given. Although now a lossy
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Figure 7.3: Equivalent circuit models of a unit cell of (a) a lossless AMC, (b) a lossless AMC
using the small-angle approximation, and (c) a lossy AMC.

substrate is included in the AMC design, the principle remains the same; a structure having a
large surface impedance has to be engineered in order to achieve an in-phase reflection. The
reflection coefficient of a lossy AMC at resonance will not be +1, however, since dielectric
losses reduce the reflected power. To distinguish different effects, the total dielectric losses
are divided in two different loss mechanisms.

First of all, propagation through a lossy medium will take place, causing propagation
losses. This loss is predictable and can be calculated using TL theory. The equivalent circuit
model of a unit cell of an AMC with a lossy dielectric can be drawn as illustrated in Fig. 7.3(c).
The input impedance of a lossy TL, terminated with a short, can be expressed as

Zc
TL = Z1 tanh(γ1h), (7.5)

with Z1 and γ1 the complex-valued characteristic impedance and propagation constant of the
TL, respectively. In the case of normally incident plane waves, Z1 and γ1 can be written as

Z1 =

√
jωµ1

σ1 + jωε1
,

γ1 =
√

jωµ1(σ1 + jωε1). (7.6)

Second, the capacitive grid will have fringe fields which couple into the lossy substrate, giv-
ing rise to additional dielectric losses. Hence, the resistance RC is added in parallel to the
capacitor in the equivalent circuit model in Fig. 7.3(c) to model the losses induced by the
fringe fields. The surface impedance of a lossy AMC can now be calculated using

Zc
s = (ZC||RC)||Zc

TL =
RCZc

TL
RC +Zc

TL( jωRCC+1)
. (7.7)

It is difficult to determine the exact value of RC, hence, the inclusion of RC in the equivalent
circuit model in Fig. 7.3(c) will be used in a qualitative way, rather than a quantitative way.
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Figure 7.4: Fractional bandwidth versus frequency for an AMC in the metal stack.

Note that the losses caused by the propagation through a lossy medium are inevitable. The
losses caused by the fringe fields of the capacitive grid could, in principle, be fully mitigated.
Therefore, for a given lossy substrate thickness, a theoretical minimum loss can be determined
by imposed RC → ∞ Ω. Intuitive ways to reduce the losses caused by the fringe fields, and
thus increasing RC, are presented in Section 7.5.

7.4 Bandwidth of AMCs

One of the key parameters of an AMC is the bandwidth. Typically, the bandwidth of an AMC
is defined from 6 Γ =+90° to 6 Γ =−90° [121]. In the upcoming subsections, the bandwidth
of two different types of AMCs for AoC applications is determined. In the first case, the
AMC is constructed in the metal stack of the IC and is considered lossless. In the second
case, the silicon substrate is part of the AMC, meaning that the AMC is lossy.

7.4.1 Bandwidth of an AMC in the metal stack

The bandwidth of the lossless LC circuit model in Fig. 7.3(b) can be calculated using

BWfrac =
ω0LTL

Z0
. (7.8)

For a complete derivation of (7.8), the reader is referred to Appendix C.
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(a) Unit cell simulation (b) Periodic boundary conditions

Figure 7.5: CST simulation setup showing the (a) unit cell simulation and (b) its periodic
boundary conditions. The unit cell structure consists of a PEC ground plane, a metal stack of
10 µm, and a lumped capacitor. The structure is excited by a normal incident plane wave.

Using the typical (Bi-)CMOS manufacturing values mentioned in Section 7.2, the frac-
tional bandwidth of an AMC constructed in the metal stack can be calculated using (7.8). In
Fig. 7.4, the resulting bandwidth for the entire mm-wave spectrum is shown using the blue
solid line.

To verify this way of modeling, a unit cell of an AMC has been simulated in CST Mi-
crowave Studio. In Fig. 7.5, the CST simulation model is shown. The periodic capacitive
grid is modeled by a perfect lumped capacitor and is placed on top of the metal stack. The
results of the CST simulations2 are visualized in Fig. 7.4 by the red crosses. As one can see,
the simulated CST results completely overlap the results of (7.8), justifying the chosen way
of modeling.

As can be seen in Fig. 7.4, the fractional bandwidth for low frequencies is rather limited,
hence, it seems almost impossible to design practically useful AMCs constructed in the metal
stack for the frequencies in the 5G mm-wave frequency band. However, depending on the
desired fractional bandwidth, the utilization of AMCs in the metal stack for frequencies in
the central and upper region of the mm-wave spectrum may be practical.

To calculate the results which are shown in Fig. 7.4, Z0 is taken to be the characteristic
impedance of free space. However, note that so far no assumption is made on the value of Z0.
It can be seen in (7.8), that the fractional bandwidth increases for decreasing Z0. Therefore,
the fractional bandwidth of an AMC can generally be increased by putting a dielectric having
a high relative permittivity on top of the AMC.

2Note that when using a plane wave excitation in CST, the port is automatically positioned λc/4 away from
the structure, with λc being the wavelength corresponding to the center frequency. This is typically done to
prevent interaction between the structure and the port. Therefore, in order to extract the reflection phase at the
surface of the AMC, the reference plane has to be shifted by λc/4 towards the surface of the AMC structure.
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Figure 7.6: (a) Fractional bandwidth and (b) minimum |Γ| versus substrate height for 30 and
60 GHz.
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7.4.2 Bandwidth of an AMC utilizing the silicon substrate

As presented in the previous subsection, constructing an AMC in the metal stack for frequen-
cies in the lower region of the mm-wave spectrum seems not very promising due to the limited
fractional bandwidth. As can be seen in (7.8), the fractional bandwidth of a lossless AMC can
be increased by increasing LTL. Increasing LTL yields increasing the length of the equivalent
TL. One way of increasing this length, is to use the silicon substrate as equivalent TL.

Equation (7.8) has been derived for a lossless AMC. By combining (7.4), (7.5), (7.6)
and (7.7), an expression for the reflection coefficient of a lossy AMC can be found. By fol-
lowing the same approach as presented in the Appendix C, an expression for the fractional
bandwidth for lossy AMCs can be found. However, this will give rise to a tedious expres-
sion, and is omitted here. Alternatively, the reader is encouraged to numerically calculate the
fractional bandwidth by following the approach presented in the Appendix C.

In the case of a lossy AMC, the losses are of high importance. The absolute value of the
reflection coefficient is a measure of the induced losses; the power that is not reflected by the
AMC is essentially dissipated in the lossy silicon substrate. Although the induced loss for
a fixed substrate height is, in general, a function of frequency, only the maximum loss (i.e.,
the minimum value of |Γ|) will be used as benchmark in the following considerations. This
happens to be at resonance.

In Fig. 7.6, results are shown for an AMC using the silicon substrate. Figure 7.6(a) shows
the fractional bandwidth as function of silicon substrate height for a resonance frequency of 30
and 60 GHz. As can be seen in Fig. 7.6(a), the fractional bandwidth increases approximately
linearly with respect to substrate height. By increasing the substrate height, the equivalent
inductance of the TL increases, hence, the fractional bandwidth increases as well. On the
other hand, increasing the substrate height also gives rise to a lower reflection coefficient,
resulting in higher induced losses, as can be seen in Fig. 7.6(b). Figure 7.6 clearly visualizes
a trade-off. By using the silicon substrate to increase the fractional bandwidth, also the losses
will increase.

To verify this way of modeling, a unit cell of an AMC has been simulated in CST. The
CST model is similar to the model depicted in Fig. 7.5, but the properties of the dielectric are
replaced by the properties of silicon, and a sweep over the dielectric thickness is performed.
The periodic grid is modeled by using a perfect lumped capacitor (i.e., the losses due to
fringe fields are ignored) and is placed on top of the silicon substrate. The results of the CST
simulations are visualized in Fig. 7.6 by the markers. As one can see, the simulated CST
results completely overlap the results of combining (7.4) to (7.7), justifying the chosen way
of modeling.

7.5 Minimizing the dielectric losses of an AMC

To achieve a reasonable fractional bandwidth for an on-chip AMC operating in the 5G mm-
wave band, the lossy silicon substrate has to be included. For a fixed substrate height, the
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Figure 7.7: Qualitative visual representation of the fringe fields (in red) in a unit cell of
different AMCs; (a) single-layer patch, (b) double-layer patch design 1, (c) double-layer
patch design 2, and (d) double-layer patch design 3.

dielectric losses caused by the propagation through a lossy medium are inevitable. The losses
caused by the fringe fields of the capacitive grid could, in principle, be fully mitigated. Hence,
a theoretical minimum loss of the AMC can be calculated using the equivalent circuit model
of Fig. 7.3(c) by choosing RC→ ∞.

One of the most basic AMC structures one can find in literature is a single-layer square
patch AMC. In [122], it was already reported that this structure is very lossy when having
silicon as substrate. In fact, the AMC even loses the property of reflecting in-phase due to
the high dielectric losses. In Fig. 7.7(a), the fringe fields of a unit cell of such a structure,
when used on a chip, are illustrated. It is clear to see that a lot of fringe fields couple into the
silicon, which gives rise to high losses and is obviously disadvantageous.

Other structures can be used which might reduce the fringe fields coupling into the silicon,
and thus reduce the losses. An example of such a structure is the double-layer AMC as
reported in [119]. Double-layer AMCs are typically used to increase the capacitance of a unit
cell, which leads to smaller unit cells. Since the dominant capacitance is positioned between
two layers, it is also expected that the dielectric losses will be reduced since the fringe fields
coupling into the silicon will be weaker.

One example of a double-layer patch and its fringe fields is illustrated in Fig. 7.7(b). In
this case, the gap between the patches in the lower layer is chosen much smaller than the gap
between the patches in the upper layer.
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Figure 7.8: Reflection (a) amplitude and (b) phase of different double-layer AMC structures
versus frequency.
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This structure has been simulated in CST. The material properties and dimensions given
in Section 7.2 have been used and the geometry of the periodic grid of patches was tuned to
have an in-phase reflection at 30 GHz. The simulated reflection coefficient is illustrated in
Fig. 7.8(a) and denoted by ‘Design 1.’ The reflection phase can be observed in Fig. 7.8(b).

Although ‘Design 1’ exhibits the in-phase reflection behavior at 30 GHz, the amplitude
of the reflection coefficient is low, meaning that the losses are high. In an attempt to reduce
these losses, the gap between the patches in the upper layer is decreased. The gap between
the patches in the lower layer is increased to keep the in-phase reflection at 30 GHz. This will
lead to weaker fringe fields coupling into the silicon due to the smaller capacitance formed
by the lower layer of patches. This is illustrated in Fig. 7.7(c). The resulting amplitude and
phase of the reflection coefficient can be observed in Fig. 7.8(a) and 7.8(b), respectively, and
are denoted by ‘Design 2.’

Despite the fact that the losses are decreased, the reflection coefficient is still way below
the theoretical minimum reflection coefficient, as can be seen in Fig. 7.8(a). To decrease the
losses due to the fringe fields even further, the AMC is shifted to the upper layers of the metal
stack. This situation is depicted in Fig. 7.7(d). Again, the resulting amplitude and phase of
the reflection coefficient can be observed in Fig. 7.8(a) and 7.8(b), respectively, and are now
denoted by ‘Design 3.’ As expected, not a lot of fringe fields will couple into the silicon, so the
reflection coefficient is approaching the reflection coefficient corresponding to the theoretical
minimum loss.

The simulations were carried out with a silicon substrate having a thickness of 250 µm.
Although the losses caused by the TL are inevitable, they can still be reduced by grinding
down the silicon substrate. This will, however, lead to a smaller operational bandwidth, as
reported in Section 7.4.

7.6 Realization of an AoC including an AMC

In Section 7.4, the conclusion is drawn that an AMC in the metal stack does not provide
enough bandwidth for the 5G mm-wave frequency band. Therefore, the silicon substrate
has to be included in the AMC design, at the cost of additional losses. In Section 7.5, a
design approach is presented that keeps the dielectric loss to a minimum. Based on these two
findings, an AoC, consisting of a monopole and a double-layer AMC, has been designed [P2].
A photograph of the realized AoC is shown in Fig. 7.9.

As reported in [P2], the utilization of the double-layer AMC increased the simulated re-
alized gain of the AoC by minimally 2.4 dB and maximally 3.3 dB in the frequency band
ranging from 50 to 60 GHz. No AoC without an AMC was available to us, so no comparison
could be made and this claim could not be supported by measurement results. However, the
measured input impedance of the AoC is shown to be in good agreement with the simulated
input impedance. This strongly supports the validity of the simulation model used in [P2],
and, hence, the usage of an AMC to increase the realized gain of an AoC.
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Figure 7.9: Realization of an AoC consisting of a monopole and an AMC [P2].

7.7 Angular stable AMC for TM plane wave excitations

In the analysis so far, the excitation of AMCs has been restricted to normal incident plane
waves only. In most applications, however, the AMC is positioned very close to the radiating
element, so the excitation is far from plane waves of normal incidence. This complicates the
design of AMCs for AoC applications. For instance, in [P2], the initial AMC dimensions
were determined by a normal incident plane wave unit cell simulation. After integration with
the monopole, the dimensions of the AMC were optimized using full-wave electromagnetic
simulations. These simulations are often computationally intensive since the AMCs typically
exhibit important sub-wavelength features. This makes optimizing the monopole in combi-
nation with the AMC very time consuming.

The complexity of these full-wave electromagnetic simulations could be reduced if an
AMC structure is used which is angular stable and mimics the behavior of a 2D surface
impedance sheet. In that case, the complex 3D AMC structure could be substituted by a 2D
surface impedance sheet, mitigating the sub-wavelength details of the AMCs. In the upcom-
ing subsection, a design procedure for an angular stable AMC for TM plane wave excitations
is presented. Moreover, the response of the complex 3D AMC structure is compared to the
response of a 2D surface impedance sheet.

7.7.1 Design procedure and simulation results

The equivalent inductance LTL and capacitance C depicted in Fig. 7.3(b) depend, in general,
on the angle of incidence θ [115]. Therefore, also the resonance frequency ω0 is dependent
on θ . In this section, a procedure is presented that enables the design of an angular stable
AMC for TM plane wave excitations.

The starting point for the angular stable AMC is the double-layer AMC structure. In [119],
a circuit model of a double-layer AMC is presented, which enables the fast calculation of the
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dimensions of the AMC for a certain resonance frequency and given substrate. This calculated
resonance frequency is only valid for normal incident plane waves [119]. To compensate for
the angular dependency of LTL and C (defined in Fig. 7.3(b)), it has been found that a via
can be used. The via connects the ground plane and the lower patch layer of the double-
layer AMC. A top and side view of the double-layer AMC, including the vias, is visualized
in Fig. 7.10(a) and 7.10(b), respectively. A unit cell is illustrated using the red dashed line.
Figure 7.10(c) and 7.10(d) show the unit cell model in CST. In Fig. 7.10(c), the ground plane,
four quarters of a via, and the lower layer of quarter patches of the double-layer AMC are
shown. In Fig. 7.10(d), also the dielectric and the upper patch are visualized.

By varying the thickness of the via, the added inductance can be adjusted. In this research,
it is empirically found that for a via with a radius of P/5, with P being the periodicity of the
unit cell, the angular dependency of the capacitive grid and TL is exactly compensated by
the angular dependency of the via. To support this claim, a full-wave simulation model was
constructed using CST.

In Fig. 7.11, the reflection phase of the AMC as function of angle of incidence and fre-
quency is shown using the solid lines. In the figure, it can be observed that the resonance
frequency remains constant as function of incident angle, so this AMC structure can be re-
garded as an angular stable AMC for TM plane waves. The reflection phase for transverse
electric (TE) plane waves is shown in Fig. 7.11(b). Here it can be seen that the resonance
frequency increases as the incident angle increases.

7.7.2 Comparison to 2D surface impedance sheets

Although the presented AMC is a complex structure, the simulation of the unit cell is com-
putationally not intensive. If the structure is simulated in a real application, and several unit
cells are positioned in the model, the simulation can become computationally very intensive.
It would, therefore, be advantageous if the 3D AMC structure, with all its sub-wavelength
details, could be replaced by a less complex structure, like a 2D surface impedance sheet for
instance.

To compare the AMC with a 2D surface impedance sheet, the surface impedance of the
AMC for normal incident plane waves, Zs⊥, has been extracted using (7.4). Using CST, a
2D surface impedance sheet has been defined, having Zs⊥ as its impedance. The response of
the 2D sheet to oblique incident plane waves is shown in Fig. 7.11 using the dashed lines.
In Fig. 7.11(a) it can be seen that the response of the AMC and the 2D sheet are exactly the
same for TM plane wave excitations. Figure 7.11(b), however, shows a discrepancy between
the response of the AMC and the 2D sheet for the TE case. This means that, if in the applica-
tion only (or mainly) TM plane waves will be incident on the AMC structure, the full-wave
simulation model can be simplified by using a 2D surface impedance sheet instead of the 3D
structure.
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(a) (b)

(c)

(d)

Figure 7.10: (a) top view and (b) side view of the double-layer AMC including the vias (not
to scale). (c) & (d) unit cell of the designed AMC in CST. In (c), the dielectric and the top
layer are removed for visualization purposes only.
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(a) Reflection phase for TM plane waves.
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(b) Reflection phase for TE plane waves.

Figure 7.11: Reflection phase as function of frequency and incident angle of oblique (a) TM
and (b) TE plane waves of the 3D AMC structure (solid) and 2D impedance sheet (dashed).
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7.8 Conclusion

In this chapter, the utilization of AMCs for AoC applications is investigated and modeling
techniques are presented, with the aim of stimulating future research to enable low-loss AoCs
using AMCs. A limit on the bandwidth of an AMC, excited by a normal incident plane
wave, is derived. It is shown that an AMC constructed in the metal stack does not provide
enough bandwidth for the 5G mm-wave frequency band. Therefore, the silicon substrate has
to be included in the AMC design, at the cost of additional losses. A design approach is
presented that keeps the dielectric loss to a minimum. Based on these two findings, an AoC,
consisting of a monopole and a double-layer AMC, has been designed. The utilization of the
double-layer AMC increased the simulated realized gain of the AoC by minimally 2.4 dB and
maximally 3.3 dB in the frequency band ranging from 50 to 60 GHz. Moreover, the full-wave
electromagnetic simulations of AMCs are computational intensive since the AMCs typically
exhibit important sub-wavelength features. A design procedure for an angular stable AMC
for TM plane wave excitations is presented. The response of the AMC and a 2D surface
impedance sheet are exactly the same for TM plane wave excitations, potentially simplifying
future full-wave electromagnetic simulations.
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CHAPTER EIGHT

Conclusions and recommendations

Mobile cellular communication plays a vital role in today’s society. To prevent congestion
in our current cellular infrastructure, the 4G cellular network has to be upgraded, resulting
in the current deployment of 5G. Before a large-scale roll-out of the 5G mm-wave cellular
network is possible, several hurdles have to be overcome first. The increased path loss and
attenuation associated with the exploitation of mm-waves demands new antenna concepts for
5G mm-wave base stations. One promising concept for a new 5G mm-wave base station
antenna system is a phased array. The main goal of this thesis is to address challenges with
respect to the design and OTA characterization of these new phased array systems operating
at mm-waves.

Array radiation patterns having desired radiation characteristics, such as having a certain
SLL or a null at a certain angle, can be obtained by proper exciting each individual antenna
element in the array. Due to errors in the phase and amplitude of the element excitations, the
array pattern gets distorted. In Chapter 2, the impact of these errors on the array radiation
pattern is assessed. It is shown that the magnitude of a distorted array amplitude pattern
follows a Beckmann distribution instead of the conventionally assumed Rician distribution.
This result can be utilized by engineers or regulatory agencies to, based on desired radiation
characteristics, define specifications on tolerable excitation errors by the ICs of a phased
array to ensure compliance with future 5G protocols. In this model, the excitation errors
are treated as uncorrelated errors. For a better estimation of the distribution of the array
amplitude pattern’s magnitude of high-volume manufactured phased array systems, the effect
of correlation has to be taken into consideration as well.

In Chapter 3, the design and realization of a 28 GHz 8-by-8 dual-polarized analog active
phased array is presented. The array is the university’s first prototype of a 5G mm-wave active
phased array and is developed as testbed to experiment with OTA characterization and phased
array calibration methods. It is shown that the array is functional, i.e., the main lobe of the
array can be pointed in desired directions and an EIRP in the order of 54 to 55 dBm is achieved
at the 1-dB compression point. The array being dual-polarized allows for performing an
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online calibration procedure once the array is installed in the field, ensuring reliable operation
over time. How often the array should be calibrated is unclear as it depends on the influence of
the environment and on future 5G protocols. Using several OTA characterization techniques,
it is also shown throughout the chapter that some aspects of the phased array can be improved.
For instance, the BFN does not perform as desired, resulting in a lower EIRP at the array’s
P1dB. To solve this, the use of Wilkinson junctions instead of T-junctions is proposed, at the
price of increased complexity and cost. Moreover, the PCB was slightly warped, causing a
poor thermal connection to some ICs. Possible measures to balance the thermal conductivity
are to introduce more copper symmetry in the PCB which reduces warpage, to create a heat
sink that is made conformal to the heights of the ICs, or to strengthen the IC’s connection to
the PCB such that the PCB can be straightened by force without breaking the solder joints.
Furthermore, load pulling caused by mutual coupling showed to have a significant effect on
the amplitude and phase of the RF signals generated by the ICs. Also the EEPs showed
to suffer from mutual coupling. To cope with these issues, measures can be introduced to
reduce the mutual coupling from one element to another and make the antenna element less
dependent on its direct environment. These recommendations can, in turn, improve future
realizations of 5G mm-wave base station antenna systems.

The limited size of typical 5G mm-wave arrays allows for antenna measurement ranges
that are small in size and simultaneously can achieve far-field conditions. To determine the
gain of an antenna accurately (i.e., having a maximum error in the order of 0.05 dB) for
antenna separations in the order of one to two times the Fraunhofer distance, a good estimate
of the distance between the amplitude centers of the antennas is required. In Chapter 4, a
novel antenna gain measurement method based on a relative-distance sweep is presented.
Using this technique, the distance between the amplitude centers of the two antennas can
be determined, allowing for an accurate gain determination. Since multiple measurements
are performed, scattering and errors in the exact position of the translated antenna tend to
average out, hence, reducing the error in the determined gain. Moreover, this sweep can be
used to determine whether or not the non-uniform phase distribution over the aperture of the
receiver is significant. This, in turn, allows for accurate far-field measurements at minimum
antenna separations. This also improves the accuracy of other OTA measurements requiring
far-field conditions, such as EVM or BER measurements, for instance, ultimately enhancing
the reliability of the 5G cellular network. Furthermore, it is shown in the chapter that although
the Fraunhofer distance is independent of the smallest antenna in the measurement setup,
the minimum antenna separation required to achieve far-field conditions depends on both
antennas. This suggests that the often used Fraunhofer distance is not adequate and motivates
the search for a new equation that can be used to calculate the antenna separation required to
achieve far-field conditions.

The antenna system shown in Chapter 3 is highly integrated, but the individual antenna
element and IC are still designed separately and are both matched to 50 Ω. The short wave-
length associated with the 5G mm-wave frequency band, however, results typically in individ-
ual antenna elements having a size in the order of a typical IC. This miniaturization opens up
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the possibility to create an AoC or AiP, potentially reducing manufacturing costs, decreasing
RF losses and allowing us to leave the standard 50 Ω impedance interface. Processes suitable
for high-volume manufacturing of AoCs or AiPs are currently under development. In Chap-
ter 5, a characterization method is presented that allows for determining the input impedance
and gain of an integrated antenna without having to connect the integrated antenna to a mea-
surement device. The method is verified using a connectorized mm-wave OEWG. In order
to perform the CCM on an integrated mm-wave antenna, three different terminations and a
switch have to be implemented on the IC. The on-chip terminations will be subject to manu-
facturing tolerances and, hence, less accurately known compared to the terminations used in
the experiments described in Chapter 5. In this case, it is recommended to assess the effect of
the tolerances of the manufacturing process to see whether or not the antenna characteristics
can be determined reliably. The model presented in the chapter can be used to investigate the
impact of these manufacturing tolerances. As the presented method enables the characteriza-
tion of mm-wave integrated antennas, it can be used to (in)validate models used to design the
AoCs and AiPs using new high-volume manufacturing technologies. In turn, these integrated
antennas can be used as building blocks for antenna arrays. As these integrated antennas
could be used for every type of array topology (small, large, dense, sparse, etc.), such a build-
ing block could save a tremendous amount of design time, which cuts costs and reduces the
time-to-market for future antenna arrays.

The method presented in Chapter 5 does require calibration, an anechoic chamber, and a
large dynamic range. Whereas the method is suited for validating a high-volume manufac-
turing process, having these requirements is not beneficial for antenna functionality testing
of the individual (packaged) dies. In Chapter 6, a variant of the CCM presented in Chapter 5
is shown. Using this variant, solely the reflection coefficient can be determined in a contact-
less manner. This variant does not require an anechoic chamber or calibration, and can be
used while the antennas are in each other’s near-field region, drastically reducing the required
dynamic range of the measurement system. Due to these advantages it is possible to create
compact antenna functionality testing solutions for mass-produced integrated antennas, en-
suring reliability of the products. Using simulations, it is shown that an RA can be positioned
in the near-field of the integrated antenna if the AUT is a patch antenna. If the AUT is a
dipole or monopole, the distance between the OEWG and AUT has to be increased, but the
AUT can still be positioned in the near-field of the OEWG. To generalize these observations,
this assessment has to be performed on more antenna types in the future. In the chapter, re-
sults around 33 GHz using a connectorized patch antenna are shown, which experimentally
verify the validity of using the CCM in near-field conditions. Since the intended application
is a testing procedure for integrated antennas, the method has to be verified for integrated
antennas as well. As mentioned in Chapter 5, the required on-chip terminations are subject to
manufacturing tolerances which give rise to an uncertainty in the determined input impedance
and reflection coefficient of the AUT. If this method will be used to characterize integrated
antennas, this uncertainty has to be included in measurement results.

In Chapter 7, the utilization of AMCs for AoC applications is investigated and modeling
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techniques are presented. These modeling techniques are presented with the aim of stimu-
lating future research to enable the production of low-loss AoCs using AMCs. A limit on
the bandwidth of an AMC, excited by a normal incident plane wave, is derived. It is shown
that an AMC constructed in the metal stack does not provide enough bandwidth for the 5G
mm-wave frequency band. As a consequence, the silicon substrate has to be included in the
AMC design, at the cost of additional losses. A design approach is presented that keeps the
dielectric loss to a minimum. A double-layer AMC has been designed based on these two
findings. After integration of this AMC with a monopole, the dimensions of the AMC were
optimized using full-wave electromagnetic simulations. The utilization of the AMC increased
the simulated realized gain of the AoC by minimally 2.4 dB and maximally 3.3 dB in the fre-
quency band ranging from 50 to 60 GHz. The full-wave simulations to optimize AMCs are
computational intensive since AMCs typically exhibit important sub-wavelength features. To
enable faster design cycles, better design tools and methods for AMCs are desired. A design
procedure for an angular stable AMC for TM plane wave excitations is presented in Chapter 7.
The response of the angular stable AMC and a 2D surface impedance sheet are exactly the
same for TM plane wave excitations, potentially simplifying future full-wave electromagnetic
simulations. The AMC is not angular stable for TE plane wave excitation, however, leaving
room for improvement of the presented design procedure.



APPENDIX A

Derivation of Statistical Quantities
of the Array Amplitude Pattern

A.1 Introduction

In this appendix, the results as presented in (2.8), (2.9), (2.10), (2.11) and (2.13) are derived.
For these derivations, the following properties are used.

If random variables A and B are independent, the following holds

E[AB] = E[A]E[B]. (A.1)

For a Gaussian distributed random variable δ having zero mean and a variance of σ2 (i.e.,
δ ∼N (0,σ2)), the following relations hold

E[δ ] = 0, (A.2a)

E[δ 2] = σ
2, (A.2b)

E[cos(δ )] = e−
σ2
2 , (A.2c)

E[sin(δ )] = 0, (A.2d)

E[sin(δ )cos(δ )] = 0, (A.2e)

E[cos2(δ )] = E
[

1+ cos(2δ )

2

]
=

1
2
+

1
2

e−2σ2
, (A.2f)

E[sin2(δ )] = E[1− cos2(δ )] =
1
2
− 1

2
e−2σ2

. (A.2g)

Furthermore, the following well-known trigonometric identity is used

sin2
θ + cos2

θ = 1. (A.3)
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A.2 Mean value

The mean value of X , as defined in (2.7), can be written as

E[X ] = E
[ N

∑
n=1

An(1+δan)(cosδpn cosCn− sinδpn sinCn)

]
=

N

∑
n=1

AnE
[
(cosδpn cosCn− sinδpn sinCn)

]
← (A.1),(A.2a)

= e−
σ2

p
2

N

∑
n=1

An cosCn← (A.2c),(A.2d)

= e−
σ2

p
2 Re[F0]. (A.4)

By performing a similar derivation, the mean value of Y , as defined in (2.7), can be found to
be

E[Y ] = e−
σ2

p
2 Im[F0]. (A.5)

A.3 Variance

By definition, the variance of a random variable X is

Var(X) = E[(X−E[X ])2] = E[X2]−E[X ]2. (A.6)

The calculation for the second term of the right-hand side of (A.6) is straightforward using
the expression found in (A.4)

E[X ]2 = e−σ2
p (Re[F0])

2. (A.7)

Solving the first term of the right-hand side of (A.6), however, is not that straightforward. In
order to do that, X2 will be first rewritten and divided into two different summations. In one
of the summations, only the contributions where n = m are taken into account, whereas in the
other summation n 6= m will be considered.
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X2 can be written as

X2 =

( N
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)2
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II

and therefore E[X2] can be written as

E[X2] = E[I]+E[II]. (A.9)

I and II will be solved independently. The expected value of I can be written as
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E[II] can be expressed by

E[II] =E
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By combining (A.6), (A.7), (A.9), (A.10) and (A.11), an expression for the variance of the
real part of the array amplitude pattern can be found
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A similar derivation can be done in order to find the variance of the imaginary part of the
array amplitude pattern, which turns out to be as follows
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A.4 Correlation

The correlation coefficient ρxy between random variables X and Y with expected values
µx and µy and standard deviations σx and σy is defined as

ρxy =
cov(X ,Y )

σxσy
=

cov(X ,Y )√
Var(X)Var(Y )

, (A.14)

with

cov(X ,Y ) = E[(X−µx)(Y −µy)] = E[XY ]−µxµy. (A.15)

Expressions of µx, µy, Var(X) and Var(Y ) have already been found in (A.4), (A.5), (A.12) and
(A.13) respectively. Therefore, E[XY ] is the only unknown of (A.14) and (A.15). The steps
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that have to be performed to get E[XY ] are quite similar to the steps performed to get E[X2].
Also here, the argument (i.e., XY ) will first be rewritten in two different summations. In one
of the summations, only the contributions where n = m are taken into account, whereas in the
other summation n 6= m will be considered.

XY can be written as
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and therefore E[XY ] can be written as

E[XY ] = E[III]+E[IV]. (A.17)

III and IV will be solved independently. The expected value of III can be written as
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E[IV] can be expressed by
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By combining (A.15), (A.17), (A.18) and (A.19), an expression for E[XY ] can be found
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Then, by combining (A.4), (A.5), (A.15) and (A.20), an expression of the covariance between
X and Y can be found

cov(X ,Y ) =
(
(1+σ

2
a )e
−2σ2

p − e−σ2
p

) N

∑
n=1

A2
n cosCn sinCn. (A.21)

By substituting (2.10), (2.11) and (2.13) into (2.12), an expression for the correlation coeffi-
cient ρxy can be found. This will give rise to a tedious expression and this expression has been
omitted in this appendix. For implementation purposes, it is recommended to calculate the
variances of X and Y , and the covariance between X and Y , and substitute the results in (2.12),
rather than implementing (2.12) in one single expression.



APPENDIX B

Derivation of a Beamforming Algorithm
for Arbitrary Antenna Arrays

B.1 Introduction to the algorithm

In [15], a beamforming algorithm is presented that can be used to calculate the excitation
coefficients to shape the radiation pattern of an arbitrary array in one planar cut. The algorithm
presented in this appendix is based on the algorithm in [15] and can be used to calculate the
excitations to shape the full radiation pattern of an arbitrary antenna array. This algorithm was
used to generate the coefficients for the radiation pattern measurements shown in Fig. 3.20.

In the algorithm, the excitation coefficients are found using an iterative procedure. In
the first step, the main lobe is pointing in the desired direction, while the radiation coming
from other directions is minimized. After the first step, an iterative method ensures that the
side lobes are suppressed to a certain level, while maintaining the main beam in its desired
direction. The algorithm is derived as follows.

The array field pattern F(θ ,φ) of an arbitrary antenna array having N antenna elements
can be written as

F(θ ,φ) = ω
†v(θ ,φ). (B.1)

Here, the dagger † is defined as the Hermitian transpose operator, ω represents an N × 1-
vector containing the complex weights of the N individual antenna elements and v(θ ,φ) the
steering vector, which is defined as

v(θ ,φ) =


g1(θ ,φ)
g2(θ ,φ)

...
gN(θ ,φ)

 . (B.2)

Here, gn(θ ,φ) is the complex embedded element field pattern of the nth antenna element.
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The complex field patterns of the individual antenna elements have to be extracted from
simulation software or have to be measured. In both cases, the pattern will consist of samples.
The samples of the complex E-field patterns have to be equally spaced in the θ and φ -direction
in terms of degrees. The number of samples in the θ and φ -direction are indicated with Lθ

and Lφ respectively. Furthermore, the kth sample in the θ -direction is indicated by θk and the
lth sample in the φ -direction is indicated by φl .

B.2 Steering the main lobe and minimizing radiation

Finding the excitations ω0 that minimizes the radiation from other directions than the main
lobe can be expressed as follows

ω0 = min
ω

ω
†Aω, (B.3)

with A the covariance matrix defined as

A =
Lθ

∑
k=1

Lφ

∑
l=1

e(k, l)Vkl sin(θk), (B.4)

with

Vkl = v(θk,φl)v†(θk,φl), (B.5)

and

e(k, l) =

{
0 if (θ ,φ) = (θk,φl) is in the main lobe,
1 otherwise.

(B.6)

In this formula, a few things have to be clarified. The goal is to minimize the unwanted radia-
tion. The total unweighted contribution to the radiation pattern is collected by the covariance
matrix A. In order to capture only the unwanted radiation, instead of also taking into account
the radiation of the main lobe, the function e(k, l) is introduced. This function is equal to zero
in the region inside the main lobe, so the desired radiation is not included in the covariance
matrix A. This means that an expectation of the location and the beamwidth of the main lobe
is required.

Since the algorithm is developed using spherical coordinates, a correcting factor needs to
be included. This is resembled by the sin(θk)-term in (B.4).

In other words, all the contributions of the unweighted field patterns are summed in (B.4),
except for the contributions where the main lobe is present. Subsequently, the weights that
minimize these contributions, and thus minimize (B.3), are determined.

To make sure that the main lobe is pointing towards its desired direction, some constraints
have to be formulated. First of all, to not end up with a trivial solution, the radiation pattern
has to be equal to an number other than zero (for instance, one) in the direction of pointing.
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Moreover, the radiation pattern has to have a local maximum in the direction of pointing. This
can be achieved by forcing the real part of the partial derivatives of the radiation pattern with
respect to θ and φ to be zero.1 This can be expressed in the following way

F(θ0,φ0) = ω
†v(θ0,φ0) = ω

†v0 = 1,

Re
[

∂F(θ ,φ)

∂θ

∣∣∣∣
(θ ,φ)=(θ0,φ0)

]
= Re

[
ω

† ∂v(θ ,φ)
∂θ

∣∣∣∣
(θ ,φ)=(θ0,φ0)

]
= Re[ω†v∂θ

0 ] = 0,

Re
[

∂F(θ ,φ)

∂φ

∣∣∣∣
(θ ,φ)=(θ0,φ0)

]
= Re

[
ω

† ∂v(θ ,φ)
∂φ

∣∣∣∣
(θ ,φ)=(θ0,φ0)

]
= Re[ω†v∂φ

0 ] = 0, (B.7)

with θ0 and φ0 the θ and φ -coordinate of the desired pointing angle, with v0 a shorthand
notation of v(θ ,φ) evaluated at (θ ,φ) = (θ0,φ0), and with v∂θ

0 and v∂φ

0 a shorthand notation
of the partial derivative of v(θ ,φ) with respect to θ and φ , respectively, evaluated at (θ ,φ) =
(θ0,φ0).

B.3 Solving the real counterpart

The minimization problem formulated in (B.3) in combination with the constraints defined
in (B.7) form a complex minimization problem, and there is no direct solution. However,
this problem can be transformed in a real minimization problem, such that a solution can be
found [123]. The real counterpart of the minimization problem and its constraints formulated
in (B.3) and (B.7), respectively, is as follows

ω̃0 = min
ω̃

ω̃
T Ãω̃, (B.8)

under the constraints

ω̃
T ṽ0 = 1,

ω̃
T v̂0 = 0,

ω̃
T ṽ∂θ

0 = 0,

ω̃
T ṽ∂φ

0 = 0, (B.9)

1To be mathematically more precise, the second-order partial derivatives with respect to θ and φ should also
be constrained to be negative in order to ensure a local maximum [15]. However, this constraint is omitted since
in most practical situations this is satisfied.
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with superscript T defined as the transpose operator, and with

ω̃0 =

[
Re[ω0]
Im[ω0]

]
,

ω̃ =

[
Re[ω]
Im[ω]

]
,

Ã =

[
Re[A] −Im[A]
Im[A] Re[A]

]
,

ṽ0 =

[
Re[v0]
Im[v0]

]
,

v̂0 =

[
-Im[v0]
Re[v0]

]
,

ṽ∂θ
0 =

[
Re[v∂θ

0 ]

Im[v∂θ
0 ]

]
,

ṽ∂φ

0 =

[
Re[v∂φ

0 ]

Im[v∂φ

0 ]

]
. (B.10)

These linear constraints can be formulated as follows

C̃T
ω̃ = f̃ , (B.11)

with

C̃ =
[
ṽ0 v̂0 ṽ∂θ

0 ṽ∂φ

0

]
, (B.12)

and

f̃ =
[
1 0 0 0

]T
. (B.13)

The closed-form solution to this linear constraint minimization problem is

ω̃0 = Ã−1C̃(C̃T Ã−1C̃)−1 f̃ . (B.14)

B.4 Suppressing the side lobes

By solving (B.14), it is only ensured that the main lobe is at the desired angle, and minimizes
the radiation outside the main lobe region. The goal is not to minimize the radiation at other
angles than the main lobe, however, but is to minimize the maximum side lobe. This can be
done by equalizing the side lobes [124]. To do this, an iterative process is proposed. In each
iteration new weights will be calculated. This can be written as

ωn+1← ωn +∆ωn. (B.15)
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Although new weights have to be found to equalize the side lobes, the constraints which are
defined in (B.7) still have to be met. Also, while the weights are being changed, the added
radiation coming from directions other than the main lobe must be kept to a minimum. This
can be expressed as follows

∆ωn = min
∆ω

∆ω
†A∆ω, (B.16)

under the constraints

∆ω
†v0 = 0,

Re[∆ω
†v∂θ

0 ] = 0,

Re[∆ω
†v∂φ

0 ] = 0. (B.17)

To ensure that the side lobes will be suppressed to a certain level, some extra constraints have
to be defined. To prevent having an underdetermined system, only a limited amount of extra
constraints can be defined. Since the variable ∆ω is vector of the size N×1 and is complex,
in principle, a maximum of N constraints in the complex domain can be defined. Two con-
straints in the real domain have the same complexity as one constraint in the complex domain,
meaning that in the problem defined in (B.17) is equivalent to two constraints in the complex
domain. This means that, in principle, Mmax = N−2 side lobes can be controlled in each it-
eration. The first step is to find the locations of the highest side lobes in the radiation pattern.
Once these locations are known, the following constraint can be introduced to suppress the ith

side lobe

∆ω
†vi = fi, (B.18)

with

fi = (R−|ci|)
ci

|ci|
,

ci = ω
†
nvi,

vi = v(θi,φi),

i = 1,2, ...,M ≤Mmax, (B.19)

with θi and φi the θ and φ -coordinate of the location of the ith side lobe, R is the desired side
lobe level and M the amount of side lobes to be suppressed. Next to that, ci is the value of the
ith side lobe and fi resembles the residual amount needed for the ith side lobe to achieve the
desired side lobe level.

In the same way as in the previous section, the real counterpart of the new complex mini-
mization problem can be found. This can be expressed as follows

∆ω̃n = min
∆ω̃

∆ω̃
T Ã∆ω̃, (B.20)
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under the constraints

∆ω̃
T ṽ0 = 0,

∆ω̃
T v̂0 = 0,

∆ω̃
T ṽ∂θ

0 = 0,

∆ω̃
T ṽ∂φ

0 = 0,

∆ω̃
T ṽi = f̃i,

∆ω̃
T v̂i = f̂i, (B.21)

with

∆ω̃n =

[
Re[∆ωn]
Im[∆ωn]

]
,

∆ω̃ =

[
Re[∆ω]
Im[∆ω]

]
,

f̃i = Re[ fi],

f̂i = Im[ fi],

ṽi =

[
Re[vi]
Im[vi]

]
,

v̂i =

[
−Im[vi]
Re[vi]

]
. (B.22)

In line with the previous section, these linear constraints can then be formulated as follows

C̃T
n ∆ω̃ = f̃ n, (B.23)

with

C̃n =
[
ṽ0 v̂0 ṽ∂θ

0 ṽ∂φ

0 ṽ1 ṽ2 . . . ṽM v̂1 v̂2 . . . v̂M

]
, (B.24)

and

f̃ n =
[
0 0 0 0 f̃1 f̃2 . . . f̃M f̂1 f̂2 . . . f̂M

]T
. (B.25)

The closed-form solution to this linear constraint minimization problem is

∆ω̃n = Ã−1C̃n(C̃
T
n Ã−1C̃n)

−1 f̃ n. (B.26)

By solving (B.26) iteratively, coefficients can be generated that ensure the beam to be pointed
towards (θ ,φ) = (θ0,φ0) and an SLL of R. This iterative algorithm was used to generate the
coefficients for radiation pattern measurements shown in Fig. 3.20. To generate these weights,
in general, no more than ten iterations were required.



APPENDIX C

Derivation of the Bandwidth of a
Lossless Artificial Magnetic Conductor

In this appendix, the derivation of the bandwidth of a lossless AMC is presented. As men-
tioned in Section 7.4, the bandwidth of an AMC is typically defined from 6 Γ = +90° to
6 Γ = −90° [121]. Hence, to solve for the bandwidth, an expression of the frequency cor-
responding to 6 Γ = +90° and 6 Γ = −90°, denoted by ω− and ω+, respectively, has to be
determined. In Fig. C.1(a), the reflection phase of a typical AMC is shown. Note that the
frequency corresponding to 6 Γ = +90° is lower than the resonance frequency, whereas the
frequency corresponding to 6 Γ =−90° is higher than the resonance frequency.

In Fig. C.1(b), the equivalent circuit model of a lossless AMC is shown. The equivalent
surface impedance Zs of this parallel LC circuit can be written as

Zs = ZC||ZL =
jωL

1−ω2LC
. (C.1)

If a structure having surface impedance Zs is excited by a plane wave of normal incidence,

-
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(a) Reflection phase of a typical AMC.
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(b) Equivalent circuit model of a lossless AMC.

Figure C.1
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the reflection coefficient can be calculated using

Γ =
Zs−Z0

Zs +Z0
=

Z0(ω
2LC−1)+ jωL

Z0(1−ω2LC)+ jωL
=

A+ jωL
−A+ jωL

, (C.2)

with A = Z0(ω
2LC− 1) and Z0 being the characteristic impedance of the medium directly

above the surface. The angle of the reflection coefficient can be expressed as

6 Γ = 6 (A+ jωL)− 6 (−A+ jωL). (C.3)

The parameter A is positive for frequencies above the resonance frequency. To determine the
angular frequency corresponding to 6 Γ =−90°(=−π/2), (C.3) can be written as

6 Γ = tan−1
(

ωL
A

)
−
(

π− tan−1
(

ωL
A

))
= 2tan−1

(
ωL
A

)
−π =−π/2. (C.4)

By using A = Z0(ω
2LC−1), (C.4) can be rewritten as

ω
2Z0LC tan

(
π

4

)
−ωL−Z0 tan

(
π

4

)
= ω

2Z0LC−ωL−Z0 = 0. (C.5)

Equation (C.5) is a quadratic equation and can be solved in an analytic way. The following
values of ω can be found

ω
+
1,2 =

1
Z0C ±

√
1

(Z0C)2 +
4

LC

2
. (C.6)

Since only positive frequencies are of interest, (C.6) can be reduced to

ω
+ =

1
Z0C +

√
1

(Z0C)2 +
4

LC

2
. (C.7)

Likewise, the parameter A is negative for frequencies below the resonance frequency. To
determine the angular frequency corresponding to 6 Γ =+90°(=+π/2), (C.3) can be written
as

6 Γ = tan−1
(

ωL
A

)
−
(

π− tan−1
(

ωL
A

))
= 2tan−1

(
ωL
A

)
+π = π/2. (C.8)

By using A = Z0(ω
2LC−1), (C.8) can be rewritten as

ω
2Z0LC tan

(
− π

4

)
−ωL−Z0 tan

(
− π

4

)
=−ω

2Z0LC−ωL+Z0 = 0. (C.9)

Equation (C.9) is a quadratic equation and can be solved in an analytic way. The following
values of ω can be found

ω
−
1,2 =

− 1
Z0C ±

√
1

(Z0C)2 +
4

LC

2
. (C.10)
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Since only positive frequencies are of interest, (C.10) can be reduced to

ω
− =
− 1

Z0C +
√

1
(Z0C)2 +

4
LC

2
. (C.11)

The resonance frequency ω0 is defined as

ω0 =
1√
LC

. (C.12)

By taking the results of (C.7) and (C.11), the bandwidth and the fractional bandwidth of a
lossless AMC can be calculated using

∆ω = ω
+−ω

− =
1

Z0C
=

ω2
0 L

Z0
,

BWfrac =
∆ω

ω0
=

1
Z0Cω0

=
ω0L
Z0

. (C.13)
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