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Summary

In this work, I focus on the dynamical aspects of wet adhesion to soft
surfaces. This topic is relevant to adhesion science, as adhering to wet
or underwater surfaces requires the removal of liquid. This process
often involves elastic materials, like the adhesive or the substrate.
Understanding it requires considering the soft solid-liquid interaction
as well as surface energy-driven dewetting, i.e. movement of a triple
contact line. I propose a numerical model that reproduces many aspects
of soft elastohydrodynamic dewetting in cases like non-axisymmetric
dry spot nucleation and anisotropic expansion, dewetting on patterned
surfaces and movement of trapped liquid. Additionally, I explore a
switchable adhesion system utilizing static electric fields.
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Chapter 1

Introduction

How do we prevent cars from aquaplaning on wet roads? [Fig. 1.1(a)]
How do we make sure roller bearings won’t wear down quickly? How
can aquatic animals stick to underwater or wet surfaces? [Fig. 1.1(b)]
To answer these questions we need to understand how thin liquid
films behave when confined between soft surfaces. In some cases, the
liquid film is desired to be stable to prevent lubricated surfaces from
touching.1,2 In other cases, the opposite is sought. A car will retain
traction if water will be removed from the tires-asphalt interface quickly
enough.3–13 Thin liquid film removal is desired in some industrial
applications, like nanoimprint lithography.14–19

The process of thin liquid film removal is called dewetting and
can refer to a system transitioning from a solid-liquid-air to solid-air
interface or solid-liquid-solid to solid-solid. The liquid film is usually
removed through nucleation and growth of dry spots (as in Fig. 1.2),
but if it is thin enough it may undergo spinodal dewetting due to
surface instabilities.20 Figure 1.3 shows dewetting of a thin liquid film
in a soft solid-liquid-soft solid system, where the liquid is intercalated
between a soft elastomer surface and a soft elastomer hemisphere.

The rupture of thin liquid films and liquid removal are widely
studied. Roberts and Tabor reported the collapse of thin liquid films
below 40 nm confined between a rubber surface and a lens.22 Brochard-
Wyart and de Gennes presented an analytical model for the dewetting
of water films between a rigid solid and a rubber.23 They derived the
scaling law for the growth rate of an axisymmetric dry spot. Martin
and Brochard-Wyart experimentally confirmed the scaling laws.24

15



16 CHAPTER 1. INTRODUCTION

Figure 1.1: (a) A car will slip if a water film forms between the tires
and asphalt, causing aquaplaning. (b) A frog can stick to wet and
underwater rocks, even in strong currents. “Cours - Kurse - Aquaplaning”

by Touring Club Suisse/Schweiz/Svizzero TCS (a) and “Froggy” by Stephen Begin

(b) are licensed under CC BY-NC-SA 2.0. To view a copy of this license, visit

https://creativecommons.org/licenses/by-nc-sa/2.0/
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Figure 1.2: Dewetting morphology of a 3.9 nm polystyrene film (molec-
ular mass 2000 u) at 53➦C on a silicon wafer with a 191 nm thick silicon
oxide layer, as recorded by in situ AFM. Adapted from Ref. [21].

Figure 1.3: Dewetting of a thin liquid film [light circular spot in (a)]
intercalated between a soft elastomer surface and a soft elastomer
hemisphere.
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Figure 1.4: Scanning electron microscopy images of a gecko foot,
showing its morphology in microscale. Adapted from Ref. [37].

Figure 1.5: Droplets spreading on micropatterned surfaces. (a) Straight
micropillars (SEM image in the inset) cause the droplet to spread
uniformly. (b) Slanted micropillars cause anisotropic spreading. In
both cases the pillars have a diameter of 0.5 µm, spacing of 3.5 µm
and height of 10 µm. Adapted from Ref. [43].

Persson et al. reported how pressure distribution inside the contact
area affects the contact line speed during dewetting.25

The problem of liquid removal is only one aspect of wet adhesion.
There are ongoing efforts to develop novel adhesive systems utiliz-
ing functional surfaces with unusual wetting and adhesive properties
thanks to being covered in a micropattern.26–36 One strategy is to
try mimicking nature. Autumn et al.37–40 described the gecko foot
adhesion mechanism, which can conform to rough surfaces and adhere
due to their intricate microstructures (Fig. 1.4) and the van der Waals
forces. Biomimetic micro-pillar arrays made from an elastic polymer
were demonstrated to conform well to rough surfaces, providing better
adhesion than a flat elastomer would.41,42

Patterned surfaces can exhibit unusual wetting properties. Under-
standing how liquids spread on patterned surfaces is an active research
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topic.44–46 Barthlott and Neinhuis47 investigated the superhydropho-
bic properties of lotus leaves due to their intricate microstructure.
Figure 1.6 shows similar structures found in other plants.48 Figure 1.7
shows another example of a superhydrophobic micropattern in nature,
found on the skin of aquatic insects called springtails. The pattern on
their plastron prevents them from getting wet, which would interfere
with their ability to breathe through the skin.49 Numerous works51–55

demonstrated that these properties can be replicated by manufactured
patterns and showed the importance of a hierarchical two-lengthscale
topography that is necessary to reproduce the effect. Figure 1.8 shows
an example, the mushroom shape of the pillars causes the patterned
surface to be omniphobic, that is, prevent the wetting by any liquid,
independant of its surface tension and contact angle on a flat surface
of the same material.56–59

Switchable adhesion is of particular interest. Reddy et al. developed
a system of thermoresponsive micropillars, which allowed to switch
adhesion on and off by changing the temperature.60 Drotlef et al.
demonstrated that pillars with embedded neodymium nanoparticles
will bend when a magnetic field is applied, which can also be used to
control the adhesive properties of the surface.61

In chapter 2 we describe soft solid-liquid-solid dewetting in a
more general way, considering non-axisymmetric cases. We consider
the dynamics of sessile droplets at soft interfaces, propelled by the
pressure gradient (chapter 3). In chapter 4 we describe dewetting of
patterned substrates pressed in a liquid against a soft solid. Finally, we
consider a switchable adhesion mechanism by means of static electric
fields (chapter 5).
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Figure 1.6: Scanning electron microscopy images showing the mi-
crostructures on the surface of plant leaves. (a) Nelumbo nucifera
(lotus), (b) euphorbia myrsinites (myrtle spurge), (c) colocasia escu-
lenta (taro) and Adapted from Ref. [48].

Figure 1.7: (a) Tetrodontophora bielanensis, a springtail. (b,c) Scanning
electron microscopy images showing the microstructures of the plastron.
Adapted from Ref. [50].

Figure 1.8: Scanning electron microscopy images showing mushroom-
shaped pillars, providing an omniphobic surface and inspired by nature.
Adapted from Ref. [59].



Chapter 2

Non-axisymmetric

elastohydrodynamic

solid-liquid-solid dewetting:

Experiments and numerical

modelling

2.1 Introduction

The presence and stability of thin liquid films between two solid
surfaces is of great scientific and technological relevance for many
systems and applications. For minimizing wear in bearings, a stable
liquid film is desirable.1,2 To prevent aquaplaning on wet roads, the
liquid film should be removed as efficiently as possible to maximize
traction.3–13 Certain carnivorous plants developed an prey capture
strategy based on insect aquaplaning.11,62 Similarly, for residue-free
nanoimprint lithography, a swift and complete removal of interven-
ing liquid is required.14–19 The strength of adhesion between organic
or polymeric surfaces is considerably reduced by the presence of a
water film, as the Hamaker constant for the interaction of e.g. two
polystryrene or poly-tetra-fluoro-ethylene halfspaces across vacuum is
7 to 10 times higher than across an ultrathin water layer.63

Roberts and Tabor reported the spontaneous collapse of thin liquid
films confined between a rubber surface and an SiO2 lens for film

21



22 CHAPTER 2. . . . SOLID-LIQUID-SOLID DEWETTING. . .

thicknesses below 40 nm.22 Serayssol and Davis studied the influence
of surface interactions on the elastohydrodynamic collision of two
suspended spheres.64 Becker and Mugele and de Beer et al. studied
the dewetting of molecularly thin liquid films between mica substrates
using a surface forces apparatus.65,66 They observed dewetting transi-
tions and trapped liquid for high approach rates of the two substrates.
Persson and Mugele provided an exhaustive review of squeeze-out
of molecularly-thin wetting and non-wetting liquid films.67 Bandy-
opadhyay et al. showed that a micrometer-scale corrugation of the
elastomeric punch can effectively suppress the dewetting transition of
confined ultrathin polystyrene films.68 Li et al. found that the addition
of the surfactant sodium-dodecyl-sulfate (SDS) can prevent dewetting
and induce film stability.69

Brochard-Wyart and de Gennes were the first to present an analyt-
ical model for the dewetting of water films between a rigid solid and a
rubber.23 By balancing the surface energy change with the viscous dis-
sipation in the liquid they derived the scaling law for the growth rate
of an axisymmetric dry spot. Martin and Brochard-Wyart presented
experiments that confirmed the predicted scaling laws.24 Persson et
al. additionally considered the nonuniformity of the pressure distribu-
tion inside the contact area.25 Brochard-Wyart and Martin extended
the model towards materials that are characterized by a static shear
modulus, a high frequency modulus, and a relaxation time.70 Carbone
and Persson extended the model of Brochard and de Gennes towards
dewetting of liquid films between viscoelastic materials.71

Brochard et al. focused on axisymmetric dewetting induced by pur-
posely introduced defects or protrusions on one of the confining solids.
In contrast, in this manuscript we present systematic experiments of
non-axisymmetric dewetting. The experimental setup is illustrated
in Fig. 2.1(a). An elastomeric half-sphere is pressed onto a flat layer
of the same material with liquid confined in between them. Due to
the applied pressure the liquid film thickness h decreases in time.
After h has become sufficiently low, dry-spot nucleation may occur
usually near defects and surface irregularities, as shown in Fig. 2.1(d,e).
We developed a 3D fully-coupled numerical model of the dewetting
process, which combines thin film flow with elastic surface and bulk
deformation and which reproduces many features observed in the
experiments.
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Figure 2.1: (a) Sketch of the experimental setup. (b) Magnified cross-
section of the wet contact spot. (c) Schematic of a typical observed
light interference pattern that contains information about the film
thickness distribution. (d,e) Microscope images showing the nucleation
and growth of a dry-spot in the confined thin liquid film. The time
t = 0 corresponds to the moment of nucleation.
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2.2 Modelling

2.2.1 Analytical Models

The stability of thin liquid films confined between solid elastic media
is governed by the spreading parameter S ≡ γAB −γAL−γBL,72 which
depends on the interfacial energies of the contacting media, γAB being
the surface energy of the dry A-B elastomer interface, γAL and γBL

the solid-liquid interfacial energies, respectively. For S > 0 the liquid
is always stable but for S < 0 dewetting may occur.

In the case of circular dry spots initiating in the center of the
contact area, the growth dynamics may be predicted by comparing the
rate of surface energy gain with the rate of viscous dissipation in the
rim forming in front of the contact line [see Fig. 2.1(e)]. The dissipation
rate depends on the shape of the rim, which depends on the surface
and elastic properties of the materials in contact. Brochard-Wyart
and De Gennes derived the following relation for the time evolution of
the dry spot radius23

rcl(t) ∼
( |S|
η
t

)3/4 ( |S|
Y

)1/2

h−1/4, (2.1)

where η is liquid viscosity, Y is the Young’s modulus of the elastomer
and h is the liquid film thickness (assumed uniform). Persson et al.
additionally considered the nonuniformity of the pressure distribution
inside the contact area.25 They assumed a Hertzian distribution,73

leading to the following implicit solution for the time t needed for the
contact line position to reach a certain position rcl

t

τ
∼

∫ rcl/rcs

0

ξ1/3

1 + κξ2(1 − ξ2)−1/2
dξ . (2.2)

Here, rcs is the radius of the contact spot, τ the squeeze-out time
derived from Eq. (2.1) by solving for the time when rcl(τ ) = rcs, and κ
is a parameter dependent on the geometrical and material properties
of the system

κ ≡ 1

π

hrcs
RL

Y

|S| , (2.3)

where RL is the radius of curvature of the rubber lens and h is also
assumed to be uniform.
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For values of κ typical for our experimental geometry and material
systems, the solution of Eq. (2.2) is very well approximated by Eq. (2.1),
up to approximately a third of the contact spot radius.

2.2.2 Numerical model

We developed a theoretical model to simulate soft elastohydrodynamic
lubrication phenomena and the dewetting of thin films between soft
elastic surfaces numerically. The model combines the Reynolds equa-
tion for the thin liquid film flow and linear elasticity accounting for
the stresses and deformations of the soft elastomeric components. The
three dimensional implementation allows us to study non-axisymmetric
geometries. All simulations were performed using the finite element
software COMSOL Multiphysics vs. 5.3.

2.2.3 Linear elasticity

The elastic deformation in the limit of slow deformation and small
strain is governed by the Cauchy momentum equation for a stationary
system

3∑

i=1

∂σij
∂xi

= −fj , (2.4)

where σij is the Cauchy stress tensor and fi are the Cartesian com-
ponents of an external body force density vector. Due to the small
dimensions, we neglect gravity. The body force density is thus assumed
to vanish fi = 0.

We assume the elastic material properties to be linear, non-dissipative,
isotropic and homogeneous. The corresponding constitutive equation
is

σij = 2Geij +

(
B − 2G

3

)
ekkδij , (2.5)

where

G ≡ Y

2(1 + ν)
and B ≡ Y

3(1 − 2ν)
(2.6)

are the shear and bulk modulus, Y and ν are Young’s modulus and
Poisson’s ratio. We assumed ν = 0.49 to represent the effective incom-
pressibility of the elastomer at the pressures relevant to our experi-
ments.74 Moreover, δij is the Kronecker delta and eij is the infinitesimal
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strain tensor, which depends on the displacement vector ui via

eij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (2.7)

For computational simplicity we assume the substrate to be rigid and
oriented parallel to the base plane of the hemisphere. In the appendix,
we consider the case of elastomeric substrates using an Arbitrary
Lagrangian-Eurlerian (ALE) approach.

As for boundary conditions (BCs), the base of the hemisphere is
assumed to be attached to a rigid surface and thus ui(r, z = 0) = 0. The
surface of the solid not in contact with the liquid (i.e. the elastomer-air
interface) is assumed to be traction-free and therefore

∑
i σijni = 0.

In the azimuthal direction the computational domain is bounded by
two symmetry planes, ϕ = 0 and ϕ = ϕ0, ϕ being the azimuthal angle,
where the normal displacement vanishes, uϕ = 0. As a consequence,
the radial displacement at r = 0 vanishes, ur(r = 0, z) = 0. The
considered geometry and boundary conditions (BCs) are illustrated in
Fig. 2.2.

2.2.4 Thin liquid film flow

Since the typical film thickness (order 100 nm) is much smaller than the
radius of the contact spot rcs (order 300µm), a thin film approximation
can be used to describe the liquid flow. Assuming impenetrable liquid-
solid interfaces, incompressible laminar flow subject to no-slip BCs,
the Reynolds equation can be solved

∂h

∂t
+ ∇|| ·

[
h
ve + vs

2
− h3

12η
∇Pf

]
= 0 , (2.8)

to obtain the pressure distribution Pf . Here, t is time, η is the dynamic
viscosity of the liquid, and ve and vs are the tangential velocities of
the liquid-elastomer interface and the substrate surface [see Fig. (2.2)],
respectively, which are computed from their elastic displacements. The
liquid film thickness h(x, y, t) is calculated from the positions of the
boundaries h = ze − zs.

Partial wettability in solid-liquid-solid systems can be implemented
in an elastohydrodynamic framework by means of the concept of
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disjoining pressure Π.75 We assume the following empirical form

Π(h) = C

[(
h∗

h

)n

−
(
h∗

h

)m]
, (2.9)

with

C ≡ |SΠ|
h∗

(n− 1)(m− 1)

n−m
, (2.10)

where SΠ is an amplitude factor with units of surface tension (N/m),
h∗ is a nanoscopic lengthscale, and n and m are integers (n > m)
defining the shape of the disjoining pressure isotherm and the limiting
behavior for h → 0 and h → ∞. We typically chose h∗ = 10 nm.
The value of Π(h) is different from zero essentially only for ultrasmall
film thicknesses (h . 10h∗), whereas it is immeasurably small at
microscopic distances, Π(h≫ h∗) ≈ 0. The divergence of Π for h→ 0
enforces a non-zero minimum film thickness, which helps alleviate
the hydrodynamic stress singularity associated with moving contact
lines.76

The two-dimensional computational domain of the liquid phase
has three boundaries. At the azimuthal bounding planes ϕ = 0 and
ϕ = ϕ0, we prescribe symmetry conditions

∂h

∂ϕ
= 0 and

∂Pf

∂ϕ
= 0 . (2.11)

At the external boundary, i.e. outside of the contact spot, the pressure
is set to zero.

2.2.5 Interfacial coupling conditions

At the elastomer-liquid boundary a traction Ti =
∑

j σijnj is exerted
by the liquid on the solid

Ti =
3∑

j=1

η

h
(δij − ninj) (ve,j − vs,j)

−(Pf + Π)ni,

(2.12)

where δij is the unit tensor and ni are components of the unit normal
vector of the liquid-elastomer interface. The second term in Eq. (2.12)
corresponds to a pressure load applied to the solid-liquid interface,
which is a superposition of the total fluid pressure calculated from
Eq. (2.8) and the disjoining pressure Π(h).
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Figure 2.2: Boundary conditions used in the numerical model.
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2.2.6 Initial and kinematic conditions

In order to induce dry spot nucleation at a predefined location, we
introduce a defect with shape

zd(r) = ∆hd fhs

(
1 − 2

|r− rd|
wd

)
, (2.13)

as part of the surface topography of the rigid substrate. Here, ∆hd and
wd define the height and width of the defect, rd is the defect position
and fhs is a smooth Heaviside function with two continuous derivatives

fhs(t̃) =





0 for t̃ < −1

1 for t̃ > 1
1
2
+ 15

16
t̃− 5

8
t̃ 3+ 3

16
t̃ 5 otherwise.

(2.14)

The dynamics of the system is generated by a vertical motion of the
rigid substrate, while the base plane of the elastomeric hemisphere is
held fixed. The vertical position of the liquid-elastomer interface is

ze(r, t) = u(e)z (r, t) −
√
R2

L − r2, (2.15)

where u
(e)
z is the z-component of the displacement vector of the elas-

tomer at the liquid-elastomer interface and r2 ≡ x2 + y2.
We prescribe the time dependence of the vertical position of the

liquid-substrate interface as

zs(r, t) = b0 + (b1 − b0) fhs

[
2
t

tc
− 1

]
+ zd(r) −RL, (2.16)

where b0 and b1 are the initial and final positions of the substrate and
tc is the approach time constant. The value of the time constant tc
is restricted by the requirements of slow elastic deformation and by
the timescale of the dewetting process. We chose tc much shorter than
the time required for dry spot nucleation and found that the precise
value of tc then effectively has no influence on the liquid film thickness
evolution.

At t = 0 the displacement field of the solid is set to zero. The
initial pressure distribution is assumed to be zero in the entire liquid.
The initial condition for h is determined by Eqs. (2.15) and (2.16).
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2.2.7 Axisymmetric variant of the model

If a dry spot nucleates in the center of a circular contact spot, de-
wetting can evolve in an axially symmetric manner. In this case we
simplified the model and considered a one-dimensional liquid and a two-
dimensional solid domain using cylindrical coordinates. Equation (2.7)
simplifies to

err =
∂ur
∂r

, eφφ =
ur
r
, ezz =

∂uz
∂z

,

erφ = eφz = 0 , ezr =
1

2

(
∂ur
∂z

+
∂uz
∂r

)
.

(2.17)

Equation (2.8) becomes

∂h

∂t
+

1

r

∂

∂r
r

(
h
ve + vs

2
− h3

12η

∂Pf

∂r

)
= 0 . (2.18)

The boundary conditions remain in effect. At the symmetry axis r = 0
we have

∂h

∂r
= 0,

∂p

∂r
= 0, ur = 0 at r = 0. (2.19)

2.3 Materials and methods

The elastomer used was a silicone-based, heat-curable, two-component
polymer resin (Smooth-On, Encapso K). Samples were prepared by
mixing the two components in a 1:1 weight ratio and depositing a
droplet on a borosilicate glass slide. The droplet spreads into a layer
approximately 200 to 300µm thick and 2 cm wide. In order to obtain
a spherical silicone cap, resin was deposited on the flat side of a fused
silica half-ball lens (Edmund Optics, product number 67-395, radius
of curvature 1.5 mm), which was glued to a borosilicate glass substrate
using a UV-curable adhesive (Norland Optical Adhesive 65). The
procedure was similar to the one described in,77 except that we used
Gibbs confinement78 to define the shape rather than a flat hydrophobic
substrate. The radius of curvature of the spherical cap can be adjusted
by the deposited volume of resin. After curing for at least 24 hours at
room temperature, an optically transparent elastomer was obtained,
with a Young’s modulus given by the manufacturer as 1.365 MPa.
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Compared to using micro-machined molds this contact-free fabrication
procedure yields molecularly smooth surfaces.

The liquid used in the experiments was a perfluoropolyether (Solvay,
Fomblin Y LVAC 14/6, average molecular weight 2500). It is essentially
non-volatile at room temperature, has a viscosity η of 140 cSt at
20◦C, a density of 1890 kg m−3 at 25◦C, and a refractive index nD of
1.298. With the chosen materials, swelling of the polymer was never
observed. The spreading parameter S can vary with contamination
and nonuniformity of the polymer surfaces. An estimate derived from
the analysis of the shape of trapped liquid droplets, as discussed in
Ref. [79], is close to 14 mN/m.

A detailed sketch of the experimental setup is presented in Fig. 2.3.
An incoherent blue LED light source (Roithner) is used with a center
wavelength of 450 nm. A nonpolarizing beam splitter (Thorlabs, prod-
uct number CCM1-BS013/M) is used to direct the light through the
objective (Olympus, LUCPlanFL N 20x/0.45NA) towards the sample
and the reflected light from the sample to the CCD camera (Basler,
model piA1000-60gm). A borosilicate glass cover slip with dimensions
1 mm×25 mm×75 mm is used as a rigid support for the silicone layer.
The latter is covered with liquid and brought in wet contact with
the silicone hemispherical lens. A grey filter with a drop of an index
matching liquid is used to lessen unwanted reflections from the glass-
air interface. The top glass slide is pivoting on a rubber platform on
one side. On the other side it is supported by a force gauge (Strain
Measurement Devices, model S100 0.2N) with measurement range
0.2 N and spring constant 89 N/m. By using a vertical translation
stage the silicone lens can be lowered onto the silicone substrate. The
load on the lens can be regulated from 0 to roughly half of the weight
of the top glass slide.

Light reflected from the silicone-liquid interfaces gives rise to in-
terference fringes [Fig. 2.1(c-e)], which allow to determine the film
thickness distribution of the liquid. Details of the film thickness evalu-
ation are provided in the supplementary information.
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Figure 2.3: Detailed sketch of the experimental setup.
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2.4 Experimental Results

2.4.1 Nucleation inside the contact spot

In Fig. 2.4 the positions of the contact line are plotted (symbols) as
a function of time for the experiment shown in Fig. 2.1(d,e), where
dewetting started 91µm from the center of the contact spot. The con-
tact line positions were extracted in the directions radially inward and
outward relative to the center of the contact spot. The dashed lines
represent fitted powerlaw relations rcl ∼ t3/4 according to Eq. (2.1),
which are excellent approximations during the early stage of the de-
wetting process. Later, the measured data deviate from this behavior,
because the contact line is accelerated by the radially-increasing pres-
sure gradient in the contact spot. The dash-dotted lines correspond
to Eq. (2.2), where κ was treated as a fitting parameter, which shows
excellent agreement over the entire data range.

However, an approximate implicit solution can be found by consid-
ering a shifted Hertzian pressure distribution

2.4.2 Nucleation at the edge of the contact spot

Most frequently dry spots nucleate at the edge of the contact spot
because the liquid film thickness is smallest there. An example is
shown in Fig. 2.5(a). In such a case, the contact line velocity exhibits
a high degree of anisotropy as shown in Fig. 2.5(b-f). The dewetting
speed is approximately twice as fast along the perimeter of the contact
spot compared to direction radially inwards. In Fig. 2.5(a) two dry
spots nucleated roughly simultaneously at the edge of the contact spot.
Both dry spots grow at the same rate and the complex contact line
morphology evolves in an almost perfectly mirror-symmetric fashion.
This is a clear indication that the dewetting dynamics and the contact
line morphology are governed by elastocapillary and elastohydrodyna-
mic effects rather than by randomly distributed surface irregularities.

Figure 2.6 illustrates the time dependence of the arc length s
representing contact line position measured both along the edge of
the contact spot and radially inwards, as indicated with arrows in
Fig. 2.5(e). In the very early stage of dewetting the dry spot expands
roughly isotropically. Given enough time, the speed towards the center
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Figure 2.4: Radial contact line positions rcl as a function of time
determined along a diametral line connecting the nucleation center
with the center of the contact spot. Dewetting started 91µm from the
center of the contact spot.
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Figure 2.5: (a) Simultaneous dry-spot nucleation in two locations on
the perimeter of the contact spot. (b-f) The expansion rate of the dry
spots is highly anisotropic and significantly faster along the edge of
the contact spot.



36 CHAPTER 2. . . . SOLID-LIQUID-SOLID DEWETTING. . .

0 1
Time t [s]

0.0

0.1

0.2

0.3

Ar
c 

le
ng

th
 s 

[m
m

]

Edge, early:

s
t0

.65

Edge, la
te:

s
t

Radial: s t0.62

Figure 2.6: Contact line displacements measured along the solid and
dashed lines in Fig. 2.5(e).

(crosses in Fig. 2.6) conforms to a power law s ∼ t0.62 (solid line),
whereas the speed along the perimeter becomes a constant, s ∼ t
(dash-dotted line), and is significantly higher. We note that near the
perimeter the pressure gradient has its strongest position dependence.
Therefore, it is not to be expected that the time dependence of the
contact line position should follow Eq. (2.1), which assumes uniform
pressure. Furthermore, we note that in our experiments the scaling
exponents for the initial azimuthal and radial dewetting typically vary
between 0.6 and 1.3, and 0.6 and 1, respectively, depending on the
distance of the dewetting spot from the edge of the contact spot.

To investigate this phenomenon further, Fig. 2.7 presents high
magnification images of the region near the apex of the contact line
moving along the perimeter. After the initial growth of a small dry
spot [Fig. 2.7(a)] the liquid film thickness distribution is constant in
the immediate vicinity of the apex of the contact line. Effectively the
local morphology is time-invariant and propagates with a constant
shape and azimuthal velocity. Thickness nonuniformities (‘bumps’)
form on the neighboring liquid rim [Fig. 2.5(c-f) and Fig. 2.7(c-f)].
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Figure 2.7: Magnified contact line region at the edge of the contact
spot for the experiment shown in Fig. 2.5. After nucleation of the
dry spot (a), the interference fringe pattern and thus the liquid film
thickness distribution remain constant in the immediate vicinity of
the apex of the contact line (b-f). The dashed circular arcs in (c-f)
have a identical radius, highlighting that the contact line near the
apex does not change shape.

However, these do not influence the edge dewetting speed, as they
occur sufficiently far away. The azimuthal dewetting speed along the
perimeter is higher for several reasons. There is relatively less liquid
to displace compared to the center of the contact spot, as the film
is thinnest at the edge. Moreover, approximately half of the liquid
is displaced into the liquid bulk volume outside of the contact spot,
which has a much smaller viscous flow resistance. Furthermore, the
outwards escape of liquid does not increase the elastic nor the surface
energy of the system. Therefore, the liquid rim width and height at
the apex are relatively small and do not increase in time.

We have systematically measured the dewetting speed both along
the perimeter of the contact spot and radially inwards as a function
of the liquid film thickness. We determined the film thickness close
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to the center of the contact spot. Because the liquid film thickness
is essentially uniform everywhere within the contact spot (except for
the region close to the edge), the exact location is immaterial. The
results are presented in Fig. 2.8. Since we saw in Fig. 2.6 that rcl ∼ tβ,
the dewetting speed in the radially inwards direction is not a constant
but decreases as tβ−1. Consequently, a characteristic lengthscale or
position needs to be chosen, at which to evaluate the inwards velocity.
We chose the radius of the contact spot. We fitted the experimental
data for rcl(t) with

rcl(t) ∼= αtβ . (2.20)

Accordingly, the contact line velocity vcl at a radial distance equal to
rcs becomes

vcl(r = rcs) = α
1

β βr
1− 1

β
cs (2.21)

which is represented by the orange rectangles in Fig. 2.8. The dewetting
speed increases for thinner films. The solid lines represent the power
relation vcl,edge ∼ h−3/2. Interestingly, the ratio between the radial and
the edge dewetting speed is approximately constant for h ≤ 120 nm.

2.5 Numerical Results

We now turn to the predictions of our numerical model presented in
Sec. 2.2. For the purpose of validation we start with the axisymmet-
ric case and compare our results with the analytical predictions of
Eqs. (2.1, 2.2).

2.5.1 Axisymmetric dewetting - model validation

Figure 2.9(a-c) shows a typical time evolution of the liquid film thick-
ness for defect-induced dewetting. For t ≤ 0.15 s the elastic hemisphere
remains essentially undeformed and the minimum film thickness occurs
on the symmetry axis at r = 0. For later times deformation becomes
apparent and the minimum film thickness is assumed at a non-zero
radial position defining the contact spot radius a. Dewetting initiates
at td ≈ 15 s, after which a well defined contact line is seen to propagate
radially outwards. We identify the contact line position rcl with the
location at which h = 1.5h∗. Figure 2.9(d,e) shows the time evolu-
tion of the pressure distribution and its (negative) radial derivative.
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The pressure distribution converges to the Hertzian profile73 with
decreasing film thickness.

Figure 2.10 presents the time evolution of rcl along with fits ac-
cording to Eqs. (2.1, 2.2). The time tcs is defined as the instant when
rcl reaches the edge of the contact spot for each numerical simulation.
The numerical result for (n,m) = (3, 2) differs significantly from the
analytical solutions. This is caused by the somewhat unrealistically
long range of the surface forces present in the model for m = 2.

We repeated the simulations using higher exponents (n,m) equal
(4, 3) and (5, 4), which converge towards the curve corresponding to
Eq. (2.2). We note that the values of n and m are especially important
for dry spot nucleation at the edge of the contact spot. A value of
m = 2 induces rapid, spontaneous dewetting and a large number of dry
spots all around the perimeter. This is in contrast to the experimental
observation of a low dry spot density of typically one over the entire
contact spot area. Higher values of m ≥ 3 correspond to a faster
decay of the disjoining pressure isotherm with film thickness, which
implies that dewetting only initiates at the introduced defect. In these
cases the dry spot density in the simulation is in accordance with our
experimental results.

We now investigate the dependence on the various material pa-
rameters appearing in Eq. (2.1) and compare with our numerical
simulations. By differentiating Eq. (2.1) we obtain the contact line
speed vcl

d

dt
rcl(t) = vcl(t) =

3

4

( |S|5
Y 2η3ht

)1/4

. (2.22)

The time t0 required for the contact line to reach a certain radial
position r0 is

t0 = η

(
Y 2hr40
|S|5

)1/3

. (2.23)

Substituting t0 for t in Eq. (2.22) gives the contact line speed at dry
spot radius r0

vcl(rcl = r0) =
3

4η

( |S|5
Y 2hr0

)1/3

. (2.24)

The liquid film thickness h is coupled with the parameters Y and |S|.
Changing one of them will modify h at the time of dewetting as shown
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Figure 2.9: Numerical simulations of the time evolution of the (a-c)
axisymmetric liquid film thickness for RL = 1.7 mm, b0 = 36.76µm =
−b1, tc = 0.3 s, ∆hd = 50 nm, rd = 10µm, |S| = 2.5 mN/m, Y =
1.365 MPa, η = 0.2646 Pa s, n = 2, m = 3, h∗ = 5 nm. Dewetting
started after td = 15 s. Distributions of (d) the pressure and (e) the
pressure gradient in the liquid film for several time steps compared
with the corresponding Hertzian profiles73 (dashed lines).
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Eq. (1)
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(5, 4)

Figure 2.10: Numerical simulations of the contact line position versus
time for several values of n and m. Results are compared with Eqs. (2.1)
and (2.2), plotted with the dash-dotted and dash-double-dotted lines,
respectively. The time tcs is defined as the instant when rcl reaches
the edge of the contact spot for each numerical simulation.
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in Fig. 2.11(a). According to Ref. [23], a dry spot will grow and initiate
the dewetting process, if its radius is larger than a critical value Rcrit,

Rcrit ≈ h2
Y

|S| . (2.25)

In our model, dewetting is initiated by a defect with half-width of
wd = 5µm when the liquid film thickness falls below a critical value
hcrit. Assuming Rcrit ∼ wd, we obtain from Eq. (2.25),

hcrit = E
√
wd

|SΠ|
Y

, (2.26)

where E is a dimensionless constant. We tested the applicability of this
equation in our model by investigating the relation between the average
critical liquid film thickness 〈h〉crit ≡ 2r−2

cs

∫ rcs
0

h(r) r dr evaluated at
the time of dewetting and Eq. (2.26). Figure 2.11(b) shows the result.
The solid line represents a linear fit, which indeed represents the data
very well. The proportionality factor is determined to be E = 18.9.
Consequently, we can use Eq. (2.26) to eliminate h from Eq. (2.24)
and obtain the following scaling law

vcl(rcl = r0) ∼
1

r
1/3
0 w

1/6
d

|S|3/2
ηY 1/2

. (2.27)

Simulations were performed for different values of η, |SΠ| and Y .
Different values of η simply change the timescale of the dewetting
process without affecting the morphology and dynamics (see Fig. 1
in the supporting information). For each set of parameters Y and
|SΠ|, we determined the contact line speed vcl at the moment when
the dry spot radius reaches r0 = 25µm. Figure 2.11(c,d) presents the
extracted values of vcl(r = r0) as a function of Y and |SΠ|. The solid
lines correspond to power laws with fitted exponents −0.505 and 1.508,
respectively, which are consistent with Eq. (2.27). Therefore, vcl was
adjusted by multiplying it by h1/3 to compensate for the liquid film
height influence, according to Eq. (2.24).

Figures 2.9 to 2.11 provide an extensive validation of our numerical
model.
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Figure 2.11: (a) Liquid film thickness profiles h(r) for different values of
|SΠ| at the instant when the contact line was located at radial position
r0 = 25µm. (b) Average critical liquid film thickness 〈h〉crit plotted
against Eq. (2.26). Solid line represents a linear fit. (c,d) Contact line
speed vcl(r = r0) as a function of Y and |SΠ|, respectively. Solid lines
correspond to power laws with fitted exponents −0.505 and 1.508,
respectively, consistent with Eq. (2.27).
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2.5.2 Dry-spot nucleation at the edge of the con-

tact spot

Three-dimensional simulations of non-axisymmetric dewetting were
performed, where dry-spot nucleation was initiated by a defect at
the perimeter. Figure 2.12(a-c) shows snapshots from the experiment
depicted in Fig. 2.5. Figure 2.12(d-f) shows snapshots from a simu-
lation where the dry-spot had the same radial extension as in the
experiment. The simulation reproduces similar morphology and the
effect of dewetting speed being higher along the perimeter. In both
Fig. 2.12(c) and (f) we note that the liquid rim developed bulges near
the perimeter, as indicated by the blue triangles.

In Fig. 2.13 we present the azimuthal and radial contact line
displacements sa ≡ rcsϕcl and sr ≡ rcs − rcl, respectively, for the
simulation shown in Fig. 2.12(d-f). Here ϕcl is the azimuthal position
of the azimuthal apex of the dry spot as indicated in Fig. 2.12(b). The
solid lines correspond to power law relations s ∼ (t−t0)ζ . The exponent
found for the azimuthal motion matches very well with the early-time
behaviour (ζ = 0.65) in Fig. 2.6. However, due to computational cost,
the simulation did not reach the stage of constant azimuthal line speed
observed in Fig. 2.6. The scaling exponent for the radial dynamics
also matches well with the experimental value in Fig. 2.6.

2.6 Conclusion

We have studied the dewetting of thin liquid films confined between a
soft solid hemisphere and an elastomeric layer. For the most frequent
case of dry-spot nucleation occurring at the perimeter of the contact
spot, we found the contact line speed to be significantly higher in the
azimuthal than in the radial direction. The spontaneous formation
of dry spots is highly sensitive to the local film thickness h and
exhibits a much higher rate and probability in regions of lower h,
which predominantly occur near the margin of the contact spot. We
found that the height of the dewetting rim in the azimuthal direction
along the perimeter of the contact spot remains essentially constant,
whereas it grows both in height and width for motion in or against
the radial direction. Moreover the film thickness is lowest at the edge
of the contact spot. Both these effects account for the observed strong
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Figure 2.12: A comparison of (a-c) experimental and (d-f) simulated
morphologies of dry spots that nucleated on the perimeter of the
contact spot. Blue triangles in (c,f) indicate local maxima observed in
the dewetting rim near the edge of the contact spot. In the simulations
we used n = 5, m = 4, SΠ = 12 mN/m, h∗ = 10 nm. The purple
dash-dotted circle in (d,e) indicate the radius of the defect used to
initiate dewetting.
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Figure 2.13: Azimuthal (orange squares) and radial (blue circles) con-
tact line displacements sa and sr extracted from the simulation along
the lines indicated with arrows in Fig. 2.12(f). Solid lines correspond
to power law relations s ∼ (t − t0)

ζ . The purple line indicates the
radius of the defect used to initiate dewetting.
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anisotropy of the contact line speed for non-axisymmetric dewetting.
We developed a fully coupled three-dimensional numerical model

of the dewetting process based on a disjoining pressure formalism. We
successfully validated our model using the available analytical models
for axisymmetric dewetting. The model reproduces the morphology of
the dewetting spots as well as their anisotropic growth dynamics very
well.

The results we found for a liquid perfluoropolyether are represen-
tative of the behaviour of water and aqueous polymer solutions,12,13

which are relevant for biological systems.

Acknowledgement

I would like to thank Jesse Kwaks for his help with the experiments
and analysing experimental results.

Appendix: Arbitrary Lagrangian-Eulerian

model

Model description

In order to investigate the effect of soft elastomeric substrates, we
replaced the Reynolds equation (2.8) with the Stokes equation

0 = −∇p+ η∇2v (2.28)

and employed an arbitrary Lagrangian-Eulerian (ALE) scheme to
capture the deformation of the substrate. Here, v is the hydrodynamic
velocity vector. We assume the soft substrate to have a flat, rigid
support parallel to the z = 0 plane, which moves according to

zsup(t) = b0 + (b1 − b0) fhs

[
2
t

tc
− 1

]
. (2.29)

Then Eq. (2.16) is replaced by

zs(r, t) = u(s)z (r, t) + z0 + zd(r) , (2.30)
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where u
(s)
z (r, t) is the displacement of the liquid-substrate interface

and z0 is a constant. The BC at the symmetry axis r = 0 is

ur = 0 ,
∂uz
∂r

= 0 and
∂p

∂r
= 0 . (2.31)

At the elastomer-liquid interface z = ze(r, t) the BCs are

vi = ve,i =
∂ui
∂t

, (2.32)

σijni = σ
(liquid)
ij ni , (2.33)

where σ
(liquid)
ij is the stress tensor, defined as

σ
(liquid)
ij = µ

(
∂vi
∂xj

+
∂vj
∂xi

)
− pδij . (2.34)

The BC at the outlet is

σ
(liquid)
ij = −poutδij , (2.35)

where pout is automatically adjusted to prevent backflow.

Impact of substrate elasticity

In Fig. 2.14 we compared simulations for a rigid and soft substrate.
In both cases, the film thickness in the center scales asymptotically
as h(0, t) ∼ t−1/2. However, Fig. 2.14 shows that the liquid film
thickness is more non-uniform for rigid substrates. In the latter case,
h is thicker at the center and thinner at the edge of the contact
spot. The higher degree of uniformity for soft substrates is consistent
with the experimental observation that the grayscale value of the
interference pattern does not vary significantly in the contact spot [see
e.g. Fig. 2.1(d)]. The displacement of the substrate support was kept
constant at 45 µm in the simulations shown in Fig. 2.14, resulting in
a 19% larger force for the rigid substrate. Moreover, the contact spot
radius is slightly larger for the soft substrate.

While the ALE simulations more faithfully represent the experi-
mental geometry, they imply a higher computational cost. Introduction
of a non-zero disjoining pressure caused convergence issues such that
simulations of dewetting unfortunately were not possible.
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Figure 2.14: (a) Deformed interface profiles at time t = 1 s for simu-
lations performed with a rigid and soft substrate, with no disjoining
pressure SΠ = 0, RL = 2 mm, b0 = 45µm = −b1, Y = 100 kPa,
tc = 0.5 s, η = 0.2646 Pa s. (b) Film thickness profiles for several
times. Dashed and solid lines correspond to rigid and soft substrates,
respectively.



Chapter 3

Escape dynamics of liquid

droplets confined between

soft interfaces: non-inertial

coalescence cascades

3.1 Introduction

The behavior of liquid confined between solids, of which at least one
is soft and elastomeric, is important in a number of technological
applications such as aquaplaning,3–13 tribology, printing80–82 and adhe-
sion.14–19 The stability of liquid films is highly desirable in tribological
applications such as contact lenses and cartilage joints, where direct
solid on solid contact would induce wear and frictional heating. How-
ever, the presence of low viscosity liquids such as water is generally
a nuisance in the context of the adhesive joining of two surfaces, as
liquids are essentially incompressible and thus prevent close contact
and moreover reduce the effective Hamaker constant by up to a factor
of 10.63 For achieving maximum adhesion in wet environments the
complete removal of liquid between the contacting materials is ben-
eficial. However, in solid-liquid-solid dewetting complete removal of
liquid is rare, i.e. temporarily trapped droplets are very frequently
observed in the contact spot.79 The focus of this manuscript is on the
mechanism and dynamics of the expulsion of these droplets.

Brochard and coworkers have investigated the stability of uniform

51
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thin liquid films between soft solids and derived a scaling law for the
growth dynamics of a circular dry spot.23,24,72 They also presented a
theory of spinodal dewetting of ultra thin films at soft interfaces.20

Sneddon showed that the shape of an inclusion characterized by a
constant pressure in an incompressible elastic medium is an ellipse,
except very near the perimeter of the inclusion.83 Based on his work,
Martin et al. showed that the shape of stationary droplets confined
between soft elastic solids is (semi-)ellipsoidal and that the droplet
footprint radius ad scales as the square of the center height hd of the
droplet.79

This manuscript deals with the motion of droplets confined between
a flat elastomer layer and an elastic hemisphere that is pressed into
the layer. The non-uniform contact pressure gives rise to a pressure
gradient in the contact zone, that drives the droplets radially outward.
Our key finding is that at the perimeter of the contact area they
merge with the outer liquid either completely in a single coalescence
event or in a cascade of sequential partial coalescence events. We give
an overview of various systems for which full and partial coalescence
effects have been observed in the past in section 3.6 and discuss
their relevance to our findings. To gain insight into this experimental
observation, we performed fully-coupled three-dimensional numerical
simulations, which reproduce the droplet shape evolution very well.
Moreover, we developed an analytical model that reproduces the
scaling of the contact time of the droplet with the outer liquid upon
coalescence well.

3.2 Experimental setup

Figure 3.1(a) shows a sketch of the experimental geometry. An elas-
tomer half-sphere is pressed onto a flat layer of the same material with
liquid confined in between. The elastomer used was a silicone-based,
heat-curable, two-component polymer resin (Smooth-On, Encapso K,
Young’s modulus Y = 1.365 MPa). The liquid is a perfluoropolyether
(Solvay, Fomblin Y LVAC 14/6, average molecular weight 2500, viscos-
ity µ = 0.2646 Pa s). The flat elastomer layer is attached to a glass
substrate. The dynamics of the liquid is viewed from beneath the
substrate with an inverted microscope. Details of the setup, the exper-
imental procedures as well as the liquid and solid material properties
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are provided in Ref. [84].
Figure 3.1(b) shows a snapshot of the contact spot shortly after a

dry spot nucleation event took place. Light reflected from the silicone-
liquid and liquid-hemisphere interfaces gives rise to interference fringes
[Fig. 3.1(b-d)], which allow to determine the film thickness distribution
h(x, y) of the liquid. When dewetting starts, the liquid film thickness
is essentially uniform throughout the contact spot. At this instant the
liquid film thickness near the center of the contact spot was 104±2 nm
and decreasing at a rate of 2.4 nm/s as24 h evolves in time according
to t−1/2. Figure 3.1(c) visualizes the growth process of the dry spot,
which is accompanied by a pronounced instability of the dewetting
rim. This leads to the formation of liquid threads that subsequently
break up into droplets. Due to the radially increasing pressure gradient
in the contact spot, droplets move radially outwards, the faster the
closer they are to the edge of the contact spot.

According to Ref. [85], silicone polymers may still contain un-
crosslinked chains after curing, which can be extracted by immersing
the elastomer in a good solvent and subsequently deswelling it. We
swelled different samples in toluene, p-xylene, ethyl acetate and 2-
propanol for several days, refreshing the solution daily, then used a 1:1
mix by volume of the good solvent and ethanol for one day and pure
ethanol for another day to deswell the samples. After this procedure
we noted a mass loss of (22.5±0.1)% in all cases. However, all solvents
except 2-propanol induced partial disintegration or debonding of the
elastomer layer. Consequently, we only used 2-propanol as the good
solvent. The mass loss observed for our material system is considerably
larger than that reported for Sylgard 184 in Ref. [85]. Nevertheless
our layers remained optically clear and the surface remained smooth
and flat.

3.3 Analytical Model

3.3.1 Movement of droplets at soft interfaces

We consider a case where droplets occur after dewetting and aim to
derive a simple description of their motion induced by the pressure
gradient inside the contact spot. We define the elastocapillary length
as Lec = |S|/Y , where S ≡ γee − 2γel is the spreading parameter.
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Figure 3.1: (a) Side-view sketch of the experimental geometry. (b-d)
Microscope images of dry spot nucleation and dewetting in the wet
contact zone between an elastic half-sphere and a flat elastic layer.
Frequently droplets are created due to an instability of the dewetting
rim. (e) Cross-sectional side-view sketch through a droplet with the
maximum thickness hd and footprint radius ad indicated.
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Here, γee is the energy density of two identical elastomer surfaces in
contact, and γel the elastomer-liquid surface energy density. Martin et.
al. considered the conformation of a droplet confined by soft, elastic
interfaces.79 When Lec is much smaller than the droplet footprint
radius ad, then a droplet squeezed between a rigid plane and a soft
solid in a region of uniform pressure will have the shape of a flat
half-ellipsoid, with height79

hd =

√
6

π
Lecad (half-ellipsoid). (3.1)

When considering a droplet between two soft solids, the derivation is
analogous to that in Ref. [79], resulting in an additional prefactor of√

2

hd = 2

√
3

π
Lecad (full ellipsoid). (3.2)

We used Eq. (3.2) to estimate the value of S from the observed
droplet geometry. From our experiments we found S = (−8 ± 2)
mN/m, corresponding to Lec = (6 ± 2) nm. If the interfacial pressure
distribution is not uniform, the droplet will move towards regions of
lower pressure to minimize the elastic deformation energy. The speed of
its motion will be determined by the balance of the viscous dissipation
rate in the liquid and the elastic energy gain rate. Assuming that the
droplet maintains a constant ellipsoidal shape, that the deformations
are small and that the liquid flow inside the droplet can be determined
from the Reynolds equation, an estimate of the droplet speed can be
calculated.

The z-positions of the liquid-solid interfaces of the droplet in cylin-
drical coordinates (with origin at the droplet midpoint) are conforming
to the ellipsoid shape

zd(r) = ±hd
2

√
1 − r2

a2d
, (3.3)

where hd is the thickness of the droplet. The surface energy density
uA (work per unit area performed by pressure displacing the elastic
surface by δ) is

uA =
1

2
Pfδ , (3.4)
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where Pf is the local pressure. The energy Ud needed to introduce a
droplet at an interface between two elastomers is

Ud = 2

∫ ad

0

1

2
Pfzd(r) 2πr dr =

π

3
a2dhdPf . (3.5)

If the droplet is moving radially with a velocity vd in a contact spot
with pressure distribution Pf (r) and radial gradient Ωf (r) ≡ ∂Pf

∂r
, the

energy gain rate is

∂Ud

∂t
=
∂Ud

∂r

∂r

∂t
=
∂Ud

∂r
vd =

π

3
a2dhdvdΩf . (3.6)

Equating this expression with the total energy dissipation rate allows us
to derive the droplet velocity. Following Ref. [24] the viscous dissipation
rate U̇µ is µ(vd/hd)

2 per unit volume. Thus the energy dissipation rate
is approximately

U̇µ ∼ µ

(
vd
hd

)2
2

3
πa2dhd =

2

3
πµ

v2d
hd
a2d . (3.7)

Equating Eqs. (3.7) and (3.6) yields an estimate for the radial droplet
velocity

vd(r) ∼
2h2d
µ

∂Pf

∂r
=

24|S|ad
πµY

Ωf , (3.8)

which is proportional to the contact pressure gradient Ωf .

3.3.2 Coalescence with outer bulk liquid

Droplets move towards the edge of the contact spot with the velocity
vd(r) given by Eq. (3.8). Assuming that after the commencement
of coalescence with the outer bulk liquid, the back of the droplet
keeps moving with a constant velocity, the coalescence time ∆t can
be estimated as

∆t ≈ 2ad
vd

∼ πµY

12|S|

(
∂Pf

∂r

)−1
∣∣∣∣∣
r=rcs−ad

. (3.9)

Assuming a Hertzian pressure distribution inside the contact spot73

PH(r) = P0

√
1 − r2

r2cs
, (3.10)
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with P0 ≡ 2rcsY/πRL being the maximum pressure at the center,
Eq. (3.9) becomes

∆tH ∼ π2RLµ

24|S|

√
(2 − βd)βd
1 − βd

, (3.11)

where we introduced the parameter βd ≡ ad/rcs. For small βd Eq. (3.11)
is approximately equal

∆tH ∼ π2RLµ

24|S|

√
2
ad
rcs

. (3.12)

The JKR model86 more accurately represents our system, as it
additionally considers the surface energy of adhesion. For a JKR
pressure distribution

PJKR(r) = PH(r) + P1

(
1 − r2

r2cs

)−1/2

, (3.13)

where P1 ≡ −
√

4|S|Y/πrcs, we find

∆tJKR ∼ ∆tH


1 +

RL

rcs

√
π|S|
rcsY

(2 − βd)βd



−1

. (3.14)

In the limit of βd → 0 Eq. (3.14) reduces to

∆tJKR ∼ µ

6

√
Y

2

(
πad
|S|

)3/2

. (3.15)

We note that both the Hertzian and the JKR pressure profiles have
an unphysical singularity of Ωf at the edge of the contact spot. Both
models do not represent accurately the pressure distribution around
a contact line at a lengthscale equal to the elastocapillary length
Lec, which is approximately 10 nm for our material system. Since the
droplet diameters we consider are typically a factor of thousand larger,
the pressure profiles are expected to provide a suitable approximation.
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Figure 3.2: (a) Microscope images of a droplet moving towards the
edge of the contact spot. (b) Time evolution of the radial intensity
profile Ic(d, t) through the center of the droplet visible in (a) which
coalesces completely. The dashed lines both indicate Ic(d, t− tc = 1s).
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3.4 Experimental Results

3.4.1 Droplet motion

Figure 3.2(a) shows microscope images of a droplet moving towards
the edge of the contact spot. The red crosses denote the center of the
contact spot. The white dotted line denotes the edge of the contact
spot. The yellow dashed line is the centerline trajectory of the droplet
in the radially outward direction. In Fig. 3.2(b), the time evolution of
the radial intensity profiles Ic(d, t) through the center of the escaping
droplet [dashed line in (a)] is visualized. The ordinate d ≡ rcs − r
quantifies the radial distance to the edge of the contact spot. The blue
dotted line in Fig. 3.2(b) indicates the position of the midpoint of the
droplet dd(t) in time. Its slope |ḋd(t)| is equal to vd.

Figure 3.3 shows the correlation between the droplet velocity vd
and the local pressure gradient. The droplet speed vd was determined
by tracking the radial position of the center of the droplet - defined
as halfway between the front and back of the droplet - in time. The
pressure gradient is determined from the theoretical JKR pressure
profile evaluated at the droplet center location. Right after their
formation droplets usually have an irregular shape. The first datapoint
for each curve in Fig. 3.3 corresponds to the moment when the droplet
footprint has relaxed to a round shape. The last datapoints correspond
to the frames right before coalescence with the outer bulk liquid.

The velocity profile of non-cascading droplets is generally linearly
proportional to the local pressure gradient before coalescence, con-
sistent with the behavior expected on hydrodynamic grounds. Two
droplets that were observed to cascade only once also moved with
a velocity proportional to |Ωf | throughout most of their lifetime. In
contrast, all droplets which cascaded at least twice exhibited a quali-
tatively different behavior. These droplets initially moved one to two
orders of magnitude slower than the velocity predicted by the hydro-
dynamic model. Some even show a non-monotonic behavior, i.e. an
initial slow-down and subsequent acceleration.

We fitted the velocity vs. pressure gradient curves in Fig. 3.3 with
linear fit functions of slope ψ ≡ |∂vd/∂Ωf |. In Fig. 3.4 we present the
slopes ψ of these fit functions for the single- and non-cascading droplets
as a function of droplet size ad (crosses). According to Eq. (3.8), the
slope ψ = 24|S|ad/(πηY ) is proportional to ad. The gray solid line in
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Figure 3.3: Droplet velocity vd plotted against the pressure gradient
at the droplet center using (a) linear and (b) logarithmic axes. Non-
cascading droplets (solid lines) are marked with ‘N”. Droplets that
cascaded once (dotted lines) or more than once (dashed lines) are
labeled with ‘S’ or ‘C’, respectively. The open black symbols correspond
to typical numerical results.
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Figure 3.4: Slope ψ of the velocity-pressure gradient curves shown
in Fig. 3.3(a) for single- and non-cascading droplets. Open crosses
represent experiments. Filled symbols represent numerical simulations,
with their color indicating the value of the parameter |S̃|, to be
discussed in Section 3.5. Filled symbols with black edges correspond
to the numerical results in Fig. 3.3. Lines represent linear correlations
ψ ∼ ad.
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Fig. 3.4 is a linear fit, which represents the experimental data well.

3.4.2 Droplet coalescence

The time t = tc in Fig. 3.2(a) corresponds to the moment of first contact
between the droplet and the outer bulk liquid. The coalescence process
of radially moving droplets with the bulk liquid outside of the contact
spot can proceed in a continuous or discontinuous fashion. Figure 3.5
contrasts the two observed behaviours of either complete, continuous
or partial, discontinuous coalescence. In Fig. 3.5(a-i), a droplet makes
contact and continuously remains in contact with the outer liquid until
it is entirely absorbed. In Fig. 3.5(j-r), the liquid bridge connecting
the droplet and outer liquid displays a non-monotonic behaviour. It
initially grows [Fig. 3.5(k,l)] then shrinks [Fig. 3.5(m)] and eventually
disintegrates [Fig. 3.5(n)]. This cascading behaviour can occur multiple
times during the lifetime of a droplet. Up to nine consecutive cascades
were observed for a single droplet.

Figure 3.6(a) shows a case where the droplet does not coalesce
completely, but a much smaller droplet appears in proximity to the
edge of the contact spot. Figure 3.6(b) shows a plot of the radial
centerline intensity profiles Ic(d, t) for a droplet cascading six times.
Figure 3.6(c) compares the time history of the droplet footprint area
of a non-cascading droplet and one that cascades five times. The latter
shows a pronounced staircase-like morphology with a relatively uniform
area reduction ratio ζn ≡ An/An−1. Here, An−1 and An denote the
droplet footprint areas before and after its n-th cascade, respectively.

Figure 3.7(a) shows systematic experimental data of the area re-
duction ratio ζn of droplets undergoing their n-th cascade. After their
first cascade most droplets become 2 to 6 times smaller. However, pre-
dominantly larger droplets (blue circles) sometimes produce secondary
droplets that are more than 10 times smaller. Figure 3.7(b) shows the
correlation between the area of a droplet An−1 right before the n-th
cascade and its contact time ∆tn, defined as the time from the start
of coalescence to pinch-off, as indicated in Fig. 3.6(b). Larger droplets
remain in contact with the outer bulk liquid for a longer time during
a single cascade. The dashed and solid black lines and the dotted
grey line represent Eqs. (3.11), (3.14) and (3.15), respectively. The
black dots represent experiments using 2-propanol-treated samples,
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Figure 3.5: The coalescence of moving droplets with the bulk liquid
outside of the contact spot can proceed in a continuous (a-i) or discon-
tinuous (j-r) fashion. The indicated time increments are given relative
to the frames (b,k) where coalescence started. The scale bar in (i)
applies to all images.
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Figure 3.6: Plot of the radial centerline intensity profiles Ic(d, t) for a
droplet which (a) coalesces only partially and leaves a smaller droplet
behind and (b) one that cascaded six times. (c) Droplet footprint area
as a function of time. The orange crosses and blue circles correspond
to the data shown in Fig. 3.5(a-i) and (j-r), respectively.
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Figure 3.7: (a) Area reduction ratio ζn and (b,c) contact time ∆tn of
droplets with footprint area An−1 undergoing their n-th cascade. The
solid and dashed lines in (a) represent the resolution limits of experi-
mentally observable ζn values for two used microscope magnifications.
The color of the symbols in (b) represents the ζn value as indicated by
the colorbar. Gray circles in (b) correspond to fully coalescing, non-
cascading droplets. The dashed and solid black lines and the dotted
grey line represent Eqs. (3.11), (3.14) and (3.15), respectively. Black
dots represent measurements on substrates treated with 2-propanol.
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Figure 3.8: (a) Time dependence of the rear position dr, maximal
width ws and neck width wn of a droplet undergoing two coalescence
cascades. Inset: definitions of dr, ws and wn. The contact spot edge is
marked with a dashed yellow line. (b) Contact line speed at the rear
(vr), side (vs) and neck (vn) of the droplet.

as described in Ref. [85], to investigate the influence of uncrosslinked
chains on the movement of droplets.

Figure 3.8(a) shows the position of the rear dr, the maximal half-
width ws and the neck half-width wn of a droplet undergoing two
partial coalescence cascades. The definitions of these parameters are
illustrated in the inset. Figure 3.8(b) shows the contact line speed
at the back (vr ≡ ḋr), side (vs ≡ ẇs) and neck (vn ≡ ẇn) of the
droplet, where a dot above a parameter indicates a time derivative.
The two not visible positive maxima of vn are at 110 and 60 µm/s,
respectively. We note that vs reacts immediately to the formation of a
liquid bridge (wn > 0) but vr is delayed. This feature, as well as the
positive values of vs after breakup, is due to the droplet relaxing to a
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rounder shape after becoming elongated during the coalescence. To
maintain a constant aspect ratio ws/dr the back would need to move
twice as fast as the side.

3.5 Comparison with Numerical Simula-

tions

In order to elucidate the qualitative difference between cascading and
non-cascading droplets we turn to numerical simulations for gaining
further insight. We used the same fully-coupled, three-dimensional
numerical model that is described in detail in Ref. [84]. We combine the
stationary Cauchy momentum equation for soft, linear elastic materials
with the Reynolds equation for thin film flow and apply a disjoining
pressure formalism to implement the partial wettability. We solved the
equations using finite element software COMSOL Multiphysics➤. In
our numerical simulations we disregard the dewetting process visible
in Fig. 3.1(b) but rather use an initial condition analogous to the first
frame of Fig. 3.2(a). A single droplet of given volume is released at a
certain distance from the center of the contact spot.

The circles in Fig. 3.4 represent numerical simulations, with their
color indicating the value of the parameter

|S̃| ≡ πY h2d
6ad

, (3.16)

obtained by extracting the footprint radius ad and height hd of a
droplet. Equation (3.16) is derived from Eq. (3.1) for half-ellipsoidal
droplets, but based on values of hd and ad taken from the simulations.
The dashed lines are linear relations ψ ∼ ad, which match the numerical
results reasonably well, again consistent with Eq. (3.8).

Figure 3.9 compares experimental droplet morphologies with nu-
merical simulations. The dotted white lines in Fig. 3.9(a-e) mark the
edge of the contact spot. The solid lines in Fig. 3.9(f-j) are lines of
equal liquid film thickness, similar to the interference fringes in (a-e).
The overall shape of the simulated droplets agrees very well with the
experimentally observed ones.

Figure 3.10 shows snapshots from three different simulations of
escaping droplets, where we have varied the droplet footprint radius
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Figure 3.9: Snapshots from an experiment (a-e) and a numerical
simulation (f-j) showing similar droplet morphologies before and during
complete coalescence with the outer bulk liquid, i.e. without cascading.
The contours in (f-j) are lines of equal film thickness, similar to the
interference fringes in (a-e). The (identical) scale bars in (d) and (h)
apply to all images.
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Figure 3.10: Snapshots from three numerical simulations. Columns
1-4 show droplets when d/rcs = 0.45, 0.3, at the start of coalescence
and during coalescence, respectively. Row (a-d) shows a droplet with

initial length Ld = 52µm and |S̃| = 4.2 mN/m. The value of |S̃| was

twice as high in row (e-h) as in row (a-d), i.e. |S̃| = 9.5 mN/m and
2ad = 49µm. The droplet was twice as wide in row (i-l) as in row

(e-h), i.e. 2ad = 90µm and |S̃| = 8.9 mN/m.

ad as well as the parameter |S̃|. In Fig. 3.10(i-l) ad is twice as large

as in (a-h), whereas |S̃| is twice as high in Fig. 3.10(e-l) compared to
(a-d). In other words, rows (a-d) and (i-l) share the same Lec/ad ratio,
whereas row (e-h) has twice as large a ratio. We note that the similar
morphology evolution of Figs. 3.10(a-d) and (i-l) may be related to
these cases having the same ratio of the elastocapillary length Lec to
the footprint radius ad. Similarly, the higher ratio in Fig. 3.10(e-h)
may be responsible for the less elongated shape throughout the droplet
escape history.

3.6 Discussion

So-called partial coalescence and coalescence cascades have been ob-
served for droplets contacting other droplets or flat liquid-liquid or
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liquid-air interfaces.87–99 Usually partial coalescence of pure liquids
requires a high Weber number i.e. sufficient inertia and the propa-
gation of capillary waves, i.e. an Ohnesorge number below a critical
value. In our case We ≡ ρv2dad/|S| ≈ 10−8 and Oh ≡ µ/

√
ρ|S|ad ≈ 10,

therefore capillary waves are not present as the system is strongly
dominated by viscous forces. Glass et al. studied the effect of water-
soluble polymers on coalescence cascades of organic liquid drops at
an organic liquid-water interface.100 Sartor and Abbott and Beard
et al. considered the effect of dissimilar electrical droplet charges on
the coalescence of colliding droplets and found that charge differences
promote complete coalescence.101–103 Ristenpart et al. studied the
droplet rebound from a liquid-liquid interface subject to an applied
perpendicular electric field.104 Beard et al. showed that a reduction
in air pressure promoted contact, thereby reducing the likelihood of
bouncing and increasing that of permanent coalescence.105 Feng et
al. investigated the effect of non-Newtonian rheology on the coales-
cence dynamics.106,107 When either the drop or the surrounding phase
is a polymer solution, viscoelasticity tends to delay the break-up of
secondary drops and can suppress partial coalescence altogether, as
large tensile polymer stresses resist the stretching and thinning of
the fluid neck. Kuznicki et al. considered the effect of electrolyte con-
centration on coalescence cascades of oil droplets.108 De Malmazet et
al. showed that the presence of micro-particles reduces drop lifetimes
and promotes coalescence.109 Blanchette et al. studied the influence of
solutocapillary Marangoni stresses on drop coalescence.110 Surfactants
can enhance or weaken partial coalescence effects, depending on the
concentrations and the induced surface elasticity.111–116

For our system, inertia is negligible and there are no propagating
capillary or elastic waves induced by the droplet motion. Although the
dependence of contact time on droplet radius ∆t ∼ R3/2 as observed
by e.g. Thoroddsen and Takehara88 agrees with the scaling ∆t ∼ a

3/2
d

in Eq. (3.15) this agreement is coincidental as the prefactors depend on
unrelated material properties. Our material system is not susceptible
to surfactant adsorption. Moreover, we have measured electric surface
charge distribution induced by solid-on-solid contact and separation,
but it was below the detection limit (1012 ions/m2).117,118 Since the
droplets move smoothly and continuously without stick-slip behavior
and since they maintain a round and mirror-symmetric morphology, it
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is highly unlikely that surface irregularities and defects are responsible
for the slow motion and the cascading behavior. Non-homogeneities
tend to cause irregular droplet footprints and non-monotonic velocity
profiles.

We speculate that the coalescence cascades are merely a conse-
quence of the slow contact line speed. The latter implies that the aspect
ratio of the liquid bridge becomes slender such that it is susceptible to
break-up. This is analogous to the partial coalescence mechanism for
liquid droplets suggested by Blanchette and Bigioni: if capillary waves
can sufficiently delay the vertical (in our case: radial) collapse, pinch
off will occur and a smaller drop will be left above the interface (in
our case: near the edge of the contact spot).92,94 Instead of capillary
oscillations delaying the forward motion of the rear end of the free
droplets studied by Blanchette and Bigioni, the delay in our case is
likely of a different nature. This may hint at the presence of a dissi-
pation mechanism that depends non-linearly on the droplet velocity.
Such a dissipation mechanism could explain the observed variation of
the droplet speeds by two orders of magnitude in Fig. 3.3.

In our numerical simulations we consider a homogeneous surface
and bulk composition so far. The simulated droplets move according
to hydrodynamical expectations and exhibit complete coalescence
without cascading behavior. We have attempted to reproduce the slow
yet smooth droplet motion seen in the experiments in Fig. 3.3 by mod-
ulating geometric and material properties of our system. Specifically,
we considered the influence of surface roughness as well as spatial
modulations of the spreading parameter |S| and Young’s modulus
Y . As for the latter two, we generally found that for experimentally
conceivable parameter variations, the reduction in contact line speed
was far less than two orders of magnitude. In the following subsection
we report on the effect of surface roughness.

3.6.1 Influence of surface roughness

In order to study the effects of surface roughness we considered a two
dimensional axisymmetric system for computational efficiency. We
introduced a sinusoidal surface profile of the rigid substrate with wave-
length λ and amplitude A. In order to nucleate a dry spot and obtain
a receding contact line, we introduce a topological defect centered
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around r = 0 shown by the gray shaded area in Fig. 3.11(a). Dotted
and dash-dotted lines indicate the sinusoidal surface profiles for two
different sets of values of λ and A. In order to speed up calculations,
the pattern starts at a certain radial position r0 and extends only
over a few wavelengths. The solid and dashed lines correspond to the
z-position of the elastomer-liquid interface. The inset shows the entire
contact spot from its center to its edge.

Figure 3.11(b) shows the time evolution of the non-dimensional
elastomer-liquid interface profile. The contact line recedes to the right.
For clarity, we non-dimensionalized the r and z coordinates using the
scales of λ and A in order to collapse the two surface profiles. The two
families of curves represent constant time increments of either 1 or 10
milliseconds, corresponding to two different sets of λ and A. In the
case of the smaller amplitude (A = 20 nm, dashed orange lines) the
contact line moves continuously, though at a non-constant speed vcl.
vcl is considerably faster when moving up a slope compared to moving
down. In the case of the larger amplitude (A = 50 nm, solid blue
lines), the contact line gets pinned on the descending slope, despite
the A/λ aspect ratio being the same as in the first case. The contact
line advances by nucleating a secondary dry spot at the adjacent apex
of the surface roughness profile. At the same time liquid becomes
entrapped in the “valleys”, as indicated by the dashed arrow.

In Fig. 3.12 is plotted the contact line speed vavg ≡ 〈vcl〉 averaged
over two wavelengths of the roughness profile. Filled symbols signify
liquid entrapment. The average contact line speed strongly decreases
with increasing amplitude A, more rapidly for smaller values of the
wavelength λ, i.e. higher aspect ratios A/λ. Due to computational
limitations concerning the minimum mesh size, we could not explore
sub-micron values of λ. However, it is clear from Fig. 3.12 that es-
pecially for small λ a significant reduction in the average velocity is
observed, at least by one order of magnitude. Extrapolating towards
sub-micron wavelengths, these results indicate that even with a rough-
ness amplitude so small that it would not be noticeable using optical
interferometry, the contact line speed could be reduced by a similar
order of magnitude as observed in the experiments in Fig. 3.3. Due to
the limited spatial resolution of our optical setup, the corresponding
spatial modulation of the contact line speed vcl could not be resolved
and would appear as smooth. Based on these results we hypothesize
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Figure 3.11: Simulated liquid film thickness profiles for non-flat sub-
strate topologies. (a) The dash-dotted blue line shows the substrate
topology, with a sinusoidal pattern of amplitude A = 50 nm and
wavelength λ = 2.86µm. The solid blue line represents the z-position
of the elastomer-liquid interface. The dashed and dotted orange lines
represent a similar simulation with A = 20 nm and the same A/λ ratio.
(b) Time evolution of the non-dimensional elastomer-liquid interface
profile. The two families of curves represent constant time increments
of either 1 or 10 ms.



74 CHAPTER 3. . . . DYNAMICS OF LIQUID DROPLETS. . .

0 30 60
Amplitude A [nm]

0

25

50

v a
vg

[
m

/s
]

[ m]
1
2
3

4
5

Figure 3.12: Average speed of the receding contact line moving across
the pattern in Fig. 3.11(a), as a function of the pattern wavelength λ
and amplitude A. Larger amplitudes and smaller wavelengths can slow
down the movement by an order of magnitude. Filled points signify
liquid entrapment.

that the non-hydrodynamic motion of the droplets could be caused by
surface roughness.

3.6.2 Influence of uncrosslinked chains

Despite the 22.5% mass loss after 2-propanol treatment, the observed
droplet dynamics remained the same. The data points in Fig. 3.7
overlap with the ones obtained with not-treated samples. We conclude
that uncrosslinked chains do not influence the droplet motion in
our case. In contrast, in Ref. [85] the uncrosslinked chains had a
drastic effect on sessile droplet motion. We believe that this qualitative
difference might be related to the much higher interfacial tension of
the liquids (glycerol-water mixtures) used by these authors as well as
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the presence of a deformable liquid-air interface, which is absent in
our case.

3.7 Conclusion

We have studied the escape dynamics of liquid droplets from the
contact zone of an elastic hemisphere pressed into a soft solid layer.
The driving force of the motion is the radial pressure gradient. Upon
reaching the edge of the contact spot, droplets merge with the outer
bulk liquid either in a continuous or discontinuous fashion. In the first
case a single ‘complete’ coalescence event is observed, whereas in the
latter case a cascade of partial coalescence events occurs. Numerical
simulations could reproduce the shape and escape dynamics of the
non-cascading droplets qualitatively well. The coalescence time of
these droplets are well described by a simple analytical model.

Droplets that undergo a coalescence cascade tend to move much
slower than droplets that merge in a single coalescence event. Moreover,
the speed of motion of the cascading droplets is not proportional to
the local pressure gradient. Using numerical simulations, we have
investigated surface roughness and spatial modulations of Young’s
modulus and the spreading parameter as potential mechanisms that
could slow the droplets down. As for the latter two, we generally found
that for experimentally conceivable parameter variations, the reduction
in contact line speed was far less than two orders of magnitude. In
contrast, surface roughness induced a speed reduction comparable
with the experimental observations and is thus a viable candidate
for the responsible mechanism. Solvent extraction of uncrosslinked
chains in the elastomer did not have an impact on the observed droplet
dynamics.
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Chapter 4

Elastohydrodynamic

dewetting of thin liquid films

– elucidating underwater

adhesion of topographically

patterned surfaces

4.1 Introduction

Surfaces with topological patterns can exhibit remarkable wetting and
adhesion properties. Many examples are found in nature: geckos can
locomote on a ceiling.[37, 119] Lotus leaves do not get wet in the
rain.[47] Springtails can breathe underwater.[57, 120] There is ongoing
interest in replicating these properties and designing bio-inspired micro-
and nano-patterned surfaces.

In the context of adhesion, micropatterned surfaces commonly
adhere better to smooth and even rough substrates, as stresses at the
contact interface are distributed more homogeneously and cracks are
blunted upon detachment of single fibrils.[41, 121, 122] Furthermore,
micropatterned surfaces show great potential for improving adhesion
under wet conditions and underwater.[26–29, 123–134]

At first glance, this observation is counterintuitive from a hydrody-
namic perspective. The presence of liquids such as water between two
surfaces is generally detrimental to achieving a high adhesion strength,

76
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as liquids are essentially incompressible and thus prevent close contact.
Moreover they can reduce the effective Hamaker constant by up to a
factor of 10.[63] Consequently, the complete removal of liquid between
the contacting materials is conducive to a high underwater adhesion
performance. Therefore, a detailed understanding of the dewetting
dynamics of micropatterned surfaces is desirable.

Arrays of pillars are often used as a model system to study the
wetting of rough surfaces.[30–36] Extrand et al. as well as Ishino et
al. described[44, 45] how liquid droplets in a Wenzel state can spread
through a pillar array through wicking, in the form of a precursor film
slightly thinner than the pillar height. Courbin et al. demonstrated[46]
how this process can be anisotropic, with the precursor film spreading
in a circular, octagonal or square shape. Chu et al. developed[43]
a system with slanted pillars, which caused the deposited droplet
to spread unidirectionally. Further research[135–137] focused on the
details of anisotropy in contact line movement on patterned surfaces,
showing how it can be considered as a series of pinning or depinning
events.

In this manuscript we studied the dewetting dynamics of a thin,
partially wetting liquid film confined between a rigid, periodic mi-
cropillar array and a soft, elastic sphere. We systematically studied
the impact of the array period on the expansion rate and the mor-
phology of the dewetted areas. Moreover, we performed fully-coupled
three-dimensional numerical simulations, which reproduce the observed
phenomena qualitatively well.

4.2 Experimental section

4.2.1 Experimental procedure

Figure 4.1 illustrates the geometry and the time evolution of a typical
experiment. A soft elastic hemisphere (radius of curvature 2± 0.5 mm)
is pushed onto a rigid glass substrate with an initially thick, intervening
liquid layer. The elastomers used were silicone-based, heat-curable, two-
component polymer resins (Smooth-On Encapso K, Young’s modulus
Y = 1.365 MPa and Sylgard 527, Y = 11.28 kPa). The liquid is a
perfluoropolyether (Solvay, Fomblin Y LVAC 14/6, average molecular
weight 2500, viscosity µ = 0.2646 Pa s, surface tension γL = 22 mN/m).



78 CHAPTER 4. . . . PATTERNED SURFACES. . .

Figure 4.1: (a) Side-view sketch of the experimental geometry. A soft
elastic hemisphere is pushed onto a glass substrate with an intervening
liquid layer. The substrate contains a microscopic surface pattern in
the form of a square array of cylindrical pillars. (b) A thin liquid
film is formed in the contact spot. The radius of the contact spot
rcs is highlighted. (c) Magnified view of the nucleation of a dewetted
area. (d) The dewetted area grows over time, pushing liquid out of
the contact spot. The extension of the dewetted area radius rcl is
highlighted, defined relative to the nucleation center.
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Its contact angles on the elastomer surface and the substrate base
plane are both θ = 30◦ ± 10◦. The substrate contains a microscopic
surface pattern in the form of a square array of cylindrical pillars.

Upon approaching the substrate, the bottom of the hemisphere
elastically deforms. This leads to the formation of a well-defined
contact spot [Fig. 4.1(b)] that defines the lateral extension rcs of the
sub-micron thick liquid film [dashed lines in Figs. 4.1(b) and 4.2(b)].
The compressive force acting exerted on the hemisphere is in the range
of 0.1–30 mN and is kept constant during an experiment. The specific
value is chosen to obtain a contact radius of 250 ± 50 µm depending
on the Young’s modulus of the elastomer used. We have monitored
the thickness of the ultra-thin liquid film using optical interferometry
(450 nm wavelength). The experimental setup is described in detail in
Ref. [84].

4.2.2 Micropillar array fabrication

Microscopic pillars were made from a negative tone photoresist (IP-Dip,
Nanoscribe) using a two-photon lithography system (Professional GT,
Nanoscribe). The nominal pillar height hp and diameter 2rp were 1µm
and 7µm, respectively. The pillars were arranged in a square array with
center-to-center distance dp varied between 10 and 50 µm. Fused silica
slides with a coating of 3-methacryloxypropyl trichlorosilane (product
number AB109004, abcr) were used as substrates. The structures were
generated using the so-called “dip-in mode”, where the objective was
dipped directly into the resist. Exposure parameters were a power
scaling of 0.86, a laser power of 25 mW and a scan speed of 10 mm/s.
After exposure, the micropillars were developed using propylene glycol
monomethyl ether acetate (product number 484431, Sigma Aldrich)
for 20 minutes and post-cured to enhance the mechanical stability.[138]
For post-curing, the micropillars were exposed to 365 nm ultraviolet
light (OmniCure S1500A, 200 W, igb-tech) in a nitrogen atmosphere.
The elastic modulus of the micropillars is approximately 1 GPa.[139]
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4.3 Numerical models

4.3.1 Dewetting simulations

We developed a three-dimensional, fully coupled finite element method
model of the elastic deformation of the hemisphere, the thinning and
dewetting of the thin liquid film. The model combines the stationary
Cauchy momentum equation for soft, linear, non-dissipative, isotropic
and homogeneous elastic materials

3∑

i=1

∂σij
∂xi

= 0 (4.1)

in the absence of body forces, with the Reynolds equation for thin
film flow

∂h

∂t
+ ∇||

[
h
ve + vs

2
− h3

12η
∇||pf

]
= 0 . (4.2)

Here, σij is the stress tensor, h is the liquid film thickness, t is time, η
is the dynamic viscosity of the liquid, pf is the pressure in the liquid
film, and ve and vs are the tangential velocities of the liquid-elastomer
interface and the substrate surface, respectively, which are computed
from the elastic displacements. The partial wettability of the liquid is
implemented using a disjoining pressure formalism. All simulations
have been performed for the material parameters Y = 1.365 MPa
and ν = 0.499, which is close to the value of 0.5 corresponding to
incompressible elastomers.[140, 141]

The geometry of the pillar array and the computational domain
used in the model are sketched in Fig. 4.2. We assume that the pillar
array has an even number of columns and rows and that the apex of the
hemisphere is moving vertically downward along the surface normal
of the substrate above the center of the array. In this fashion the
system exhibits mirror symmetry planes parallel to the axes and the
main diagonals of the square array. The existence of these symmetry
planes allows us to restrict the computational domain to the 45◦ slice
shown in Fig. 4.2(b). Outside of the contact spot, a Dirichlet boundary
condition for the pressure p = pamb is applied, where the constant
ambient pressure pamb is set to zero.

Details of the model can be found in Ref. [84]. Only Eq. (16) in
Ref. [84] requires modification to account for the non-flat topography:
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Figure 4.2: (a) 3D sketch of the pillar array. (b) Bottom-view sketch of
the computational domain. The dashed line corresponds to the radius
of the contact spot.
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the function zd(r ) is replaced by

ztopo(r ) ≡
∑

i

zp(|r− ri|) , (4.3)

where the summation is over all micropillars in the array with corre-
sponding center positions ri. The function

zp(r) = hpfhs[2(rp − r)/sp] (4.4)

describes the axisymmetric shape of a single pillar, where sp = 2.5µm
is the radial distance over which zp changes smoothly from hp to 0
and fhs is the smoothed Heaviside function, defined by Eq. (14) in
Ref. [84]. The nucleation of dewetting was induced by a topographic
defect in Ref. [84]. In contrast, we now used a small chemical defect,
i.e. a circular region with locally higher contact angle, in the center of
the domain.

4.3.2 Contact mechanics simulations

In addition to the fully-coupled model described above, we also per-
formed contact mechanics simulations of a single unit cell of the
micropillar array. We solve the stationary Cauchy momentum equa-
tion (4.1) in the absence of any intervening liquid. This implies that
the resulting elastomer configuration corresponds to the long-time
limit of a simulation including liquid, if permanent trapping of liquid
cannot occur. The latter condition is fulfilled in our model including
liquid, because in the context of the disjoining pressure formalism,
an ultrathin precursor layer is present, which provides a small but
nonzero hydraulic conductivity towards the surrounding liquid bulk.

The conceptual setup, the computational domain and relevant
boundary conditions (BCs) of the contact mechanics simulations are
illustrated in Fig. 4.3(a-d). Typically, one unit cell of the micropillar
array is much smaller than both the radius of curvature of the elastomer
hemisphere and the radius of the contact spot. Therefore, for simplicity
we have assumed that the elastomer is an elastic layer of large thickness
H ≫ dp and H ≫ hp, approximating the behavior of an elastic
halfspace. This allows us to reduce the size of the computational
domain [indicated by the red triangle in Fig. 4.3(c)] to one eight of
a unit cell by exploiting symmetry boundary conditions. The elastic
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Figure 4.3: (a) At zero applied pressure the pillar array just touches
the elastomer layer of thickness H ≫ dp without deforming it. The
elastomer is backed by a fixed, rigid support. (b) Definition of the
protrusion depth δ+ ∆z of a deformed elastomer layer in contact with
a rigid pillar array. The red dashed line indicates the position of the
elastomer-pillar interface for zero applied pressure. (c) Top-view of the
three-dimensional computational domain (red triangle) of the contact
mechanics simulations. Its vertical boundaries (indicated by the dashed
lines) are mirror-symmetry planes of the micropillar array. The points
labeled α and β are the midpoints between pairs of neighboring pillars
along the x-axis and the array diagonal, respectively. (d) Illustration of
the contact pressure BC for the case where the elastomer protrusions
contact the substrate base plane.
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displacements vanish normal to the vertical mirror symmetry planes of
the micropillar array indicated by the dashed lines in Fig. 4.3(c). The
elastomer is assumed to be attached to a rigid support. Consequently,
zero displacement BCs apply at large depths z = H.

The rigid pillar array is pushed upwards with an applied average
pressure pav and thereby indents and deforms the elastomer. Fig-
ure 4.3(b) provides a definition of the protrusion depth δ + ∆z of
the deformed elastomer layer. Here, δ is the (position-independent)
indentation depth of the tops of the pillars and ∆z(x, y) the (position-
dependent) protrusion amplitude relative to the surface level of the
undeformed elastomer (as indicated by the red dashed line).

We have implemented two different models depending on whether
the pillar height was larger or smaller than the protrusion depth δ+∆z.
In the first case, the applicable BCs sketched in Fig. 4.3(b) are zero
shear stress σxz = σyz = 0 and constant vertical displacement uz = δ at
the tops of the pillars (indicated by 2❖) and zero shear and zero normal
stress at the elastomer-air interface (indicated by 1❖). The average
applied pressure pav, which is linearly related to the indentation depth
δ, is determined from the computed stress distribution σzz at the
tops of the pillars. In the second case, where the protrusion depth
is sufficient to make contact with the base plane of the pillar array,
we implemented an empirical contact pressure pc boundary condition
[indicated by 3❖ in Fig. 4.3(d)] at the solid-elastomer interfaces. The
contact pressure pc dependends on the overlap distance δw that the
elastomer and the substrate would have in the absence of a contact
condition

pc(δw) =

{
0 if δw ≤ 0

Cfδ
3/2
w if δw > 0 .

(4.5)

Here, Cf = 1017Pa m−3/2 is an interaction stiffness parameter, chosen
to be as high as possible without foregoing the model’s convergence.
All elastomer-solid interfaces are assumed to be frictionless. At the
elastomer-air interfaces, again zero shear and zero normal stress BCs
apply.
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4.4 Results and discussion

4.4.1 Experimental results

The elastic deformation of the hemisphere induces a non-uniform
pressure distribution, with a local maximum in the center and ambient
pressure just outside the contact spot.[73, 86] The ensuing pressure
gradient pushes the intervening liquid out of the contact spot. At
some point the deformed hemisphere contacts the top of the pillars.
Since the height hp = 1 µm of the pillar array is much smaller than
the array period dp = 15 − 50 µm, the deformed elastomer squeezes
into the interstitial region between neighboring pillars and eventually
contacts the glass substrate [Fig. 4.1(c)]. Since the liquid is partially
wetting, the liquid film becomes unstable and dewets below a minimum
film thickness determined by the disjoining pressure.[24, 72, 84, 142]
The dewetted area grows over time, pushing further liquid out of the
contact spot [Fig. 4.1(d)].

Depending on the pillar array period, dewetted areas with very
different morphologies were observed during dewetting. For large
pillar spacing, the dewetting dynamics is similar to that of a flat
surface.[24, 72, 84] Figure 4.4(a) shows the anisotropic growth of a
dewetted area for pillar spacing dp = 21µm and a very soft polymer
Y = 11.28 kPa. The non-circular shape of the dewetted area is caused
by an anisotropy of the time-averaged contact line speed. Its motion is
essentially unhindered along the axes, but slowed down along the main
diagonal of the square array. In the experiment shown in Fig. 4.4(b), a
more rigid polymer (Y = 1.365 MPa) and a denser array (dp = 14µm)
were used, which gave rise to the occurrence of many irregular-shaped
dry spots.

The expansion of the dewetted area in Fig. 4.4(a) proceeds in a
concerted and time-correlated fashion all along its perimeter, other-
wise the square shape would randomize and be lost. In contrast, the
expansion of the dewetted area in Fig. 4.4(b) occurs in a spatially
uncorrelated fashion, leading to the irregular shape. The red arrow in-
dicates the localized spreading of the dewetted area into a neighboring
unit cell of the array.
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Figure 4.4: (a) Square-shaped dewetted area observed 14 s after de-
wetting nucleation in a system with pillar spacing dp = 21µm and
elastic modulus Y = 11.28 kPa. (b) Using a denser array (dp = 14µm)
and a more rigid polymer (Y = 1.365 MPa) results in the formation
of a multitude of irregular-shaped dewetted areas that grow relatively
slowly. The image was acquired 12 s after dewetting nucleation.

4.4.2 Numerical results

Figure 4.5 shows snapshots during the expansion of dewetted areas
nucleated in arrays with different pillar spacings. The five columns
represent the moments when the advancing contact line reaches dis-
tances rcl/hp of 20, 40, 60, 80 and 100 measured from the center of
the array along the x-axis. The scale bar applies to all images. For
dp/hp ≥ 25 the dewetted area is diamond-shaped. For dp/hp ≤ 20 it
appears more round and dp/hp = 22 is an intermediate case, where
the dewetted area is initially square but gets rounder as it grows.

Figure 4.6 shows a comparison between the dewetting mode in
Fig. 4.4 and analogous numerical results. Figure 4.6(b) shows aniso-
tropic growth of a dewetted area, similar to one in Fig. 4.4(a). The
contact line moves faster along the axes of the square array, and slower
along its main diagonal, resulting in a square shape. Figure 4.6(c,d)
shows in magnification how a dewetted area expands from one unit
cell of the array to a neighboring one. The colorbar in Fig. 4.5 also
applies to Fig. 4.6(b,d).
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Figure 4.5: Numerical simulations of the expansion of the dewetted
areas for different pillar spacing dp. The five columns correspond to
the moments when rcl/hp is equal 20, 40, 60, 80 and 100. The shape of
the dry spot changes qualitatively for dp/hp between 22 and 25. The
colors represent the liquid film thickness as indicated by the colorbar
underneath the figure. The scale bar applies to all images.
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Figure 4.6: (a) Time evolution of the dry spot in Fig. 4.4(a). The panels
correspond to 2.8, 5.3, 7.9, 9.8 and 11.8 s after dewetting nucleation.
(b) A numerical simulation for dp = 50µm and Y = 1.365 MPa
yields similar results, a square-looking dry spot. (c) Magnification of
Fig. 4.4(b) illustrating the dry spot growth mechanism. The contact
line slowly advances between pillars to a neighboring unit cell of the
array. The panels correspond to 11.8, 11.9, 12, 12.1 and 12.2 s after
dewetting nucleation. (d) A numerical simulation for dp = 15µm and
Y = 1.365 MPa predicts a similar behavior. The colorbar in Fig. 4.5
also applies to (b,d).
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Experiments

Figure 4.7: (a) Position of the contact line measured along the ‘fast’
direction (x-axis, solid lines) and the ‘slow’ direction (main diagonal
y = x, dashed lines) in simulations with varying pillar spacing. Inset:
equivalent experimental data corresponding to Fig. 4.4(a). (b) Square
root of the dry-spot area as a function of time extracted from numerical
simulations with varying pillar spacing. The curves are accelerating for
dp ≥ 25µm (above dashed gray line) but decelerating for dp ≤ 22µm
(below the dashed gray line). An analogous simulation with a flat
substrate (dp = ∞) is shown for comparison.
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Figure 4.7(a) shows the position of the advancing contact line as
a function of time measured along the x-axis (solid curves, circles)
and along the main diagonal of the array (y = x, dashed lines, stars).
The solid black line corresponds to a flat substrate without pillar
array (dp = ∞). Along the main diagonal [solid lines in Fig. 4.7(a)],
the contact line moves until it reaches a pillar, where it gets pinned
temporarily. It propagates around the pillar and eventually reaches
the other side of the pillar, where it detaches and continues its motion.
Along the x-axis [dashed lines in Fig. 4.7(a)], the contact line moves
faster and with relatively uniform speed for dp ≥ 25µm. For dp ≤
22µm the speed shows strong modulations due to the influence of
nearby pillars.

The inset in Fig. 4.7(a) presents equivalent experimental data
corresponding to Fig. 4.4(a). The qualitative behavior is completely
analogous to the simulations, however, the timescales do not match.
This discrepancy is mainly due to the large number of input parame-
ters of the numerical model that are not accurately known, such as
the disjoining pressure parameters and the interfacial energies.[84]
Moreover, the nucleation point of dewetting was located off center in
Fig. 4.4(a), which implies that the contact line could only be traced for
a fraction of rcs. In contrast, in the simulations the nucleation center
was located in the center of the contact spot, such that the contact
lines could be traced along the entire contact spot radius rcs.

Figure 4.7(b) shows time dependence of the square root of the
dry area

√
Adry at the glass-elastomer interface, not including the dry

pillar-elastomer interface. The origin of the abscissa t = 0 corresponds
to the time at which the dewetting started. For dp ≥ 25µm (i.e. for
curves above dashed gray line),

√
Adry is accelerating in time, but

for dp ≤ 22µm (curves below the dashed gray line) it is decelerating.
The black line shows the result from an analogous simulation with a
flat substrate (i.e. without micropillars, dp = ∞). The initial jump at
t < 0.1 s is due to the chemical defect.

Figure 4.8(a,b) shows profiles of the liquid-elastomer interface and
the pressure along the x-axis (i.e. inbetween two rows of pillars), right
before dewetting commenced. For dp = 50 and 100µm, the liquid film
thickness decreases towards the edge of the contact spot, similar to
the case of a flat substrate. For dp ≤ 25µm, the liquid film thickness
increases towards the edge of the array. The liquid film outside of
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Figure 4.8: Numerical simulations of (a) the liquid film thickness
h(x, y = 0) and (b) the pressure pf(x, y = 0) right before dry spot
nucleation for hp = 1µm and different values of dp. The red dotted
line in the inset of (b) defines the cross-section, along which h and Pf

are plotted. The green cross indicates the origin (x, y) = (0, 0), i.e. the
center of the contact spot.
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Figure 4.9: Numerical simulations of the deformation amplitude of a
soft elastic halfspace (Y = 1.365 MPa, ν = 0.499) indented by a rigid
pillar array as a function of the gap width between neighboring pillars
at constant average pressure. The inset defines the points α on the axis
and β on the main diagonal of the square array. The yellow shaded
area indicates the range of array periods used in the experiments. The
triangle indicates a powerlaw scaling of δ + ∆z ∼ (dp − 2rp)

2.

the array, but inside the contact spot, is thinner for dp ≤ 22µm,
because the dewetting starts later in these cases. The primary reason
for the delay is the reduced squeeze-out flow speed for a denser array
of micropillars.

Figure 4.9 presents numerical simulations of the dependence of δ
and δ + ∆z on the gap width between neighboring pillars at constant
average pressure. The data correspond to a system in steady state, after
transient effects have faded. The curves labeled α and β correspond to
the symmetry points on the axis and the main diagonal of the square
array, respectively, as illustrated in the inset. We conclude that for
large array periods, ∆z becomes negligible compared to δ.
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Figure 4.10: (a) Numerical simulations of the extension of the elastomer-
substrate dry contact region for dp = 17µm and different values of
the force per pillar Fp. The gray shaded areas represent the pillars. (b)
Extension of the dry contact spot along the main diagonal (solid lines)
and the axis (dashed lines) of the square array for different values of
dp. The symbols overlaid on the lines for dp = 17µm correspond to
the data shown in (a).
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In the stationary simulations shown in Fig. 4.9, the pillar height
hp was assumed to be essentially infinite, i.e. a possible solid-on-solid
contact in the valleys between the pillars was not taken into account.
A finite hp would imply that δ + ∆z does not exceed a maximum
value of hp in Fig. 4.9. This is rectified in the steady-state simulations
in Fig. 4.10, where we allowed for a frictionless solid-solid contact
according to Eq. (4.5).

In Fig. 4.10(a) we plot the shape and size of the elastomer-substrate
dry contact region for dp/hp = 17 and different values of Fp. At a
certain critical value F1 of Fp, the elastomer makes contact with the
substrate in the center of a unit cell of the square array, i.e. in the point
labeled β in Fig. 4.10(a). For larger values of Fp, the dry contact region
increases in size. At a second critical value F2 of Fp, the previously
disconnected contact of neighboring unit cells merge and become
connected over a lengthscale by far exceeding the array period dp. This
is a prerequisite for dewetting the entire pillar array. For Fp < F1, the
regions available to the liquid are continuous and connected, whereas
for Fp > F2, they become disconnected rings around the individual
pillars as visible in Figs. 4.4 to 4.6.

Figure 4.10(b) shows the extension of the dry contact spot scl
relative to the point labeled β along the main diagonal (solid lines)
and the axis (dashed lines) of the square array for different values
of dp. The dashed lines terminate at a value of scl = dp/2. The solid

lines asymptote to a value of
√
2
2
dp − rp in the limit of Fp → ∞. For

dp ≫ 2rp, the critical values F1 and F2 are of similar magnitude,
whereas F2 can greatly exceed F1 for dp ≈ 2rp.

4.4.3 Discussion

There exists a minimum value of dp or conversely maximum values
of hp or Y , below or above which dewetting of the interstitial regions
can no longer occur. The reason is that the applied force becomes
insufficient for the protrusions of the deformed hemisphere to reach
the bottom of the substrate.

To develop intuition, we consider the classical problem of contact
mechanics of a single, rigid cylindrical punch indenting an elastic
halfspace.[143] In this case, the steady-state indentation depth δ ∼
Fp/Y is proportional to the applied force and inversely proportional
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to Young’s modulus. We expect that this scaling applies to the case
of a pillar array indenting an elastic halfspace at large values of the
array period dp. In this case, the force per micropillar is given by
Fp ∼ d2ppav, where pav is the average pressure acting on the pillar array.
Consequently, we expect the indentation depth to scale as

δ ∼ d2p/Y . (4.6)

The triangle in Fig. 4.9 indicates that for large periods a powerlaw
relation δ+∆z ∼ (dp−2rp)

2 is a good approximation to the numerical
data. Since in the limit of large periods ∆z ≪ δ and dp ≫ 2rp hold, we
indeed recover the expected scaling. We note that in our experiments
we kept the contact spot radius constant, which implies that the
average pressure scales with Young’s modulus. This does not affect
the δ ∼ d2p scaling, however it makes the static deformation insensitive
to Y .

For dense arrays the non-linear relation (4.6) implies that locally
larger periods induce locally larger protrusion amplitudes δ + ∆z and
locally higher film pressures pf , both of which speed up film thinning
and dry-spot nucleation. In other words, unavoidable fluctuations in
the pillar spacings or pillar dimensions are amplified in terms of their
impact on where dewetted areas nucleate for small values of dp/hp.
We believe that this increased sensitivity to the array imperfections
is a contributing factor to the irregular shapes of the dewetted areas
observed in Fig. 4.4(b) as dp/hp decreases.

As indicated by Figs. 4.7(a) and 4.8(a), the dewetting time and the
expansion rate of the dewetted area along the array axes are almost the
same for sparse arrays dp/hp ≥ 25. For dense arrays dp/hp ≤ 22, the
dewetting time increases and the expansion rate significantly decreases.
The origin of the slowdown is the concomitant reduction of the pressure
pf inbetween rows of pillars as visible in Fig. 4.8(b) for dp ≤ 25µm. A
larger fraction of the externally applied, overall contact force is acting
on top of the pillars and used up in generating the protrusions, which
explains the decreased values of pf and dpf/dx. It is the gradient of
the pressure distribution, which determines the speed with which the
liquid is driven out of the array and out of the contact spot.

In our experience, dewetting in an elastomer - Fomblin Y - glass
system in the absence of pillars suffers from sensitivity to surface
heterogeneities and the boundaries of the contact area tend to have a
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ragged morphology. For a system containing micropillars, as pointed
out above, the contact pressure in the interstitial space between neigh-
boring pillars is greatly reduced for small values of dp. Consequently, we
expect an increased sensitivity of the dry spot morphology to surface
imperfections in this regime. Besides geometric fluctuations, therefore,
also fluctuations in the elastic properties and the surface energies can
contribute to the irregular growth mode observed in Fig. 4.4(b).

An interesting question concerns the nature of the correlation
between the dewetting behavior studied in this manuscript and the
achievable adhesion strength. Li et al. presented experiments of the
adhesion between a flat elastomer layer and a plano-convex glass
lens.[144] They observed dewetting of the contact spot for pure water,
whereas for SDS surfactant concentrations exceeding 0.03% dewetting
no longer occurred, which they attributed to the stabilizing effect of
double-layer repulsion. The measured adhesion strength diminished
by a factor of 4 compared to the case of pure water.

Generally, dewetting is controlled by the disjoining pressure isotherm,
which is a material property reflecting molecular interactions between
all solid and liquid phases involved. The same interactions also govern
the van der Waals attraction responsible for the dry adhesion of molec-
ularly smooth solid surfaces. In practice surfaces are rarely molecularly
flat and a plethora of other phenomena determine the effective strength
of adhesion, such as surface roughness,[145, 146] viscous forces,[147,
148] surface tension forces,[148, 149], non-Newtonian liquid rheol-
ogy,[150] the three-dimensional surface geometry,[151] or viscoelastic
bulk properties of soft materials.[145, 152] Therefore, the correlation
between dewetting and adhesion needs to be studied separately in
each case.

For technological applications, the time required until a high adhe-
sive state is reached and dewetting is complete is relevant. This lag
time is composed of the thinning time of the liquid film inbetween
the objects until dewetting commences and the subsequent dewetting
time until the dewetted area reaches the edge of the contact spot.
As shown in Fig. 4.7 the dewetting time increases with decreasing
pillar spacing. The thinning time can be divided into the time ∆ttop
until the tops of the pillars dewet and ∆tbase until the base plane
of the pillar starts dewetting. ∆ttop benefits from larger dp due to
channeling,[153–155] i.e. the efficient removal of the intervening liquid
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through the interstitial space between the pillars. ∆tbase increases with
decreasing dp, due to the reduced effective contact pressure inbetween
the pillars. In our experiments using Fomblin Y, the overall time scale
typically ranged from 0.5 to 5 minutes. For water, which has a much
lower viscosity, we expect this time to be reduced by two orders of
magnitude.

4.5 Summary and conclusions

The morphology of dewetted areas forming in a thin liquid film confined
between a periodic micropillar array and a soft, elastic surface depends
sensitively on the pillar height and spacing. For large ratios of array
period to micropillar height and width, the dewetted areas tend to be
diamond-shaped and expand at a rate almost the same as for a flat,
unpatterned substrate. For a small ratio, the shapes of the dewetted
areas become irregular and their expansion rate is significantly reduced.

We developed a fully-coupled numerical model based on linear
elasticity, the Reynolds equation and a disjoining pressure formalism.
The simulations reproduce the key features observed in the experiments
very well. We found that for the smallest array periods studied, the
pressure gradient becomes noticeably smaller inside the array, which
explains the observed delay of the onset of dewetting. For a larger
average contact pressure, the elastomer protrudes further into the
gap space between neighboring pillars. We found that the protrusion
amplitude scales to good approximation as the square of the array
period at constant pressure. This non-linear dependence implies an
increased sensitivity of the dewetting dynamics to fluctuations in
the pillar shape, height and spacing in the limit of small periods.
Furthermore, systems with small pillar spacing exhibit a reduced
interstitial contact pressure, which makes them more sensitive to any
material or surface irregularities. These two effects combined are the
likely origin of the observed morphological difference.

In underwater adhesive systems, the adhesion force is usually pro-
vided by solid-solid contact of the tops of the pillars. The interstitial
space between the pillars has a passive role of enabling a fast and
efficient drainage of the liquid phase[153–155]. Micropillar arrays are
advantageous in that respect due to the connectedness of their inter-
stitial space. We have considered a very soft material with a Young’s
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modulus comparable to human skin[156] that deforms elastically upon
contact and thereby induces dewetting in-between the pillars. In this
fashion the area of solid-on-solid contact is increased thereby likely
enhancing adhesion. Moreover, we expect that the elastic deformation
of the soft surface increases the stability of the adhesive contact to
lateral motion due to mechanical interlocking.
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Chapter 5

Enhancing Dry Adhesion of

Polymeric Micropatterns by

Electric Fields

5.1 Introduction

In the course of the automation of industrial manufacturing processes,
the handling of components is increasingly realized by machines and
robots. The size of objects and components ranges from several microns
to meters. To date, vacuum grippers are widely used in pick-and-place
applications with high precision in positioning.157 Mechanical, mag-
netic and electromagnetic grippers offer alternatives for specific appli-
cations, but are used less frequently. Another fairly new approach is the
utilization of micropatterned adhesives.158–161 Their performance relies
mainly on van der Waals interactions and contact mechanics, which
are controlled by mechanical properties and the proper design and
arrangement of the microstructures within the adhesive array.122,162,163

Pick-and-place applications necessitate a controllable switch be-
tween a high (pick) and a low (release) adhesive regime. Several
examples for external stimuli to switch adhesion of micropatterned ad-
hesives have been reported, including compressive loads,164,165 thermal
heating,166,167 magnetic fields,168,169 pneumatic control,161,170 and UV
exposure.171 Almost all mentioned strategies require specific designs or
material selection, which potentially limit the range of application. In
addition, most concepts allow switching between ”on” and ”off” states,

99
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but no specific adjustability to the required adhesion performance.
An approach to control adhesion during operation is electroadhe-

sion. Here, the adhesion force nominally scales (among other parame-
ters) with |E|2, where E is the applied electrical field.172 Electroadhe-
sion functions for both conductive and insulating targets173–175 and
is, for example, used in semiconductor wafer handling176 or microhan-
dling.177 Recently, electroadhesion has been combined with micropat-
terned adhesives for applications such as wall climbing robots178 and
flexible grippers.179 Spenko et al. and Menon et al. have successfully
demonstrated that the combination of both concepts improves shear
adhesion, as the normal force induced by electrical fringe fields enables
closer contacts with higher friction.180,181

Electroadhesion devices typically make use of interdigitated elec-
trode arrays to maximize the spatial extent of regions with high electric
field strength and high field gradients.174 The traditional electrostatic
models predict a dependence of the electroadhesion force on the square
of the applied voltage difference.172 In contrast, our experimental data
and many experimental data reported in literature do not exhibit such
a square dependence.173,182–184 No explanation for this discrepancy has
been suggested to date. In this manuscript we demonstrate for the first
time that a non-square dependence can arise by considering miniscule,
but non-zero, field-dependent electrical conductivities of the materials
involved.

Below we present details of the experimental setup and the elec-
troadhesion device fabrication in Section II as well as extensive ex-
perimental results in Section III. A description of theoretical models
both for electrically insulating and electrically conductive materials is
given in Section IV, followed by an in-depth numerical evaluation of
the models and a comparison with the experimental data in Section
V.

5.2 Materials and methods

5.2.1 Device fabrication

For the micropatterned-electro adhesive device, micropatterned ad-
hesive films were transferred onto interdigitated comb electrodes.
Micropatterned adhesive films consisting of microarrays of cylindri-
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cal pillars were fabricated by replica molding. The diameter and
height of each pillar was 7µm (aspect ratio 1:1). Micropillars were
arranged in a hexagonal lattice with 14µm center-to-center distance.
The backing layer thickness was . For replica molding, UV-curable
perfluoropolyether-dimethacrylate (Fomblin MD40, Solvay, Bollate,
Italy) was used as template material. The pre-polymer contained 0.5
wt% of a photoinitiator (2-hydroxy-2 methyl-propiophenone, Sigma
Aldrich, Taufkirchen, Germany). The mixture was poured over a mi-
cropatterned silicone master structure and covered with a microscope
glass slide. The pre-polymer mixture was exposed to UV (wavelength
365 nm, Omnicure S1500, Excelitas Technologies) in a nitrogen atmo-
sphere for 5 min. The cured template was carefully peeled and served
as template for the adhesive films. Micropatterned adhesive films were
made from polydimethylsiloxane (PDMS, Sylgard 184, Dow Corning,
Midland, MI, USA). PDMS was prepared by mixing ten parts of the
base material with one part of the curing agent using a speed mixer
(DAC600.2 VAC-P, Hauschild Engineering, Hamm, Germany) at 2350
rpm for 3 min. The mixture was poured over the template and cov-
ered with interdigitated electrodes (IDEAU200, Deutsche METROHM
GmbH & Co. KG, Filderstadt, Germany). Prior to this, the electrodes
were treated with oxygen plasma for 3 min. Electrodes had a width of
220µm and a gap between oppositely charged electrodes of 160µm. A
fixture was used to clamp the Fomblin MD40 template, the electrodes
and the intermediate liquid PDMS layer to set the desired back layer
thickness of the micropatterned adhesive film. The whole setup was
placed into an oven and thermally cured at 95 ◦C for 20 minutes and
finally demolded.

5.2.2 Electroadhesion setup

The normal adhesion was characterized using a custom built setup. A
spherical glass lens with a curvature radius of 15.5 mm (Edmund Optics
GmbH, Mainz, Germany) was used as probe. The probe was mounted
to a load cell (KD 34s ME-Meßsysteme, Hennigsdorf, Germany) to
measure normal forces. Probe and load cell were displaced using a
linear stage (Q-545 Q-Motion, Physik Instrumente GmbH & Co. KG,
Karlsruhe, Germany). The micropatterned electro-adhesive device was
mounted below the probe and connected to a DC high-voltage power
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supply (HCN 14-3500, FuG Electronik GmbH, Schechen, Germany).
A LabVIEW program was developed to control the electro-adhesion
setup. To reduce residual charges upon each measurement in the
presence of an electrical field, probe and adhesive film were treated
by an antistatic gun (Zerostat 3 Anti-Static, SPI Supplies, Glasgow,
UK). All experiments were performed in a laboratory with controlled
temperature and relative humidity (RH) at 21 ◦C and 50 ± 5%.

During approach, the spherical probe was brought in contact with
the adhesive film. At maximum indentation depth, the compressive
preload is highest. This position was held for 1 s, before the probe
was retracted. In all experiments, approach and retraction velocities
were 1µm/s. The displacement of the probe, u, was calculated as
follows: u = uM −F/k, where uM is the displacement of the motorized
stage, F is the force and k = 6.17 kN/m is the machine stiffness.
The absolute value of the maximum adhesive force at detachment
was defined as pull-off force. Pull-off forces were converted into pull-
off stresses by dividing them with the projected contact area Ap

at maximum compressive preload. The projected contact area was
determined by the geometrical formula Ap = π

[
R2

p − (Rp − up)
2],

where Rp = 15.5 mm is the curvature radius of the probe and up is
the distance from contact to maximum indentation of the probe into
the micropatterned adhesive film.

5.3 Experimental results

The micropatterned-electro adhesive device was fabricated by combin-
ing an elastomeric micropatterned film with an interdigitated comb
electrode array as shown in Fig. 5.1. The diameter and height of the
micropillars were 7µm. The pillars were arranged hexagonally with a
center-to-center distance of 14µm, which is one order of magnitude
smaller compared to the width (220µm) and distance (160µm) be-
tween the electrodes. In addition, the backing layer was 55 ± 5 µm,
which again is one order of magnitude larger than the pillar height.
Thus, we assume that the characteristics of the electrical fringe field
were not influenced by the spatial orientation of the pillar array in
relation to the direction of the electrodes.

Results of adhesion tests for different applied voltages are shown
in Fig. 5.2. Figure 5.2(a) compares results with (1.8 kV) and without
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Figure 5.1: The micropatterned-electro adhesive device. (a) Illustra-
tion of the fabrication process. A micropatterned adhesive film was
generated via replica molding and, subsequently, deposited on the
interdigitated comb electrodes. (b) Scheme of the adhesion test setup
to record normal force acting on the probe and the probe displacement
u. During the test a spherical glass probe was attached (approach)
and detached (retraction) at different applied voltages. (c) Scanning
electron micrograph of the micropatterned-electro adhesive device.
The inset shows the micropillars.
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(0 kV) applied electrical field. Without applied field (black curve), the
normal force was zero before the probe contacted the micropatterned
surface (u ≥ 0 µm). Contact was established by pressing the probe
into the adhesive film (indentation) with a preset displacement of
−2.3µm. At that position, the maximum compressive preload of 30
mN was achieved. Upon holding for 1 s, the probe was retracted. The
probe detached from the surface at a maximum tensile force of -7
mN, i.e. a pull-off force of 7 mN. In the presence of an electrical field
(red curve), the probe already experienced an attractive force before
contact (for u . 70 µm). At contact, the attractive force due to the
electrical field was -5 mN. The maximum compressive preload reduced
apparently to 25 mN for a similar indentation of −2.3µm in relation
to the experiment without electrical field. The attractive electrostatic
force further caused earlier contact at u = 1.1 µm. This effect is
related to the elastically deformable setup with a machine stiffness
of 6.17 kN/m and constant motor displacement for all measurements.
The maximum tensile force was -12 mN, that is a pull-off force of 12
mN. Upon detachment, the force gradually decreased with increasing
distance between the probe and the adhesive, similarly compared to
the approach. The slightly higher attractive force (about 1 mN) during
retraction compared to the approach is most likely related to residual
charges upon separation of contact.

Figure 5.2(b) shows the pull-off force as a function of the net
preload for various applied voltages. The pull-off forces increased
with the applied voltage and at 2 kV were twice as high as at 0
kV. With increasing voltage, the net preload decreased for constant
displacements due to increasing electrostatic attraction between the
adhesive and the probe. Although the probe was spherical, pull-off
forces were insensitive to preload, as all measurements were performed
in saturation conditions, i.e. pull-off force is larger than preload.185

Figure 5.2(c) summarizes the pull-off forces in terms of applied voltages.
Pull-off forces and stresses increased with increasing electric fields,
which suggests that the electrostatic forces superimpose the van der
Waals forces.

Importantly, the electrostatic force contributed to the contact
formation of the probe with the adhesive, which led to a reduced net
preload although the displacement form first contact to maximum
indentation was kept constant. Thus, the net preload reduced with
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increasing voltage as shown in Fig. 5.2(d). For small indentations such
as 0.9µm, the net preload turns negative for voltages larger 1.5 kV.
Here, the requisite compressive force of the probe to adhere to the
surface was realized solely by electrostatic forces without mechanical
compression. For applications, this offers an opportunity to adhere to
very fragile objects without applying mechanical compression or to
enhance adhesion to rough surfaces.175

5.4 Theoretical models

The achievable adhesion force can be enhanced by a switchable electric
field-induced force exerted on the target object. Below we present
theoretical models for different types of materials as well as their
numerical implementation to predict the steady-state values of the
electroadhesion force. We used the finite-element software Comsol 5.2.

5.4.1 Electrostatic interaction – insulating mate-

rials

We first consider a stationary electrostatic system that is composed
of purely dielectric, i.e. electrically insulating materials. The electric
field distribution is governed by Poisson’s equation

∇ · (ε0εr∇V ) = −ρ, (5.1)

where ε0 is the vacuum permittivity, εr is the relative permittivity
of the respective material, V is the electric potential, ρ is the vol-
ume charge density. We assume the dielectric materials to be linear,
non-dissipative, isotropic, and homogenous. We assume all material
properties to be independent of elastic deformations. Moreover, we
assume all surface and volume charge densities to be zero, except at
the surface of the electrodes.

5.4.2 Bulk-conductive materials

We now consider all materials to be electrically conductive. This
is motivated by the fact that, in the experiments, the electric field
strength is comparable to or even above the dielectric breakdown
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Figure 5.2: Experimental electroadhesion measurements. (a) Force-
displacement curves for 0 kV (black) and 1.8 kV (red). Positive and
negative forces are compressive and tensile forces, respectively. The
inset presents data close to the contact of the probe with the mi-
cropatterned adhesive film. Arrows indicate the path during approach
and retraction. (b) Pull-off forces in terms of net preloads for various
applied voltages. Dashed lines highlight data for constant indentations.
(c) Pull-off force (solid squares) and pull-off stress (open circles) as
function of the applied voltage. (d) Net preload as function of the ap-
plied voltage. Numbers present the indentation into the micropatterned
adhesive.
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strength of air of approximately 3 MV/m. At such high electric fields
many materials that are normally considered electrically insulating
actually behave as weak conductors. This applies to air, the elastomer
and possibly also the glass.186–188

We assume no external currents. We solve the continuity equation
in steady state

∇ · J = 0, (5.2)

where J ≡ σE is the current density and σ is the electrical conductivity.
Equation (2) is equivalent to

∇ · (−σ∇V ) = 0 . (5.3)

5.4.3 Surface-conductivity of glass-air interfaces

In our experiments, we used glass lenses as substrates. The electrical
bulk conductivity of glass at room temperature is almost unmeasurably
small, i.e. essentially zero.189 However, there is a significant electrical
surface conductivity due to moisture adsorption that must be taken
into account.190–193

The surface conductivity is implemented by assuming an ultralow
low bulk conductivity of the lens (10−30 S/m) and an additional
interfacial condition at the glass-air interface

n ·
(
Ja − Jb

)
= n ·

(
σaEa − σbEb

)
= −∇t · (σs∇tV ) (5.4)

where ∇t is a surface gradient operator, n is the unit normal vector
of the interface and σs is the surface conductivity.

5.4.4 Variable air conductivity

At very high electric fields approaching the dielectric breakdown limit,
the electrical conductivity of air σair is dependent on the electric field
strength. Carlon has measured the electrical conductivity of air at
very high relative humidities RH ≥ 66%.194 He found that σair was
constant for low fields and increased rapidly for |E| exceeding a certain
threshold value Ec. The blue symbols in Fig. 5.3 are extracted from
his measurements for RH = 66%. In this case, Ec is approximately
0.1 MV/m, which is substantially lower than the breakdown strength.
He also observed very strong humidity dependence of the low field
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conductivity. Several groups reported low field conductivities of air
between 1 and 100 fS/m, depending on the geographic location, air
pollution and atmospheric conditions.186,187,195,196 Since quantitative
measurements of field-dependent conductivity are scarce, we use an
empirical relation that increases essentially linearly with field strength.
For computational efficiency we assume the following empirical relation,
which gives a smooth transition between the constant and linear
regimes

σair
σ0

= 1 + sLE0 log

[
1 + exp

( |E| − Ec

E0

)]
, (5.5)

where σ0 is the zero-field air conductivity, Ec is a critical field strength
below which conductivity is constant and above which it increases,
E0 = 0.1 MV/m defines the width of the transition region and sL
defines the slope. Curves of σair (|E|) for different values of Ec and
sL are illustrated in Fig. 5.3. We assume σ0 = 4 fS/m as standard
laboratory conditions usually correspond to relatively dry air (RH 30
to 40%).186

5.4.5 Electroadhesion force

The electroadhesion force Fes acting on a target object in a non-
uniform electric field is derived from the Maxwell stress tensor Tij,
given as

Tij = DiEj −
1

2
δij

3∑

k=1

DkEk , (5.6)

where Ei ≡ −∂V/∂xi is the electric field, Di ≡ ε0εrEi is the electric
displacement field and δij is the Kronecker delta. At a boundary
between two materials a and b of different permittivities, the stress
tensor Tij is discontinuous, which causes a mechanical force density
Si to act on the boundary

Si =
(
T a
ij − T b

ij

)
nj . (5.7)

The Maxwell stress vector Si represents the electromechanical coupling.
The total electroadhesion force is calculated by integrating Sz over
the surface area A of the lens:

Fes =

∮
SzdA. (5.8)
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Figure 5.3: Models for the electric field-dependence of the air con-
ductivity σair [Eq. (5.5)]. Solid lines vary the slope sL for threshold
value Ec = 3 MV/m, dashed lines vary Ec for sL = 1 µm/V. The
dash-dotted red line was found to match experimental results with
Ec = 14.4 MV/m and sL = 5 µm/V. Blue symbols are extracted from
measurements in Carlon, H. R. (1988) for moist air (RH = 66%).194
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5.4.6 Computational domain, boundary

conditions and material properties

Figure 5.4 shows the model geometry. A glass lens is positioned above
the electrode array. The width and length of the electrode array is
wa = 2b (n− 1) + 2a with n interdigitated stripe electrodes of width
2a and period 2b [Fig. 5.4(a)]. The electrode array is deposited on
a ceramic substrate with thickness hc = 3 mm, relative permittivity
εr = 10 and conductivity σ = 100 fS/m. The array is covered with an
elastomer layer of thickness he = 55 µm, relative permittivity εe = 2.5
and conductivity σe = 25 fS/m. The elastomer is covered with a
hexagonal array of cylindrical micropillars. Due to the pillars being
too small to be considered individually, we use an effective medium
approximation. The effective medium has a thickness equal to the
pillar height hp = 7 µm. Its permittivity and conductance are derived
from that of the elastomer and air, equal ϕεe + (1 − ϕ) εair ≈ 1.34 and

ϕσe + (1 − ϕ)σair ≈ 8.76 fS/m, where ϕ = π
√
3

6

(
2rp
dp

)2

≈ 0.227 is the

pillar array volume filling ratio, rp = 3.5 µm is the pillar radius and
dp = 14 µm the spacing of the pillars. The glass lens has a relative
permittivity εL = 5, conductivity σL = 1 pS/m, radius of curvature
RL = 15.5 mm, diameter 2aL = 16 mm, thickness hL = 4 mm and is
placed δ = 1µm above the pattern. Air is assumed to have a relative
permittivity of 1 and conductivity σair = 4 fS/m at zero field strength.
All geometric and material parameters are summarized in Tab. 5.1.

Due to symmetry we only consider a cuboidal quarter of the system
with width xm = 20 mm, length ym = 20 mm and height zm = 40 mm.
The glass lens is positioned above the electrode array [Fig. 5.4(b)]. A
quarter of the electrode array has width and length wa

2
= 3 mm and

is composed of n = 8 electrodes of width 2a = 220 µm and period
2b = 380 µm. At y = 0 there is a symmetry plane where n · E = 0
holds. At x = 0, there is an antisymmetry plane where V = 0 holds.
All other external boundaries are also considered to be symmetry
planes and positioned distant enough (i.e. xm, ym, zm ≫ wa

2
) to have

no influence on the solution.
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Figure 5.4: Schematic illustration of the computational model. (a)
Cross-section (y = 0 plane) of the glass lens (purple, curvature radius
RL) placed above oppositely charged electrodes (red and blue stripes)
located on a ceramic substrate (grey). The electrode array is covered
with a thin elastomer layer with thickness he. The patterned surface
is approximated by a thin homogenous effective medium layer with
thickness hp. (b) In the simulations, a cuboidal quarter of the experi-
mental setup is considered, with a symmetry plane at y = 0 and an
antisymmetry plane at x = 0.
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Table 5.1: List of variables as well as geometric and material parameters
used in the numerical simulations.

Material Property Symbol Value Unit Ref.

Air
relative permittivity εair 1 – –
conductivity σair 4 · 10−15 S/m 186

gap thickness δ 10−6 m –

Lens

relative permittivity εL 5 – 197

conductivity σL 10−12 S/m –
surface conductivity σs 10−13...−8 S 198,199

radius aL 8 · 10−3 m –
radius of curvature RL 0.0155 m –
thickness hL 4 · 10−3 m –

Pattern
pillar radius rp 3.5 · 10−6 m –
pillar height hp 7 · 10−6 m –
pillar spacing dp 1.4 · 10−5 m –

Elastomer
relative permittivity εe 2.5 – 188

conductivity σe 2.5 · 10−14 S/m 188

thickness he 5.5 · 10−5 m –

Electrode
array

electrode half-width a 1.1 · 10−4 m –
half-period b 1.9 · 10−4 m –
number of electrodes n 16 – –
applied voltage V0 2000 V –

Ceramic
substrate

relative permittivity εc 10 – 200

conductivity σc 10−13 S/m 201

thickness hc 3 · 10−3 m –
Computatio-
nal domain

width, length xm, ym 0.02 m –
height zm 0.04 m –
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Figure 5.5: Logarithmic Maxwell stress map on the surface of the lens
being located 1µm above the micropatterned-electro adhesive device.
The white lines indicate the shape and location of the electrode array.

5.5 Numerical results

Figure 5.5 shows an example of the Maxwell stress distribution |Sz|
on the lower surface of the lens. Faint white lines indicate the shape
of the electrode array. Most of the attraction is concentrated directly
above each electrode and near the center of the lens being located
1µm above the micropatterned adhesive. The outermost electrodes
exhibit a weak long-range attraction due to fringe fields.

Figure 5.6 shows the extracted electroadhesion force Fes acting
on the lens in terms of the applied voltage, see Eq. (5.8). The black
circles represent our experimental measurements. The dashed and
dash-dotted black lines, both scaling as Fes ∼ V 2

0 , correspond to a
constant air conductivity and the electrostatic model for insulating
materials, respectively. It matches the experimental data well up to 800
V. Above that voltage the experiments no longer follow the quadratic
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Figure 5.6: Numerical results of electroadhesion force as function of
applied voltage for variable air conductivity according to Eq. (5.5)
with threshold value Ec and slope sL (compare Fig. 5.3). Black circles
represent experimental results. The dashed black line assumes con-
stant air conductivity. The dash-dotted black line corresponds to the
electrostatic model.

force-voltage dependence predicted by this model. Other symbols in
Fig. 5.6 correspond to a field-dependent air conductivity according
to Eq. (5.5). The electroadhesion force is proportional to V 2

0 for low
voltages, but exhibits a weaker scaling when E > Ec. The best fit is
obtained for parameter values Ec = 14.4 MV/m and sL = 5 µm/V
(red crosses). A comparison of the data for Ec = 3 MV/m and sL = 0.1
and 10 µm/V (orange and blue lines) illustrate that larger value of
sL induces a weaker dependence of Fes on V0 for E ≫ Ec. Variations
of Ec (green and violet lines) determine at which voltage level the
deviation from the square scaling occurs.

A comparison of the models introduced in section 4 and specifically
the effect of air conductivity and electric parameters are shown in



5.6. DISCUSSION 115

Figs. 5.7 and 5.8. First, the influence of the field-independent surface
conductivity of the lens σs (blue crosses) and the field-independent
bulk conductivity of the lens σL (red circles) on the electroadhesion
force Fes is displayed in Fig. 5.7. In both cases, Fes increases for a
more conductive lens. We conclude that the two models give virtually
identical results, if the value of σs is chosen as σs = λσL, where
λ ≈ 122 µm for our system. The line represents a fit based on the
function

Fes(σ) = c0 +
c1

1 + c2/σ
, (5.9)

where c0, c1 and c2 are fit parameters. The dashed vertical line corre-
sponds to the (field-independent) air conductivity σair. When σL = σair,
the force crosses zero. Due to lower computational cost, the bulk con-
ductivity model was chosen for further calculations, though the surface
conductivity model being more physically relevant.

In Fig. 5.8(a), we show the dependence of Fes on the (field-
independent) conductivity of air σair (red points) and the elastomer σe
(violet squares). Fes decreases with increasing σair. Consequently, if σair
increases with field strength, the force will be lower. Fes substantially
increases with increasing σe, which can provide an additional parame-
ter for tuning electroadhesion devices. Figure 5.8(b) shows the increase
of Fes with increasing relative permittivities of the lens εL and the
elastomer εe for purely dielectric materials. Figure 5.8(c) shows Fes in
terms of the entire electrode array width and length wa while keeping
the number of electrodes and the ratio a

b
constant. The electroadhesion

force increases with larger wa. For wa ≈ 5 mm, the force saturates
as the array is much larger than the area of low separation and high
attraction due to the curvature of the lens (compare Fig. 5.5). Fig-
ure 5.8(d) shows how Fes varies with elastomer thickness he. For large
thickness, this relation is exponential as illustrated with exponential
fits (solid lines). For small separation the extracted force is higher
than the long-range exponential fit. The dependence of the force on
electrode width-period ratio a

b
is given in the Electronic Supporting

Information.
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Figure 5.7: A comparison of the surface and bulk conductivity models:
Fes in terms of the field-independent surface (σs, blue crosses) or bulk
(σ, red circles) conductivity of the lens. Solid blue and red dashed
lines are fits based on the logistic function, compare Eq. (5.9). In the
bulk conductivity model, the fitted function crosses zero force for a
lens conductivity being equal to that of air (dashed grey line).
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Figure 5.8: Effect of air conductivity and influence of electric parame-
ters on electroadhesive force. (a) Electroadhesive force as a function of
air conductivity (σair, red circles) and elastomer conductivity (σe, blue
squares). (b) Electroadhesive force as a function of lens permittivity
(εL, brown squares) and elastomer permittivity (εe, violet circles). (c,d)
Electroadhesive force in terms of (d) the size of the electrode array
wa and (d) the thickness of the elastomer film he for linearly varying
air conductivity (red stars, Ec = 3 MV/m and sL = 1 µm/V), field-
independent air conductivity (orange pluses) and in the electrostatic
model (blue circles). The lines in (d) represent exponential fits to
the three thickest films of each data set. As a reference, the green
diamonds in (a-d) represent the parameter values stated in Tab. 5.1.
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5.6 Discussion

We have fabricated and evaluated a micropatterned electroadhesion
device based on an interdigitated electrode and a polymer micropil-
lar array. Attractive forces before and after contact were caused by
long-range electrostatic forces, while during contact the short-range
van der Waals forces additionally contribute to adhesion. The tradi-
tional theoretical models for electroadhesion consider purely dielectric
materials, i.e. electrical insulators, for which the electroadhesion force
scales quadratically with applied voltage. This is however in con-
trast to our experimental results as well as previous ones reported
in literature,182–184 where a weaker force-voltage scaling has been ob-
served. We have shown that accounting for minute but finite electric
field-dependent electrical conductivities of air and the solid materials
used for the electroadhesion device can quantitatively reproduce the
experimental results.

The conductivities of the typical materials involved in an electroad-
hesion device can vary vastly. The surface conductivity of glass can
change by seven orders of magnitude depending on the relative humid-
ity and is sensitive to surface contamination e.g. due to fingerprints
or residues upon repeated attachment and detachment cycles.202 The
bulk conductivity of polymers can vary strongly depending on impurity
concentrations and production methods. Moreover, the conductivity of
air depends on the relative humidity and the geographic microlocation
of the measurement. Guo et al183 reported a drop in electroadhesion
force exerted on a glass target substrate by approximately a factor of
3 over the course of 3 days when the relative humidity decreased from
approximately 64% to 43%. This is qualitatively consistent with the
variation observed in Fig. 7(a). These results and considerations point
at the need for tightly controlled environmental parameters to achieve
a stable and reproducible electroadhesion performance.

5.7 Conclusions

Our experimental and numerical approach successfully revealed how
short-range van der Waals interactions can be superimposed by long-
range electrostatic forces, which enables in-line regulation of preload
and adhesion forces. The following conclusions can be drawn:
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1. The presence of electrostatic fields enhances adhesion. Up to 800
V, the adhesion force scales with square of the applied voltage.
For voltages larger 800 V, the scaling is weaker, which is likely
due to a small, field-dependent electrical conductivity of the
materials involved.

2. Numerical results were similar for bulk-conductive materials and
a model presuming surface-conductivity of glass-air interfaces.
The latter has physical relevance due to possible adsorbed water
films or residues through repeated adherence and detachment
cycles.

3. Numerical results indicate that the electrical adhesive force
increases with decreasing thickness of the micropatterned elas-
tomer film and its increasing permittivity and conductivity. The
electroadhesive force is highly sensitive to the environmental
conditions. In particular, the force decreases with increasing air
conductivity, which is directly related to humidity.
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Chapter 6

Conclusions and suggestions

for future work

Dewetting at soft interfaces is a broad field, where a variety of phenom-
ena can be observed and studied. The movement of the contact line
can be strongly influenced by the contact pressure distribution, surface
morphology or roughness. These effects could be utilized to develop
functional surfaces with predictable and reproducible mechanisms of
liquid removal or retention upon contact. This in turn can be used for
instance to allow strong and switchable underwater adhesion.

Soft elastohydrodynamic dewetting phenomena observed in expe-
riments can be reproduced with a numerical model, solving linear
elastic deformation coupled with the Stokes equation of liquid flow
and using the disjoining pressure formalism to include contact line
movement. The influence of pressure distribution on contact line speed
was confirmed experimentally. Dewetting along the rim of a contact
spot exhibits constant contact line speed.

Liquid droplets at soft interfaces can move with a velocity pro-
portional to the local contact pressure gradient and exhibit total
coalescence or move much more slowly and undergo non-inertial par-
tial coalescence cascades. The proposed numerical model reproduces
the total coalescence.

Dewetting on patterned surfaces tends to be anisotropic, with
contact line moving faster along the rows of the micropillars in a sparse
square array. Dense square arrays of pillars can lead to irregularly-
shaped dry spots.

120
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Adhesion to micropatterned surfaces can be enhanced by static
electric fields. Simple analytical models predict that the electroadhesion
strength should scale with the square of the voltage, but experimental
results show less-than-quadratic scaling. This discrepancy can be
explained by considering low but electric field-dependent conductivity
of air at high field strengths.

6.1 Instability of liquid rims and threads

When a thin film dewets by nucleation and growth of dry spots, the
displaced liquid accumulates in a liquid rim near the contact line [see
Fig. 2.1(e)]. We observed that the liquid rim and liquid threads which
are often observed in experiments undergo instabilities. This process
likely happens to minimize not only surface energy, but also the elastic
energy in the system, at least when the rim and thread sizes are much
larger than the elastocapillary lengthscale ∼ S/E. Further research
could try to determine the scaling of the instability wavelength with
the rim or thread width.

As an example, Fig. 6.1 shows snapshots from an experiment where
dewetting started with liquid film thickness of 250 µm. The liquid rim
was very unstable and produced many liquid streaks. As the liquid
film is displaced into these streaks, the rim is not growing in size. The
resulting liquid threads undergo another instability and break up into
droplets.

Furthermore, we observed several distinct features reoccurring
across experiments which could be an interesting research topic. The
blue arrows in Fig. 6.1(a) point out thin streaks produced in areas
where the dry spot edge is convex. This local geometry is observed in
many experiments and results in relatively thin threads of liquid which
break up into very regular lines of small droplets. Instabilities in other
parts of the liquid rim, where the dry spot edge is not convex, are
more unstable in time [red arrow in Fig. 6.1(b)]. They produce short,
thick liquid threads which often break off and result in large, irregular
puddles and droplets. Trying to reproduce these features numerically
could help to understand how the two types of liquid threads form.

Figure 6.2 shows snapshots from a numerical simulation of a liquid
thread at a soft interface. The initially uniform thread (a) starts
rippling (b,c) and breaks into droplets (d-f) which relax to a round
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Figure 6.1: Snapshots from an experiment showing instabilities of the
liquid rim and the liquid threads. Liquid film thickness at the start of
dewetting was 250 µm.
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shape (g). Similar simulations of larger systems, done systematically
for a range of parameters, could be used to study this instability
phenomenon. Care needs to be taken to develop a model which is
accurate enough to predict the contact line motion correctly but which
can also be solved quickly enough with given computational resources
to allow solving for a sufficient range of parameters. Furthermore,
the model domain needs to be large enough to exclude non-physical
boundary interactions.

6.2 Viscous energy dissipation within a

moving droplet at the contact line

The numerical model used to study the movement of droplets at
soft interfaces matched well with some experimental results, where
droplets moved with speed proportional to the local pressure gradient
and coalesced fully with the outer bulk liquid in one motion. It couldn’t
predict the droplets which were observed to move much slower and
undergo a partial coalescence cascade. The model could be expanded
to feature some effect slowing down contact line movement in effort to
reproduce the partial coalescence. We proposed surface roughness as a
viable candidate, but considering rough surfaces in a three-dimensional
numerical model is computationally expensive. Research could focus
on developing a feasible model of contact line motion on a rough
surface.

The velocity of droplets moving due to a pressure gradient depends
on a balance of the elastic energy gain rate in the elastomer and
viscous dissipation rate in the liquid. In chapter 3.3.1 we considered
energy dissipation only in the bulk of the liquid. Further efforts could
focus on studying the liquid motion at the contact line in the case of
a moving droplet at a soft solid interface.

The difficulty in considering this case, compared to similar droplets
moving in a solid-liquid-air system, is in problematic boundary con-
ditions. If we consider an ellipsoidal droplet moving with the speed
magnitude u in the +x direction, the boundary velocities at the



124CHAPTER 6. CONCLUSIONS AND SUGGESTIONS FOR FUTUREWORK

Figure 6.2: Numerical result showing breakup of a confined liquid
thread. The initially uniform thread (a) starts rippling (b,c) and
breaks into droplets (d-f) which relax to a round shape (g).
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elastomer-liquid interfaces would be

vw = u




−1
0

hdx

ad
√

a2
d
−x2


 and vb = u



−1
0
0


 , (6.1)

where we consider a reference frame where the droplet is static and
the wall and base interfaces are sliding with velocities vw and vb,
respectively. In that case, at the contact line a classical corner flow
problem arises with one boundary condition of constant imposed speed
and the other one imposing zero normal flow. However, one of these
boundaries is difficult to define analytically in a realistic manner.
Using the approximate formula for vw from Eq. (6.1) would introduce
a spatial scale and a wall speed singularity to the problem, preventing
the use of classic scale-independent corner flow solutions.

This problem could be approached for instance my means of molec-
ular dynamics, trying to model liquid flow at a moving contact line
between a soft polymer, a simple or complex polymeric liquid and a
rigid wall or a symmetry plane. In that case, research could also focus
on finding whether the chosen liquid will be fully pushed out from the
closing gap at the receding contact line, or will it enter the dewetted
area, forming a monolayer or even undergoing a confinement-induced
phase transition.

We tried to tackle this issue only considering bulk liquid flow.
The following results are included in effort to further illustrate the
problem. Figures 6.3 and 6.4 show numerical results of solving the
Stokes equation in the described droplet. In Fig. 6.3 we consider
an elastomer-liquid-elastomer system which has a symmetry plane
through the middle of the droplet. Due to symmetry, in (b-f) we only
show the z, y ≥ 0 part of the droplet. In Fig. 6.4 we consider an
elastomer-liquid-rigid substrate system. The considered droplets are
very flat and for clarity all illustrations are stretched in the z-direction
tenfold. In Figs. 6.3(a) and 6.4(a) we present the boundary conditions
as seen in the droplet’s frame of reference. In Figs. 6.3(b-f) and 6.4(b-f)
we show the flow lines [black, red in (d)] and speed magnitude (color
cross-sections) from the Stokes equation solutions.
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Figure 6.3: Flow pattern inside a droplet moving at an elastomer-
elastomer interface. The droplet is ellipsoidal. Due to symmetry, only
a quarter of the droplet is shown. In (g-l) the driplet is half-ellipsoidal,
between a soft and a rigid material. (a,g) illustrate the sliding wall
boundary conditions. (a-c) and (g-i) are in the droplet’s moving frame
of reference. (d-f) and (j-l) are in the laboratory frame. Hue at the
cross-sectional planes indicates flow speed.
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Figure 6.4: Flow pattern inside a droplet moving at an elastomer-rigid
interface. In (a-f) the droplet is ellipsoidal, at an interface between two
identical materials. Due to symmetry, only a quarter of the droplet
is shown. In (g-l) the driplet is half-ellipsoidal, between a soft and a
rigid material. (a,g) illustrate the sliding wall boundary conditions.
(a-c) and (g-i) are in the droplet’s moving frame of reference. (d-f)
and (j-l) are in the laboratory frame. Hue at the cross-sectional planes
indicates flow speed.
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and 2015 he studied technical physics at the Poznań University of
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