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Abstract-The design of large logic systems leads to the practical 

problem how to decompose a complex system into a number of simpler 

subsystems. The decomposition theory of sequential machines 

tries to find answers to this problem for sequential machines. For 

many years, the "simpler" machine was defined as a machine with 

fewer states and, therefore, state-decompositions of sequential 

machines were considered. Together with the progress in LSI 

technology and the introduction of array logic into the design of 

sequential circuits a real need arose for decompositions not only 

on states of sequential machines but on inputs and outputs too, 

i.e. for full-decompositions. 

In this report, a general and unified classification of full­

decompositions is presented, formal definitions of different 

sorts of full-decompositions for Mealy and Moore machines are 

introduced and theorems about the existence of full­

decompositions with the state and output behaviour realization 

are formulated and proved. The presented theorems have a 

straightforward practical interpretation. Based on them, a set of 

algorithms has been developed and a system of programs has been 

made for computing the different sorts of decompositions. 
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1. Introduction. 

The design of large logic systems leads to the following 

practical problem: 

How to decompose a complex system into a number of simpler 

subsystems in order to obtain: 

- the clearer organization of the syst,~m and of the design, 

implementation and verification process,. 

- the possibility of optimization of th,~ separate subsystems, 

whereas it can be impossible directly to optimize the whole 
system, 

- the possibility of implementation of the system by existing 
building blocks. 

The decomposition theory of sequential machines tries to find 

answers to the following question: how to decompose a given 

sequential machine M into a number of "smaller" (and therefore 

easier to develop and implement) component sequential machines 

M l'M 2 , ••• ,Mn which, in combination, real.ize the behaviour of a 

given machine M. 

Research in the above mentioned field was started in early 

sixties [8) [9) [10) [19) [20]. For many years, the "smaller" 

machine was defined as a machine with fewe.r states than the given 

machine; therefore state-decompositions of sequential machines 

were considered. Definitions of decomponitions on states were 

introduced, constructive theorems about the existence of state 

decompositions were presented and some practical algorithms for 

state decompositions were developed [4)[12][16)[17)[18)[19) 

[20) . 

Together with the progress in LSI technology and the 

introduction of array logic (PAL, PGA, PIA, PLS) into the design 

of sequential circuits, a real need arose for decompositions not 

only on states of sequntial machines but on inputs and outputs 

too, i.e. for full-decompositions. 

An approach to the full-decomposition of sequential machines 

has been presented in [14) and [15]. Anlong other things, the 

definitions and theorems concerning parclllel and two types of 
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serial full-decompositions for Mealy machines were introduced. 

In this work a general and unified classification of full-

decompositions 

different sorts 

will be presented, formal definitions of 

of full-decompositions for Mealy and Moore 

machines will be introduced and theorems about the existence of 

full-decompositions with the state and output behaviour 

realization will be formulated and proved leading immediately to 

some practical algorithms. The theorems concerning the types of 

full-decomposition defined in [14] were formulated and proved 

here with weaker assumptions than those in [14] and , therefore, 

they are more general. They include cases which are important from 

the practical point of view and were not covered by the theorems 

presented in [14] • The notions of output-dependent trinity, state 

dependent trinity semi trinity and induced semitrinity used in 

presented theorems have a straightforward practical 

interpretation which is an important advantage. 

2.A1gebraic models of sequential machines and ~ full­

decomposition. 

DEFINITION 2.1 A sequential machine M is an algebraic system 

defined as follows: 

M = (I, S, 0, a, q , 
where: 

I - finite nonempty set of inputs, 

S - finite nonempty set of internal states, 

o - finite set of outputs, 

a - next state function, a: SxI ~ S, 

~ output function, ~: SxI ~ 0 (a Mealy machine), 

or ~: S ~ 0 (a Moore machine). 

If the output set 0 and the output function ~ are not defined, 

the sequential machine M = (I, S, 8) is called a state machine. 

The machine functions 8 and ~ can be considered as sets of 

functions created for each input: 

a = {axl ax: S ~ Sand xfI} 
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and 

~ = {~x I ~ x: S ~ 0 and x eI} , 

where ax:s ~ 

VxeI VxeS 

S and ~x:S ~ 0 are definEld by: 

ax(s) = 6 (s,x), 

~x (s) = ~ (s,x). 

The 6x and ~x are called, respectively, the next-state 

function and the output function with rElspect to the input x. 

In the next sections for axes) and ~x(s) we will use the 

notations sax and s~x' 

For xeI and Q • 5, we will define the two partial functions: 

ax: 2' ~ 2' and ~x: 2' ~ 2°, 

where: 

VxeI VQ.5 Qa x = {saxl seQ}, Q~x = {S~xl seQ}. 

For X.I and Q.S, we will define also th,e following two partial 

functions: 

2' 2' 
-

2' ~ 2°, a x : ~ and ~x: 

where: 

Qa x = {sax I SEQ " xeX} , 

Q~x = {slxl seQ " xeX} • 

In this work, we take into account only simple decompositions 

(Le. decompositions with two compo'nent machines) and, 

therefore, the term "decomposition" is used further in the 

meaning of "simple decomposition". 

Let M = {I, 5, 0, a, A} be the machine we want to decompose and 

M 1 = (I 11 S 11 0 11 a 11 ~ l) and M 2 = (I 2' S 2' O2 , a 2' ~ 2) are two 

partial machines. 

In a full-decomposition, we are interested in finding such 

partial machines Ml and M2 that each of them has fewer states 

and/or outputs than machine M and/or each of them can calculate 

its next states and outputs using only the part of information 

about the input of machine M and, in combination, they form 

machine M' imitating M from the input-output point of view. 

In a state-decomposition, we were interested in finding 

machines Ml and M2 with only fewer internal states. Inputs and 

outputs were not decomposed. 

Before we consider different sorts of full-decomposition, we 

recall from (12] the definition of realization. 
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DEFINITION 2.2 Machine M' = (I',S',O',a',~') realizes (is 

realization of) machine M = (I, S, 0, a , q if and only if the 

following relations exist: 

~: I ~ I' (a function), 

$: S ~ 2 S ' (a function into nonvoid subsets of S'), 

a: O'~ 0 (a surjective partial function) , 

and this relations satisfy the following conditions: 

$(s)a',1IXI s $(s~x) 
and 

(for a Mealy machine) 

or 

s~ = 
for all SES, 

Let 1* be 

a(s'l') 

s' E$(S) 

(for a Moore machine) 

and xEI. 

a set of all input sequences X 1X 2 ••• X n (n=o,l, ••. ), 

let ~ = ~'x for ~'EI* and xEI and let 1 ... 
and a be two functions 

calculating the last output and the last state reached by a 
... 

machine from the state s under the input sequence x : 
~ ~ ~ ~ ~ 

6: SxI* ~ S, 6(s,x) = ~(~(s,x') ,x), 
~ ~ ~ ~ ~ 

~: SxI* ~ 0, l(s,x) = l(6(s,x'),x) (Mealy case), 
...... ... 

~(s,x) = ~(~(s,x» (Moore case). 

It can be proved 

definition 2.1 

that if M' is a realization of M in the sense of 
... ... ... 

then ~SES ~S'E$(S) and ~xEI* ~(s,x) = 
... 

a(,'(s',~(x», i.e. for all possible input sequences outputs 

reached by machine M and its imitation M' are, after a renaming, 

identical. Because of this fact, the realization in the sense of 

definition 2.1 will be called by us the realization of the output 

behaviour. 

In some cases, we are concerned with not only the output 

changes of the machine but also with the state changes. Therefore, 

we will consider also realizations of the state behaviour of 

sequential machines. 

DEFINITION 2.3 Machine M' = (I', S', 0', 6 ' , ~ ') , realizes the 

state and output behaviour of machine M = (I, S, 0, ~, ,) if and 

only if the following relations exist: 

~: I ~ I' (a function), 

$: S'~ S (a surjective partial function) 

a: O'~ 0 (a surjective partial function) 
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such that: 

$(s'H x = $(S'~'\Hx) 
and 

(for a lI[ealy machine) 

or 
$(s')~ = 9(S'~') (for a Moore machine). 

The realization of the state and output behaviour is a special 

case of the realization of the output behaviour. If function ~ in 

definition 2.2 maps each state of M onto a !!lingle state of M' and ~ 

is a one-to-one function then definition 2.2 is equivalent to 
definition 2.3. 

In a full-decomposition, we are intE~rested in finding the 

partial machines M1 and M2 and the mappings: 

~: I --+ I 1xI 2 , 

$: 5 --+ 2 s1 xSa, (the realization of the output behaviour) 

9: 0lX02 --+ ° , 
or 

';: I --+ 11 X 1 2, (the realization of the state) 

$: 51 X 52 --+ 5, (and output behaviour 

9: 01 x 02 --+ 0, 

that the machines M 1 and M 2 together wit:h the mappings .;, $, 9 
realize the behaviour of a machine M. 

We will say that a full-decomposition i:s nontrivial if and only 

if: 

1111<111 " 1121<111 v 15ti<151 " 15 2 1<151 v 10 1 1<101 " 
1°2 1 < 101, where I z I - number of elements in the set z. 

In the case of a state-decomposition, we are interested in 
finding machines M1 and M2 and, in fact, only one mapping 

$:5 1 x 52 --+ 5. 
It is evident that state-decomposition is a special case of 

full-decomposition. 
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~ Classification of full-decompositions. 

Decompositions can be classified according to the kind of 

connections that exist between the component machines. 

r-----------------, 
I Ii Od 

I 
Ml 

I 

I OdSl I 
I' 

I 
OdS 2 

I 
0' 

I 12 M2 
O 2 , 

I 

M' L _______ _ _______ J 

Fig 3.1 The information flow between the component machines in 

full-decomposition. 

In general, each of the component machines can use the 

information about the state or output of the other component 

machine in order to compute its own next state and output 

(Fig.3 .1) . 

From the point of view of the strength of the connections between 

the component machines we can distinguish the following sorts of 

full-decompositions: 

(i) parallel full-decomposition - each of the component 

machines can calculate its next states and outputs independently 

of the other component machine, based only on the information 

about its own internal state and partial information about inputs 

(Fig.3.2) , 
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(ii) serial full-decomposition - one of t:he component machines, 

called the tailor dependent machine (say Mz), uses the 

information about the outputs or states of the second machine, 

called the head or independent machine (say MI ), and partial 

information about inputs in order to calculate its next states and 

outputs (Fig.3.3), 

(iii) general full-decomposition - each of the component machines 

uses information about the outputs or states of the other 

component machine and partial information about inputs in order 

to calculate its next states and outputs (Fig.3.4). 

The parallel full-decomposition and the serial full­

decomposition can be treated as special· cases of a general full­

decomposition with zero information about. one submachine used by 

another submachine. 

From the point of view of the sort of information about a given 

submachine used by another submachine in order ~o calculate its 

next states and outputs, we can distinguish the following two 

types of full-decomposition: 

(i) the decomposition with information about outputs, called by 

us type 0, 

(ii) the decomposition with information about internal states, 

called type s. 
A given submachine can use the information about the "present" 

or the "next" state or output of the other submachine. So, we 

distinguish the following two classes of full-decomposition: 

(i) class P - a decompositions with inform.ation about the present 

state or output, 

(ii) class N - a decompositions with infClrmation about the next 

state or output. 
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r-----------------, 
I II ° 1 I 

I 
MI 

I 
I 

'" 
9 I 

I ° I I 
I 

12 °2 
I M2 

M 
L _ 

Fig 3.2 Parallel full-decomposition of a machine Minto 

component machines MI and M2 • 

r-----------------, 
I II ° 1 I 
I 

MI 
I 

I 
'" 

SdOI 9 I 
I 

I I 

I 
12 °2 

I M2 

M L ______ _ _ J 

Fig 3.3 Serial full-decomposition of a machine Minto 

component machines MI and M2 • 

° 
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r-----------------, 
I 11 °1 I 

I 
Ml 

I 
I .j °1/5 1 9 I 

I 

I 
°2/5 2 

I ° 

I 
12 °2 

I M2 

I I 
M L _______ _ ______ • __ J 

Fig 3.4 General full-decomposition of a machine M into component 

machines Ml and M2 . 

From the classifications given above, i.t immediately follows, 

that the following cases of full-decompositions are feasible: 

- one sort of parallel full-decomposition; 

- four sorts of serial full decomposition:: PS, NS, PO, and NO, 

- two sorts of general full-decomposition: PS, PO. 

For a general full-decomposition, it is possible to have not 

only the "pure" cases PS and PO but also the "mixture" of types 5 

and ° and classes P and N (the first submachine can use the 

information about the state of the second and the second about the 

output of the first and vice versa; the first submachine can use 

the information about the present state/output of the second 

submachine and the second can use the infc>rmation about the next 

state/output of the first). In this report, we do not take into 

account "mixed" types, because definitions and theorems for them 

can be formulated easily as "mixtur,as" of the adequate 

definitions and theorems for the "pure" cases considered here. 

The formal definitions of all types of full-decompositions 

which we consider in the paper are introduced below. 
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DEFINITION 3.1 A paraLLeL connection of two machines: 

Ml = (11' 51' 01' a 1, ~l) 

and 

is the machine: 

where: 

and 

or 

~*«S,t),(Xl'X2» = Ol(S,X1),}2(t,x 2» 

(for Mealy machine) 

A*«s,t» = Ol(S),~2(t» 

(for Moore machine) 

DEFINITION 3.2 The machine M11IM2 is a paralLeL fuLL­
decomposition of the machine M if and onLy if the parallel 

connection of Ml and M2 realizes M 

DEFINITION 3.3 A serial connection of type PS of two machines: 

Ml = (11' 51' 01' a 1, ~l) 
and 

, 
for which 12 

is the machine Ml~ M2 = (IlxI2,51X52,01x02,a*,A*) 
where: 

and 

or 

a*«s,t),(xl'x2» = (a 1(s,x1),a 2(t,(s,X2») 

~*«S,t),(Xl'X2» = Ol(s,Xtl,~2(t,(S,X2») 
(for a Mealy machine) 

~*«s,t» = Ol(S),A 2(t» 

(for a Moore machine). 

DEFINITION 3.4 The machine Ml~ M2 is a seriaL fuLL­
decomposition of type PS of the machine M if and onLy if the serial 

connection of type P5 of Ml and M2 realizes M. 
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DEFINITION 3.5 A serial connection of type NS of two machines: 

Ml = (Ill 5 11 011 ai, II) 
and , 

, 
for which 12 

M2 = (12' 
= 51 xl 2 , 

is the machine M1--+ M2 = 
where: 

and 

or 

1*«s,t),(Xll X2» = pl(s,X1),1 2 (t,(31(S,Xd,X 2» 
(for a Mealy machine) 

A*«S,t» = (1 1 (S),A 2(t» 

(for a Moore machine) 

DEFINITION ~ The machine M1--+ M2 is Q serial full­

decomposition of type NS of the machine M if and only if the 

serial connection of type N5 of Ml and M2 realizes M. 

DEFINITION;L.1. A serial connection of type PO of two machines: 

HI = (Ill 5 11 011 ai, AI) 
and , 

, 
for Which 12 

M2 = (12' 
= °l x1 Z , 

is the machine M1--+ M2 = 
where: 

or 

a* «s,t), (Xl ,x2» = (a 1 (s,xd, a1 (t, (Yl ,x 2») 
A*«S,t),(X 1 ,X 2» = (1 1 (S,X 1 ),1 2 (t'(Yl'X2 ») 
and Y 1 £0 1 : y I is the present output of M 1 

(the output of Ml contemporary ~1ith the state s of M1 ) 

(for a Mealy machine) 

a*«s,t),(X lI X2» = (31(s,x 1),a 2(t,pl(s),X 2»» 
A*«s,t» = pl(S),12(t» 

(for a Moore machine) 
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DEFINITION 3.8 The machine MI~ M2 is a seriaL fuLL­
decomposition of type PO of the machine M if and onLy if the serial 

connection of type PO of MI and M2 realizes M 

DEFINITION 3.9 A seriaL connection of type NO of two machines: 

MI = (II' 81' 01' ai, ~I) 
and 

, 
for which I2 

is the machine MI~ M2 = (IIXI2,8Ix82'Olx02,a*,~*), 
where: 

or 

a*«s,t),(X I ,X 2» = cal(s,xI),a2(t,pl(s,XI),x2») 

~*«s,t),(XI'X2» = pl(S,XI),~2(t,pl(s,XI),X2») 
(for a Mealy machine) 

a*«s,t),(XI'X2» = (al(s,xd,a2(t,(~I(al(s,Xd),X2») 
~*«s,t» = pl(s),~2(t» 
(for a Moore machine) 

DEFINITION 3.10 The machine MI~ M2 is a seriaL fuLL­

decomposition of type NO of the machine M if and onLy if the serial 

connection of type NO of MI and M2 realizes M. 

DEFINITION 3.11 A general connection of type PS of two 
machines , 

a l ~ I ) = (II 8 I' 01' , 
and , 

3 2 ~ 2 ) = (I 2 8z, °2' , 
where: , 

II = 8 2xI I 
, 

I2 = 8 1 xI 2 
is the machine: 

where: 

and 

or 

a*«s,t),(XI'Xz» = (a l (s,(t,xd),a 2(t,(s,X 2» 

~*«S,t),(XI'X2» = pl(S,(t,Xd),~2(t,(s,X2» 

(for a Mealy machine) 

~*«s,t» = pl(S),~2(t» 
(for a Moore maChine) 
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DEFINITION ~ The machine MI~ M2 is a general full­

decomposition of type PS of the machin.~ M if and only if the 

general connection of type PS of MI and M2 realizes M. 

DEFINITION 3.13 A 

machines: 

general connection ot'type PO of two 

and 

, 
= (I I' S I' °1 , B I , ~ I ) 

, 
B 2 , ~2) = (12' S2 , °2 ' where: , 

II = 02XII 
, 

12 = °IXI 2 
is the machine: 

where: 

or 

B"«S,t),(XI'X2» = (B 1 (S'(Y2,x l »,B 2 (t'(YI'X 2») 

~"«S,t),(XI'X2» = pl(S'(Y2,Xtl),~2(t'(YI'X2») 
and YIEOI , Y2E02 (present output:s of MI and M2) 

(for a Mealy machine) 

a"«s,t),(XI'X 2» = (al(s,(~2(t).xtl).B2(t.(~I(s).X2») 
~"«s.t» = pl(S).~2(t» 
(for a Moore machine) 

DEFINITION ~ The machine MI~ M2 

decomposition of type PO of the machine 

is a general full 

M if and only if the 

general connection of type PO of machines MI and M2 realizes M. 

Each of the above defined types of a full-decomposition can be 

considered as a full-decomposition with the realization of the 

output behaviour or as a full-decomposition with the realization 

of the state and output behaviour. In next paragraphs, we will 

formulate and prove, for the case of state and output behaviour 

realizations, the theorems about the existence of different types 

of full- decomposition defined above. In order to formulate these 

theorems we will introduce the notions of "output-dependent 

trinity". "state-dependent trinity". "se,mitrinity" and" induced 

semi trinity". Only the proves for a Mealy machine are presented in 
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the report, because the proves for a Moore machine are analogous. 

The theorems for the case of output behaviour realizations will be 

presented in a separate report. 

~ Partitions. partition pairs and partition trinities. 

The concepts of partitions and partition pairs introduced by 

Hartmanis [llJ[12J and partition trinities introduced by Hou 

[14 J [15 J are very useful tools for analyzing the information flow 

in machines and between machines; therefore they will be used in 

this work. 

Let S be any set of elements. 

DEFINITION 4.1 Partition ~ on S is defined as follows: 

~ = (BII Bi_S and BI n B j = 0 for i~j and U BI = S), 
I 

Le. a partition ~ on S is a set of disjoint subsets of S whose set 

union is S. 

For a given S£S, the block of a partition ~ containing s is 

denoted as [sJ ~ and we will write [sJ ~ = [t)1I' to denote that sand t 

are in the same block of 11'. Similarly, the block of a partition 11' 

containing S',where S'~ S , is denoted by [S']1I'. 

The partition containing only one element of S in each block is 

called a zero partition and denoted by ~$(O). The partition 

containing all the elements of S in one block is called a one 

partition and is denoted by 1I'8(I). 

Let 11'1 and 11'2 be two partitions on S. 

PEFINITION 4.2 parti tion product 11' 1 • 11' 2 is the partition on S such 

that [SJ~1 '11'2 = [t)~1'11'2 if and only if [S)~1 = [t)1I'1 and [sJ1I" = 

[tJ1I'2' 

DEFINITION 4.3 Partition sum ~1+11'2 is the partition on S such that 

[s)1I'1+1I'2 = [t)1I'1+1I'2 if and only if a sequence: s=so' s1, •.. ,sn=t, 

si£S for i=l .. n , exists for which either 

[si)1I'1 = [Si+tl1l'1 either [si)~2 = [SI+1)1I'2' 05 i 5 n-l. 
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From the above definitions, it follows that the blocks of 111 '11 2 

are obtained by intersecting the blocks of 11 1 and 11 2' while the 

blocks of 11 1 +11 2 are obtained by making union of all those blocks of 

111 and 112 which contain common elements. 

DEFINITION ~ 11 2 is greater than or equal. to 11 1: 11 1 ~ 11 2 if and 
only if each block of 111 is included in a block of 11 2 • 

Thus 111 ~ 112 if and only if 11 1 '11 2 = 111 if and only if 11 1 +112 = lip 

Let SlI be the set of all partitions on S.Because the relation ~ 

is a relation of partial ordering (i.e. it is reflexive, 

antisymmetric and transitive), (SlI' ~) is a partially ordered 

set. 

Let (Z, ~) be a partially ordered set and T be a subset of Z. 

DEFINITION .L1i. z, Z EZ, is the least upper bound (LUB) of T if and 

only if 

( i) \It ET : Z ~ t , 

(ii) \ltET: if z' ~ t then z' ~ z. 

Z, ZEZ, is the greatest lower bound (GLB) of T if and only if: 

(i) \ltET: Z ~ t, 

(ii) \ltET: if z' ~ t then z' ~ z. 

DEFINITION L.!!. A partially ordered set L = (Z, ~), which has a LUB 

and a GLB for every pair of elements, is called a lattice. 

It is evident that the set of all partitions on S together with 

the relation of a partial ordering S form a lattice with 

GLB(1I 1 ,1I2) = 11 1 '112 and LUB(1I 1 ,1I 2 ) = 11 1 +11 2 . 

Let lis, TI' 11 1 , 110 be the partitions on M=(I, S, 0, 6, 1), in 

particular: liS' Ts on S, 111 on I, no on O. 

DEFINITION 4.7 

(i) (lI S,Ts) is an s-s partition pai~ if and only if 

\lBElIs \lxEI : B6 x ~ B', B' ETS . 

(ii) (lII,lIS) is an I-S partition pai~ if and only if 

\lAElIj \lSES : S6 A ~ B , BElls . 
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(iii) (ns,n o) is an s-o partition pair if and only if 

(iv) 

VBEn s VXEI B~x ~ C , CEn o (Mealy case) 

or 
VBEn s B~ _ C , CEn o 
is an I-O partition ~ if 

VAEn I VSES : S~A ~ C , CEno 

or 

(Moore case). 

and only if 
(Mealy case) 

VAEnI VSES : s~ _ C ,CEno (Moore case). 

The practical meaning of the notions introduced above is as 

follows: 

(n s , T s) is an S-S partition pair if and only if the blocks of n, 

are mapped by M into the blocks of T s . Thus, if we know the block of 

n s which contains the present state of the machine M and we know 

the present input of M, we can compute unambiguously the block of 

T, which contains the next state of M for the states from a given 

blocks of ns and a given input. The interpretation of the notions 

of I-S, s-o and 1-0 partition pairs is similar. 

In the case of Moore machine, the definition of an 1-0 pair is 

trivial, besause each (nI,n S ) satisfies it ( the output of M is 

defined by the state of M unambiguously). 

DEFINITION 4.8 Partition ns has a substitution property (it is an 

SP-partition) if and only if (ns,n s ) is an s-s pair. 

DEFINITION 4.9 Partition trini ty T = (n I , n I , no) on the machine M = 
(I, S, 0, a, ~) is an ordered triple of partitions on sets I, Sand 

0, respectively, which satisfies the following conditions: 

VAEn I VBEn s : BaA E B', B'Ens and B~A _ C , CEno • 

Thus, if (n I , n s , no) is a partition trinity on M and we know the 

block B of n s which contains the present state of M and we know the 

block A of n I which contains the present input of M, we can compute 

unambiguously block B' of n, containing the next state of M and 

block C of no containing the output of M for the states from block B 

and inputs from block A. 

For completely spacified machines, it has been proved that 
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(11 1 ,liS ,110) is a partition trinity on M if and only if (liS ,lis) is an 

s-s pair, (11 i' 11 s) is an I=.S. P£.ll: , (11" 1{ 0) is an s-o pair and 

(11 1 ,110) is an I-O P£.ll: on M (14)[15). 

It has been shown in (14) that the set of trinities on a machine 

M forms a finite trinity lattice with 

GLB(Tl'T 2 ) = T 1 0T 2 and LUB(T 1 .,T 2 ) = T 1 lST 2 ' 

where 0 and IS are defined as a collection of pairwise operations 

"." and "+" on partitions of the same type (input, state, output) of 

trinities of Tl and T2 . 

~ Parallel full-decomposition. 

An important theorem about the existence of a parallel full­

decomposition has been proved in (14) and (15). Below we will 

introduce a similar theorem. The dif:Eerences between this 

theorem and that proved in (14) and (15) are following: we did not 

require 1I 1 ·TI=lIr(0), which was required in (14) and (15) andwe 

defined the nontri viality of a full decomposition in another way. 

This means that the theorem below is formulated with weaker 

assumptions and therefore it is satisfied for a broader class of 

cases. 

THEOREM hl A machine M = (I,S,O, a, q has a nontrivial parallel 

full-decomposition with the realization of the state and output 

behaviour if two partition trinities on M: (111' 11" 110) and 

(TI,TS,TO) exist and they satisfy the following conditions: 

(i) lI S·Ts = lI s (O) and 1I0·TO = 110(0) , 

(ii) 11Irl<IIIIIITrl<IIlvlllsl<lsIIlITsl<lslvI1l01<1011lITol<101 . 

Proof of theorem 5.1 is similar to that for the appropriate 

theorem presented in (14) and (15). 
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The interpretation of theorem 5.1 is as follows. 

Let M I = (1[ 1 ' 1[ S' 1[ 0 , 6 I , I I) and M 2 = (T It T S' To, 6 2 , 12) , 

where: 

BlllAI = BIIAI 

B2~2A2 = B2~A2 , B2\2A2 = B2\A2 , 

for all AlE1[I' BlE1[s' A2ETI' B2ETS 
and let M be a parallel connection of MI and M2 

since (1[I,1[S,1[O) is a partition trinity, based only on the 

information about the block of 1[1 containing the input of M and the 

block of 1[s containing the present state of M (i.e information 

about the input and present state of M1 ) machine MI can calculate 

unambiguously the block of 1[s in which the next state of M is 

contained and the block of 1[ 0 that contains the output of M for the 

input from a given block of 1[1 and the present state from a given 

block of 1[s (i.e. Ml can calculate its next state and output). 

Similarly, since (TI,Ts,To) is a partition trinity, machine M2, 

based only on the information about its input and present state 

(i. e. knowledge of the adequate block of T I and block of T s ), can 

calculate its next state and output (Le. the adequate blocks of 

fs and To)' 

Since lTS'Ts = lTs(O) and lTo'Yo = lTo(O), having the knowledge of 
the block of lTs and the block of TS in which the state of M is 

contained, it is possible to calculate this state and, having the 

knowledge of the block of IT a and the block of Yo in which the output 
of M is contained it is possible to calculate this output. So, the 

machines Ml and M2 together can calculate the next state and 

output of M unambiguously. 

The special case of theorem 5.1 for: 

11[ 1 I < I I 11\ I Til < I I II\( IlT s 1=1 S 11\ IlT 0 I = I 0 I v ITs I = I S 11\ I Yo 1=1 0 I ) 
express, in fact, the input redundancy. In this case machine M 

should be replaced with machine Ml or M2, having fewer inputs and 

realizing M, instead to be decomposed. Similar special cases 

exist for all other theorems presented in this report. 
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~ Serial full-decomposition ~ typg ps. 

Let TI' Ts, To be partitions on a mac:hine M on I, Sand 0 

respectively. 

DEFINITION ~ (TI,Ts,TO) is a partition semitrinity 

if and only if TI' Ts and TO satisfy the following conditions: 

(i) (TI,Ts) is an I-S partition pair, 

(ii) (TI,TO) is an I-O partition pair (for a Mealy machine), 

or 

(Ts,TO) is a s-o partition pair (for a Moore machine) 

In other words, (TI,TS,TO) is a semitrinity if and only if, 

based only on the knowledge of the block of d partition TI 

containing the input of M and the knowledge of the present state of 

M, it is possible to calculate the block elf Ts in which the next 

state of M will be contained and, in the case of a Mealy machine, 

based on the same information, it is possdble to calculate the 

block of TO in which the output of M will be c:ontained for the given 

input and state or, in the case of Moore machine, based on the 

knowledge of the block of a partition T s in which the state of Mis 

contained, it is possible to calculate the block of TO in which the 

output of M will be contained for the state, from a given block of 

T s. The triple of partitions (T I, T., TO) is called "semitrinity", 

because it has to satisfy half of the conditions for a trinity. 

THEOREM ~ A machine M has a nontrivial serial full­

decomposition of type PS with the realization of the state and 

output behaviour if a partition trinity ('lfI,'lfs,'lf O) and a 

partition semitrinity (TI' TS' To) exist and they satisfy the 

following conditions: 

(i) 'lfs·Ts = 'lfs(O) and 'lfO·TO = 'lfo(O) , 

(ii) l'lfII<IIIAI'lfsl·ITII<IIlvl'lfsl<\sIAITsl<lslv\'lfo\<\O\A 

AITol<lol . 
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Proof (for the case of a Mealy machine) 

Let M I = (11 l' 11 S' 11 0 , S I , ~ I) and M 2 = (11 S X T I' T ;. TO' S 2 , ~ 2) be two 

machines satisfying the following conditions: 

(1) (111' liS' 1(0) and (Tp TS' TO) satisfy the conditions of the 

theorem 6.1 , 
I - I -(2) VB1111S VA1111r B1S AI = [B1S AI lll s , Bl~ AI = [B1~AIlllo 

(3) VB1111S VB2ITs VA2ITr : 
2 - 2 -

B2S CBI,A21=[(B1nB2HA2lTp B21 CBI,Ul=[(B1nB2)lulTo. 
since (111' 1!;. 1( 0) is a partition trinity (1), B13AI is placed in 

just one block of liS and B1lA I in only one block of 1!0 • This means, 

that B1SlAI and B11lAI are defined unambiguously. 

since (Tr,Ts,To) is a semitrinity and 1!,'T; = lI S(O) (1), 

(B1nB2)3A2 is placed in just one block of T; and (B1nB2)lA2 is 

placed in only one block of TO' This means, that B2 a 2 C B I , A 2 I and 

B21 2
CBI ,A21 are defined unambigously. 

Let oJ: 1--+ 1!rXTr be an injective function, 

$: 11 SXT s--+ S be a surjective partial function, 
9: 11 oXT 0--+ 0 be a surjective partial function 

and 

(4) Hx) = ([xl1!1' [XlTr), 
(5) $(B1,B2) = B1nB2 if B1nB2 ~ 0 

(6) 8(C1,C2) = C1nC2 if C1nC2 ~ 0 

We will prove below that the serial connection of defined above 

machines MI and M2 realizes machine M. 

Since 1!s'Ts = liS (0) and 1I0'To = 1!0(0) (1) ,$ and 8 areone-to­
one functions and for BlnB2~0 and C1nC2~0 : 

(7) $(Bl,B2) IS , 8(C1,C2) 10 • 

Therefore, VB1ElIs VB21TS VXfI and B1nB2 ~ 0 

$ ( (B1, B2) a * oJ C x I) = 

= $ « B1, B2 IS * C [ x I 11 r ' [ x I T r ,) «4» 
= $(Blal[Xlllr,B2a2CBI,[XITrl) (definition 3.3) 
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= B1 a I [ x I 11 r n B2 a 2 ( 8 I , [ x I T r ) 

= [B1a[X11l
r

)1I S n [(B1nB2)a[XIT
r

)T s 

= [BU x )11 s n [( B1n B2)8 x) T s 

= [(B1nB2) 8x)1Is n [(B1nB2) ax) Ts 

= [(B1nB2)a x )1I s n [(B1nB2) ax] Ts 

= (B1nB2)6 x 

= $(B1,B2)8 x 

and simi1ary: 

e ( (B1, B2) l * '" ( x ) = 

= e ( (B1, B2) l * ( [x I 11 I ' [ x I T I ) ) 

= e (B1ll [ x I 11 r ' B2 l 2 ( 8 I , [ x I T r ) ) 

= B1l1 [ x I 11 r n B2 l 2 ( 8 I , I x I T r ) 
- -

= [B1l[X11l1]1Io n [(B1nB2)lIXIT
r

]To 
- -

= [BU x ] 110 n [(B1nB2) lx] To 

= [(B1nB2)lx)1I o n [(B1nB2)lx]To 

= [(B1nB2)lx]1Io n [(B1nB2)lx]To 

= (B1nB2)lx 

$ (Bl, B2) l x 

«5» 
«2), (3» 

( Ba x ~ Ba[xl1l ) 

( B1nB2 s; B1 ) 

( (7» 

( (5» 

( (4» 

(definition 3.3) 

( (6» 

«2), (3» 

( Blx ~ Bl 1xl1l ) 

( B1nB2 ~ B1 ) 

«7) ) 

( 1IO·TO=1Io(O) ) 

( (5) ) 

From the above calculations and definitions 2.3, 3.3 and 3.4, 

it follows immediately that the serial c.::>nnection of type PS of 

machines MI and M2 realizes M, i.e. M has a serial full­

decomposition of type PS. If condition (ii) of theorem 6.1 is 

satisfied, the decomposition is nontrivial. 0 

Theorem 6.1 has a straightforward in·terpretation. 

Since (1I1,1Is,1Io) is a partition trinity, based only on the 

information about the block of a partition 111 containing the input 

and the block of a partition 1Is containing the present state of 

machine M (i.e. information about the input and present state of 

MI ), machine MI can calculate unambiguously the block of 1Is in 

which the next state of M is contained and the block of Iro in which 
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the output of M is contained for the given input and present state 

(i.e M1 can calculate its next state and output). 

since (TI'TS,TO) is a partition semitrinityand TS·lIS=lIs(O) , 

based only on the information about the block of a partition TI 

containing the input and the blocks of partitions TS and liS 

containing the present state of the machineM (i.e. information 

about the primary input and the present state of M2 and about the 

present state of M1 which is a part if the input of M2), machine M2 

can calculate unambiguously the block of Ts in which the next 

state of M is contained and, in the case of a Mealy machine, the 

block of TO in which the output of M is contained for the given 

input and present state (i.e. M2 can calculate its next state and 

output) • In the case of a Moore machine, M2 can calculate the block 

of TO in which the output of M is contained, based only on 

information about the block of Ts in which the state of M is 

contained. 

Since lI S ·TS = lI S (O) and 1I 0 ·TO = 110(0), having information 

about the blocks of liS and 110 calculated by M1 and the blocks of Ts 

and TO calculated by M2 (i.e. information about the next states 

and outputs of M1 and M2) it is possible to calculate 

unambiguously the next states and outputs of machine M. 

In [14], for the Mealy case, the other theorem about the 

existence of a serial full-decomposition of type PS has been 

proved. However, theorem 6.1 includes al so the Moore case and two 

important differences occur between our theorem 6.1 and the one 

proved in [14]. 

In theorem 6.1 we did not use the notion of "forced-trinity" 

which was used in [14] - instead, we introduced the notion of 

"semitrinity". This notion is natural, simple and posesses a 

straightforward interpretation. 

We formulated and proved theorem 6.1 wi th weaker assumptions 

(for example we did not require 111 ·TI = 111 (0), as was required in 

[14] ) . This means that theorem 4.1 is more general than the one 

proved in [14]. 
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~ Serial full-decomposition of ~ NS~ 

Let TI' Ts' TO be partitions on machine M, on I, Sand 0 

respectiviely, and ~s be another partition on S. 

DEFINITION 7.1 (T I ' T S , TO) is a (next) statc3-dependent trinity for 

an independent state partition ~ s if and only if T I' T;, TO satisfy 

one of the following conditions for a given ~s: 

(i) 

(iii 

'IS,t.S 'IX 1 ,x 2 .1: 

if [SlTs=[t1Ts A [X11TI=[x21TI 

(for a Mealy machine), 
'Is,t.s 'IX1 ,x 2 .1: 
if [SlTs=[t1Ts A [X11TI=[x21TI A [sax l~s=[tax l~s 

1 2 

then [sax 1Ts=[ta x 1Ts 
1 2 

A [(sax )~lro=[(t6x PlTo 
1 2 

(for a Moore machine). 

In other words, (T I , T S , To) is a state-dependent trinity for an 

independent state partition ~s if and only if, based only on the 

knowledge of the block of a partition TI containing the input of 

machine M , knowledge of the block of a part:i tion T; containing the 

present state of M and knowledge of the block of a parti tion ~ s in 

which the next state of M is contained for 11 given input and state, 

it is possible to calculate-the block of Ts in which the next state 

of M will be contained and the block of To in which the output of M 

will be contained. 

THEOREM 7.1 A machine M has a nontrivial serial full­

decomposition of type NS with the realization of the state and 

output behaviour if such a partition trinity (1f I , 1f S , 1f 0) and such a 

state-dependent trinity (T I' T;, TO) for ~ s=1I s exist that the 

following conditions are satisfied: 

(i) 1I s 'Ts = 1f;(0) and 1fO'TO = 110(0) , 

(ii) 11Id<III, 11f;l<lsl. l1f o l<l o l, 11IsI-ITri<III,ITsI<lsl, 

ITol<lol . 
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Proof (for the case of a Mealy machine)~$X 

Let Ml = (~I'~S'~O,~l,~l) and M2 = (~Ts'To,a2,~2) be two 

machines for which the following conditions are satisfied: 

(1) (~i'~s-~o) and (Ti'TS-TO) satisfy the conditions of the 

theorem 7.1 , 

(2) VB1£~s VA1£~I: B1al~1 = [B13~lJ~S , B1~lAl = [B1~AIJ~0 , 

(3) VB2£T s VA2ETI VB1' £~s: 

B2a 2 'Bl.,A2) = [(saxl sEB2, x£A2, s~xEB1')JTs 
B2~2'Bl·,A2) = [{s~xl s£B2, xEA2, S3xEB1')JTo 

since (~i' ~ $I ~o) is a partition trinity (1) , B13 A 1 is placed in 

just one block of ~ sand B1l:" A 1 is placed in only one block of ~ 0 . 

This means that B1~lAl and Bl~lAl are defined unambiguously. 

since (Ti' T" TO) is a state dependent trinity for ~,=1!s (1), 

the following condition is satisfied: 

(4) VS,tES Vx 1 ,X 2 EI: 

if [sJTs=[tJTs A 

From (4), it follows that B23 2 'Bl.,A2) and B2~2'Bl' ,A2) are 

defined unambiguously because (s3 x l sEB2, xEA2, S3 x EB1') is 

located in only one block of Ts and 

(s~xl sEB2, xEA2, S3 x EB1') in just one block of TO' 

Let t: I~ 1!IXTI be an injective function, 

and 

$: ~sXTs~ S be a surjective partial function, 

8: ~oXTO~ 0 be a surjective partial function 

(5) IICx) = ([xJ~i'[XJTI) , 

(6) $(B1,B2) = B1nB2 if B1nB2 ;. 0 , 

(7) 8(C1,C2) = C1nC2 if C1nC2 ;. 0 . 

S ince ~ s • T S = ~ s (0) and 1! 0 • TO = ~ 0 (0) (1) , $ and e are one-to­

one and for BlnB2;'O and C1nC2;'O : 
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(8) $(B1,B2) ES , 9(C1,C2) EO 

Therefore, VB1EX s VB2ET, VXEI and B1nB2 # 0 

$ ( (B1, B2) ~ * '" ( x ,) = 

= $ ( (B1, B2) ~ * ( [ x I X I ' [ x I T I ' ) ( (5) ) 

= $ (BU 1 [ x I X , B2 a 2 ( 8 ut [ x IT,) (def ini tion 3.5) 
I [ x I Xl ' I 

= BU 1 [ x I X n B2 ~ 2 I 8 1 ,1 [ x IT' {( 6) ) 
I [ x I XI ' I 

= [ B1 a [ x I X ) X s n [( s S x I s E B211s ayE [B13 [ y I X ) X S IIY E[ X) T I } ) T S 
_ I _ I _ {( 21, (3) ) 

= [B13 x )X s n [{saxl SEB2I1S3 x E[B13 x )X s »)T, (BS x ~ B~[xIX) 

= [B1a x )x s n [{s3 x l sEB2 II SEB1»)r s (xs is SP-partition) 

= [(B1nB2}Sx)x, n [(B1nB2)3x)Ts (B1nB2 ~ B1) 

= [( B1nB2}S x) X s n [( B1nB2)3 x] T s ( (8) ) 

= (B1nB2) 3 x ( xs· Ts=Xs (0) ) 

= $(B1,B2) 3 x «6» 

and similary: 

9 ( (B1, B2 P \, ( x,) = 

= e {( B1, B2 P * ([ x I X I ' [ x I T I ,) ( (5) ) 

= 9(BU 1 [XIX ,B2~2181,t [xIT,) (definition 3.5) 
I [xIXI ' I 

= B1 ~ 1 [ x I X n B2 l 2 ( 8 1 31 [ x IT' ( (7) ) 
I [xIXI ' I 

= [B1"i"[xIX ]Xo n [{Slxl SEB2I1S3 y E[B13[YIX ]X,IIYE[x]rrl)ro 
_ I _ I _ «21,(3» 

= [B1~x]Xo n [{s~xl SEB2I1S3 x E[B1B x )X s »)TO (Ba x ~ BB[xIX) 

= [BU x ] Xo n [{slxl SEB2 II sEB1)]TO 

= [(B1nB2)lx]Xo n [(B1nB2)~x]To 

= [(B1nB2)lxl x o n [(B1nB2)~xlTo 

= (B1nB2)lx 

= $(B1,B2)lx 

(x, is SP-partition) 

( B1nB2 ~ B1 ) 

( (8» 

( xs· TS=Xs (0) ) 

( (6) ) 

From the above calculations and defini 1:ions 2.3, 3.5 and 3.6, 

it follows immediately that the serial cc,nnection of type NS of 

machines Ml and M2 realizes M, i.e. !f has a serial full-
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decomposition of type NS. If condition (ii) of the theorem 7.1 is 

satisfied, the decomposition is nontrivial. 0 

Theorem 7.1 has a straightforward interpretation. 

Since (~I'~S'~O) is a partition trinity, machine MI , based 

only on the information about its input and present state (i.e. 

knowledge of the adequate block of ~I and block of ~s), can 

calculate its next state and output (Le. the adequate blocks of 

~s and ~o)· 
Since (TI,Ts,TO) is a state-dependent partition trinity for 

~ s=~ s' based only on information about the block of T 1 containing 

the input, the block of T s containing the present state of M and 

the block of ~s containing the next state of M for the given input 

and present state (i.e. information about the primary input and 

present state of M2 and the next state of MI which is part of the 

input of M2) , machine M2 can calculate unambiguously the block of 

T s in which the next state of M is contained and the block of TO in 

which the output of M is contained for the given input and present 

state (i.e. M2 can calculate its next state and output) . 

Since TS'~s = ~s(O) and TO'~o = ~o(O) , having information 

about blocks of ~s and ~o calculated by MI and blocks of Ts and TO 

calculated by M2 , it is possible to calculate unambiguously the 

next states and outputs of machine M. 

~ Serial full-decomposition Q! ~ PO. 

Let ~! and ~o be partitions on M on Sand 0 respectively. 

DEFINITION 8.1 ~l is a state partition induced by an output 

partition ~o if and only if one of the following conditions is 
satisfied: 

(i) Vs,tes VX,Yfr : if [slx]~o = [tly]~o 

then [sax]~; = [tay]~; 
(for a Mealy machine), 

(ii) Vs,teS : [sl~; = [tl~; if and only if 

[s1] ~o = [tl] ~o 
(for a Moore machine) • 
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In other words, if 11 ~ is a state parti ticm induced by an output 

partition ~o and if we know that the prElsent output y of M is 

contained in a block C: Cd o then we know that the present state s 

of M is contained in a block B: BEll R , which is indicated 

unambiguously by block C. We can say, that block B of 1I~ is 

induced by block C of ~o and denote this by: B = ind(C). 

Let TI' Ts, TO be partitions on a machine M, on I, 5 and 0 

respectively, and ~o be the other partition on o. 

DEFINITION 8" 2 (T I , T a ' To) is a parti t:ion semi trini t:y induced by 

an out:put: part:ition ~ 0 if and only if such a state partition 11; 

induced by ~o exists, that TI' Ta and TO satisfy the following 

conditions for this 1I~: 

(i) (TI,Ts) is an I-5 partition pair, 

(ii) (T S"lI S ' , T s) is a 5-5 partition pair, 

(iii) (Ts "liS', TO) is a 5-0 partition pair, 

and 

(TI,TO) is an I-O partition pair (for a Mealy machine), 

or 

(Ts,To) is a 5-0 partition pair (:Eor a Moore machine). 

In other words, ( T I , T S , To) is a semi trinity induced by an 

output partition to if and only if, based on the knowledge of the 

block of a partition T I containing the input of M and the knowledge 

of the block of a partition T s and th'~ block of an induced 

partition III containing the present state .:>f M, it is possible to 

calculate the block of Ts in which the next state of M will be 

contained and, in the case of a Mealy machine, based on the same 

information it is possible to calculate the block of TO in which 

the output of M will be contained for the given input and state or, 

in the case of a Moore machine, based on the knowledge of the 

blocks of partitions T sand lis' containing the state of M, it is 

possible to calculate the block of TO containing the output of M 

for the given state. 
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THEOREM 8.1 A machine M has a nontrivial serial full­

decomposition of type PO with the realization of the state and 

output behaviour if such a partition trinity (lll' lll' llO) and such a 

parti tion semi trinity (T I , T S , TO) induced by f 0 = II 0 exist that the 
following conditions are satisfied: 

(i) II 5 • T S = 11 S (0) and 11 0 • TO = 11 0 (0) , 

(ii) III I I < I I I /\ III 0 I • I T I I < I I I V III S I < I S I /\ IT. 1<1 s I V III 0 I < I 0 I /\ 
/\1101<101 

Proof (for the case of a Mealy machine) 

Let M I = (11 I , 11 1 , 11 0 , 3 I , ~ 1) and M 2 = (11 OX T I , T 1 ' TO' 3 2 , ~ 2) be the 
two machines for which the following conditions are satisfied: 

(1) (11 11 11 5 ,110) and (TIIT.,TO) satisfy the conditions of the 

theorem 8.1 , 
I - I (2) VBlflls VA l f1l 1 B13 AI = [B13 AI l1l 1 , Bl~ AI = [Bl~Allllo 

(3) VClf1l 0 VB2 Hs VA2 HI : 

B23 2 'CI,A21=[{S3 x l sfB2 /\ sfind(Cl) /\ XfA2)lTs, 

B2~2'CI,A21=[{s~xl sfB2 /\ sEind(Cl) /\ XfA2}lTO. 

since (11 1 ,11 5 ,11 0) isapartitiontrinity (1), BU I
AI andBl~IAI 

are defined unambiguously. 

Since (TI,T 1 ,10) is a semitrinity induced by to=1I0 (1), the 
following conditions are satisfied: 

(4) (T S ·11 S ' , T sl is a S-S pair and (T 1 ·11 S ' , TO) is a s-o pair, 
(5) ( TilT s) is an I -S pair, 

(6) (Til TO) is an 1-0 pair. 

From (4) and (5), it follows that {S3 x l sEB2I\sdnd(Cl)/\XfA2} is 

located in just one block of Ta. From (4) and (6), it follows that 

{s~xl sfB2/\sfind(Cl)/\xEA2} is located in just one block of TO. 

This means, that B23 2 'CI,A21 and B2~2'CI,A21 are defined 
unambigously 

Let ~: I~ 1I1xTI be an injective function, 

and 

~: lISX1s~ S be a surjective partial function, 

s: 1I0XTO~ 0 be a surjective partial function 
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(7) tHx) = ([X]lfl'[X]TI)' 

(8) ~(B1,B2) = B1nB2 if B1nB2 ~ 0 , 

(9) 9(C1,C2) = C1nC2 if C1nC2 ~ 0 . 

since lfs·Ts = If,(O) and lfO·TO = lfo(O) (1L) , ~ and 9 areone-to­

one functions and 

(10) ~(B1,B2) £S , 9(C1,C2) (0 • 

Therefore, VC1(lf O VB1£lfs VB2(Ts VX£I and B1nB2 ~ 0 

~«B1,B2)3*.,,, x,) = 

= ~«B1,B2)3*I[XllfI,[XITIJ) «7» 

= ~(BU1[XllfI,B232ICl,[XITIJ) (definition 3.7) 

= BU 1 [ x I If I n B23 2 I C 1 , [ x I T I J ( (8) ) 

= [B1S[xllf ]lfs n [(ind(C1)nB2)S[XIT ]Ts «2), (3») 
I I 

= [B1Sx ]lf s n [(ind(C1)nB2)Sx]Ts ( B3 x ~ B3[xllf ) 

= [(B1nB2)3 x ]lf s n [(ind(C1)nB2)3 x ]T, ( B1nB2 • B1 

= [ (BIn B2) 3 x ]If s n [(BInB2) 3 x ] T, 

= [(B1nB2)3 x ]lf s n [(BInB2) 3 x ] T, 

= (B1nB2)3 x 

= ~(B1,B2)3x 

and simi1ary: 

9( (B1,B2) ,* <II x,) = 

( B1nB2 • ind(C1)nB2 ) 
«4), (10» « 10) ) 

« 8» 

= 9 ( (B1, B2)A * I [ x I If I ,[ x I T I ,) ( (7» 

= 9(BU1[XllfI,B2,2ICl,[XITIJ) (definition 3.7) 

= B1, 1 [ x I If I n B2, 2 I C 1 , [ x I T I J ( (9) ) 

- -
= [BU [ x I If I ]If 0 n [( ind (C1) nB2) , [ x I T I :I TO « 2), (3» 

= [B1lx]lfo n [(ind(C1)nB2)lxlTo ( B,x ~ B'[xllf ) 

= [(B1nB2) 'xllfo n [(ind(C1)nB2) 'xlTO ( B1nB2 ~ B1 

= [(B1nB2) 'xllfo n [(BlnB2) 'xl TO 

= [(B1nB2)'xllfo n [(B1nB2)'xlTo 

= (B1nB2),x 

( B1nB2 ~ ind(C1)nB2 ) 
«4), (10» 

( (10» 



31 

= $(Bl,B2) 'x ( (8) ) 

From the above calculations and definitions 2.3,3.7 and 3.B, 
it follows immediately that the serial connection of type PO of 

machines Ml and M2 realizes M, i.e. M has a serial full­
decomposition of type PO. If condition (ii) of theorem B.l is 
satisfied, the decomposition is nontrivial. 0 

The interpretation of theorem 8.1 is as follows: 

Since (~I'~S'~O) is a partition trinity, machine M1 , based 
only on the information about its input and present state (i.e. 

knowledge of the adequate block of ~I and block of ~s), can 

calculate its next state and output (i.e. the adequate blocks of 

~s and ~o)· 
Since (T I ' T S , TO) is a partition semi trini ty induced by ~ 0 and 

Ts·~;=~s(O) , where ~; is the state partition induced by ~o' 
based only on the information about the block of a partition TI 

containing the input and the blocks of partitions TI and ~, 

containing the present state of the machine M (i.e. information 

about the primary input and the present state of Mz and about the 

present output of Ml which is a part if the input of Mz) , machine M2 

can calculate unambiguously the block of TI in which the next 

state of M will be contained and, in the case of Mealy machine, the 

block of TO in which the output of M will be contained for the given 

input and present state (i.e. M2 can calculate its next state and 

output). In the case of Moore machine, M2 can calculate the block 

of TO in which the output of M will be contained based only on 

information about the block of Ta in which the state of M is 

contained. 

since ~s·Ts = ~s(O) and ~O·To = ~o(O), having information 
about blocks of ~s and ~o calculated by Ml and blocks of TI and TO 

calculated by M2 , it is possible to calculate unambiguously the 

next states and outputs of the machine M. 

-
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~ Serial full-decomposition of ~ NO~ 

Let II' IS' 10 be partitions on a machine M, on I, S, 0 

respectiviely, and ~o be the other partition on O. 

DEFINITION 9.1 (I I , IS' 10) is an output-dependent trinity for the 

independent output partition to if and only if II' Is and To 

satisfy one of the following conditions for a given ~o: 

(i) Vs,t£s VX 1 ,x2 £I: 

if [S]TS=[tJls A [X 1 JII=[X 2 JII A [s~x Jto=[t~x J~o 

1 2 

(for a Mealy machine), 

(iii Vs,t£s YX 1 ,x2 £I: 

1 

1 2 

2 

if [S]Ts=[tJTs A [X 1JTI=[X 2JII A [(s~x )lJto=[(t~x )lJ~o 
1 2 

1 2 1 2 

(for a Moore machine). 

In other words, (TI' IS' 101 is an output-dependent trinity for 

the independent output parti tion ~ 0 if and only if, based on the 

knowledge of the block of a partition II in which the input of a 

machine M is contained, the block of a partition IS in which the 

present state of M is contained and the block of a partition to in 

which the outputs of M are contained for inputs from a given block 

of II and states from a given block of Is, it is possible to 

calculate the block of I s in which the next state of M is contained 

and the block of loin which the output of M is contained for the 

present state from a given block of Is and input from a given block 

of II' 
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THEOREM 9.1 A machine M has a nontrivial serial full­

decomposition of type NO with the realization of the state and 

output behaviour if such a partition trinity (lfl,lf"lfO) and such 

an output-dependent trinity (TI,Ts,TO) for ~O=lfO exist that the 

following conditions are satisfied: 

( i) If S • T s = If S (0) and If 0 • TO = If 0 (0) , 

( ii) Ilf I 1 < 1 I 1 " Ilf 0 1 • 1 TIl < 1 I 1 V Ilf 1 I < I S I " 1 T S 1 < lsi V Ilf 0 1 < I 0 I " 

"ITol<lol 

Proof (for the case of Mealy machine) 

Let MI = (lfl,lfS,lfo,al,ll) and M2 = 
~Ol(J 
( T I , T 1 , To, a 2 , l 2) be two 

machines for which the following conditions are satisfied: 

(1) (lfl,lfS,lfO) and (TI,TI,TO) satisfy the conditions of theorem 
9.1 , 

(2) VB1Elfs VA1Elf l : B1a l
AI = [B1aAI Jlf l " B1llAI = [B1lA,Jlfo , 

(3) VB2ETS VA2ETI VC1ElfO: 

B2a 2 ,CI,A2) = [(saxl sEB2, XEA2, SlxEC1 }JTI 

B21 2,CI,A2) = [(slxl sEB2, XEA2, SlxEC1 }JTo 

since (lfl,lfl,lfO) is a partition trinity (1), B1au isp1acedin 

just one block of lfl and B1lA! is placed in just one block of lf O• 

This means that B1a l
AI and B1llAI are unambiguously defined. 

Since (TI,TS,TO) is an output dependent trinity for ~O=lfO 

(1), the following condition is satisfied: 

(4) VS,tES Vx lI x 2 E1: 

if [S)Ts=[t)Ts " 

then [sax JTs=[tax JTI " [Slx JTo=[t1x JTo . 
I 2 I 2 

From (4), it follows that B2 a 2, C I , A 2) and B2 12, C I , A 2) are 
defined unambiguously, because {saxl sEB2, XEA2, SlxEC1} is 
located in just one block of Ts and 

{slxl sEB2, xEA2, SlxEC1} in just one block of TO. 
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Let ~ : I_ 1!r XT r be an injective fUllction, 

$: 1!S XT s- S be a surjective partial function, 

e: 1!O XT o- 0 be a surjective partial function 

and 

(5) Hx) = ([X]1!!t[X]Tr) , 

(6) $(Bl,B2) = BlnB2 if BlnB2 ~ 0 , 

(7) e(Cl,C2) = C1nC2 if C1nC2 ~ 0 • 

since 1!s 'Ts = 1!s (0) and 1!o'To = 1!0(0) (1) , $ and e are one-to­

one and 

(8) $(B1,B2)ES , 9(C1,C2)EO • 

Therefore VBlE1!s VB2ETs VXEI and BlnB2 ~ 0 

$«Bl,B2H\Hx') = 

= $ ( (Bl, B2 H * ( r x I 1! r ' r x I T r ' ) ( (5» 

= $(B16 1
IXI 1! ,B262(Bl~ IxlT ,) (definition 3.9) 

I Ixl1!t' I 

= B13 I I x I 1! n B2 3 2 ( Bill I x IT' ( (6) ) 
r Ixl1!r' I 

= [B13 Ixl 1! ]1!s n [{s3 x l SEB2"SlyE[B1:~IYI1! ]1!O"YE[X]TI}]Ts 
_ I _ I _ ( (21, (3» 

= [B16 x ]1!s n [{saxl sEB2"SlxE[B1lx]1!v)]TO (Bl x ~ Bl 1x1W ) 

= [BUx]w s n [(s6 x l sEB2 "sEB1}]T s «1!8Iwo) is sO-pair) 

= [(B1nB2) 6 x ]W s n [(B1nB2) 6 x ] Ts ( B1nB2 Si B1 ) 

= [( B1n B2) a x ] W s n [( B1n B2) 6 x] T S ( (8) ) 

= (B1nB2)3x (Ws'Ts=Ws(O) ) 

= $(B1,B2)3 x «6» 

and similary: 

9 ( (B1, B2) l * ~ ( x,) = 

= 9 ( (B1, B2 P * ( I x 11! I ,[ x I T I ' ) ( (5» 

= e (Bll I I x I 1! , B2 l 2 ( B I It I x IT' ) (def ini tion 3.9) 
I Ixl1!l' I 

= B1l1 I x I 1! n B2 l 2 ( Bill I x IT' ( (7» 
I IxlWI ' I 

= [B1"i"lxl1! ]1!0 n [{slxl SEB2"SlyE(B1-~IYIW ]1!O"YE[X]TI}]To 
_ I _ I _ ( (21, (3» 

= [B1l x ]Wo n [{slxl sEB2"SlxE[B1lx]1!a}]To (Bl x Ii Bl lxl 1!) 
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= [Bl~x)1I0 n [{s~xl SEB2 1\ SEBl})TO 

= [ (BIn B2) ~ x )11 0 n [(BlnB2) ~x) To 

= [(BlnB2) ~x)1Io n [(BlnB2) ~x) TO 

(BlnB2) ~x 

= <II (Bl, B2) ~ x 

«11 1 ,11 0) is SO-pair) 

( BlnB2 lO Bl ) 

( (8) ) 

( 1I 1 'TS=1I 1 (0) ) 

( (6) ) 

From the above calculations and definitions 2.3, 3.9 and 3.10, 

it follows immediately that the serial connection of type NO of 

machines MI and M2 realizes M, i.e. M has a serial full­

decomposition of type NO. If condition (ii) of the theorem 9.1 is 

satisfied, the decomposition is nontrivial. 0 

Theorem 9.1 has a straightforward interpretation. 

Since (1I1,1IS,1IO) is a partition trinity, machine MI , based 

only on the information about its input and present state (i.e. 

knowledge of the adequate block of 111 and block of 11 1), can 

calculate its next state and output (i.e. the adequate blocks of 

1Is and 110). 

Since (T I' T s' TO) is an output-dependent partition trinity for 

~ 0=11 0' based only on information about the block of T 1 containing 

the input, the block of TS containing the present state of M and 

the block of 110 containing the output of M for the given input and 

present state (i.e. information about the primary input and 

present state of M2 and the output of MI which is a part of the 

input of M2), machine M2 can calculate unambiguously the block of 

T s in which the next state of M is contained and the block of TO in 

which the output of M is contained for the given input and present 

state (i.e. M2 can calculate its next state and output). 

since Ts ·1I S = 1I s (0) and TO'1I0 = 110(0) , having information 

about blocks of 1Is and 110 calculated by MI and blocks of T$ and TO 

calculated by M2 , it is possible to calculate unambiguously the 

next states and outputs of the machine M. 
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10. General full-decomposition of ~ 1'5 

THEOREM 10.1 A machine M has a nont.rivial general full­

decomposition of type P5 with the realization of the state and 

output behaviour if two partition semitrinities: (11'1' 1I's' 11'0) and 

(T I' T S' To) exist and they satisfy the following conditions: 

( i) 11' S • T S = 11' S (0) and 11' 0 • TO = 11' 0 ( 0 ) , 

( ii) ITs I • 111' 1 I < I I I " 111' S I • I TIl < I I I V 111' S I < I s I " ITs I < I S I V 111' 0 I < I 0 I " 
"ITol<lol 

Proof (for the case of a Mealy machine) 

Let Ml = (T s X1I'1'1I' p 1l'0,a l , ~l) 

the two machines for which 

satisfied: 

and M2 = (1I'sXTI,Ts,To,a2,~2) be 

the following conditions are 

(1) (11'1'11',,11'0) and (TpTs,TO) satisfy thE! conditions of theorem 

10.1 I 

(2) \fBl£1I's \fB2ETs \fAl f1l'1 : 
1 - 1 -B13 (B2,UI=[(BlnB2)3 u ]1I's , Bl~ (B2,UI=[(BlnB2) ~U]1I'0 , 

(3) \fB1f1l's \fB2fT, \fA2fTI : 
2 - 2 -

B2B (Bl,UI=[(BlnB2)5u]Tp B2~ (Bl,A21=[(B1nB2Pu]To. 

Since (1I'p1l's,1I'0) and (TpTpTO) are semitrinitiesand 1I's·Ts = 

1I's(O) (1), (BlnB2)aAl is placed in just one block of 1I's' (B1nB2) is 

placed in just one block of 11'0, (B1nB2) au is placed in only one 

block of T, and (B1nB2) >: A 2 is placed in only one block of To. This 

means, that B13 l (B2,A1I B1~1(B2,A1I B2a 2 (Bl,A21 and 

B2~2(Bl,A21 are defined unambiguously. 

(4) 

(5) 

(6) 

Let ~: I~ 1I'IXTI be an injective function, 

and 

$: 1I'SXTs- S be a surjective partial function, 

8: 1I'0XTo~ 0 be a surjective partial function 

Hx) = ([x]1I'p [X]TI)' 

$(B1,B2) = B1nB2 if B1nB2 t- O 

8(C1,C2) = C1nC2 if C1nC2 t- O 
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BecaUSe1l s ·T S =1I s (0) and1l0·To=1I0(0) (1) ,$and9areone-to­

one functions and 

(7) $(B1,B2) €S , 8(C1,C2) €O • 

Therefore VB1€1Is VB2€T s Vx€I and B1nB2 1 0 

$ ( (B1, B2) ~ * ~ ( x I) = 

= $ ( (B1, B2) ~ * ( [x I 11 1 ' [ x I 1 1 I ) ( (4) ) 

= $(B16 1 (B2, [x11l
1

' ,B2~2 (BI, [XI 1
1
') (definition 3.11) 

= B1 ~ 1 ( B 2 , [ X I 11 1 I n B2 a 2 ( B 1 , [ x I 1 1 I ( (5) ) 

= [(B1nB2)-~[XI1lrl1ls n [(B1nB2)S[XI1Il1s «2), (3» 

- -
= [(B1nB2) Sxl1ls n [(B1nB2) axl 1S ( BS x s; BS [x11l ) 

= [(B1nB2) Sxl1ls n [(B1nB2) Sxl 1S «(7» 

= (B1nB2)Sx ( 1I'$·1S=1I'sCO) ) 

= $ (B1 , B2) a x ( (5) ) 

and similary: 

9 ( (B1, B2) ~ * ~ I x,) = 

= 9 ( (B1, B2) ~ * I [ x I 11' r ' [ X I 11 ' ) ( ( 4) ) 

= 9(B1kIIB2,[XI1I'11,B2k2IBI,[XI1r') (definition 3.11) 

= B1 ~ 1 I B 2 , [ x I 11' r I n B2 ~ 2 I B 1 , [ x I 1 I I ( (6) ) 

= [(B1nB2)k[xI1I'Il1l'0 n [(B1nB2)~[XI1Il10 «2), (3» 

- -
= [(B1nB2)~xl1l'0 n [(B1nB2)Axl10 (B~x s; Bk[xI1l') 

= [(B1nB2) ~xl1l'0 n [(B1nB2) ~xl TO «(7» 

= (B1nB2)Ax ( 110· 10=11'0 (0) ) 

= $(B1,B2) kx «5» 

From the above calculations and definitions 2.3, 3.11 and 

3.12, it follows immediately that the general connection of type 

PS of machines Ml and M2 realizes M, i.e. M has a general full­

decomposition of type PS. If condition (ii) of theorem 10.1 is 

satisfied, the decomposition is nontrivial. 0 
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The interpretation of theorem 10.1 is similar to the 

interpretation of theorem 6.1. 

11. General full-decomposition Qf ~ IO 

THEOREM 11.1 A machine M has a nontrivial general full­

decomposition of type PO with the realization of the state and 

output behaviour if two partition semitrinities (lf I , lfs' lfo) 

induced by to 2 = TO and (T I , T a , To) induced by to I = If 0 exist and 
they satisfy the following conditions: 

(i) lfs·Ta = If,(O) and lfO·TO = lfo(O) , 

(ii) \ TO \. \If I \ < \ I \ td If 0 \ .\ T I \ < \ I \ V Ilf, I < I s: 1/1 \ T, \ < \ s \ V Ilf 0 I < 101/1 
/I\Tol<\O\ 

Proof (for the case of a Mealy machine) 

Let HI = (ToXlfI,lfs,lfo,al,\I) and M2 = (lfoXTI,Ts,To,a2,\2) be 

the two machines for which the following conditions are 

satisfied: 

(1) (lfI,lf"lfO) and .(TI,T"To) satisfy the conditions of theorem 
11.1 , 

(2) IfC2ETo IfB1ElfS IfAIElf r : 

Blal(C2,~11 = [(sa x \ sEBl /I sEind(C2) /I xEA1]lfs , 

Bl\I(C2,~11 = [(S\x\ sEBl /I sEind(C2) /I xEA1]lfo , 

(3) IfC1ElfO IfB2ETS IfA2ETI : 

B2a2(CI,~21 = [(sa x \ sEB2 /I sEind(Cl) /I xEA2}]Ts' 

B2\2(Cl,A21 = [(S\x\ sEB2 /I sEind(Cl) /I xEA2}]TO. 

since (If lIlf Sllf 0) is a semitrini ty i.nduced by to 2=T 0 and 

(T I' T S' To) is a semitrinity induced by to 1,=lfO (1), the following 

conditions are satisfied: 

(4) (If s I • T S , T,) is a S-S pair, 

(5) (If s • T S I , If s) is a S-S pair, 
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(6) (11 s ' • T & , TO) is a s-o pair, 
(7) (11 & • T & ' ,1(0) is a s-o pair, 
(8) (11 1 , lIS) is an I-S pair, 

(9) (11 1 ,110) is an I-O pair, 

(10) (TItTs) is an I-S pair, 

(11) (TI' TO) is an I-O pair. 
From (5) and (8), it follows that {saxl slB1Aslind(C2)AXlAl} 

is located in just one block of 111. From (7) and (9), it follows 

that (slxl slBlAslind(C2)AXlA1) is located in only one block of 

11 0 . This means, that B1 a I ( C 2 , A I) and B1l1 ( C 2, A I ) are 
unambiguously defined. 

Similarly, from (4) and (10), it follows that (s3 x l 

s lB2AS lind (Cl) AXlA2) is located in just one block of T 1 and, from 

(6) and (11), it follows that 

(slxl slB2Aslind(C1) AXlA2) is located in just one block of To. So, 

B23 2 (CI,A2) and B2l 2 (CI,A2) are unambigously defined. 
Let ~: I~ 1I1xTI be an injective function, 

$: 1IIxTI~ S be a surjective partial function, 

9: 1I0XTO~ 0 be a surjective partial function 

and 

(12) Hx) = ([xllll' [xl TIl, 
(13) $(B1,B2) = B1nB2 if B1nB2 ¢ 0 , 
(14) 9(C1,C2) = C1nC2 if C1nC2 ¢ 0 . 

Since lIs·T& = lI S (O) and 1I0·TO = 110(0) (1) , $ and 9 areone-to­
one functions and 

(15) $(B1,B2)lS, 9(C1,C2)lO • 

Therefore, VC1l1l0 VC2lTO VB1llls VB2lTs VXlI and BlnB2 ¢ 0: 

$ ( (B1 , B2) a" .; ( x ) = 

= $«B1, B2 >a"([X]1I!,[X]T
j
,) 

= $ (B1 a I ( C 2 , [ x] 11 I ) , B2 3 2 I C I , [ x] T I ) ) 

= B18 I ( C 2 , [ x Ill!) n B2 a 2 ( C I , [ x IT! ) 

( (12) ) 

(definition 3.13) 

« 13) ) 

= [(ind(C2)nB1)6[XI1l JlIs n [(ind(C1)nB2)6[X1T JTs 
_ ! _! «2),(3» 

= [(ind(C2)nB1)8xJlIs n [(ind(C1)nB2)axJTs 
(Ba x Ii B3[xI1l) 

( B1nB2 Ii ind(C1)nB2 ) 
( B1nB2 Ii ind(C2)nB1 ) 

«4), (5), (15» 
( (15) ) 



= (B1nB2)6 x 

= $(B1,B2)6 x 

and similary: 

9«B1,B2) '*~IXI) = 
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= 9 ( (B1, B2) ,* I [ x I TC I ' [ x I T I ,) 

= 9 (B1 , 1 leI, [ x I TC I I , B2 , 2 leI, [ x I T I I ) 

( TC S 'TS=TCS (0) ) 

«13» 

( (12) ) 

(definition 3.13) 

= B1, 1 leI, [ x I TC I I n B2, 2 leI, [ x I T I I ( (14) ) 

= (ind(C2)nB1)6[XITC )TCO n [(ind(C1)nB2)I[xIT )TO 
_ I _. I «2),(3» 

= [(ind(C2)nB1)Ax)TCo n [(ind(C1)nB2)AxlTo 
( B,x !; B'[xITC 

= [(B1nB2)'xl TC o n [(B1nB2) 'x 1 TO ( B1nB2 !; ind(C1)nB2 ) 
( B1nB2 !; ind(C2)nBl ) 

( (6) , (7) , (15) ) 
= [(B1nB2)'xl TC o n [(B1nB2)'xl To ( (15» 

= (B1nB2) 'x ( TCo' TO=TCO (0) ) 

= $(B1,B2),x ( (13) ) 

From the above calculations and definitions 2.3, 3.13 and 

3.14, it follows immediately that the serial connection of type PO 

of machines MI and M2 realizes M, i.e. M has a serial full­

decomposition of type PO. If condition (ii) of theorem 11.1 is 

satisfied, the decomposition is nontrivial. 0 

The interpretation of theorem 11.1 is similar to the 

interpretation of theorem 8.1. 

~2~ Full-decompositions ~ state machines. 

After modifying theorems 5.1, 6.1, 7.1 and 10.1, they can be 

applied to state machines. 

A state machine is a special case of the sequential machine for 

which the output set 0 and the output function, are not defined. 

If we take this into account and we define t.he full-decompositions 

of state machines in a manner analogous to the definitions for the 

general sequential machines and then, we remove from the listed 
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theorems all the conditions concerning the output set 0 and the 
output function ~, we obtain the following theorems: 

THEOREM 12.1 The state machine M = (I, S, 3) has a nontrivial 
parallel full-decomposition if such two partitions 11:1 and TI on I 
and such two partitions 1I: s and Ts on S exist that the following 
conditions are satisfied: 

(i) (1I: s ,1I: s ) is a s-s partition pair, 

(ii) (11:1'11:,) is an I-S partition pair, 

(iii) (TpTs) is a s-s partition pair, 
(iv) (TI' TS) is an I-S partition pair, 

(v) 1t' $ • t S = 1I: s (0), 
(vi) 11I:rl<IIIAITII<IIl v I1l:,1<l s IAl f sl<lsl 

THEOREM 12.2 The state machine M = (I, S, 3) has a nontrivial 

serial full decomposition of type PS if such two partitions 11:1 and 

TJ on I and such two partitions 11:, and fs on S exist that the 
following conditions are satisfied: 

(i) (1I: s ,1I: s ) is a S-S partition pair, 
(ii) (1I:1'1I: s ) is an I-S partition pair, 

(iii) (TI,TS) is an I-S partition pair, 
(iv) 1I: s ' T, = 11:, (0), 

(V) 111: 1 I < I I I A 111: S I '1 TIl < I I I V 111:, I < I S I AI T s I < lSi 

THEOREM 12.3 The state machine M = (I, S, 3) has a nontrivial 
serial full-decomposition of type NS if such two partitions 11:, and 

TS on S and such two partitions 11:1 and TI on I exist that the 
following conditions are satisfied: 

(i) (71's' 71's) is a S-S partition pair, 

( Ii) (11' 1 ,71's) is an I -S partition pair, 
(iii) \ls,t.s \lX 1 ,x2 El : 

if [SJTS=[tJTs A [X 1 JT 1=[X 2JTI 

(iv) 1I: S'TS = 71's(O), 

(v) 111' 1 I < I I I A 111: S I • ITs I < I I I V 111: S I < I S I A ITs I < I S I 
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THEOREM 12.4 The state machine M = (I, S, a) has a nontrivial 
general full decomposition of type PS if and only if such two 

partitions lfI and TI on I and such two partitions lfs and Ts on S 

exist that the following conditions are satisfied: 
(i) (lfI,lf,) is an I-S partition pair, 
(ii) 

(iii) 

(iv) 

(TI,TS) is an I-S partition pair, 

If,· Ts = lfsCO), 

( T, ( • (If I ( < ( I (II (If, ( • ( T I ( < ( I ( V (ll I ( < ( S (II ( T, ( < ( S ( 

Proof and interpretation of the theorems given above are 
analogous to those for theorems 5.1, 6.1, 7.1 and 10.1. 

13. Conclusion. 

The notions and theorems presented in the previous sections 

have straightforward practical interpretaotions. Based on them, a 
set of algorithms has been developed and a system of programs has 

been made for computing the different sorts of decompositions. We 
are going to present this algorithms and some practical 
conclusions in a separate report. 

Here, we want only to stress three important facts: 

Full-decompositions of type N are not so attractive from the 
practical point of view as decompositions of type P, because 
decompositions of type N introduce some timing problems. In 

decompositions of type N, one of the component machines has to 
compute its next state or output, before the second component 

machine, using the information about the computed next state or 
output, can compute its own next state or output. If we assume that 

computation of the next state and output for one component machine 
takes one time interval, a valid next state and output for the 
whole machine appears after two such tilDe intervals. In this 
situation we have to limit the frequency of input signals and to 

use the two-phase clock. 
Solving the practical tasks, we should first try to find a 
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parallel full-decomposition which satisfies given requirements 

and only in the case of failure, we should look for a serial 

decomposi tion or, in the case of failure, for a general 

decomposition. This is so, because in the case of the serial and 

general decompositions, the connections between the partial 

machines have to be implemented and because the reduction of the 

functional dependences between input, state and output variables 

of the machine is decrising from the parallel through the serial 

to the general decomposition, Le. the complexity of the 

combinational logic of each of the component machines is lowest 

for the parallel decomposition and highest for the general 

decomposition. 

In some practical tasks, it is more economical to consider 

separately the realization of the next-state function 3 and 

separately the realization of the output function ~ than to 

consider them simultaneously. It is possible to abstract from the 

output function l and to decompose first the state machine defined 

by the next-state function 3. It is passible to realize then the 

output function ~, where ~ is treated as a function of inputs (in 

the Mealy case) and states of the partial state machines in a full­

decomposition of the state machine defined by a. 
The results presented in this report are easy to extend in 

order to cover the case of incompletely specified sequential 

machines. It can be done by using the concepts of weak partition 

pairs or extended partition pairs introduced by Hartmanis [12]. 
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