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Cross-domain Modeling and Optimization of
High-speed Visual Servo Systems

Zhenyu Ye, Henk Corporaal, Pieter Jonker and Henk Nijmeijer

Abstract— High-speed visual servo systems are used in an
increasing number of applications. Yet modeling and opti-
mizing these systems remains a research challenge, largely
because these systems consist of tightly-coupled design param-
eters across multiple domains, including image sensors, vision
algorithms, processing systems, mechanical systems, control
systems, among others. To overcome such a challenge, this work
applies an axiomatic design method to the design of high-speed
visual servo systems, such that cross-domain couplings are
explicitly modeled and subsequently eliminated when possible.
More importantly, methods are proposed to model the sample
rate, measurement error, and delay of visual feedback based
on design parameters across multiple domains. Lastly, methods
to construct a holistic model and to perform cross-domain
optimization are proposed. The proposed methods are applied
to a representative case study that demonstrates the necessity
of cross-domain modeling and optimization, as well as the
effectiveness of the proposed methods.

I. INTRODUCTION

High-speed visual feedback is increasingly used in mecha-
tronics and robotics systems [1] [2]. Visual servo systems
are an important category of these systems, and use visual
feedback in closed-loop control [3]. The majority of high-
speed visual servo systems are designed for applications in
structured environments [4], where vision algorithms with
limited adaptability are optimized for efficiency. In struc-
tured environments, predefined patterns of environments and
objects of interest are often used by vision algorithms to
derive measurements for control purposes. The focus of this
paper is on such use cases.

By way of example, Fig. 1 illustrates a high-speed visual
servo system that uses planar visual patterns to control planar
motions. The design parameters of the system are across
multiple domains including, but not limited to, illumination,
optics, image sensors, vision algorithms, processing systems,
mechanical systems and control systems.

A. Overview of cross-domain modeling framework

This paper applies the axiomatic design method [5] to
explicitly describe the coupling of design parameters, and
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Fig. 1. An example of high-speed visual servo systems with planar visual
patterns and a planar motion stage.
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TABLE I
DEPENDENT PARAMETERS AND DESIGN PARAMETERS IN (1).

Dependent parameter Design parameter
Symbol Description Symbol Description
h Sample period Is Image sensor
€ Measurement error alg. Vision algorithm
T Delay arch. Processing architecture
K Controller gain P Plant

to link them to functional requirements. An example that
involves design parameters from four domains, and links
them to two functional requirements, is described in (1) and

2).

h * 0 0 0 I
€| _ | * * 0 0 alg. 1
T * * % 0 arch.
K * Kk Kk X P
{ RMSE = f1(e,h, 1, K) @)
BW = fa(e, h, 1, K)

The matrix in (1) is called a design matrix, in which
the symbol ’x’ represents dependence and the symbol 0’
represents independence. The two vectors on the right and the
left side of the equation are design parameters and dependent
parameters, as explained in Table I. In (2), two functional
requirements are described as functions of dependent param-
eters. In this instance, the requirement of accuracy is noted as
the root-mean-square error (RM SFE) of tracking a reference
signal, and the bandwidth is referred to as BIV.

Each design parameter symbol in Table I represents a set
of design parameters in each domain. By way of example,
design parameters of image sensors () are typically image
sizes and speeds of image read out. Design parameters
of vision algorithms (alg.) are choices of algorithms and
their variations. Design parameters of processing architec-
ture (arch.) typically include types of processing platforms
and available computational resources. Design parameters of
plants (P) can be types of motor and motion stages.



The design equations expressed in (1) and (2) are examples
that represent typical visual servo systems. For a specific
use case, the design equations can have different design
parameters, domains, coupling patterns, and requirements.
Yet they can be similarly described using the same frame-
work, as detailed in [5]. Therefore, this paper proceeds
with the aforementioned example. Methods of modeling the
coupling patterns in design equation (1) are explained and
demonstrated in subsequent sections.

B. Related work

Methods proposed in this paper are based on adaptations
of methods from previous work. This paper specializes
generic methods, generalizes single-domain methods, and
extends existing methods, such that a holistic and quantitative
framework can be constructed for modeling and optimizing
high-speed visual servo systems.

The modeling method of cross-domain coupling used
in this work is based on the generic framework of ax-
iomatic design [5] and the hierarchical representation of
design parameters [6]. Using [5] [6], this paper identifies
cross-domain coupling patterns of visual servo systems and
proposes quantitative methods for modeling and optimizing
these systems.

The design template of high-speed vision processing sys-
tems proposed in this paper is based on the processing
architecture described in [7]. This paper generalizes and pa-
rameterizes the parallel architecture in [7] as well as applies
high-level synthesis [8] to rapidly generate vision processing
systems. The proposed method of high-level synthesis using
algorithmic patterns is similar to that in [9]. This paper
extends [9] by incorporating a parallel architecture template
that supports high-speed vision processing.

The method of deriving controller gain is based on mod-
eling methods and stability analysis methods used in net-
worked control systems [10] [11]. This paper simplifies the
methods in [10] [11], by removing time-varying delay and
other network-induced effects from the model, and applying
them to visual servo systems.

There is previous work that addresses specific coupling
problems in the design matrix (1). In [12], couplings between
illumination, optics, image sensors, and vision algorithms, as
well as their impacts on measurement errors are explored. In
[13], effects of processing resource on sample rate, delay,
controller gain, and the resulted control performance are
examined. In [14], a controller is optimized by taking into
account a large delay induced by visual feedback.

C. Contributions

This paper contributes to the state of the art by providing
a framework of methods for cross-domain modeling and op-
timization of high-speed visual servo systems. More specif-
ically, this paper bridges a gap between generic methods of
cross-domain modeling [5] [6] and methods that address a
specific set of coupling problems in visual servo systems [12]
[13] [14]. To the best knowledge of the authors, this paper is
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Fig. 2. A design template of high-speed vision systems with image buffers.
The sensor interface and the processing system have buffers to hold multiple
image lines or blocks. If the image algorithm requires to store large image
frames, an additional large memory can be applied.
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Fig. 3. A timing diagram achievable by the design template of Fig. 2. The
stages marked with dashed boxes, that is, image buffering and additional
stages of processing, can be omitted for simple vision algorithms. Based on
the design template, the sample rate only depends on the read out time of
the image sensor.

the first to bridge such a gap using a holistic and quantitative
framework.

The organization of the paper is as follows. First, design
and modeling methods are proposed and described in generic
terms. Next, a representative case study and its design pa-
rameters are introduced. Subsequently, the proposed methods
are applied to the case study and the results are discussed.
In the end, conclusions are drawn.

II. DESIGN AND MODELING METHODS

While this paper focuses on modeling methods, the ap-
plicability of modeling methods depends on the system’s
design. Therefore, design methods for high-speed visual
servo systems are introduced first, followed by modeling
methods.

A. Design of High-speed Vision Systems

Based on surveys of existing high-speed visual servo sys-
tems [1] [2] and current technologies, visual servo systems
can be designed to have a coupling pattern described by (1),
in which the sample period (h) depends only on the image
sensor’s design parameters. To achieve design equation (1),
high-speed vision systems are often designed to process a
frame in multiple pipeline stages, with buffers between each
stage.

This paper proposes a design template of high-speed vision
systems, illustrated in Fig. 2, that decouples the sample
rate from vision algorithms and processing systems. The
corresponding sample rate and end-to-end delay of the vision
system are described in Fig. 3. In the proposed design tem-
plate, the image buffering and processing can be pipelined
into multiple stages, such that each of those stages takes less
time than that of sensor read out. Therefore, the sample rate
depends only on the time needed by sensor read out.



The proposed design method illustrated in Fig. 2 can be
applied to a wide range of vision algorithms, and the resulted
delay, described in Fig. 3, ranges from less than two sample
periods to multiple sample periods. A case study that uses the
proposed design method to achieve h < 7 < 2h is detailed
in the next section. The remaining coupling patterns of (1)
are self-evident and can be achieved using common design
methods.

B. Methods of Cross-domain Modeling

For the ease of modeling, the design matrix in (1) can be
separated into two steps, described by design equations (3a)
and (3b). In the first step, three dependent parameters [h, €, 7]
are derived from design parameters [Ig, alg.,arch.]. In the
second step, controller gain K is derived from dependent
parameters [h, €, 7] and from design parameters P.

; (3a)

(3b)

The benefit of performing the modeling in two separate
steps is the reduced complexity of deriving controller gain
K. More specifically, the controller gain K can be derived
from [h, €, 7, P] of (3b) instead of from [I;, alg., arch, P] of
(1). The latter contains significantly more parameters. The
modeling methods for each of the dependent parameters in
(3) are described subsequently.

1) Modeling sample period h: As discussed in Section II-
A, a high-speed visual servo system can be designed to have
its sample period (h) only depend on design parameters of
image sensors (Ig). A typical high-speed image sensor has
a configurable exposure time (Z..p,). After exposure, a pre-
configured number of pixels (IV,) is read out line-by-line
at a certain speed (R;) in pixels per second. Therefore, the
sample period can be modeled as
Np
Ry

2) Modeling measurement error e: The measurement er-
ror (e) is defined as the difference between a plant’s actual
position « and its corresponding quantized position Q(z)
measured by visual feedback. The quantization function @)
is modeled using the method of [15], which has a sensitivity
A € IR~(. The measurement error is therefore modeled as

h=teay + @)

z 1
— Q) —x = A{f fJ - 5
in which |z is a floor function defined as |z | = max{m €

Zlm < z}.

The quantization sensitivity (A) of visual feedback can
be obtained from simulations as follows. First, an image is
placed at position z. After that, the image is moved from po-
sition = by a displacement d. The vision algorithm (lumped
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Fig. 4. High-level synthesis based on algorithmic patterns and architecture
templates.
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into a function g) should ideally detect the displacement d
between the two images, but in practice it induces an error
e defined as,

e(z,d) = g(x+d) — g(x) —d. (6)

Subsequently, the sensitivity (A) can be modeled using the
peak-to-peak error, denoted P — P(e), of (6).

The procedure of deriving measurement error € is as fol-
lows. First, an error profile e(z, d) defined by (6) is obtained
via simulation. Second, a peak-to-peak error P — P(e) is
derived from the error profile e(x,d). Third, a quantiza-
tion sensitivity A is set equal to P — P(e). Subsequently,
measurement error € is modeled using A according to (5).
An example of applying this procedure to a case study is
provided in Section IV.

3) Modeling delay T: To obtain the delay of different
algorithmic choices and architectural choices, high-level syn-
thesis [8] is used to rapidly generate customized processing
systems, which are subsequently used to obtain the delay
7. To reduce the complexity of synthesizing every possible
vision algorithm on every possible processing architecture,
this paper proposes to perform high-level synthesis based on
algorithmic patterns and architecture templates. The method
is illustrated in Fig. 4, showing two examples of algorithmic
patterns and an architecture template proposed in this work.

Algorithmic patterns, also called algorithmic skeletons,
describe data access patterns of algorithms that are sepa-
rated from the actual computations [16]. The definitions of
common algorithmic patterns are detailed in [16] [17]. The
two examples of algorithmic patterns displayed in Fig. 4
are neighborhood communication and reduction; the former
computes one output element from a small window of input
elements, while the latter computes one output element based
on one vector or one block of pixels.

Architecture templates are parameterized building blocks
of processing systems, including programmable processors
[16] as well as dedicated circuits [18]. To perform rapid
prototyping of algorithmic patterns on architecture templates,
this work applies the high-level synthesis method and targets
field-programmable gate arrays (FPGA) devices [8]. Using
the aforementioned methods, this paper rapidly generates
customized processing systems and obtains their delays by
simulations.
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Fig. 5. Method of deriving controller gain using a combination of analytical
method and simulation.
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Fig. 6. A prototype representing a high-speed visual servo system
described by Fig. 1. Abbreviation: Digital-to-Analog Converter (DAC);
Filed-Programmable-Gate-Array (FPGA).

4) Deriving controller gain K: A combination of analyt-
ical methods and simulations are used in this paper to derive
the controller gain. The process is summarized in Fig. 5.
First, based on a prototype, an elaborated model of the plant
is constructed and the model’s parameters are identified.
After that process, the elaborated model is simplified so
that analytical methods can be applied. More specifically,
the elaborated model is simplified into a quantized sampled-
data system with time delay. Next, based on the model, an
overall structure of the controller is chosen. Subsequently, the
stability region of controller gains K is analytically derived
based on the simplified model. The analytical method used
in this work is simplified from those used in networked
control systems [10] [11] by removing time-varying delay
and other network-induced effects. In the end, within the
stability region, the controller gains are optimized according
to various criteria, based on simulations using the elaborated
model. The corresponding performance is obtained simulta-
neously. An example of applying this method to a case study
is provided in Section I'V-C.

III. CASE STUDY

To demonstrate the proposed design and modeling meth-
ods, a visual servo system prototype involving tightly-
coupled design parameters across multiple domains is used as
a case study. As discussed in Section I, this paper focuses on
high-speed visual servo systems in a structured environment,
and uses planar vision and planar motion as examples.
A prototype that is representative for such use cases is
implemented, and illustrated in Fig. 6.

As displayed in Fig. 6, the prototype has an X-Y motion
stage driven by two linear actuators. The illumination system,
optics, and camera are fixed to a static frame. A wafer with
pre-defined micro-patterns on it is mounted on the motion
stage. This prototype is applied to a use case of vision-
based inkjet printing on non-uniform micro-structures, as
detailed in [19]. In such a use case, visual measurements

TABLE I
IMAGE SIZES AND THEIR PROPERTIES.

Image size [pz] Image Type Resolution [pum/pz]
120 x 75 synthetic by downsampling 6.67
160 x 100 in-situ measurement 5
200 x 125 synthetic by upsampling 4

are used in a closed loop to compensate for deformations of
flexible display substrates. A snapshot of micro-structures
on the wafer and algorithms for detecting the centers of
these structures are shown in Fig. 7, and to be described
in Section III-B. Further details of the use case are available
in [19]. The remaining parts of this paper focus on applying
the proposed design and modeling methods to the case study.

Among hundreds of design parameters in the prototype
system, this case study selects one or a few design parameters
from each domain as examples. Design parameters from each
domain are described in details in the remaining parts of this
section. Despite the fact that only a limited number of design
parameters are included, they are sufficient to demonstrate
the importance of cross-domain modeling and the effective-
ness of the proposed methods, which is supported by results
in Section IV.

A. Image sensors

In this case study, the image size is chosen as a design
parameter of image sensors. As shown in Table II, three
image sizes are selected, and the zoom factor of the optical
system is adjusted to let three different image sizes have the
same field of view of 800 x 500[um]. The size of field of
view is chosen to cover multiple micro-patterns, which have
pitches of 200 x 80[um], as illustrated in Fig. 7a.

The exposure time (t..p) is experimentally determined to
be approximately 50us. A shorter exposure time significantly
increases image noise, while a longer exposure time only
has a marginal improvement in image noise. Therefore, the
exposure time is fixed at the aforementioned value. An image
sensor capable of achieving 1600 frames-per-second is used
in the case study, with an image read out rate (Rg) of
32px/us. With the exposure time and the image read out
rate fixed, this case study only uses image sizes as a design
parameter of image sensors.

B. Vision algorithms

Three vision algorithms with different delay and accuracy
trade-offs are considered. The algorithms are designed to
detect the centers of pre-defined patterns, which are used as
feedback for the controller. The details of the use case are
provided in [19]. The processing stages of these algorithms
are summarized in Table III, and visualized in Fig. 7.

Among these algorithms, Algorithm 3 is the most com-
plicated and includes operations used by Algorithm 1 and 2.
Therefore, this section only provides the details of Algorithm
3 and its implementation on the architecture template. The
other two algorithms, with simpler processing stages, can be
similarly implemented.



TABLE III
PROCESSING STAGES OF THREE VISION ALGORITHMS.

Stages  Algorithm 1 Algorithm 2 Algorithm 3
©) projection binarization binarization
[@©) 1D filter 2D filter 2D filter
® segmentation projection projection

segmentation segmentation
@ ID moment (bounding box)  (bounding box)
2D moment segmentation
® - (bounding box) (contour)
2D moment
® - h (contour)
""" —

y O (horizontal)
| I

(a) Algorithm 1

Processing stages (D) to @ are the same for alg. 2 and alg. 3 %
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(b) Algorithm 2 and 3

Fig. 7. Tllustration of each processing stage of three vision algorithms.

Algorithm 3 performs binarization at Stage (1) , convert-
ing a gray scale image I to a binarized image B. At Stage (@
, morphological filters are applied on the binary image B to
remove noise. Afterwards, Stage (3) projects the 2D binary
image B into a horizontal vector H and vertical vector V.
At Stage (@) , the horizontal vector H and vertical vector V'
are segmented into start and end coordinates .S and F, which
can be used to form bounding box b. At Stage (5) , a mask
is derived within the bounding box b to represent the contour
of the predefined patterns. In the simplest implementation,
the binary image B generated at Stage (2 can be re-used
as a mask. In such a case, Stage (¢§) performs a 2D image
moment over the original image [ within the bounding box
b and uses the binary image B as a mask. Stage () can be
described as follows:

ijen(i-1Lij- Bij) . >ijen(dLij - Bij)

Yiselij-Big) T Y X Bij) -
in which I; ; is a pixel at column ¢ and row j of the gray
scale image; similarly, B; ; is a pixel of the binary image;
¢z and ¢, are the x and y coordinates of the center of the
mask, weighted by each pixel’s gray scale values.

Cp =

TABLE IV
COMPLEXITY ANALYSIS AND MAPPING OF ALGORITHM 3.

Step | Complexity | Alg. Pattern Mapping
[©) O(m X n) Local Parallel proc.
@ O(m X n) Neighbor Parallel proc.
[©) O(m X n) Reduction Parallel proc.
@ O(m +n) Scan Sequential proc.
® O(m X n) Local Parallel proc.
® O(m X n) Reduction Parallel proc.
e )
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Fig. 8. Algorithm 3 mapped on the architecture template. The parallel
processing circuit has m data lanes, and the first data lane is illustrated
in details. A data lane communicates with its left and right neighbors
via a neighborhood network. Abbreviations: Processing Elements (PE),
Functional Unit (FU), Memory (Mem).

C. Processing architecture

Using Algorithm 3 as a case in point, this section analyzes
each stage of the algorithm for its computational complexity,
algorithmic pattern, and subsequently maps it to parallel or
sequential processing circuits of the architecture template.
The analysis is provided in Table IV, for an input image size
of m x n. The computational complexity is presented in big
O notation which describes how the computation workload
grows with regard to the input image size. The algorithmic
patterns are explained in Section II-B.3, and a common list
of them are detailed in [16] [17].

Most of the processing stages can be directly mapped
on the architecture template of Fig. 4, except for stage (6
which is more complicated. Stage (6) is subsequently split
into three sub-stages that can be efficiently implemented.
First, column-wise multiply-accumulation operations are per-
formed in parallel. Second, the reduction tree sums all
the column-wise results. In the end, the sequential circuit
performs divisions to derive ¢, and ¢, of (7).

With the aforementioned optimization, all six stages of
Algorithm 3 can be mapped on the architecture template, as
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illustrated in Fig. 8. In this instance, the number of parallel
data lanes is set equal to the number of columns in the
image data, that is, equal to m. The synthesized system
is capable of running at a clock speed of 100M Hz and
processing 100,000 frames-per-second given a fast image
sensor. However, a clock speed of 17M Hz is sufficient in
this example because the read out time from the image sensor
used in this case study is the bottleneck.

D. Plant

The plant consists of an X-Y motion stage driven by two
linear actuators. Accordingly, the plant is modeled as a sim-
ple mass (m) with friction (£;). The actuator is zero-order-
hold (ZOH) and has an output force u. Together with the
modeling of the measurement system and the control system,
the system diagram is illustrated in Fig. 9. The measurement
error is modeled as a quantization function () as described in
(5). The control system includes a state estimator (E'st.), a
feedforward controller (F'F") and a feedback controller (F'B).
The feedforward controller is manually tuned to compensate
for the friction. The feedback controller is a PID controller.
Baseline values of the proportional, integral, and derivative
gains are manually tuned. The proportional gain, noted K,
is subsequently optimized using the procedure described in
Fig. 5. The controller gain K is optimized for two criteria,
accuracy and bandwidth, as detailed in Section IV-C. The
plant’s design parameters, such as the types of motor and
motion stage, are reflected in this model’s mass, friction,
and output force.

IV. RESULTS AND DISCUSSIONS

By applying the proposed methods to the case study, this
section derives dependent parameters in (3a), the controller
gain in (3b), and subsequently the overall performance in
(2). The implications of the results are discussed in the end.

A. Measurement error €

The measurement error € can be derived from the error
profile e(x,d) as defined in (6) and by using the procedure
described in Section II-B.2. The error profiles of different
input image sizes and vision algorithms are revealed in
Fig. 10. It can be observed that, Algorithm 1 is most precise
among the three algorithms if a smaller input image size
is used, while Algorithm 3 is most precise if a larger
input image size is applied. The choice of image sizes and

02¢€ 02E
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0 5 g 0 5y
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(c) Error profile of Alg. 3 (d) P-P(e) of different image sizes.
Fig. 10. Measurement error profile e(x,d) of different algorithms on

image of 160 x 100 px., shown in (a)-(c), and the corresponding P-P(e)
when different image sizes are also considered, shown in (d).
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Fig. 11. Timing profile of different algorithms. In this instance, the image
size is 160 x 100 px., and there are 160 parallel data lanes in the processing
architecture.

algorithms are more complicated when considering sample
period and delay, as shown in the following section.

B. Sample period h and delay T

As described in the design matrix (3a), the sample period
h depends only on the image size. The delay 7, on the
other hand, depends on the image size, vision algorithm,
and processing architecture. By way of example, the number
of parallel data lanes in the processing architecture is set to
be the same as the number of columns in the image. The
sample period and delay of the system, using an image size
of 160 x 100 px., is illustrated in Fig. 11.

In Fig. 11, all three algorithms have a two-stage pipeline
based on the design template of Fig. 2, and have a timing



TABLE V
CONFIGURATIONS OF ALGORITHMS, IMAGE SIZES, AND PARALLEL DATA
LANES IN THE ARCHITECTURES; DERIVED DEPENDENT PARAMETERS;
AND LABELS OF PARETO-OPTIMAL CONFIGURATIONS IN FIG. 12.

Alg. | Image size | Lanes | h [us] | A [um] | 7 [us] | Label
120 x 75 120 450 0.78 621.6 ®
1 160 x 100 160 600 0.71 795.6
200 x 125 200 750 0.36 969.6 -
120 x 75 120 450 2.35 712.8 -
2 160 x 100 160 600 0.63 902.4 -
200 x 125 200 750 0.3 1092 -
120 x 75 120 450 1.68 712.8 -
3 160 x 100 160 600 0.33 902.4 ©
200 x 125 200 750 0.18 1092 ©
T @ g1
3 g0 Alg. 2
= 4 Ag. 3
w
&
|
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Delay [us]

Fig. 12. The measurement error and delay of three vision algorithms at
three different input image sizes. The configuration of design parameters
with Pareto-optimal error-delay trade-offs are labeled @ ® © © .

diagram of Fig. 3. The first stage consists of image read out
and parallel processing; the second stage consists of seg-
mentation and post-segmentation processing. As explained
in Fig. 3, the sample period is determined by the first stage,
while the delay depends on both stages.

A summary of dependent parameters is provided in Ta-
ble V. When plotting measurement errors against delays,
as illustrated in Fig. 12, combinations of design parameters
that have Pareto-optimal error-delay trade-offs are labeled
) © © in the figure. A configuration is called
Pareto-optimal if there is no other configuration that strictly
dominates it in all criteria, which are error and delay in
this case. Using Pareto-optimal configurations simplifies the
exploration of design space, as discussed in details in [20].

C. Controller gain and overall performance

As described in the design matrix (3b), the controller gain
can be obtained from dependent parameters h, €, 7, and
design parameters of the plant P. Design parameters of the
plant P, reflected in mass m and friction FY, are included
in the model but have fixed values in this case, because
the number of design parameters in Table V are already
sufficiently large. The controller’s structure is explained in
Section III-D. This section explores proportional gain K of
the feedback controller, using the method described in Fig. 5.

Following Fig. 5, the elaborated model in Fig. 9 is reduced
into a simplified model as shown in Fig. 13. The simplifica-
tion assumes the friction is compensated by the feedforward
controller; the state estimator is perfect; only the proportional
gain K is present. The simplified model is a quantized
sampled-data system with time delay, which is a special
case of [11]. A stability region of K can be derived using
analytical methods of [11]. Within the stability region, the

Fig. 13. A simplified model derived from Fig. 9. A stability region of K
is derived analytically from this simplified model.
(a) h=0.45ms (b) h=0.60ms (c) h=0.75ms
275—] 154 N
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Fig. 14. RMSE of tracking a constant velocity reference (8), resulted from
different sample periods (a)(b)(c), different delays (7) and different measure-
ment errors (e) defined by quantization sensitivity (A). The tracking errors
are illustrated as equal-RM SE lines with actual RM SE values in [pm/s]
annotated along the lines. The RMSE of Pareto-optimal configurations @
- © are annotated along the equal-RM SE lines.

proportional gain K is further optimized using the elaborated
model in Fig. 9 and by simulation, for performance criteria
of accuracy and bandwidth.

Accuracy and bandwidth are used in this case study
as two examples of performance criteria, as mentioned in
(2). Accuracy is measured as the root-mean-square error,
noted RMSE, of tracking a constant velocity reference.
Bandwidth is measured as the tracking errors of sinusoidal
velocity references of different frequencies. The reference
signals used for the evaluation of accuracy and bandwidth
are, respectively, as follows:

7 = 0.03m/s, (®)
r=A-sin(2nft) + B. )

In this example, A = 0.005m/s, B = 0.02m/s, and the
frequency f has values of 10, 20, and 50H z to represent
use cases that have different bandwidth requirements.

For the performance criterion of accuracy, the tracking
errors of a constant reference that result from different e,
h, and 7, are displayed in Fig. 14. Four Pareto-optimal
configurations are annotated in this figure. The same results
are illustrated in Fig. 15a, for a direct comparison of different
configurations. For the performance criterion of bandwidth,
the tracking errors of sinusoidal references of different fre-
quencies that result from different €, h, and 7, are illustrated
in Fig. 15b.

D. Discussions

The results of the case study, revealed in Fig. 15, have
multiple implications. First, the results indicate that a signif-
icant improvement of system performance is obtained when
using the proposed cross-domain modeling and optimization
methods. Measured quantitatively, for a constant reference,
a 20% reduction of tracking errors is achieved, as displayed
in Fig. 15a; for high-bandwidth use cases, with a sinusoidal
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Fig. 15. RMSE of tracking: (a) a constant reference described in (8);
(b) sinusoidal references of different frequencies f described in (9). In (b),
besides four configurations @ - © , equal-(f/RMSE) lines are plotted,
with the values of log(f/RMSE) annotated along the lines.

reference of 50H z, a 43% reduction of tracking errors is
achieved, as illustrated in Fig. 15b. Second, the results indi-
cate that, with conflicting requirements such as accuracy and
bandwidth, a system optimized for one set of requirements is
possibly far from optimal for another set of requirements. As
a case in point, among the four configurations, (© achieves
the best accuracy when tracking a constant reference, as
demonstrated in Fig. 15a; however, (© is far from optimal
in high-bandwidth use cases where the tracking error of @)
is 31% lower than that of (© , as shown in Fig. 15b. Third,
more importantly, the results indicate that the demonstrated
improvements are only achievable through cross-domain
modeling and optimization. These results make a case for
the necessity and effectiveness of the proposed methods.

V. CONCLUSIONS

This work applies the axiomatic design method to explic-
itly model the cross-domain couplings in visual servo sys-
tems. Design methods are proposed to decouple sample rate
from vision algorithms and processing systems. Modeling
methods are proposed to derive sample rate, measurement
error, and delay of visual feedback based on design param-
eters across multiple domains. The proposed methods are
applied to a representative case study, which demonstrates
that, even when a small number of design parameters are
considered, there are nontrivial cross-domain couplings and
trade-offs. Quantitative results obtained from the case study
demonstrate the necessity and effectiveness of the proposed
methods.
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