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#### Abstract

Antimony $\delta$-doping layers were made by deposition of Sb on monocrystalline Si , followed by the deposition of amorphous Si and a final solid-phase-epitaxy treatment at $620^{\circ} \mathrm{C}$. After post-annealing at temperatures between 625 and $725^{\circ} \mathrm{C}, \mathrm{Sb}$ precipitates with a diameter of several nm are observed in the $\delta$ plane with the aid of transmission electron microscopy. Using channeling Rutherford Backscattering Spectrometry the increase of the precipitated fraction with time was determined from the minimum-yield signal. The results are interpreted using a model for the generation of Sb nuclei which grow subsequently due to lateral diffusion of Sb atoms in the $\delta$ plane, followed by incorporation into the nucleus. The generation of the nuclei appears to take place by way of two parallel processes: (i) fast, simultaneous generation of a limited number of nuclei at low-energetic sites in the $\delta$ plane, with subsequent diffusion-controlled growth, and (ii) slow, continuous generation of a larger number of nuclei at random sites in the $\delta$ plane, with subsequent incorporation-controlled growth. The Sb diffusion at the extremely high concentrations under consideration is very fast and concentration dependent, which can be explained by the model of vacancy-percolation diffusion of Mathiot and Pfister [J. Appl. Phys. 66, 970 (1989)]. The activation energy for incorporation of Sb atoms into liquid precipitates appears to be considerably lower than for incorporation into solid ones.


## I. INTRODUCTION

Impurity doping in a single atomic plane of semiconductor material has a large number of potential device applications; see, e.g., Ref. 1. A well-known example is the antimony $\delta$-doping layer in silicon. ${ }^{1-15}$ In a previous paper ${ }^{16}$ we reported on the thermal stability of such layers which were fabricated by deposition of Sb on a monocrystalline Si substrate, followed by the deposition of amorphous Si and a final solid-phase-epitaxy (SPE) treatment at $620^{\circ} \mathrm{C}$. These layers, which contained $3.1 \times 10^{14} \mathrm{Sb}$ atoms per $\mathrm{cm}^{2}$ (approximately $\frac{1}{2}$ monolayer), exhibited precipitation under post annealing. This behavior is of practical interest with a view to device processing steps subsequent to the realization of the $\delta$ layer.

The results of Ref. 16 are briefly summarized in this paragraph. Using cross-sectional transmission electron microscopy (XTEM) we showed that Sb precipitation took place in spheres with a diameter of several nm, situated in the $\delta$-doping plane. The $\delta$ layers had been investigated further systematically with Rutherford backscattering spectrometry (RBS) before and after the successive annealing steps at temperatures between 625 and $725^{\circ} \mathrm{C}$. An example of a random and a channeled RBS spectrum is given in Fig. 1. The number of Sb atoms per unit of area in the $\delta$-doping layer as evaluated from the Sb peak area in the random spectrum. Channeled RBS spectra were measured by aligning the incoming ion beam with the [100] axis of the silicon crystal. In that case $\mathbf{S b}$ atoms located at substitutional sites are shielded from the incoming ion

[^0]beam. Thus, from the Sb peak area in the channeled spectrum one can calculate the number of Sb atoms at nonsubstitutional sites, which was taken to be that in the precipitates. Furthermore, within the RBS depth resolution of 7 nm we found no effects of perpendicular Sb diffusion (in agreement with the observations for the same temperature range in Refs. 9 and 10), from which we concluded that lateral Sb diffusion within the $\delta$ plane rather than diffusion away from the $\delta$ plane is the dominating transport process. ${ }^{17}$

Observation of Sb precipitation in supersaturated silicon had already been reported by other investigators, both for $\delta$-layer-doped ${ }^{11-13,15}$ and three-dimensional-doped silicon. ${ }^{18-29}$ The $\delta$ layers of Refs. $11-13$ and 15 were prepared by a method analogous to ours, while the threedimensional (3D) doping regions in Refs. 18-29 were established by high-energetic Sb -ion implantation with subsequent annealing for removing the damage thus introduced. Interpreting the observed dependence of the RBS minimum-yield signal of $\delta$ layers on annealing time and temperature in terms of lateral transport followed by precipitation can provide more information on the underlying mechanisms. We already presented rough outlines of a model based on such considerations in Ref. 16. In the present paper a more extended and quantitative analysis and model will be given.

In Refs. 30-32 it was already found that in 3D cases the diffusion coefficient $D$ of Sb can be more than a decade higher than expected from extrapolating the model of Fair, Manda, and Wortman. ${ }^{33}$ According to this model, for Sb concentrations $C$ near $2 \times 10^{20} \mathrm{~cm}^{-3} D$ varies with $C$ as $D=D_{0} C^{2}$. Extrapolation of this equation to the concentrations in question, i.e., up to $7 \times 10^{20} \mathrm{~cm}^{-3}$, produced the mentioned considerable underestimate. Actually, it has


FIG. 1. Example of $2 \mathrm{MeV} \mathrm{He}{ }^{+}$RBS spectra of an as-deposited Sb $\delta$-doping layer, measured with a scattering angle of $100^{\circ}$. The integrated random Sb yield corresponds to $3.1 \times 10^{14}$ atoms per $\mathrm{cm}^{2}$. (From Ref. 16.)
been reported. ${ }^{3,30,31,34}$ that $D$ in this $C$ range can be described phenomenologically by $D=D_{0} C^{s}$ with variable $s$. At $1050^{\circ} \mathrm{C}$, for example, $s$ increases from 1.7 to 3.6 when $C$ increases from $1 \times 10^{20}$ to $3 \times 10^{20} \mathrm{~cm}^{-3}$.

A provisional estimate of $D$ in our $\delta$ layers also points to very high values. This estimate follows from equating the time $t$ after which the RBS minimum-yield signal has become practically constant (indicating the end of the precipitation) with $r_{0}^{2} / D$. Here $r_{0}$ represents the extent of the region which has been depleted of Sb atoms above the solid-solubility limit, for which extent we take half the average mutual distance between the precipitates. For $650^{\circ} \mathrm{C}$ we thus found ${ }^{16}$

$$
D \approx r_{0}^{2} / t \approx 4 \times 10^{-12} / 2 \times 10^{3}=2 \times 10^{-15} \mathrm{~cm}^{2} / \mathrm{s}
$$

whereas extrapolating Fair's equation gives only 2.5 $\times 10^{-17} \mathrm{~cm}^{2} / \mathrm{s}$ (see Sec. V A).

An interpretation for the observed strong increase of $D$ with $C$ in 3D has been given by Mathiot and Pfister ${ }^{35-38}$ and more recently by Larsen et al. ${ }^{32,39}$ in terms of percolation theory. Just like Fair, Manda, and Wortman, ${ }^{33}$ for not too high $C$ values these authors start from considering the diffusing species as partially dissociating complexes of an impurity atom and a (charged) lattice vacancy. ${ }^{40,41}$ They remark, however, that this concept of basically noninteracting complexes becomes invalid at very high impurity concentrations $C$. It is claimed that an adequate description of the diffusion of various impurities in Si is possible by introducing a "percolation diffusivity" $D_{\text {perc }}$ This $D_{\text {perc }}$ starts to play a decisive role rather abruptly when $C$ exceeds the "percolation threshold" $C_{\text {pere }}$ above which the fraction of the impurities which occupy fifthneighboring sites in the Si lattice passes a certain critical value. Above this critical value there is a finite probability
for the existence of an interconnected fifth-neighbor impurity network extending throughout the whole lattice. The authors argue that impurity-vacancy complexes in this network can completely dissociate quite easily then, the vacancy thus being able to percolate practically freely through the whole network. This easy diffusion path for vacancies opens up an equally easy diffusion path for the impurities themselves by way of the usual interchange of sites with the vacancies, without forming now, however, stable complexes. Moreover, above the percolation threshold the diffusivity is further increased by a decrease of the formation enthalpy of the vacancies, again due to fifthneighbor interactions.

In our view this "vacancy-percolation model" provides as yet also the best available conceptual framework for comprehending the very fast 2 D diffusion of a number of impurities in Si at very high concentrations. Adopting the main lines of the 3D model for the $\mathrm{Sb} \delta$ layers can explain characteristic features of our RBS data. This does not imply, however, that we are endorsing quantitative claims like those made in Refs. 32 and 35-39. These claims and our objections will be phrased in Sec. V A.

Apart from the phenomenon of very fast diffusion, the analysis of our RBS data in the present paper indicates that two types of precipitates develop in the $\delta$ plane. These have significantly different sizes and thermal activation energies of growth rates. Firsi, there are the precipitates with roughly identical diameters which are visible on the TEM pictures. All of them are already present directly after the SPE treatment; during the subsequent annealing, diffusioncontrolled growth of these precipitates occurs. Second, there is strong evidence that continuous nucleation of still another type of precipitates is taking place simultaneously, These remain supposedly too small here (diameter <1 nm ) for unambiguous observation by TEM. Due to these small sizes the $\mathbf{S b}$ transport to the latter type of precipitates is incorporation controlled.

The organization of this paper is as follows. In Sec. II the preparation procedures and the full results of the TEM and RBS measurements are given. Section III presents our model, which is applied to the experimental data in Sec. IV. The discussion is given in Sec. V, while Sec. VI presents the conclusions.

## II. EXPERIMENTAL PROCEDURES AND RESULTS

Sb-doped $\delta$ layers have been grown on (100)-oriented 4-in.-diam. Si substrates of $p$-type ( $\rho>10^{3} \Omega \mathrm{~cm}$ ) floatingzone material. In a first step the residual oxide on the substrate was thermally evaporated in situ. Then a $100-\mathrm{nm}-$ thick Si buffer layer was grown under standard conditions at a substrate temperature of $700^{\circ} \mathrm{C}$, using the technique of molecular beam epitaxy (MBE). Details of the MBE system have been reported elsewhere. ${ }^{42}$ Subsequently, a layer of $3.1 \times 10^{14} \mathrm{Sb}$-atoms per $\mathrm{cm}^{2}$ was dcposited from a Knudsen cell. [A full monolayer on a (100) Si plane contains $6.78 \times 10^{14} \mathrm{Sb}$-atoms per $\mathrm{cm}^{2}$.] After cooling down to room temperature, a $50-\mathrm{nm}$ amorphous Si layer was deposited. Finally, this top layer was crystallized epitaxially by ramping up the temperature to $620^{\circ} \mathrm{C}$ in approximately 15 min .


FIG. 2. Cross-sectional TEM micrographs of an $\mathrm{Sb} \delta$-doping layer atter different annealing times $t$ at $650^{\circ} \mathrm{C}$; (a) $t=0 \mathrm{~s}$, (b) $t=900 \mathrm{~s}$, and (c) $t$ $=3600 \mathrm{~s}$.

A number of samples were cut from one of the above wafers, after which annealing experiments were carried out in the target chamber of the RBS facility. Details of the heating method, the temperature measurements and the RBS technique, as well as the results, can be found in Ref. 16. Channeling RBS spectra were measured while the samples were at ambient temperature, after annealing at 625 , $650,675,700$, and $725^{\circ} \mathrm{C}$. The depth resolution was limited by energy straggling to approximately 7 nm . TEM pictures were taken with a Philips EM 400T microscope using $120-\mathrm{keV}$ electrons. Cross-sectional 〈110〉 images were taken by diffraction on the (400) planes in bright field.

Figure 2(a) shows the TEM image of an as-deposited sample. Precipitates in the $\delta$-doping plane already show up here. Figures 2(b) and 2(c) show the TEM cross sections after annealing at $650^{\circ} \mathrm{C}$ for 900 and 3600 s , respectively. Corresponding plan-view pictures revealed a practically time-independent density of precipitates of roughly 6 $\times 10^{10} \mathrm{~cm}^{-2}$. High-resolution TEM pictures revealed that the precipitates are monocrystalline, but have random orientations with respect to the Si lattice. From x-ray reflection measurements on a 0.9 monolayer $\mathrm{Sb} \delta$-doped sample the thickness $h$ of the $\delta$ layers was found to be $h \approx 1.3 \mathrm{~nm} .^{43}$ From the random RBS spectra (cf. Fig. 1) it was concluded that no Sb was lost during the experiments and that all Sb remains in the $\delta$ plane.

The fraction $W$ of the $\mathbf{S b}$ atoms in the precipitates was calculated as follows. The minimum yield $\chi_{\min }$ (imp) of an impurity in a given host lattice is defined as the ratio of the yields in the channeled and in a random RBS spectrum. The same ratio measured for the host atoms in a sample without impurities is denoted by $\chi_{\text {min }}$ (host). A first-order estimate of the substitutional fraction $S$ of the impurity is given then by ${ }^{44}$


FIG. 3. Semilogarithmic plot of the precipitated fraction $W$ of Sb atoms vs the annealing time $t$, for different annealing temperatures. The values of $W$ were calculated from Eq, (2). The $W$ values for $t=0 \mathrm{~s}$ are situated within the hatched interval.

$$
\begin{equation*}
S=\frac{1-\chi_{\min }(\mathrm{imp})}{1-\chi_{\min }(\text { host })} . \tag{1}
\end{equation*}
$$

Equating $W$ to the fraction of nonsubstitutional Sb atoms, $1-S$, we find

$$
\begin{equation*}
W=\frac{\chi_{\min }(\mathrm{Sb})-\chi_{\min }(\mathrm{Si})}{1-\chi_{\min }(\mathrm{Si})} \tag{2}
\end{equation*}
$$

Our $W$ values were calculated from this equation using $\chi_{\min }(\mathrm{Si})=0.03$. $^{42}$

A plot of $W$ vs $\ln i$ for the different annealing temperatures is given in Fig. 3. In such a plot the $W$ values for $t=0$ cannot be represented; these are included in the double-linear plots of Fig. 4. In these plots we have omitted the data points of the longest (or two longest) annealing times. The suggestive curves drawn in Fig. 4 will come up for discussion in the next section.

## III. THE PRECIPITATION MODEL

## A. Evidence for two parallel precipitation processes

When the data points of each series in Fig. 4 are connected with straight-line elements, a salient feature in all of them-except the $625^{\circ} \mathrm{C}$ series-is the occurrence of a kink near the second or third point. We have found similar kinks for samples cut from $\mathrm{Sb} \delta$ layers containing $5.4 \times 10^{14}$ Sb atoms per $\mathrm{cm}^{2}$. The persistence of this feature makes the existence plausible of a similar kink in the $625^{\circ} \mathrm{C}$ curve of Fig. 4, presumably between the second and third point. Since $W$ cannot exceed unity, the general trend for the highest points is a concave shape. The three lowest points of the 650 and $675^{\circ} \mathrm{C}$ series of Fig. 4 also reveal a concave interval; again it is plausible that this is the general initial shape for all five samples.

The overall general shape of the $W-t$ curve thus consists of two concave intervals, I and II, separated by a kink. Such a shape strongly suggests an assignment to two parallel precipitation processes. This is illustrated schemati-


FIG. 4. The data of Fig. 3, including the data for $t=0 \mathrm{~s}$, in double-linear plots. The data points of the (two) longest annealing time(s) have been omitted here. The suggestive curves scrve mercly as a guide to facilitate the discussion in the first paragraph of Sec. III A, and have no quantitative meaning.
cally in Fig. 5: a concave curve $W_{\mathrm{I}}(t)$ saturating roughly at $W \approx 0.2$, and a slower-starting sigmoid curve $W_{\mathrm{II}}(t)$ saturating at a higher $W$ value. The idea of two different parallel processes is further corroborated by the appearance of


FIG. 5. Schematic $W-t$ curve representative for the general shape of the data of Fig. 4 (solid line). The presence of two separate concave intervals, I and II, suggests the assignment of the overall precipitation $W_{I+11}(t)$ to two different paraliel processes (chain lines). Note that $W_{\mathrm{I}+\mathrm{HI}}(t) \neq W_{\mathrm{I}}(t)$ $+W_{\mathrm{II}}(t)$; cf. Eq. (27).
different thermal activation energies in the intervals I and II, as will be demonstrated now.

A possible approach for studying activation energies consists in making horizontal cross sections through the curves of Fig. 3 or 4 ; the time intervals needed for establishing a given value of $W$ at the five different temperatures are plotted then in an Arrhenius plot of $\ln (1 / t)$ vs $1 / T$. The relevance of such an approach is demonstrated most easily for a first-order process with a single activation energy $E$. In such a process the fraction of non-precipitated material $\Gamma\left(\equiv C / C_{\mathrm{in}}\right.$, where $C_{\mathrm{in}}$ is the initial value of $C$ ) decreases as $d \Gamma / d t=-\Gamma / \tau$. Here $\tau$ is a time constant which can be expressed in the parameters of the underlying physical mechanisms, and which generally depends on $T$ as $\tau=\tau_{A} \exp (E / k T)$ [cf. Eq. (35)], where $\tau_{A}$ is a constant and $k$ is the Boltzmann constant. Solving the differential equation for $\Gamma$ yields for $W$ :

$$
\begin{equation*}
W=1-\Gamma=1-\exp (-t / \tau) \tag{3}
\end{equation*}
$$

Thus for constant $W$ one has $\ln (1 / t)=B-E / k T$, with the constant $B$ given by

$$
B \equiv-\ln \left[\tau_{A} \ln (1-W)^{-1}\right] .
$$

In more complex cases the dependence of $W$ on $t$ may still be given by a function of $t / \tau$ with a single $\tau$, but this function $W(t / \tau)$ will be more complicated than that of Eq. (3); cf. Eqs. (9), (18), and (24). Knowledge of the particular function in question is, however, not necessary for evaluating $E$ : provided that the dependence of $\tau$ on $T$ is still given by an exponential expression like that directly preceding Eq. (3), the $\ln (1 / t)-1 / T$ plots for different $W$-values will still produce parallel straight lines having a slope corresponding to the same, single $E$ value. One needs to know the functional form $W(t / \tau)$ only for possible evaluation of the constant $\tau_{A}$. We shall start here by making the suggested $\ln (1 / t)-1 / T$ plots; the derivation of the pertinent theoretical function $W(t / \tau)$ will be postponed to Sec. III B.

Our $\ln (1 / t)-1 / T$ plots for nine values of $W$ are presented in Fig. 6. The $t$ values were obtained from Fig. 3; only for the low $W$ values that gave no point of intersection there, Fig. 4 was used instead. At first sight the results are not encouraging. Though the curves for $W \geqslant 0.25$ (the type II interval) are nearly parallel, as anticipated, they are not straight. The curves for $W \leqslant 0.18$ (the type I interval) are even far from parallel. This difference between the two groups of curves supports the idea of two different precipitation mechanisms dominating below and above the kinks in the curves of Fig. 4. By elaborating this idea one can bring more order in the curves of Fig. 6 and grasp their physical sense.

It will be shown that the type I intervals of the curves in Fig. 4 are attributable to diffusion-controlled growth of the relatively large precipitates with approximately identical diameters visible on the TEM pictures of Fig. 2. Though the larger precipitates exhibit a lens shape, in our simplified model they will be considered as spherical. The type II intervals will be attributed tentatively to much smaller spheres, noi visible on the TEM pictures, with


FIG. 6. Arrhenius plots for the $1 / t$ values obtainel from horizontal cross sections through Figs. 3 and 4, for various values of $W$. The $W=0.14$ plot is very inaccurate.
varying diameters and much higher density. In order to allow such attributions, we shall need the preliminary theoretical elaborations of the next sections. On the other hand, the TEM pictures do not allow quantitative estimating of the amount of Sb in the larger spheres and consequently equally not of the division of $W$ over the two types of precipitates.

## B. Sequential stages in precipitation

When considering a single precipitation process (i.e., without any parallel process), in the course of time one can generally distinguish a nucleation and a growth stage. In conformity with the terminology for precipitation in 3D, in our 2 D case we shall make use of the terms heterogeneous and homogeneous nucleation with a duly adapted sense. "Heterogeneous nucleation" will denote here the formation of nuclei of Sb atoms at low-energetic sites (not further specified here) in the $\delta$ plane; "homogeneous nucleation" will refer to nucleation at numerous random non-low-energetic lattice sites in the same $\delta$ plane, due to statistical density fluctuations of the Sb atoms occasionally producing supercritical nuclei.

Once the radius $R$ of a nucleus has managed to surpass a certain critical value $R_{c}$, the growth stage proper starts (for $R<R_{c}$ there is still a large chance of dissolution of the subcritical nucleus; see, e.g., Refs. 45-47.) During this growth stage two processes are acting in series: transport of Sb atoms by diffusion to the precipitate surface, followed by their incorporation into the precipitate. For sufficiently low values of $R$ the incorporation process is always ratelimiting, since the diffusion-determining concentration gradient at the surface varies inversely with $R$ [cf. Appendix B, Eq. (B7)]. Thus one can generally distinguish three subsequent stages in the development of a given precipitate: nucleation, incorporation-controlled growth and diffusion-controlled growth. In general there may follow still another stage, viz. that of Ostwald ripening. During
this final stage larger precipitates grow at the expense of smaller ones, which disappear eventually. This leads to a reduction of the number of precipitates, typically with many orders of magnitude, while the value of $W$ usually remains virtually invariant. ${ }^{48}$

In view of the foregoing, when considering now the collection of all precipitates resulting from a single precipitation process one can distinguish two possible cases: (1) all supercritical nuclei have been formed virtually at the same moment, so that their number remains further constant, and (2) supercritical nuclei are being formed continuously. The former case is usually correlated with heterogeneous nucleation, where the nucleation at the lowenergetic sites is so fast that these sites are saturated within a very short period. Case (2) is often, though not exclusively, ascribable to the much slower, nonsaturating homogeneous nucleation.

In Sec. IV it will be shown that the two parallel processes that can explain our experimental data start with nucleation processes of the above types (1) and (2). In order to justify these assignments, we have to firstly derive the mathematical formulations for the increase of $W$ vs $t$ for the two cases separately. These functions will be denoted henceforth as $W_{1}(t)$ and $W_{2}(t)$.

In deriving $W_{1}(t)$ and $W_{2}(t)$, the Sb diffusion perpendicular to the $\delta$ plane will be completely neglected in view of the extremely small $D$ in the undoped material outside the $\delta$ layer. This can be justified by calculating the penetration depth $x^{*}$ for perpendicular diffusion in the case that $D$ can be described by $D=D_{0} C^{s}$. Here $x^{*}$ is defined as the depth at which the Sb concentration $C$ in the originally undoped material has increased to an arbitrarily chosen value. Without actually solving the pertinent onedimensional partial differential equation for the diffusion, it can be shown rather easily that $x^{*}$ increases with $t$ as a certain function of $t^{1 /(s+2)}$. Consequently, for our very high values of $s(s \approx 25$; see Sec. IV A $), x^{*}$ is expected to generally increase only very slowly with $t$.

## 1. Type (1): The growth of simultaneously generated nuclej

We shall treat the incorporation- and diffusioncontrolled cases separately.
a. Incorporation-controlled growth. We suppose that all supercritical nuclei have been generated simultaneously at $t=0$ with a density $n$ per unit of area in the $\delta$ plane. In describing the ensuing incorporation-controlled growth we shall consider spherical precipitates that protrude relatively far beyond the extremely thin $\delta$ layer. We denote the sphere radius by $R$ and the concentration of Sb atoms per unit of volume in the $\delta$ layer by $C$, with the initial value $C_{\text {in }}$. In the direction perpendicular to the $\delta$ plane we postulate a rectangular-shaped Sb -concentration profile with the invariant thickness $h$.

For a given precipitate the incorporation of Sb atoms takes place over a ring-shaped surface with area $2 \pi R h$. Assuming a first-order interfacial reaction process, the number of Sb atoms which is incorporated per unit of time into the precipitate equals

$$
2 \pi R k h\left(C-C_{s}\right) \approx 2 \pi R k h C
$$

Here $C_{s}$ is the solid-solubility limit and $k$ is the surface-reaction-rate coefficient with the dimension of velocity, and of the form

$$
\begin{equation*}
k=k_{A} \exp \left(-E_{\text {surf }} / k T\right) \tag{4}
\end{equation*}
$$

After crossing the ring-shaped surface, the Sb atoms will rearrange themselves over the precipitate, trying to maintain a spherical surface of minimum free energy. The fast self-diffusion in metallic Sb (see Sec . V A) favors fast rearranging. In addition to this, however, a spherical shape requires easy displaceability of Si atoms adjoining the whole precipitate surface. The vacancies enabling this displacement are mainly supplied by the $\delta$ layer: within this layer both the concentration and the diffusion coefficient of negatively charged vacancies are very high (cf. the paragraph summarizing the vacancy-percolation theory in Sec. I). Fast transport of vacancies from the ring-shaped surface to other parts of the precipitate surface may take place through the (liquid) bulk of the precipitate. A possible alternative vacancy-supply road is a very thin Si shell directly adjoining the precipitate surface. An $n$-type inversion layer may exist here between the metallic $S b$ precipitate and the $p$-type Si . In such a layer-just as in the $\delta$ layer, though in a lesser degree-the equilibrium concentration of negative vacancies is greatly enhanced with respect to the surrounding $p$-type Si .

The fact that the larger precipitates in Fig. 2(c) exhibit a lens shape rather than a spherical one might indicate that the rearrangement of Sb atoms cannot entirely keep pace with their supply. Assuming nevertheless a spherical shape for all precipitates, the incorporation-controlled rate of volume growth of a sphere is given by

$$
\begin{equation*}
\frac{d V}{d t}=\frac{d}{d t}\left(\frac{4 \pi R^{3}}{3}\right)=2 \pi R v k h C \tag{5}
\end{equation*}
$$

where $v$ is the atomic volume of Sb . Integrating the first as well as the second of Eqs. (5), combining the results, and making use of $R(0)=R_{c} \approx 0$ [which is allowed for all $R(t)>R_{c}$ ], yields for the time dependence of the sphere volume:

$$
\begin{equation*}
V(t)=\frac{4 \pi}{3} R^{3}(t)=\frac{4 \pi}{3}\left(v k h \int_{0}^{t} C\left(t^{\prime}\right) d t^{\prime}\right)^{3 / 2} \tag{6}
\end{equation*}
$$

Substituting here $C(t)=C_{\mathrm{in}}\left[1-W_{\mathrm{i}}^{i}(t)\right]$, where the lower index 1 of $W_{1}^{i}$ refers to the type (1) nucleation process and its upper index $i$ to the incorporation-controlled growth regime, this becomes

$$
\begin{equation*}
Y(t)=\frac{4 \pi}{3} R^{3}(t)=\frac{4 \pi}{3}\left(v k h C_{\mathrm{in}} \int_{0}^{t}\left[1-W_{1}^{i}\left(t^{\prime}\right)\right] d t^{\prime}\right)^{3 / 2} \tag{7}
\end{equation*}
$$

Thus we obtain for $W_{1}^{i}(t)$ :


FIG. 7. The incorporation-controlled growth stage of precipitates: theoretical curves of the precipitated Sb fractions $W_{i}^{i}$ and $W_{2}^{i}$ vs the normalized annealing time. The lower index refers to either of the following nucleation processes: (1) simultaneous (heterogeneous) generation of nuclei-see Eqs. (9)-(11); (2) continuous (homogeneous) generation of nuclei-see Eqs. (24)-(26).

$$
\begin{align*}
W_{1}^{i}(t)= & \frac{n V(t)}{v h C_{\mathrm{in}}}=\frac{4 \pi}{3} n h^{3 / 2}\left(v h C_{\mathrm{in}}\right)^{1 / 2} \\
& \times\left(\int_{0}^{t}\left[1-W_{1}^{i}\left(t^{\prime}\right)\right] d t^{\prime}\right)^{3 / 2} \tag{8}
\end{align*}
$$

This can be rewritten in the dimensionless form:

$$
\begin{equation*}
W_{1}^{i}\left(\mathscr{F}_{1}\right)=\left(\int_{0}^{\mathscr{F}_{1}}\left[1-W_{1}^{i}\left(t^{\prime}\right)\right] d t^{\prime}\right)^{3 / 2} \tag{9}
\end{equation*}
$$

where $\mathscr{T}_{1}$ is defined as

$$
\begin{equation*}
\mathscr{F}_{1} \equiv t / \tau_{n 1} \tag{10}
\end{equation*}
$$

with the time constant $\tau_{n 1}$ given by

$$
\begin{equation*}
\tau_{n \mathrm{I}} \equiv \frac{1}{k}\left[\left(\frac{3}{4 \pi n}\right)^{2} \frac{1}{v h \mathrm{C}_{\mathrm{in}}}\right]^{1 / 3} \tag{11}
\end{equation*}
$$

The nonlinear integral equation (9) cannot be solved analytically. The result of the numerical solution obtained in Appendix $\mathbf{A}$ is shown in Fig. 7.
b. Diffusion-controlled growth. When the radii $R$ have become sufficiently large, the further growth of the spheres becomes practically exclusively determined by the diffusional supply of the Sb -atoms through the $\delta$ layer. As stated in Sec. I, we shall adopt the vacancy-percolation model for describing the diffusion at our extremely high $\mathbf{S b}$ concentrations. For the moment we follow the heuristic approach of describing $D$ very roughly by

$$
\begin{equation*}
D=D_{0} C^{s} \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{0}=D_{0 A} \exp \left(-E_{\mathrm{diff}} / k T\right) \tag{13}
\end{equation*}
$$

In these as well as in all our other equations the index 0 denotes independence of $C$, while $A$ denotes independence of $T$. Note that $D$ and $D_{0}$ have different dimensions. In Eq.
(12) we shall allow high values for $s$ in order to phenomenologically represent the dramatic increase of $D$ for $C>C_{\text {pere }}$

Framing the differential equation for diffusioncontrolled growth meets with some mathematical difficulties that arise from the presence of concentration gradients surrounding the spherical sinks, as opposed to the zerogradient incorporation-controlled case treated above. These problems are handled in Appendix B. The resulting differential equation for the precipitated fraction, which for the diffusion-controlled regime will be denoted by $W_{1}^{d}$, reads

$$
\begin{equation*}
-\frac{\ln \left(b W_{1}^{d}\right) d W_{1}^{d}}{\left(1-W_{1}^{d}\right)^{s+1}}=\frac{d t}{\tau_{d}} \tag{14}
\end{equation*}
$$

In contrast with the corresponding Eq. (9) for $W_{1}^{i}$, three rather than a single parameter appear in Eq. (14), viz. the power $s$, the dimensionless constant

$$
\begin{equation*}
b \equiv(3 / 4)(\pi n)^{1 / 2} v h C_{\mathrm{in}} \tag{15}
\end{equation*}
$$

and the time constant

$$
\begin{equation*}
\tau_{d} \equiv \frac{s+1}{6 \pi n D_{0} C_{\mathrm{in}}^{s}}=\frac{s+1}{6 \pi n D_{\mathrm{in}}} \tag{16}
\end{equation*}
$$

In Eq. (16) the quantity

$$
\begin{equation*}
D_{\mathrm{in}}=D_{0} C_{\mathrm{in}}^{s}\left[=D_{0 A} C_{\mathrm{in}}^{s} \exp \left(-E_{\mathrm{dif}} / k T\right)\right] \tag{17}
\end{equation*}
$$

represents the initial value of $D$; cf. Eq. (12). For whole values of $s>0$ and for $W_{1}^{d}(0) \approx 0$ the solution of differential equation (14) reads

$$
\begin{gather*}
s^{-1}\left(\left[1-\left(1-W_{1}^{d}\right)^{-s}\right] \ln \left(b W_{1}^{d}\right)-\ln \left(1-W_{1}^{d}\right)\right. \\
\left.\quad+\sum_{j=1}^{s=1} j^{-1}\left[\left(1-W_{1}^{d}\right)^{-j}-1\right]\right)=t / \tau_{d} \tag{18}
\end{gather*}
$$

with the proviso that for $s=1$ the $\Sigma$ term in this equation drops out.

All the values of the parameters on the right-hand side of Eq. (15) are known (see Sec. II), viz. $n=6 \times 10^{10} \mathrm{~cm}^{-2}$, $v=3.0 \times 10^{-23} \mathrm{~cm}^{3}$ and $h C_{\mathrm{in}}=3.1 \times 10^{14} \mathrm{~cm}^{-2}$, which yields $b=3.0 \times 10^{-3}$. Normalized $W_{1}^{d}-t / \tau_{d}$ curves for this value of $b$ and for $s$ ranging from 0 to 50 are presented in Fig. 8.

## 2. Type (2): The growth of continuously generated nuclei

The classical absolute-reaction-rate theory of Turnbull and Fisher ${ }^{45,49}$ for surface-tension-controlled homogeneous nucleation in solids gives for the generation rate $I$ of nuclei per unit of volume:

$$
\begin{equation*}
I=I_{0 A} C \exp \left(-\frac{\Delta g+\Delta G_{c}}{k T}\right) \tag{19}
\end{equation*}
$$

Here $I_{0 A}$ is a $C$ - and $T$-independent frequency factor, $\Delta g$ the activation energy for transfer of atoms across the surface of a nucleus, and $\Delta G_{c}$ the critical free energy for nucleation. Introducing for brevity $I_{0}$ given by


FIG. 8. The diffusion-controlled growth stage of precipitates: theoretical curves of the precipitated Sb fraction $W_{i}^{\prime}$ vs the normalized annealing time, according to Eq. (18) with $b=3.0 \times 10^{-3}$ and for different values of $s$. The index 1 refers to simultaneous generation of nuclei; cf. caption of Fig, 7.

$$
\begin{equation*}
I_{0}=I_{0 A} \exp \left(-\frac{\Delta g+\Delta G_{c}}{k T}\right) \tag{20}
\end{equation*}
$$

and substituting $C=C_{\text {in }}\left[1-W_{2}(t)\right]$, Eq. (19) becomes

$$
\begin{equation*}
I(t)=I_{0} C_{\mathrm{in}}\left[1-W_{2}(t)\right] . \tag{21}
\end{equation*}
$$

For a collection of precipitates with identical radii, like those of the type (1) of Sec. III B 1, one can make a distinct discrimination of the four stages of development, viz. nucleation, incorporation-controlled growth, diffusioncontrolled growth, and Ostwald ripening. However, in the present case of continuous generation and the ensuing simultaneous presence of nuclei with different radii, this is not possible. After some time the older nuclei will already have passed into the diffusion-controlled stage, whereas the younger nuclei remain still in the incorporation-controlled stage. We shall restrict ourselves below to calculating $W_{2}^{i}(t)$ corresponding to the initial time interval when all supercritical nuclei are still in the incorporation-controlled stage.

Let us consider a particular nucleus that has become supercritical at the moment $t=\tau$. For calculating its volume $V(t, \tau)$ at the time $t$ we assume that the diameters of the type (2) precipitate spheres remain smaller than $h$, resulting in a simple 3D problem. The following analogue of Eq. (7) is then derived easily:

$$
\begin{equation*}
V(t, \tau)=\frac{4 \pi}{3}\left(v k C_{\mathrm{in}} \int_{\tau}^{t}\left[1-W_{2}^{i}\left(t^{\prime}\right)\right] d t^{\prime}\right)^{3} \tag{22}
\end{equation*}
$$

The expression for $W_{2}^{i}(t)$ reads

$$
\begin{equation*}
W_{2}^{i}(t)=\left(v C_{\mathrm{in}}\right)^{-1} \int_{0}^{t} I(\tau) V(t, \tau) d \tau \tag{23}
\end{equation*}
$$

Substituting here Eqs. (21) and (22) yields the nonlinear double-integral equation

$$
\begin{align*}
W_{2}^{i}\left(\mathscr{F}_{2}\right)= & \int_{0}^{\mathscr{F}_{2}}\left[1-W_{2}^{i}(\tau)\right] \\
& \times\left\{\int_{\tau}^{\mathscr{F}_{2}}\left[1-W_{2}^{i}\left(t^{\prime}\right)\right] d t^{\prime}\right\}^{3} d \tau \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{2} \equiv t / \tau_{n 2} \tag{25}
\end{equation*}
$$

with the time constant $\tau_{n 2}$ given by

$$
\begin{equation*}
\tau_{n 2} \equiv\left[(4 \pi / 3) v^{2} I_{0}\left(k C_{\mathrm{in}}\right)^{3}\right]^{-1 / 4} . \tag{26}
\end{equation*}
$$

The method of numerically solving Eq. (24) is given in Appendix A. The result is shown in Fig. 7. The most salient feature of the sigmoid $W_{2}^{i}-t$ curve, characteristic for continuous nucleation, is the "incubation time" before the precipitation becomes appreciable, ${ }^{50,51}$ which time equals here roughly $0.4 \tau_{n 2}$.

## IV. APPLICATION OF THE MODEL

We shall show now that the experimental curves of Figs. 3 and 4 can be assigned to a combination of processes of the types (1) and (2) treated in Sec. III.

## A. Type I intervals

As can be seen from Fig. 2(a), the supposedly simultancous generation of supercritical nuclci alrcady has taken place during the SPE treatment. Formally this can be accounted for by introducing an additional annealing-temperature-dependent time interval $t_{\text {SPE }}(T)$ preceding the annealing process, an "SPE-induced equivalent annealing-time shift."

We assume that at the end of the incorporationcontrolled growth stage $W_{1}$ is still negligible compared to its increase during the subsequent diffusion-controlled stage. If this is justifiable, we must be able to fit all five type I intervals in Fig. 4 with Eq. (18), and that using a single value for the adjustable parameter $s$ and different values for $\tau_{d}(T)$ for each curve. Furthermore, we have to allow $t_{\mathrm{SPE}}(T)$ as an additional adjustable parameter for each curve separately. Figure 8 demonstrates for that for $s \approx 20$ the theoretical curves exhibit an analogous "quasisaturation" at $W \approx 0.2$ as the experimental data. The actual fitting will be performed in the first instance only to the 650 and $675^{\circ} \mathrm{C}$ curves, which have three points in the diffusion-controlled regime, whereas the others have only two.

Due to the linearity in $t$ of Eq. (18) one can use a simple direct procedure that enables making an allowance for the $t_{\text {SPE }}$ time shifts. Rather than plotting the measured values of $W_{1}^{d}$ itself vs $t$, as was done in Fig. 4, we plot now the values of the function of the left-hand side of Eq. (18) for these $W_{1}^{d}$ values as the argument, again vs $t$. This is done for a number of whole values of $s$. It turns out then that the three data concerned for $650^{\circ} \mathrm{C}$ are lying on a straight line-not through the origin-for the choice $s$ $=25$. For the same value of $s$ the three $675^{\circ} \mathrm{C}$ data are also lying on a-different-straight line. The straight-line criterion is sufficiently sensitive to variations of a few units in

TABLE 1. Experimentally determined values of the time constants $\tau_{d}$ [see Eq. (16)] and $\tau_{n 2}$ [see Eq. (26)] and of the $t_{\text {spe }}$ time shifts (see Sec. IV A); for all temperatures $s=25$ [see Eq. (12)].

| $T\left({ }^{\circ} \mathrm{C}\right)$ | 625 | 650 | 675 | 700 | 725 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\tau_{d}(\mathrm{~s})$ | 4.02 | 3.25 | 3.94 | 2.03 | 0.568 |
| $t_{\text {spe }}(\mathrm{s})$ | 54.3 | 25.0 | 32.0 | 24.3 | 1.92 |
| $\tau_{n 2}(\mathrm{~s})$ | 1367 | 911 | 370 | 56.8 | 7.32 |

$s$. From the slopes of the two straight lines one obtains the two values of $\tau_{d}$, and from the cut-offs from the $t$ axes those of $t_{\text {Spe }}$. These values are given in Table I.

In view of the overdeterminedness in the foregoing fitting (six data points in total for evaluating five parameters), its success constitutes a certain verification of the validity of the model. This is demonstrated more clearly in Fig. 9, where all six points are lying on a single $W-t / \tau_{d}$ curve. In this figure the $t$ values for the two sets of data have been increased firstly with the corresponding $t_{\text {SPE }}$ values and-in accordance with Fig. 8-were normalized subsequently to the corresponding $\tau_{d}$ values.

For the three remaining samples with only two points in the diffusion-controlled regime we also use $s=25$, which allows us to evaluate the two other adjustable parameters, $\tau_{d}(T)$ and $t_{\mathrm{SPE}}(T)$, for each of them. All results are listed in Table $I$.

After all this, we can bring more order in the set of three upper curves of Fig. 6. Adding the $t_{\text {Spe }}(T)$-values of Table I to the $t$ values and replotting yields the broken curves of Fig. 10. Though these corrected type I curves are now mutually parallel, they are no more straight than the type II curves. We shall come back to this problem in the first paragraph of Sec. V A.


FIG. 9. The result of fitting the $W_{1}^{d}$ curves of Fig. 8 to the six data points of the type I intervals (cf. Fig. 5) of the 650 and $675^{\circ} \mathrm{C}$ curves of Fig. 4. Fitting is obtained for $s=25$ and for the values of $\tau_{d}(T)$ given in Table I. In this figure the experimental values for the six points have been increased with the pertinent $t_{\text {SPE }}(t)$ values of Table I and were normalized subsequently to the corresponding $\tau_{d}(T)$ values.


FIG. 10. Identical with Fig. 6, except that the type I (three upper) curves have been corrected by increasing their $t$ values with the corresponding $t_{\text {Spe }}$ values of Table I.

## B. Type II intervals

The observed incubation time of the type II contributions in Fig. 4 [cf. $W_{\mathrm{II}}(t)$ in Fig. 5] points to a type (2) process of continuous generation of nuclei. By trying to fit accordingly the $W_{2}^{i}(t)$ curve of Fig. 7 to our data we meet with the following problem.

In the region where the type (2) process starts to yield a significant contribution to $W$, or even where it dominates, the contribution of process (1) remains still nonnegligible. Therefore, for the present fitting procedure one would like to firstly correct the data for contributions of the type (1) process. This is, however, unfeasible. The reason is the non-linearity of the complete integrodifferential equation for parallel processes of the types(1) and (2). Strictly speaking, the solution of this complete equation should be fitted to all the data, but we shall follow a simplifying approach here.

For linear parallel processes characterized by individual precipitation functions $W_{\alpha}(t)$ and $W_{B}(t)$, the $W_{\alpha+\beta}(t)$ of the combined effect would be given by

$$
\begin{equation*}
W_{\alpha+\beta}(t)=W_{\sigma}(t)+W_{\beta}(t)-W_{\alpha}(t) W_{\beta}(t) \tag{27}
\end{equation*}
$$

[Note that for $t \rightarrow \infty$ this gives the due result $W_{\alpha+\beta}(t) \rightarrow 1$ if $W_{\alpha}(t) \rightarrow 1$ and/or $W_{B}(t) \rightarrow 1$.] Equation (27) can be derived perspicuously by considering the electric analog of a charge condenser that is discharged through two parallelconnected resistors. The analog consists in that the time dependence of the charge fraction that is still present on the condenser is identical to that of the non-precipitated fraction $1-W_{\alpha+\beta}(t)$.

In spite of the nonlinearity of the present problem, yet we shall make use of Eq. (27); the resulting errors are difficult to estimate. The data points in the type II intervals in Fig. 4 corrected according to Eq. (27) are given by

$$
\begin{equation*}
W_{\mathrm{II}}(t)=\left[W_{\mathrm{I}+\mathrm{TI}}(t)-W_{\mathrm{I}}(t)\right] /\left[1-W_{\mathrm{I}}(t)\right] \tag{28}
\end{equation*}
$$



FIG. 11. The result of fitting the $W_{2}$ curve of Fig. 7 to the processed data of the type II intervals of Fig. 4 (cf. Fig. 5). The processing consisted in applying Eq. (28) for finding $W_{\mathrm{II}}(t)$ from the neasured $W_{1+\mathrm{II}}(t)$.
where $W_{\mathrm{I}+\mathrm{II}}(t)$ represents the measured values, and the $W_{\mathrm{I}}(t)$ were calculated from Eq. (18) using the parameter values found in Sec. IV A. The resulting points are shown in Fig. 11. Possible reasons for the saturation occurring already at $W_{\mathrm{II}}(t)<1$ will be discussed in Sec. V C. For the fitting in Fig. 11 we have used the $W_{2}^{i}(t)$ curve of Fig. 7 with the ordinate values reduced in such a way that the resulting horizontal asymptote for $t \rightarrow \infty$ fits reasonably to the experimental point(s) with the highest $W_{\text {Il }}$ value(s) for the sample considered. [The reason for disregarding the points with the highest $t$ values for 700 and $725^{\circ} \mathrm{C}$ follows from item (ii) of Sec. V C.] The highest point for $650{ }^{\circ} \mathrm{C}$ is probably an aberration, as was already obvious from Fig. 3.

In contrast with the fitting of the type I curves, in the present case only a single parameter had to be adjusted for each sample, viz $\tau_{n 2}$. The values of $\tau_{n 2}$ as found from the fitting shift along the logarithmic horizontal axis in Fig. 11 are given in Table I. The high values of $\tau_{n 2}$ justify our omitting a correction of the type II curves with $t_{\text {SPE }}$ values in an analogous way as performed for the type I curves. Figure 12(a) shows the $1 / \tau_{n 2}$ values in an Arrhenius plot.

## V. DISCUSSION

In this section we discuss the final results for the type (1) and type (2) precipitation processes as summarized in the Arrhenius plots of Fig. 12. Further, possible reasons are given why the precipitation already stops at $W$ values significantly below unity.

## A. Vacancy-percolation diffusion

Figure 12(b) presents an Arrhenius plot of the diffusion coefficients calculated from the $\tau_{d}$ values of Table I (solid squares). The plotted values are those of $D_{\mathrm{in}}$, which follow from the $\tau_{d}$ values by using Eq. (16) with $s=25$. The nonmonotonous course of these points, which is analogous to that of the three upper curves in Fig. 10, is unlikely to represent a real feature. In view of this and of the rather small accuracy of these corrected points, we make


FIG. 12. Arrhenius plots for (a) the $1 / \tau_{n 2}$ values obtained from the fitting procedure shown in Fig. 11 and (b) the five $D_{\text {in }}$ values calculated with the aid of Eq. (16) from the values of $s$ and of the $\tau_{d}$ 's obtained from the fitting procedure of Sec. IV A; the dot-and-dash line represents the rough average through these data given by Eq. (29). Also shown are: $\cdots$-the self-diffusion coefficient $D^{\text {self }}$ in Sb , given by Eq. (30), - - $D^{\text {Fair }}$ given by Eq. (31), extrapolated to lower temperatures and to our initial $C_{\mathrm{in}}=2.4 \times 10^{21} \mathrm{~cm}^{-3}$ to allow comparison with our $D_{\mathrm{in}}$ values. Note the vertical shifts to firstly be performed on the top and bottom lines before the values of $D^{\text {eiff }}$ and $D_{\mathrm{in}}^{\text {Fitr }}$ can be read from the given ordinate scale.
the rough approximation of representing them by the dot-and-dash straight-line average shown. This line is given by [cf. Eq. (17)]
$D_{\mathrm{in}}=D_{\mathrm{in} A} \exp \left(-E_{\mathrm{dif}} / k T\right) \quad\left[=D_{0.4} C_{\mathrm{in}}^{s} \exp \left(-E_{\mathrm{diff}} / k T\right)\right]$
with
$D_{\mathrm{inA}}=0.01 \mathrm{~cm}^{2} / \mathrm{s}$ and $E_{\text {diff }}=1.7 \mathrm{eV}$;
obviously, these values of $D_{\mathrm{inA}}$ and $E_{\mathrm{dif}}$ are very inaccurate. Yet it is interesting to compare this line ${ }^{52}$ with the top and bottom straight lines in the same figure. The solid righthand part of the top line represents the self-diffusion coefficient in solid, polycrystalline antimony. ${ }^{53,54}$ The dotted part of the same line is an extrapolation to temperatures above the melting point of antimony ( $630.5^{\circ} \mathrm{C}$ ) and thus has no direct physical meaning. The equation for the line is given by ${ }^{53,54}$

$$
D^{\text {self }}=D_{A}^{\text {self }} \exp \left(-E_{\text {diff }}^{\text {self }} / k T\right)
$$

with

$$
\begin{equation*}
D_{A}^{\mathrm{self}}=1.05 \mathrm{~cm}^{2} / \mathrm{s} \text { and } E_{\mathrm{diff}}^{\text {self }}=1.73 \mathrm{eV} \tag{30}
\end{equation*}
$$

The bottom line in Fig. 12(b) was calculated from the following formula of Fair et al. ${ }^{3,55}$ for the diffusion of Sb in Si:

$$
D^{\mathrm{Fair}}=D_{0 A}^{\mathrm{Fair}} C^{2} \exp \left(-E_{\mathrm{diff}}^{\mathrm{Fair}} / k T\right)
$$

with

$$
\begin{equation*}
D_{0 A}^{\mathrm{Fair}}=1.37 \times 10^{-41} \mathrm{~cm}^{8} / \mathrm{s} \text { and } E_{\mathrm{diff}}^{\mathrm{Fair}}=3.39 \mathrm{eV} \tag{31}
\end{equation*}
$$

Actually our use of this equation implies an extrapolation beyond its range of validity: the equation describes the experimental diffusion data considered in Ref. 33 for $T$ between 1000 and $1200^{\circ} \mathrm{C}$, and for $C$ near $2 \times 10^{20} \mathrm{~cm}^{-3}$. For calculating the $D_{\text {in }}^{\text {Fair }}$ line in Fig. 12 (b) we substituted our value

$$
C_{\mathrm{in}}=h C_{\mathrm{in}} / h \approx 3.1 \times 10^{14} / 1.3 \times 10^{-7}=2.4 \times 10^{21} \mathrm{~cm}^{-3}
$$

for $C$ in Eq. (31), which gives a preexponential factor $D_{0.4}^{\text {Fair }} C^{2} \approx 80 \mathrm{~cm}^{2} / \mathrm{s}$. Note that in the interval considered here our values of $D_{\mathrm{in}}$ lie on the average roughly 5 decades above those of $D_{\mathrm{in}}^{\mathrm{Fair}}$ and only 2 decades below those of $D^{\text {self }}$.

An appropriate model for explaining our high $D_{\text {in }}$ values may be based on the concept of vacancy-percolation diffusion, ${ }^{32,35-39}$ the essentials of which were already summarized in Sec. I. However, we have some objections against the approach in Ref. 32 (which in its turn follows Refs. 35-38). Firstly, without due justification an effective diffusion coefficient $D_{\text {eff }}$ for 3D diffusion has been introduced according to

$$
\begin{equation*}
D_{\mathrm{eff}}=P_{\infty} D_{\mathrm{perc}}+\left(1-P_{\infty}\right) D_{\mathrm{norm}} \tag{32}
\end{equation*}
$$

Here $P_{\infty}$ is the probability that a given Sb atom belongs to the "infinite" percolation cluster of high-diffusivity material (viz., silicon possessing fifth-neighbor Sb atoms; cf. Sec. I); $D_{\text {perc }}$ and $D_{\text {norm }}$ are the-concentration-dependent-diffusion coefficients of Sb in that cluster and in normal, lower-doped silicon, respectively. Equation (32) suggests a simple parallel connection of the infinite cluster of high-diffusivity material and an infinite cluster of normal material, without taking due account of the finite clusters of both materials, which are also present. Secondly, for describing the increase of $P_{\infty}$ for an increase of $C$ from the percolation-threshold concentration $C_{\text {perc }}$ to $3 C_{\text {pere }}$, a so-called critical exponent was used which in actual fact is applicable only up till $C \approx 1.1 C_{\text {perc. }}{ }^{56,57}$

A better approach to framing an expression for $D_{\text {eff }}$, starting from the same idea of a random mixture of highdiffusivity and normal materials, might proceed as follows. Let us start from the simplified, hypothetical case that the above-mentioned $D_{\text {pere }}$ and $D_{\text {norm }}$ are concentration independent. More specifically, we take $D_{\text {norm }}=0$, so that diffusion takes place by way of the percolation network of high-diffusivity material exclusively. The simplified percolation problem thus defined is exactly the familiar problem of "the ant in the labyrinth," the diffusion of a particle in


FIG. 13. (a) Theoretical curves for the percolation probability $P_{\infty}^{2 D}$ and the normalized diffusivity, $\overline{D_{\text {2it }}^{2}}$, for a disordered network on a 2D square lattice vs the site-occupation probability $p$; after Refs. 58 and 59 ( $\overline{D_{\text {ante }}^{21}}=1$ for $p=1$, i.e, for complete occupation). (b) - the fitting in Ref. 32 of the expression for $D_{\mathrm{eff}}$ from the vacancy-percolation diffusion theory [Eq. (32)] to the Sb diffusion data of Ref. 30, $-\ldots$ - the fitting in Ref. 30 to the same data, using the power law of Eq. (12) with $s=3.6$. [For converting abscissa values from $n / n_{i}$ to $C(\approx n)$ we took $n_{i}$ $\left(1050^{\circ} \mathrm{C}\right)=10^{69} \mathrm{~cm}^{-3}$.]
a disordered network (or the analogous problem of the conductivity of a random-resistor network). ${ }^{58,59}$ Fortunately, for 2D geometries this problem has already been solved. The diffusion coefficient for this case will be denoted here as $D_{\text {ant }}^{2 \mathrm{D}}$. Figure 13(a) shows a doublelogarithmic plot of $\overline{D_{\text {ant }}^{2 \mathrm{D}}}$, the normalized $D_{\text {ant }}^{2 \mathrm{D}}$ for a 2D square lattice, versus the fraction $p$ of the lattice sites that are "occupied," i.e., that provide diffusional (or conducting) pathways; see, e.g., Refs. 58 and 59 . Our suggestion is that the $D_{\text {eff }}$-C curve for Sb -diffusion in 2D $\delta$ layers might be obtained by properly modifying this $D_{\text {ant }}^{2 D}-p$ curve. To express $D_{\text {eff }}$ as a modified $D_{\text {ant }}^{2 \mathrm{D}}$ one has to try to bring into account the realistic, concentration-dependent $D_{\text {perc }}$ and $D_{\text {norm }}$ of Refs. 31 and 38 . Furthermore, in a first approximation direct proportionality between $C$ and $p$ may be assumed. (An additional problem will be how to account for the effect of closer-than-fifth Sb neighbors.)

In the light of the last paragraph the inadequacy of the criticized 3D equation (32) can be presented now more perspicuously. For our simple case of constant $D_{\text {perc }}$ and $D_{\text {norm }}=0$ this equation yields $D_{\text {eff }} \propto P_{\infty}$ rather than $D_{\text {eff }}$ $=D_{\text {ant }}$, as would be correct. Though the exact shape of $D_{\text {ant }}^{\text {3D }}$ vs $p$ appears not to be known in the literature, it is plausible that it differs considerably from that of $P_{\infty}^{3 \mathrm{D}}$ vs $p$. This can be inferred from the great difference in the 2D case, where both curves are known; see Fig. 13(a).

More arguments for our objections can be extracted from Ref. 32, where the application of Eq. (32) to 3D Sb diffusion produced the solid $D_{\text {eff }}-C$ fitting curve of Fig. 13 (b). As might already be conjectured from the last paragraph, this curve exhibits the same feature of concavity as the $P_{\infty}^{2 \mathrm{D}}-p$ curve of Fig. 13(a). Before publishing this concave fitting curve the same authors reported ${ }^{30,31,34}$ that a
purely phenomenological fit to the same experimental data was obtained with a straight line given by Eq. (12) with $s=3.6$; see the broken line in Fig. 13(b). Our present considerations and the near-straightness of the $\bar{D}_{\text {ant }}^{2 D}-p$ curve of Fig. 13(a) appear to argue in favor of the original straight-line fit, against the concave one. This is further supported by the experimental results of the present work. Extrapolation of our Eq. (29) to the temperature of $1050^{\circ} \mathrm{C}$ of Fig. 13 (b) yields $D_{\text {in }}=3.6 \times 10^{-9} \mathrm{~cm}^{2} / \mathrm{s}$, corresponding to $C_{\text {in }} \approx 2.4 \times 10^{21} \mathrm{~cm}^{-3}$. This associated pair of values lies rather close to the extrapolation of the straight line in Fig. 13(b) and very far above any reasonable extrapolation of the curved line.

On closer inspection the above value of $C_{\text {in }}$, found by making use of $h=1.3 \mathrm{~nm}$, turns out not to be correct. When the Sb diffusion takes place via charged vacancies, $D$ depends on the local electron concentration, since this concentration codetermines the local charged-vacancy concentration through a so-called quasi-chemical equilibrium condition. ${ }^{33,60,61}$ The electrons, though they are confined in a two-dimensional quantum well with a thickness of the order of some $n \mathrm{~m},{ }^{1,4,8,11,12,15}$ are still significantly extending beyond the Sb -layer with thickness $h$. The ensuing broadening of the layer with high diffusivity will bring about some fast initial perpendicular Sb diffusion, until the sloping Sb profile nearly coincides with that of the electrons. Formally this initial outdiffusion of the $\delta$ layer can roughly be accounted for by using a lower value of $C_{\text {in }}$. This implies that our data point at the end of the preceding paragraph shifts to the left, so that it will lie even considerably above the extrapolated straight line. Thus for increasing $C$ the slope even increases, which is consistent with our finding of $s \approx 25$ at $C=C_{\text {in }}$. Finally, a lower value of $C_{\text {in }}$ will also entail a lowering of the $D_{\text {in }}^{\text {Fair }}$ line in Fig. 12(b).

In spite of all uncertainties, in our view the concept of vacancy-percolation diffusion still provides the best available basis for developing a quantitative theory for the diffusion of a number of impurities in $\delta$ layers.

## B. The type (2) nucleation and growth

Examination of the $\ln \left(1 / \tau_{n 2}\right)$ vs $1 / T$ curve of Fig. 12(a) raises the question about the origin of the variation of its slope with as much as a factor of 6 . Let us start by inspecting the expression for $\tau_{n 2}$ of Eq. (26), where $I_{0}$ is given by Eq. (20). In the latter equation, neglecting elasticenergy contributions, $\Delta G_{c}$ is given by ${ }^{45} \Delta G_{c}=(4 \pi / 3) R_{c}^{2} \sigma$, where $\sigma$ is the surface free energy per unit of area and where the radius $R_{c}$ of the critical nucleus is given by ${ }^{45}$ $R_{c}=2 \sigma v / k T \ln \left(C / C_{s}\right)$. Thus we find for $\Delta G_{c} / k T$ :

$$
\begin{equation*}
\frac{\Delta G_{c}}{k T}=\frac{16 \pi}{3}\left(\frac{\sigma}{k T}\right)^{3}\left(\frac{v}{\ln \left(C / C_{s}\right)}\right)^{2} \tag{33}
\end{equation*}
$$

In this equation we substitute $C \approx C_{\text {in }}=2.4 \times 10^{21} \mathrm{~cm}^{-3}$. Further we take $T=725^{\circ} \mathrm{C}$; extrapolation of an expression in Ref. 28 to this value of $T$ gives $C_{s}=5.6 \times 10^{18} \mathrm{~cm}^{-3}$. Finally, $\sigma$ is generally ${ }^{45}$ of the order of $100 \mathrm{erg} \mathrm{cm}^{-2}$ (cf. Ref. 29). With all this we find $\Delta G_{k} k T=0.16$. When substituting accordingly $\exp \left(-\Delta G_{c} / k T\right) \approx 1$ in Eq. (20), one


FIG. 14. A possible explatation for the curvature of the $1 / \tau_{n 2}$ vs $1 / T$ curve of Fig. 12(a). Different values of $E_{\text {surf }}$ for Sb atom incorporation into solid and liquid Sb-precipitates will produce different slopes of the low- and high-temperature asymptotes.
obtains the following expression for $I_{0}$, which may well be in error with a good few orders of magnitude:

$$
\begin{equation*}
I_{0} \approx I_{0 A} \exp \left(-\frac{\Delta g}{k T}\right)=I_{0 A} \exp \left(-\frac{E_{\text {surf }}}{k T}\right) \tag{34}
\end{equation*}
$$

We have also made use here of the identicalness of $\Delta g$ and $E_{\text {surf }}$, which follows from comparing the definition of $\Delta g$, given after Eq. (19), with that of $E_{\text {surf }}$, given implicitly in Eq. (4). By substitution of Eqs. (4) and (34) in (26), this equation can be rewritten finally as

$$
\begin{equation*}
1 / \tau_{n 2} \approx\left[(4 \pi / 3) v^{2} I_{0 A}\left(k_{A} C_{\mathrm{in}}\right)^{3}\right]^{1 / 4} \exp \left(-E_{\mathrm{surf}} / k T\right) \tag{35}
\end{equation*}
$$

Differentiation of this equation-leaving open the possibility that $E_{\text {surf }}$ depends on $T$-yields for the slope in question:

$$
\begin{equation*}
\mid \text { slope } \left\lvert\, \equiv-\frac{d \ln \left(1 / \tau_{n 2}\right)}{d(1 / T)} \approx \frac{1}{k}\left(E_{\mathrm{surf}}-T \frac{d E_{\mathrm{surf}}}{d T}\right)\right. \tag{36}
\end{equation*}
$$

Thus a variation of the slope may result from a variation of $E_{\text {surf }}$ with $T$.

Figure 14 shows a possible but quantitatively largely arbitrarily chosen "switch-over" continuation of the experimental curve, for which $E_{\text {surf }}$ decreases with increasing $T$ up to approximately $850^{\circ} \mathrm{C}$, after which it becomes constant again. We suggest ascribing the decrease of $E_{\text {surf }}$ with $T$ to the precipitates passing beyond the Sb melting point. The observed gradual rather than abrupt switch-over would indicate then a certain distribution of the rise of the melting point in the precipitates, which can be brought about by different degrees of pressure increase for the different sizes.

There is some additional support for the suggestion that the steep part of the slope corresponds indeed with a switch-over phenomenon (from Sb incorporation into solid precipitates to incorporation into liquid ones), rather than
with a single process. For the latter case the steep slope would yield 6.6 eV for $E_{\text {surf }}$, which seems implausibly high. More decisively, the corresponding value of the prefactor, roughly $10^{33} \mathrm{~s}^{-1}$ (as found from extrapolation to $1 / T=0$ in Fig. 14), is very many decades higher than expected from Eq. (35), which is seen as follows. The theory of absolute reaction rates ${ }^{49,62,63}$ shows that $k_{A} \approx a I_{0 A}$, where $a$ represents a lattice parameter and $I_{0 A}$ equals an atomic vibration energy ( $a \approx 3 \mathrm{~nm}$ and $I_{0.4} \approx 10^{13} \mathrm{~s}^{-1}$ ). Substitution in Eq. (35) yields for the prefactor, within a few orders of magnitude, a value of only $2 \times 10^{10} \mathrm{~s}^{-1}$. (This value corresponds within an order of magnitude to that found from the extrapolation of a straight line through the 650 and $675^{\circ} \mathrm{C}$ data points of Fig. 14, which gives roughly $10^{11}$ $\mathrm{s}^{-1}$. The slope of this line would yield $E_{\text {surf }} \approx 2.8 \mathrm{eV}$. However, this rough correspondence of prefactor values, which would throw doubt on the reliability of the $625^{\circ} \mathrm{C}$ point, may well be fortuitous.)

Summarizing this section: in principle the observed super-exponential increase of $1 / \tau_{n 2}$ with decreasing $1 / T$ can be explained by an increasing fraction of liquid precipitates with a much lower value of $E_{\text {surf }}$ than the solid ones.

## C. Incompleteness of precipitation

Since the ratio $C_{\mathrm{in}} / C_{s}$ equals at least 430 [see the values given below Eq. (33)], one might expect $W$ to finally approximate practically unity. However, $W$ appears to saturate (or occasionally to decrease again) already at $W=0.45-0.65$; see Fig. 3. Possible explanations for this are as follows:
(i) For sufficiently reduced $C$ values the very small perpendicular diffusion will not be completely dominated any more by the lateral diffusion. The perpendicular diffusion withdraws Sb atoms from the precipitation process. Moreover, the perpendicular diffusion will lower the value of $W$ at which the condition $C / C_{s} \gg 1$ in the $\delta$ layer will not be satisfied any more. According to Eq. (33), a still further decrease of $C$ entails then non-negligibility of $\Delta G_{0} / k T$. In its turn this causes a fast decrease of $I$ [cf. Eq. (19)], so that the generation of fresh type (2) nuclei will exhibit an almost abrupt stop.
(ii) Dissolution of the smaller type (2) precipitates might take place. The released Sb atoms may not be trapped-as in 3D Ostwald ripening-by the type (1) and the larger type (2) precipitates (cf. second paragraph of Sec. III B and Ref. 29), but diffuse away from the $\delta$ layer, as under (i). Such a process would also explain the occasionally observed final decrease of $W$.
(iii) The saturation value of the actual fraction precipitated, rather than being $0.45-0.65$, might be closer to 1.0 if the precipitates are partly coherent in the Si lattice and thus indetectable with RBS.

## VI. CONCLUSIONS

The study of $\delta$ layers in silicon turns out to be interesting not only for device applications, but also because it allows the basic investigation of diffusion and precipitation processes up till much higher impurity concentrations than
reachable by 3 D doping. For $\mathrm{Sb} \delta$ layers the interpretation of RBS minimum-yield data in terms of lateral diffusional transport followed by precipitation has provided here information on the underlying mechanisms. The characteristic features of these data for samples annealed at 625 $725^{\circ} \mathrm{C}$ can be explained by postulating two parallel mechanisms of precipitation.
(i) Fast, simultaneous generation of a limited number of nuclei, the growth of which reaches rapidly the diffusion-controlled regime. This produces the precipitates observed on TEM pictures. The nucleation already occurs during the SPE stage and takes place probably at a limited number of certain low-energetic sites in the $\delta$ plane ("heterogeneous nucleation"). The diffusion coefficient describing the Sb diffusion towards the precipitates is a very strongly increasing function of the Sb concentration. This 2D-diffusion behavior can probably be described quantitatively by adapting the 3D vacancy-percolation diffusion model of Refs. 32 and 35-39.
(ii) Slow, continuous generation of hypothetical nuclei with subsequent incorporation-controlled growth. The resulting precipitates (diameter $<1 \mathrm{~nm}$ ) are invisible on TEM pictures. The annealing time needed for producing a significant amount of precipitation entails here an incubation period and a sigmoid shape of the $W$ vs $t$ curve. The slow nucleation may take place at numerous random non-low-energetic sites in the $\delta$ plane, due to statistical density fluctuations of the Sb atoms ("homogeneous nucleation"). The observed strong acceleration of the precipitation rate with increasing temperature can be explained by an increasing fraction of liquid precipitates with a considerably lower activation energy for Sb incorporation than solid ones.

## ACKNOWLEDGMENTS

The authors thank C. W. T. Bulle-Lieuwma and D. W. E. Vandenhoudt for the TEM analysis and E. P. Naburgh for the RBS measurements.

## APPENDIX A: SOLUTION OF INTEGRAL EQUATIONS

For solving the integral equation (9) we use the method of successive approximations. Thus we construct a sequence of successive functions
$W_{1}^{(0)}\left(\mathscr{F}_{1}\right), W_{1}^{i(1)}\left(\mathscr{F}_{1}\right), W_{1}^{i(2)}\left(\mathscr{F}_{1}\right), \ldots, W_{1}^{i(n)}\left(\mathscr{T}_{1}\right), \ldots$
by means of the recursive relation
$W_{1}^{i(n+1)}\left(\mathscr{S}_{1}\right)=\left(\int_{0}^{F_{1}}\left[1-W_{1}^{i(n)}\left(t^{\prime}\right)\right] d t^{\prime}\right)^{3 / 2}$,
where we start with $W_{1}^{i(0)}\left(\mathscr{F}_{1}\right) \equiv 0$.
In applying Eq. (Al) for finding $W_{1}^{i(m)}$, the result of analytic integration is series expanded in powers of $\mathscr{F}_{1}^{3 / 2}$ and cut off after the $m$ th term. The result is that cvery repeated application of Eq. (A1) adds another higherorder term to the unchanged previous approximation. After four applications this yields


FIG. 15. The successive approximations $W_{1}^{(n)}\left(\wp_{1}\right)$ to the function $W_{1}^{i}\left(5_{1}\right)$ as calculated with the aid of Eq. (A1): (1)-(4) results of the first four analytical integrations with starting function $W_{1}^{i 0 ;}\left(\sigma_{1}\right) \equiv 0$; (5)-(6) results of the next two numerical integrations. The solid line represents the final curve.

$$
\begin{align*}
W_{1}^{i(4)}\left(\mathscr{T}_{1}\right)= & \mathscr{F}_{1}^{-3 / 2}\left(1-0.6000 \mathscr{T}_{1}^{-3 / 2}+0.2850 \mathscr{T}_{1}^{-6 / 2}\right. \\
& \left.-0.1227 \mathscr{T}_{1}^{-9 / 2}\right) \tag{A2}
\end{align*}
$$

The successive results for $n=1-4$ are plotted in Fig. 15. We continue the sequence of approximations using numerical integrations in applying Eq. (A1). This is also done four times, giving the curves for $n=5-8$. In Fig. 15 only the curves for $n=5$ and 6 are shown, since those for $n=7$ and 8 turn out to practically coincide-over the range calculated, i.e., up to $\mathscr{F}_{1} \approx 1.5$-with the final curve represented by the solid line. This final curve was found as follows.

It turned out that in the interval $1.0<.5_{1}<1.5$ the curve for $n=8$ can be described very accurately by the heuristic function

$$
W_{1}^{i}=1-\kappa \exp (-\lambda t)
$$

with

$$
\begin{equation*}
\kappa \equiv 1.5312 \quad \text { and } \quad \lambda=1.3321 . \tag{A3}
\end{equation*}
$$

Two further applications on Eq. (A1) lead to virtually identical reproductions of this "final" function up to as far as $\mathscr{F}_{1}=3.0$.

An analogous approach was followed in solving the double-integral equation (24). For $W_{2}^{i}$ we only show the final result, again in Fig. 7.

## APPENDIX B: DIFFUSION-CONTROLLED GROWTH

In case of incorporation-controlled growth of the type (1) process the diffusion coefficient is large enough to maintain the lateral Sb diffusion towards the spherical precipitates with only negligible concentration gradients. This quasi-homogeneity of the concentration in the $\delta$ plane (outside the precipitates) entails linear additivity of the individual $\mathbf{S b}$ incorporation rates into the-in this case identical-spheres. Consequently, the total precipitation
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FIG. 16. A simple square periodic lattice of spherical precipitates, divided into square cells; after Ham. ${ }^{\text {of }}$
rate per unit of area can be found from the rate for a single sphere, viz. by multiplying with the sphere density $n$; cf. Eqs. (7) and (8). Obviously the exact spatial distribution of the spheres over the $\delta$ plane is irrelevant here.

On the other hand, for diffusion-controlled growth the concentration gradients are essentially non-negligible. The concentration profile depends on the density distribution of the spheres over the plane, which impedes an exact solution. The case of $s=0$ in Eq. (12) for $D$ has been treated by Ham, ${ }^{64}$ both for 2D and 3D geometries, by introducing the approximation of a regular spatial array of spheres, which enables the application of eigenfunction methods. For $s \neq 0$, however, the regular-array approximation generally is of no great use, since eigenfunction methods do not exist then. ${ }^{65}$ Now it is a fortunate circumstance that, in spite of lack of eigenfunction methods, the regular-array approximation becomes useful again for our very high values of $s$ ( $s \approx 25$; see Sec. IV A). This can be shown as follows.

Let us consider a simple square periodic lattice of spheres. This lattice is divided into equivalent symmetrical square cells centered around each particle; see Fig. 16. We shall start by trying to find a sufficiently accurate solution for a single cell in this lattice. For this purpose we adopt another of Ham's approximations, ${ }^{64}$ viz. that of replacing the square cell by a circle of equivalent area, i.e., with a radius $r_{0}$ defined by

$$
\begin{equation*}
\pi r_{0}^{2} n=1 \tag{B1}
\end{equation*}
$$

As a consequence, the diffusional Sb supply to the ringshaped surface of the slice with thickness $h$ cut out from the sphere by the $\delta$ layer, possesses cylindrical symmetry. Therefore the continuity equation in the case of $D=D_{0} C^{s}$ reads

$$
\begin{equation*}
\frac{\partial C}{\partial t}=\frac{1}{r} \frac{\partial}{\partial r}\left(D_{0} C^{s} r \frac{\partial C}{\partial r}\right) . \tag{B2}
\end{equation*}
$$

We shall follow here the usual steady-state approximation, ${ }^{45,47,64,66}$ through which Eq. (B2) simplifies to the ordinary differential equation

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(D_{0} C^{s} r \frac{d C}{d r}\right)=0 \tag{B3}
\end{equation*}
$$

Since the solid solubility of Sb in Si for $T<725^{\circ} \mathrm{C}$ is less than $2 \times 10^{-3} C_{\text {in }}$ [see under Eq. (33)], it is allowed to set $C=0$ for the boundary condition at the slice surface:

$$
\begin{equation*}
C=0 \quad \text { for } r=R . \tag{B4}
\end{equation*}
$$

With this, the solution of Eq. (B3) becomes

$$
\begin{equation*}
C(r)=G\left[\frac{s+1}{D_{0}} \ln \left(\frac{r}{R}\right)\right]^{1 /(s+1)} \tag{B5}
\end{equation*}
$$

Strictly speaking, the constant $G$ has to be determined from the other boundary condition, at the outer cell boundary:

$$
\begin{equation*}
\frac{d C}{d r}=0 \quad \text { for } \quad r=r_{0} \tag{B6}
\end{equation*}
$$

Differentiation of Eq. (B5) yields for the derivative

$$
\begin{equation*}
\frac{d C}{d r}=\frac{G^{s+1}}{D_{0} C^{s} r} \tag{B7}
\end{equation*}
$$

Application of Eq. (B6) thus yields the trivial solution $G=0$. This problem can be circumvented by the following alternative approach, in which the constant $G$ is maintained provisionally.

The growth of the sphere radius $R$ with $t$ follows from the analogue of Eq. (5):

$$
\begin{equation*}
\frac{1}{v} \frac{d V}{d t}=\frac{1}{v} \frac{d}{d t}\left(\frac{4 \pi R^{3}}{3}\right)=2 \pi r h D_{0} C^{s} \frac{d C}{d r} \tag{B8}
\end{equation*}
$$

The right-hand side of this equation represents the diffusional Sb -atom flux to the sphere, which is independent of $r$ in the steady-state approximation. Substitution of Eq. (B7) in (B8) and subsequent elimination of $G$ with the aid of Eq. (B5) yields

$$
\begin{equation*}
R^{2} d R=\frac{v h D_{0} C^{s+1}(r, t)}{2(s+1) \ln (r / R)} d t \tag{B9}
\end{equation*}
$$

In accordance with the principle of steady-state approximating we have reintroduced here the dependence of $C$ on $t$. Due to the above-mentioned $r$ independence of the flux, Eq. (B9) is valid for all $r$ between $R$ and $r_{0}$. We make the choice $r=r_{0}$ and shall calculate the value of $C^{s+1}\left(r_{0}, t\right) /$ $\ln \left(r_{0} / R\right)$ figuring at the right-hand side of Eq. (B9)

To the above end we shall show first that the shape of the function $C(r)$ given by Eq. (B5) with nonzero $G$ represents a close approximation to the exact concentration profile. The function of Eq. (B5) is presented in Fig. 17 in a normalized plot of $C(r) / C\left(r_{0}\right)$ vs $r / R$. For the parameter values in this figure we have chosen $s=0,2$, and 25 , and $r_{0} / R=10$ and 20 . In the course of our annealing experiments the ratio $r_{0} / R$ approaches the final rough value of 10 from the side of higher values. Though for $s=25$ and $r_{0} / R=10$ the derivative $d C / d r$ at $r=r_{0}$ does not exactly satisfy Eq . (B6), Fig. 17 shows that the relevant, relative value of the derivative is very small. Thus Eq. (B5) with


FIG. 17. Diffusion-controlled growth of the precipitates: normalized plot of the Sb concentration vs the distance to the center of the precipitate when only a single precipitate is present, as given by Eq. (B5). $R$ represents the radius of the sphere. $C(r)$ has been normalized to its value $C\left(r_{0}\right)$ on the circular boundary defined by Eq. (B1). The parameter values chosen are $s=0,2$, and 25 , and $r_{0} / R=10$ and 20.
$s=25$ represents indeed a good approximation to the exact concentration profile with zero derivative at $r=r_{0}$.

Next, from the curve for $s=25$ and $r_{0} / R=10$ of Fig. 17 it can be calculated that $C\left(r_{0}, t\right)$ is only slightly larger than the areal-averaged concentration $\vec{C}(t)$ : their relative difference amounts to only $2 \%$. Thus, after substituting $r=r_{0}$ into Eq. (B9), and making subsequent use of $C\left(r_{0}, t\right)$ $\approx \bar{C}(t)$ and of Eq. (BI) we obtain

$$
\begin{equation*}
\ln (\sqrt{\pi n} R) R^{2} d R \approx-\frac{v h D_{0} \bar{C}^{s+1}(t)}{2(s+1)} d t \tag{B10}
\end{equation*}
$$

Finally, this equation can be transformed into the differential equation (14) for the precipitated fraction $W_{1}^{d}$ by substituting $R$ from $W=4 \pi R^{3} n / 3 v h C_{\mathrm{in}}$, and $\bar{C}=C_{\mathrm{in}}$ (1 $\left.-W_{1}^{{ }^{d}}\right)$.
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