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Summary

UltrasoundMarkers for Cancer

Each year, about 14 million new cancer cases occur worldwide and over 8 mil-

lion people die from it. Diagnostic imaging plays a critical role in cancer care, being a

fundamental asset for timely cancer diagnosis, disease staging and management as

well as for treatment choice, planning, guidance, and follow up. Despite this, imaging

technologies that play a central role in this process, i.e. magnetic resonance imaging

(MRI) and X-ray computed tomography (CT), have major drawbacks; MRI remains

a highly expensive modality, and CT induces ionizing radiation. Moreover, in most

cases their limited accuracy poses the need for invasive veri�cation with biopsies.

Ultrasound (US) imaging has the potential to shine as a non-ionizing and cost-e�ective

technique that can limit the diagnostic burden on the healthcare system and the patient

via an e�ective and accurate imaging protocol. In this dissertation, we aim to advance

and extend ultrasound imaging to a level which will ultimately permit accurate cancer

diagnosis based on ultrasound alone. To this end, we focus on imaging both vascular

and tissue markers that are characteristic for cancer.

At the vascular level the impact of cancer is striking. Cancer vasculature is chaotic,

characterized by increased microvascular density and tortuosity, as well as by the pres-

ence of irregular branching and arteriovenous shunts. �e process that governs these

vascular alterations is angiogenesis, a biomarker that is strongly associated to lethal

cancer phenotypes. In the �rst part of this thesis, we therefore propose several novel

methods based on contrast-enhanced ultrasound (CEUS) that characterize the vas-

culature, ranging from macroscopic features to microscopic features. CEUS enables

these particular analyses by imaging intravenously administered microbubbles (sized

similarly to red blood cells) �owing through the (micro)vasculature like red blood

cells. On a macroscopic scale, we developed multiple signal processing systems that

adequately assess microbubble dispersion, microbubble �ow �elds and �ow heterogene-

ity. Clinically, all these markers proved to have diagnostic value for prostate cancer

localization. At a smaller scale, we aim at evaluating features of the vascular net di-

rectly. We �rst introduce contrast-enhanced ultrasound tractography, setting a basis for

characterization of microbubble trajectories. We proved that the proposed approach

can directly be applied to clinically acquired 4D-CEUS datasets. Comparison with

histopathology a�er prostate resection revealed higher densities and more tortuous

geometries in malignant areas. Finally, at an even smaller scale, we adopted sparse

reconstruction techniques to generate super-resolution ultrasound images of the vas-

culature using clinical CEUS, revealing features that were previously hidden by the

di�raction limit. �ese developments open up additional opportunities for vascular

characterization.

�e above described methods rely on accurate detection and quanti�cation of mi-

crobubbles. Yet, commercial CEUS imaging modes are not completely speci�c to

microbubbles, leading to several artefacts. In this context, we investigated the use of a

microbubble-speci�c marker for CEUS, a cumulative phase-shi� between the second

harmonic and fundamental of the ultrasound wave. A proof of concept aimed at quan-

ti�cation of microbubbles in a tomographic fashion showed the potential of this new

technique.



Along with these vascular features, cancer tissue exhibits a speci�c set of charac-

teristics. First of all, cancers are sti� compared to benign tissue. Physicians assess

nodular �rmness by palpation, a subjective technique with a long history in medicine.

A fully quantitative measure of lesion sti�ness can be obtained by shear wave elasticity

imaging (SWEI), a method that uses a high-intensity acoustical “push” pulse to produce

laterally propagating shear waves whose velocity can be estimated to obtain the shear

modulus. However, not only elasticity, but also viscosity plays an important role in the

propagation process of shear waves. In fact, viscosity is in itself a parameter of diag-

nostic value for detection and characterization of malignant lesions. In this thesis we

therefore propose a new method that enables imaging of viscosity from SWEI by local

model-based system identi�cation. Our in-vitro studies indicated how this approach

was for the �rst time able to provide high resolution viscosity maps, opening up the

way for imaging this marker in the context of cancer diagnostics.

Besides viscoelastic remodelling, cancer tissue is dense with reduced �uid, as con-

�rmed by di�usion-weighted MRI. �e established link between �uid content and US

nonlinear behaviour hence motivates towards the estimation of a marker that is able to

quantify the nonlinear nature of ultrasound propagation. �e acoustical coe�cient of

nonlinearity is a suitable marker, and we set the theoretical basis for a new method to

image this parameter.

Although it is reasonable to belief that the new diagnostic options provided by this

work will allow clinicians to harvest a broad and useful spectrum of information, the

possibilities may be overwhelming. �erefore, incorporating the full set of US tools

into a clearly de�ned multi-parametric protocol (mpUS) is of signi�cant importance

for clinical implementation of these techniques. Future work should therefore include

the development an mpUS solution that suits the clinical work�ow, and enables not

only the detection and localisation of malignancies, but also their grading.
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1
Background and Motivation

�is �rst chapter introduces the reader to current diagnostics in cancer, and highlights the
motivation for the research conducted in the thesis.
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1.1 The global burden of cancer

E
ach year, about 14 million new cancer cases occur worldwide and over 8 million

people die from it. �e increasing life expectancy causes the number of new cancer

cases to rise moreover: if rates do not change, the global cancer burden is expected

to increase to 21.7 million cases and 13 million deaths by 2030.1 Breast cancer is the

most common cancer in women, accounting for about 25% of all cases worldwide.1 For

western men, prostate cancer has the highest incidence (23%).1

�e risk of being diagnosed with cancer increases substantially with age. In eco-

nomically developed countries, 58% of all newly diagnosed cancer cases occur at 65

years of age and older, compared with 40% in developing countries.1 �is variation is

predominantly caused by di�erences in age structure of the populations; developing

countries have a smaller number of elderly people. According to the World Health

Organization,2 the impact of cancer is even more severe in low- and middle-income

countries, where there is a lack of access to information about prevention, early detec-

tion, and treatment, as well as an inadequate medical and public health infrastructure.

As a result, cancers are o�en diagnosed at a late stage, and people su�er needlessly from

inadequate palliative care.

Along with the human toll of cancer, the �nancial cost is substantial. �is obviously

includes expenditures for treatment, as well as the cost of care and rehabilitation related

to the disease. But also indirect costs such as the loss of economic output due to

morbidity (missed work) and mortality (premature death) are sizeable. For example,

the estimated cost of lost productivity due to premature cancer mortality in Europe

in 2008 was €75 billion.3 �e exact total global cost of cancer is unknown, but it is

estimated to be in the hundreds of billions of euros per year. �is number is expected

to rise even further due to the increased amount of new cancer cases, as well as the

increasing cost of cancer therapies.4

Prostate cancer as a representative case

A striking, representative example in the western world is prostate cancer,

the type of cancerwith the highest incidence (27%) and secondmortality rate

(10%) in western men. Similar to breast cancer in women, one in seven men
is diagnosed with prostate cancer in his lifetime; however, di�erent from

breast cancer, no reliable diagnostic imaging is available. To date, the only

reliable diagnostics is based on multiple systematic biopsies. �is procedure

is invasive; a needle is inserted into the prostate for the collection of 12 or
more tissue samples, according to a prede�ned scheme. �erefore, patient

discomfort, costs, and risks of haemorrhages and infections are serious

drawbacks. Moreover, repeated biopsy procedures are o�en necessary due to

high false-negative rates of up to 41%,
5
while about 70% of biopsy procedures

are in retrospect unnecessary due to poor patient strati�cation. In theUnited

States alone, over 750,000 unnecessary biopsy procedures are performed

each year, with related extra cost of about $1.5 billion/year.
6

Timely and tailored treatment saves lives and is invaluable for reducing the burden

on our society. Yet, it is limited by the complexity, cost, and/or invasiveness of available

diagnostics today. A combination of complicated and expensive imaging modalities,

along with invasive biopsy procedures, is usually required for cancer diagnosis.
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1.2 Current cancer care

1.2a Diagnosis

Cancer diagnosis, including careful clinical and pathological assessments, is the �rst

step to cancer management. Once a diagnosis is con�rmed, the cancer must be staged

and graded to determine treatment options and prognosis, and to apply the appropriate

treatment protocols. A cancer’s stage is based on the size or extent of the primary tumour

and whether it has metastasised to nearby lymph nodes or other areas of the body. Early

detection remains a major challenge, as cancer is o�en asymptomatic in early stages of

the disease.7, 8 Suspicion is typically raised either by symptoms in advanced stages, or

anomalies in routine physical examinations and lab tests or screening programs.9

Patient strati�cation

based on PSA in prostate cancer

For prostate cancer, patient strati-
�cation is currently based on PSA

(prostate speci�c antigen) blood

testing and digital rectal examina-

tion by palpation. �e PSA is an

enzyme secreted by the prostate

gland. A�er the discovery that the

PSA concentration in the serum
of men with prostate cancer is of-
ten elevated, the PSA level has
been adopted on a large scale as

a marker for prostate cancer. Be-
sides the PSA level, additional di-
agnostic information can be ob-

tained by monitoring the evolu-

tion of the PSA level over time, e.g.

by the PSA velocity.

Yet, elevated PSA levels can also be
caused by other factors, such as be-

nign prostatic hyperplasia (BPH)

and infections (prostatitis). As
a consequence, the PSA test suf-
fers from a poor positive predic-
tive value (as low as 30% when us-
ing the commonly used threshold

of 4.0 ng/ml),
10
and prostate can-

cer diagnosis hence requires con-

�rmation by biopsy.

Physical examination and palpation Invasive

cancers are notoriously sti� compared to benign

tissue. Physicians assess nodular �rmness by

palpation, a technique with a long history in

medicine. Palpation is widely used, and is o�en

the �rst physical examination. Nevertheless, its

subjective nature inherently leads to large inter-

observer variability.11 Moreover, the physician

can only examine areas that are accessible and

palpable, such as super�cial breast nodules or the

posterior surface of the prostate.

Laboratory tests High or low levels of certain

substances in the body can be a sign of cancer.

Analysis of blood, urine, or other body �uids

in a laboratory can reveal these substances and

hence aid the diagnosis. Examples of blood tests

include assessment of speci�c immunoglobulin

(antibodies that help the body �ght infections)

levels for anomalies,12 or particular tumourmark-

ers such as Cancer Antigen 15-3 (breast cancer),

Alpha-Fetoprotein (liver cancer) and Prostate-

Speci�c Antigen (prostatic cancer). �e nature

of these tests makes them attractive candidates

for screening, or as a �rst diagnostic assessment

a�er physical examination. However, abnormal

lab results may be due to other reasons than can-

cer (poor speci�city) and the use of some tumour

marker tests remains controversial.

Imaging Diagnostic imaging plays a critical role in cancer care, being a fundamental

asset for timely cancer diagnosis, disease staging and management as well as for treat-

ment choice, planning, guidance, and follow up. A comprehensive overview of today’s

main cancer imaging techniques is given in Sec. 1.3.
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Biopsy Conclusive diagnosis is generally obtained using biopsy: the extraction and

examination of tissue samples. �e samples are microscopically graded to assess cancer

type and aggressiveness based on the histopathological degree of cell di�erentiation,

which can be quanti�ed by e.g. the Gleason score.13 Biopsies are typically taken from

suspicious regions, such as a sti� nodule in the breast or an odd mole on the skin.

Sometimes, a biopsy is guided using imaging. During this procedure, a needle is

manoeuvred to the location of interest with the help of an imaging technique. An

image-guided biopsy can be performed using a �ne needle, core, or vacuum-assisted

biopsy. Occasionally, surgery may be needed to collect a tissue sample.

Notably, prostate cancer is the only solid tumour that still enforces systematic biopsies

across the full gland based on a template. Transrectal ultrasound imaging is merely used

to guide the biopsy needle. Despite being the current golden standard, recommended by

the EuropeanAssociation of Urology guidelines,14 initial systematic biopsiesmiss nearly

a quarter of the clinically signi�cant cancers,15 requiring additional biopsy sessions in

case of suspicion.

1.2b Treatment

�e classic modalities of cancer treatment are surgery, radiotherapy, chemotherapy and

endocrine (hormone) therapy. �ese therapies are old but take a pivotal role in this

process, with their combined use accounting for most of cured cases.16 �erapies can

be local and systemic, where the former aims to prevent local recurrence of the cancer,

and the latter involves therapy for distant metastasised cancer cells.

Surgery Surgery is most e�ective when treating localized primary tumour and asso-

ciated regional lymphatics. Most procedures today are performed through modern

minimally-invasive laparoscopic or robotic-assisted interventions, which signi�cantly

reduce haemorrhaging and hospitalization time compared to traditional open surgery.

In prostate cancer, radical prostatectomy provides e�ective tumour control when cancer

is con�ned to the organ. For patients with cancer extending beyond the capsule (indi-

cated by positive surgical margins a�er prostatectomy17), the risk of local treatment

failure varies from 10 to 50%.18

A�er surgery, histopathological assessment of the resected specimens can be used to

decide on possible follow-up treatment, thereby considering aspects such as aggressive-

ness and positive surgical margins.

Drugs For almost a century, systemic therapy of cancer has been dominated by the use

of cytotoxic chemotherapeutics,16 known as chemotherapy. �ese drugs are designed

to destroy or inhibit rapidly dividing cells, thereby arresting cancer growth. �e dose

of the drug should be appropriately chosen to act e�ectively against cancer cells, while

limiting normal host cell death.19

Today many alternatives to these traditional drugs are becoming available, such

as immune therapy and targeted therapy. �e latter relies on the discovery of new

biomarkers, which can serve as targets. A clear success story among these new therapies

is the use of trastuzumab in HER2-positive breast cancer. �is humanized antibody
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e�ectively targets and acts against the extracellular domain of HER2,20 a growth factor

which has been shown to play an important role in the development and progression

of certain aggressive types of breast cancer. A special type of targeted treatment is

anti-angiogenic therapy. Rather than targeting tumour cells directly, these drugs are

designed to inhibit vascular growth factors (VEGF) that are over expressed in most

solid cancers, with the aim of disrupting the cancer’s microenvironment and arresting

the supply of oxygen and nutrients.21

Radiation therapy Approximately 50% of all new cancer cases will receive some

form (X-rays, electron beams or proton) of radiation therapy (RT) during the course of

their treatment.22 It is o�en used in combination with chemotherapy and/or surgery,

commonly in a post-operative fashion – although occasionally pre- or intra-operative

RT is adopted as well. For instance through immediate external irradiation a�er radical

prostatectomy in prostate cancer, whichwas shown to improve progression-free survival

and local tumour control in patients with positive surgical margins who are at high risk

of disease progression.23

Brachytherapy is a form of radiotherapy where a sealed radiation source is placed
inside or next to the area requiring treatment.24 Consequently, the irradiation a�ects

only a very localized area around the radiation sources, resulting in reduced exposure

(and hence less damage) to healthy tissue. Brachytherapy is commonly used as an

e�ective treatment for cervical, prostate, breast, and skin cancer, but can also be used

to treat tumours in many other body sites.

Focal treatment in prostate cancer?

One in three men already presents some sign of prostate cancer in his 50s,

but actually only a small fraction of these tumours is aggressive and requires

radical clinical intervention.

Despite this, the e�ective use of less invasive focal therapies is hampered by

the lack of imaging solutions that enable precise and reliable prostate cancer

localization. As a consequence, radical prostatectomy (surgical removal of

the entire prostate) is the most common treatment, with serious associated
risks for the patient to become impotent and incontinent. �erefore, not
only late diagnosis and mortality, but also overtreatment with related high

costs and impaired quality of life are large-scale problems associated with

state-of-the-art solutions.

Focal treatments Focal therapies are minimally invasive, organ sparing procedures

with numerous associated advantages such as reduced side-e�ects and hospitalization

time. Among these therapies, High-Intensity Focussed Ultrasound (HIFU) exploits
tightly focused ultrasound waves of high intensity (i.e. > 5W/cm2) to selectively ablate
cancerous tissue. Coagulation necrosis and cell disruption are the main mechanisms of

cell destruction in HIFU, occurring at temperatures above 56°C.25 In cryotherapy, tissue
destruction is achieved through freezing. A liquid or gaseous freezing agent (cryogen)

is delivered with cryoneedles, and used to reduce the local tissue temperature below

-40°C for at least threeminutes.25 During Interstitial Laser�erapy, image-guided quarts
�bres are used to deliver radiant laser energy to the target tissue, thereby heating it up

and causing coagulative necrosis. In Photodynamic �erapy (PDT), a photosensitizing
agent is administered, a�er which exposure to a speci�c wavelength of light initiates
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a chemical reaction that drives local production of a high-energy form of oxygen

(singlet oxygen). �e latter is very reactive towards tissue, and can rapidly lead to cell

death26 via direct cytotoxic e�ects, damage tot the vasculature and acute induction

of an in�ammatory reaction that can initiate anti-tumour immunity.27 Irreversible
electroporation (IRE) is a so� tissue ablation technique that uses ultra short and very
powerful electrical �elds to create permanent damage to the cell membrane in the form

nanopores. It is generally believed that cell death then occurs through apoptosis, rather

than necrosis as in other ablation techniques.28

1.3 Modern cancer imaging

As highlighted before, adequate cancer therapy and management relies on suitable

diagnostic means; �e extent and type of systemic treatment depends on whether

cancer has migrated from the primary tumour towards distant sites, such as other

organs and lymph nodes; �e use of focal therapies dictates knowing the exact location

of the tumour; Active surveillance instead of immediate treatment demands highly

reliable monitoring of disease progression. In this context, diagnostic imaging is a

fundamental asset for timely cancer diagnosis, disease staging and management as well

as for treatment choice, planning, guidance, and follow up.

Yet, imaging technologies that currently play a primordial role in this process, i.e.

magnetic resonance imaging (MRI), X-ray computed tomography (CT) and nuclear

imaging, have important drawbacks; MRI remains an expensive modality with limited

accessibility, CT and nuclear imaging induce ionizing radiation and speci�cally nuclear

imaging yields a low spatial resolution. Moreover, in most cases their limited reliability

and accuracy still poses the need for invasive veri�cation with biopsies. �is section

provides an overview of the most relevant cancer imaging techniques, today.

1.3a Nuclear imaging

Cancer cells require a large amount of glucose to have enough energy to grow. Positron

EmissionTomography (PET) and Single-Photon EmissionTomography (SPECT) utilize

radioactive molecules that are similar to glucose, such as C-choline or �uorodeoxyglu-

cose (F-FDG).29 A�er injection, these tracers accumulatewithinmalignant cells because

of their high rate of glucose metabolism and the emitted (ionizing) gamma radiation

can be imaged30 using gamma cameras. For prostate cancer, imaging of radioactively-

labelled Prostate-Speci�c Membrane Antigen (PSMA)31 – a protein that is expressed in

all types of prostate tissue, but increased in carcinoma – has recently been introduced.

�e limited spatial resolution and adverse e�ects of radioactive decay in PET and

SPECT hamper their use for early cancer imaging, making them more appropriate for

whole body staging of metastasis.32

1.3b X-ray and computed tomography

X-ray imaging has a long history. It found its way into medicine in 1896, only 3 months

a�er Röntgen’s �rst announcement. Its initial use was to reveal bone fractures. Since
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then, X-ray imaging advanced signi�cantly. Today, computed tomography – a comput-

erized reconstruction method that exploits X-ray illumination from multiple angles to

produce 2 or 3 dimensional images33 – has been adopted in applications ranging from

breast to kidney cancer imaging.

Mammography in breast cancer

�e golden standard for early de-

tection of breast cancer is X-ray

mammography; a fast and e�-

cient procedure that enables scan-
ning for dense masses and is in-

corporated into cancer screening

programs around the world.
34
A

mammogram provides the clini-

cian with a two-dimensional pro-
jection of tissue-induced X-ray at-

tenuation. Dense, highly attenuat-

ing structures such as tumours ap-

pear bright, whereas fatty tissues

appear dark.

Nevertheless, current mammogra-

phy has several drawbacks. First

of all, the procedure involves a
strong physical compression to

squeeze the breast between the
emitter and detector plates, and
is commonly found unpleasant.

Secondly, the illuminating radia-

tion is ionizing.
35
�irdly, mam-

mograms o�en yield insu�cient

speci�city to reliably designate

bright anomalies as malignant

or benign, especially when the

breast is generally denser. Ap-

proximately 25% of women have

dense breasts, and this condition
is more likely to occur in younger

women, who have a predomi-

nance of dense glandular tissue.
36

A positive mammogram there-

fore requires additional testing to

con�rm the presence of cancer
through e.g. an MRI or ultra-

sound exam, and invasive biopsy.

However, like the gamma radiation that orig-

inates from radioactive decay, X-radiation is ion-

izing. Whilst it should be noted that the clin-

ical gains of imaging are typically worth the

risk, X-rays are known for their ability to induce

DNA mutations. �ese could ultimately lead

to the development of cancer. Hence, there is

a strong trend towards X-ray solutions that use

increasingly reduced doses.37 Yet, there is no

compelling evidence to indicate a dose thresh-

old below which the risk of tumour induction is

zero.38

1.3c Magnetic resonance imaging

Magnetic resonance imaging (MRI) exploits the

relation between tissue composition and the re-

laxation behaviour of hydrogen protons therein.

A�er the application of an electromagnetic ra-

diofrequency pulse, various relaxation properties

can be investigated, of which the most straight-

forward ones are the longitudinal (T1) and trans-

verse (T2) relaxation times.39 It should be noted

that performing image-guided or targeted biopsy

with MRI is not trivial, as metals are incompati-

ble with the strong magnetic �eld of the scanner.

Hence, MRI imaging is o�en fused with ultra-

sound, either cognitively or through dedicated

registration algorithms.40

T1 andT2-weighted imaging �e local T1 and

T2 relaxation times are dominantly a�ected by

the size and motion of the molecules on which

the hydrogen nuclei reside. Small, rapidly ro-

tating molecules with poor spin-lattice energy

exchange,41 like free water, require more time to

recover the original magnetization vector, and

hence have relatively long T1 relaxation times. As

for T1, the T2 characteristics are strongly determined by molecular rotation speeds.

T2 relaxation is a consequence of the gradual de-phasing of transversal magnetization

resulting from variance in the precession frequencies. Abundance of water leads to

reduced de-phasing rates, and hence long T2 times. �ese properties make imaging

T1 and (in particular) T2 times in the context of cancer localization notably useful,
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as pathologies o�en manifests through an increase in water content (e.g. oedema,

infarction, infection), and cancer is no exception.

Di�usion-weighted imaging Di�usion-weighted imaging assesses the extent of

thermally-driven molecular water di�usion in tissue, which is highly in�uenced by its

cellular environment in-vivo; cellular packing, intracellular elements, membranes, and
macromolecules impede this process.42 �e high cellular density in most tumours is

thought to constrain water di�usion, thereby causing the apparent di�usion coe�cient

to be lower than in benign tissue.

Spectroscopy Magnetic resonance spectroscopy exploits the fact that protons in dif-

ferent molecules resonate at slightly di�erent frequencies.43 Distinct metabolites exhibit

characteristic chemical shi�s in resonance frequency, thereby allowing the characteriza-

tion of the metabolic changes associated with cancer through spectroscopy.44 Among

these, elevation of choline levels is associated with many malignant tumours, including

prostate cancer.45 �e spatial resolution of magnetic resonance spectroscopy is low

however (≈ 5 mm), impairing accurate tumour localisation.

Limited success of imaging in prostate cancer

MRI is believed to provide themost promising imagingmarkers for prostate

cancer. Nevertheless, its clinical value and role is still debated,
46, 47

and the
anticipated disruptive innovation that should steer the paradigm of prostate

cancer diagnosis away from blind systematic biopsies is unfortunately still

lacking.

From the perspective of the urologists, integrating MRI into their work-

�ow indeed poses various challenges. Most urologists are not trained to

interpret MRI scans; the technology to fuse MRI scans with real-time ultra-

sound is expensive and involves a learning curve, and the patient must still

be referred out for an MRI. “A portable ultrasound-based imaging device

that would accurately distinguish between a prostate cancer tumour and

healthy tissue would be a sort of Holy Grail for urologists”.
48

Dynamic contrast enhancement Dynamic contrast-enhanced (DCE)-MRI requires

the injection of an intravenous bolus of gadolinium contrast agent, followed by the

acquisition of a sequence of images while the contrast agent enters the vascular bed of

the organ of interest.49 Gadolinium ions are paramagnetic and interact with nearby

hydrogen nuclei to shorten the T1 relaxation time of water in the local tissue, thereby

increasing signal intensity on T1-weighted images. �e degree of enhancement re�ects

physiological factors, including tissue perfusion and capillary surface area, but also

capillary permeability. �e latter is typically high in leaky angiogenic tumour vessels.

Several DCE-MRI parameters can be extracted that aim at quantifying these cancer-

related changes in microvascular physiology.50

MultiparametricMRI Although all these sequences have diagnostic value, individual

MRI markers are on their own o�en not su�cient for reliable clinical diagnostics.

�is has led to the introduction of multi-parametric (mp)MRI, in which the rich but
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complex toolset provided by MRI is exploited by devising diagnostic protocols that

combine multiple MRI parameters.51, 52 Widespread introduction of mpMRI is however

hampered by the limited availability of equipment, high costs, and complex work�ow.

Moreover, the clinical value of mpMRI is not established yet.46, 47

1.3d Ultrasound imaging

In ultrasound (US) imaging, high-frequency acoustic pulses are transmitted into tissue

by a transducer, a�er which their pulse-echoes originating from inhomogeneities in

the medium (e.g. tissue interfaces) are used to derive various properties such as echo

intensity. US has the remarkable potential to shine as a non-ionizing and cost-e�ective

technique that can limit the diagnostic burden on the healthcare system and the patient

via an e�ective and accurate imaging protocol. Below are some of the most important

US modalities.

B(rightness)-mode Standard B-mode (or greyscale) imaging visualizes the beam-

formed envelopes of the echoes to form an image in which the pixel values represent

the echo intensities at that position in the �eld of view. As these echoes are particularly

strong at the discontinuities in acoustic properties (impedance) of themedium, B-mode

US gives insight into anatomical structure, and can indicate anomalies such as cysts or

solid masses. B-mode breast US was shown to provide a more accurate diagnosis for

pathologies than X-ray mammography in young subjects with dense breasts.53

Doppler Doppler sonography allows functional blood �ow imaging by detecting

the US Doppler shi�s induced by the transport of blood-cells. �e two dominant

modes in cancer diagnosis are termed “colour Doppler” and “power Doppler”. Where

the former measures the mean frequency shi� (and hence mean velocity), power

Doppler integrates the entire Doppler spectrum, yielding increased sensitivity to blood

perfusion.54 Using Doppler US, Yang et al. showed that malignant axillary lymph
nodes display signi�cantly higher peripheral �ow in 135 women with primary breast

cancer.55

Elastography Cancer is sti� compared to benign tissue, which is why physicians

assess nodular �rmness by palpation. Today, tissue sti�ness can more objectively be

evaluated using US elastography. By palpating tissue using the US probe and con-

sequently tracking the resulting echo displacements over time, tissue strain can be

measured and displayed as a measure of elasticity. �e applied stress can be imposed

mechanically or via acoustic radiation force. A fully quantitative measure of lesion

sti�ness can be obtained by shear wave elastography (SWE), a method that uses a

high-intensity acoustical push pulse to produce laterally propagating shear waves that

can be tracked to obtain the shear velocity, which is in turn related to the Young’s

modulus. In,56 SWE and standard grey-scale imaging were used to di�erentiate benign

from malignant solid breast masses, yielding an accuracy of 86% for the detection of

malignancy.
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Dynamic contrast enhancement (DCE-US) In Dynamic Contrast Enhanced Ultra-

sound (DCE-US), the passage of an intravenously injected cloud of ultrasound contrast

agents through an organ is recorded with an ultrasound imaging system.57 �e adopted

contrast agents, lipid-shelled inert gas bubbles with a size similar to red blood cells

(1-10 µm), remain intravascular while reaching the smallest capillaries in the vascu-
lar net. In the context of tumour detection, a particularly interesting application of

DCE-US concerns the localization of neo-angiogenic vascularization associated with

tumour growth and metastasis,58,59,60 and with lethal phenotypes.61 Where DCE-MRI

ismainly used to assessmicrovascular permeability, DCE-US is typically used to analyse

perfusion. To this end, clinicians mainly rely on qualitative inspection of the ultrasound

videos,62 searching for visual clues such as early contrast enhancement.

1.4 (Ultrasound) Markers for cancer

Several cancer tissue markers, common to most solid, angiogenic tumours, have been

considered to di�erentiate cancer from benign tissue. For prostate cancer, markers

suitable for tumour localization using imaging aremainly based onMRI and ultrasound.

Below we summarize some of the most relevant markers.

1.4a Tissue structure

Cancer aggressiveness and risk of developing metastasis is re�ected by the degree of

cell di�erentiation, graded invasively trough histopathological examination of tissue.

For prostate cancer, it is quanti�ed by the Gleason score.

Diagnostic means US texture and spectral analysis can possibly capture some

cancer-related changes in tissue structure. �is idea has resulted in di�erent system

implementations such as C-TRUS (computerized transrectal US)63 and Histoscan-

ning™64 for prostate cancer and a method for distinguishing benign and malignant

breast tumours65 based on texture and shape.

Limitations To date there is no in-vivo imaging method that can accurately quan-
tify the degree of cell di�erentiation in deep tissue. One of the most promising

US-based methods of the last decade, Histoscanning™, showed disappointingly low

sensitivity (45%) and positive predictive value (19%) in recent clinical studies on

prostate cancer detection.66

1.4b Angiogenesis

At the vascular level the impact of cancer is striking. Cancer vasculature is highly

chaotic, characterized by increased microvascular density and tortuosity, as well as by

the presence of irregular branching and arteriovenous shunts. �e process that governs

these vascular alterations is angiogenesis,67 a biomarker that is strongly associated with

lethal cancer phenotypes.58
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Diagnostic means Many imaging techniques look for an increase in perfusion

as a marker for cancer angiogenesis. Blood �owing through the macrovasculature

at relatively high velocities can be imaged using colour- and power Doppler US.

However, cancer angiogenesis is mainly characterized by a dominant increase in

the number of microvessels (o�en only 10-50µm in diameter), limiting the e�ective-
ness of Doppler US.68 To assess microvascular perfusion, DCE-US videos can be

inspected for visual clues such as early, rapid and increased contrast enhancement.69

For prostate cancer detection, ameta-analysis of 16 studies with 2624 patients yielded

a pooled sensitivity and speci�city of 70% and 74%, respectively.70

Limitations While visual assessment of perfusion through DCE-US is promising,

it qualitative nature hampers standardization and implies a steep learning curve.

A logical step is translation towards robust, accurate and objective methods that

are able to quantify the degree of disorganization in the microvascular architecture,

preferably based on a cheap and accessible imagingmodality. In recent years, several

quantitative DCE-US methods have been proposed to ful�l exactly this demand.

�ese approaches either aim to quantify perfusion-related aspects of the vasculature,

or alternatively dispersion (spreading) of the adopted contrast-agent through the

complex multi-path trajectories in this vascular net. �e latter, termed contrast-

ultrasound dispersion imaging,71, 72 has shown great promise among small groups

of patients,72 but has not reached clinical implementation.

1.4c Tissue mechanics

Along with these vascular features, cancer tissue exhibits a speci�c set of mechanical

characteristics. First of all, cancers are sti� compared to benign tissue. Physicians assess

nodular �rmness by palpation, a subjective technique with a long history in medicine.

However, not only elasticity, but also viscosity is a parameter of diagnostic value for

detection and characterization of malignant lesions.

Diagnostic means A quantitative option to assess tissue sti�ness is provided by

ultrasound shear wave elastography. �is method uses an acoustic radiation force

to produce laterally propagating shear waves that can be tracked to obtain the speed,

which in turn is related to the Young’s modulus.

Limitations Not only elasticity, but also viscosity plays an important role in

the propagation process of shear waves. In fact, viscosity itself is a parameter of

diagnostic value for detection and characterization of malignant lesions. However,

to date no imaging solution has been proposed for cancer localization by imaging

viscosity, and is mostly limited by the need for quanti�cation with high spatial

resolution.
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1.4d Interstitial �uid

Interstitial �uid is restricted by its cellular environment, governed by factors such as cel-

lular packing, intracellular elements, membranes, and macromolecules. In cancer, the

amount of �uid is typically greatly increased, poorly drained and highly restricted.73

Diagnosticmeans �eamount of interstitial water can be assessed by quantifying

the di�usion of water molecules using di�usion-weighted MRI.

Limitations Robust and accuratemethods based on a cheap andwidely accessible

imaging modality such as US. �e link between �uid content and nonlinear US

behaviour74 motivates towards the estimation of a marker that is able to quantify

the nonlinear nature of US propagation.75 To this end, several strategies to estimate

the “coe�cient of nonlinearity” have been proposed.76 Yet, major fundamental

drawbacks such as the need for a special transducer77 or the dependency of the

estimates on the distribution of scatterers and the resulting speckle pattern78 hamper

their applicability for clinical cancer imaging.

1.5 Scope of this dissertation

E�ective cancer management requires adequate diagnostic means. Imaging plays a

central role in this process. As described in Sec. 1.4, several cancer markers can be

considered for this purpose. Yet, imaging of these markers is o�en not straightforward

and has several limitations.

One essential limitation is that the most promising approaches are largely based on

highly expensive MRI.�e growing burden of healthcare costs on our society motivates

the use of sustainable modalities. While a pivotal role of ultrasound would represent

an excellent cost-e�ective and widely accessible alternative, the accuracy of ultrasound-

based methods typically falls behind those of novel multi-parametric MRI strategies.

Hence, the ultimate goal is to advance and extend ultrasound imaging to such a level

that it allows accurate cancer diagnosis based on ultrasound alone, providing timely

and accurate assessment of both tumour location and aggressiveness. To achieve this,

ultrasound imaging should be exploited to its full potential.

�is dissertation aims to pave the way in this direction, by introducing new signal-

processing methods for a variety of ultrasound imaging modalities. We will build

upon those characteristics that are typical for cancer and will address several of the

limitations listed in Sec. 1.4 by providing an ultrasound imaging solution through novel

and dedicated signal processing methods.

In the �rst part of this thesis, new methods based on dynamic contrast-enhanced

ultrasound (DCE-US) that aim at describing the peculiar vascular structure originating
from cancer-driven angiogenesis are proposed. �ese approaches will extend beyond

standard perfusion imaging, and assess new macroscopic features and reveal micro-

scopic characteristics.
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�e second part of this dissertation will describe new methods to quantify two

particular aspects of cancerous tissue: Viscoelastic behaviour and nonlinear propagation
of ultrasound.

�roughout several chapters, clinical in-vivo imaging data obtained from patients
with prostate cancer will be used as a representative test-case for the proposed methods.

All human studies conducted in the present work were approved by the local ethics

committees of the involved hospitals, and written informed-consent was obtained from

the patients.

1.6 Outline

�is thesis is subdivided into two parts, which address challenges related to the detection

of cancer markers in two distinct categories: Part I: vascular markers and Part II: tissue
markers.

Part I �e �rst chapter (2) of Part I takes a macroscopic perspective, and describes
a method that can adequately quantify the kinetics exhibited by ultrasound contrast

agents when transported through the vascular net. �emethodwas tested on a clinically

acquired DCE-US dataset of 25 patients with biopsy-proven prostate cancer, referred

for radical prostatectomy. �is chapter has been published as [J-10]. In Chapter 3, we

remain at a macroscopic level, and exploit DCE-US in combination with a new US

vector velocity imaging method to quantify blood �ow �elds and in particular �ow

heterogeneity. �e latter was adopted as a marker for angiogenesis, and used to predict

the presence of prostate cancer among 24 patients. �is chapter has been published as

[J-9].

At a smaller scale, we aim at evaluating features of the vascular net directly. In

Chapter 4, we introduce contrast-enhanced ultrasound tractography, setting a basis for

characterization of microbubble trajectories. We show that the proposed approach can

directly be applied to clinically acquired 4DDCE-US datasets, and a proof-of-concept is

given on data obtained from 3 patients referred for radical prostatectomy. Comparison

with histopathology a�er prostate resection revealed higher densities andmore tortuous

geometries in malignant areas. �is chapter has been submitted for publication as [J-1]

�en, in Chapter 5, we move to an even smaller scale, and employ dedicated sparse

recovery techniques to generate a super-resolution ultrasound image of the vasculature

using a clinical DCE-US dataset, revealing features that were previously obscured by

the physical di�raction limit. �ese developments open up additional opportunities

for vascular characterization. �is chapter has been published as [C-2]

�e above described methods rely on accurate detection and quanti�cation of mi-

crobubbles. Yet, commercial DCE-US imaging modes are not completely speci�c to

microbubbles, leading to several artefacts. In this context, we investigate the use of

a microbubble-speci�c marker for DCE-US, a cumulative phase-shi� between the

second harmonic and fundamental of the ultrasound wave. A proof-of-concept aimed

at quanti�cation of microbubbles in a tomographic fashion is presented in Chapter 6,

displaying the potential of this new technique. �is chapter has been published as [J-11],

and is a follow-up of [J-12].
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Part II Moving on to Part II: tissue markers, we start by proposing a new method
to assess tissue viscoelasticity through US shear wave elasticity imaging (Chapter 7).

We perform dedicated in-vitro studies to demonstrate the ability of the approach to
provide high resolution viscosity maps, opening up a way for imaging this marker in

the context of cancer diagnostics. �is chapter has been published as [J-5].

�e established link between cancer, �uid content and the nonlinear behaviour of

US motivates towards the estimation of a marker that is able to quantify the nonlinear

nature of US propagation. In Chapter 8 we set the theoretical basis for a new method to

image the acoustical coe�cient of nonlinearity in tissue. Speci�cally designed in-silico
and in-vitro studies are used to provide a proof-of-principle. �is chapter has been
published as [J-14].

Conclusions and possible future research directions are discussed in the �nal part of

this thesis. Chapter 9 provides the author’s view on what the role of advanced US in

future breast cancer diagnosis could be, and in particular an outlook for its position

along today’s mammography. �is editorial has been published as [J-8] Finally, in

Chapter 10, a critical discussion of the work presented in this dissertation is given, and

general conclusions are drawn.



Part I
Vascular Markers
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Dispersion and Velocity

imaging
Abstract - Prostate cancer (PCa) is the second-leading cause of cancer death in men;
however, reliable tools for detection and localization are still lacking. Dynamic Contrast
Enhanced Ultrasound (DCE-US) is a diagnostic tool that is suitable for analysis of vascu-
larization, by imaging an intravenously injected microbubble bolus. �e localization of
angiogenic vascularization associated with the development of tumours is of particular
interest. Recently, methods for the analysis of the bolus convective dispersion process have
shown promise to localize angiogenesis. However, independent estimation of dispersion
was not possible due to the ambiguity between convection and dispersion. �erefore, in
this study we propose a new method that considers the vascular network as a dynamic
linear system, whose impulse response can be locally identi�ed. To this end, model-based
parameter estimation is employed, that permits extraction of the apparent dispersion
coe�cient (D), velocity (v), and Péclet number (Pe) of the system. Clinical evaluation
using data recorded from 25 patients shows that the proposed method can be applied
e�ectively to DCE-US, and is able to locally characterize the hemodynamics, yielding
promising results (receiver-operating-characteristic curve area of 0.84) for prostate cancer
localization.

From: R.J.G. van Sloun, L. Demi, A.W. Postema, J.J.M.C.H. de la Rosette, H. Wijkstra, and M.

Mischi,“Ultrasound-contrast-agent dispersion and velocity imaging for prostate cancer localization”,

Medical Image Analysis, vol. 35: pp. 610-619, ©Elsevier, 2016
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2.1 Introduction

P
rostate cancer (PCa) is the most frequently diagnosed cancer in men aside from

skin cancer, and the second-leading cause of cancer death in men.79 Given the

signi�cant risk of serious side e�ects associated with PCa treatment (radical prostatec-

tomy), careful observation (termed active surveillance) instead of immediate treatment

is appropriate for many patients that have less aggressive tumours. �is approach

requires accurate and reliable monitoring techniques. When treatment is necessary,

minimally invasive methods such as focal therapy may limit side e�ects, which in turn

requires accurate tumour localization. �e current golden standard for prostate cancer

diagnosis is transrectal systematic needle biopsies. However, initial biopsies miss nearly

a quarter of the clinically signi�cant cancers,15 and provide little information regarding

exact tumour locations. Moreover, being an invasive technique, it carries signi�cant

risk of infection. �is requires hospitalization in up to 6% of the cases,80 becoming

even more alarming with increasing resistance to antibiotics. Although transperineal

biopsy is emerging as a way to reduce this risk, it is a more complex procedure that

requires high grade anaesthesia.81

Dynamic Contrast Enhanced Ultrasound (DCE-US) is a minimally invasive diagnos-

tic tool that allows analysis of vascularization, by imaging an intravenously injected

microbubble bolus. Of particular interest is the localization of neo-angiogenic vascu-

larization associated with tumour growth and metastasis,5859,60. In this paper, we aim

at characterizing the microvasculature from the obtained indicator-dilution curves

(IDCs) using DCE-US; each IDC represents the evolution over time of the ultrasound

contrast agent (UCA) concentration in a pixel.

�e microvascular structure that originates from tumour driven angiogenic growth

is characterized by high microvascular density (MVD), small-diameter vessels that are

highly tortuous, chaotic, irregular and have shunts. Ine�ective blood �ow can lead to

hypoxia and deteriorated endothelial wall cells, potentially resulting in extra-vascular

leakage and tumour metastases. With the aim of detecting angiogenic microvascular-

ization, DCE-US imaging of hemodynamic features relies on the hypothesis that these

features re�ect changes in microvasculature associated with angiogenesis. Focusing

at increased MVD, time-intensity features related to microvascular perfusion have

been studied by several researchers.82–84 However, ultrasound attenuation and scanner

settings a�ect the estimation of local UCA concentration and the resulting amplitude

based perfusion parameters. Moreover, increased tortuosity as well as increased �ow

resistance due to decreasing functional vascular cross-sectional area in neoplastic tis-

sue cause lower tumour perfusion,85 leading to perfusion heterogeneity and making

localization of angiogenesis based on perfusion a challenging task. Related to this, intra-

tumour vascular heterogeneity has been assessed,86 although using DCE-CT instead of

DCE-US. To enhance the sensitivity of perfusion imaging, regularized deconvolution

of the perfused tissue signals with the feeding-artery signal (referred to as arterial input

function) is investigated for DCE-CT and DCE-MRI in.87

Alternatively, features linked to UCA bolus dispersion have been proposed,71, 72

and are instead intended to directly re�ect the tortuous and chaotic structure of the

tumour vasculature. Although these approaches have shown promise, independent

estimation of dispersion and velocity was not possible due to the ambiguity between
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dispersive and convective processes re�ected in the measured IDCs. Hence, so far only

dispersion related parameters that represent a combination of dispersion and velocity

were obtained, leaving the speci�c contribution of both components to the �ow kinetics

unassessed. Furthermore, to achieve a local estimate of the contrast kinetics, a speci�c

spatial UCA bolus concentration pro�le was assumed.

Instead of modelling the individual measured IDCs, we consider the vascular network
as a dynamic linear system or channel, whose impulse response can be locally identi�ed
by input-output analysis of IDCs. For this purpose, a Wiener �lter is determined,
providing an optimal (minimummean squared error) estimation of the system impulse

response. �e extraction of the dispersion coe�cient, velocity and Péclet number is

then facilitated by employing model-based parameter estimation by least squares and

maximum likelihood approaches.

�e analytical details of the measurement model are given in Sec. 2.2a, and an es-

timator for the Wiener �lter is derived in Secs. 2.2b and 2.2c. Sec. 2.2d provides a

model-based parameter estimator based on Least Squares minimization. Alternatively,

Maximum Likelihood estimators are derived in Sec. 2.2e. �e data acquisition protocol

and the validation methodology are reported in Secs. 2.3 and 2.4, respectively. �e

method is then clinically evaluated using a dataset consisting of 61 DCE-US planes,

recorded transrectally from 25 patients. A qualitative as well as a quantitative analysis is

performed, and the e�ectiveness of Least Squares and Maximum Likelihood parameter

estimators is compared in Sec. 2.5. Finally, in Sec. 2.6, the results are discussed and

conclusions derived.

2.2 Materials and methods

2.2a Measurement model

We consider a ring shaped kernel with an inner and outer radius of 1 mm and 1.5 mm,

respectively, as shown in Figure 2.1. �e dimensions of the kernel were selected based

on the speckle-grain size88 and the scale at which early angiogenesis occurs59. �e

kernel should be larger than the system resolution and smaller than the scale at which

angiogenesis develops. With the ultrasound system’s axial resolution being approxi-

mately 0.3 mm, and the lateral resolution being approximately 0.5 mm at 5 cm from

the probe, the inner radius of the kernel was set to 1 mm. Angiogenesis is required for

tumours to grow beyond 2-3 mm in diameter. Although the resolution is not adequate

for imaging single microvessels, it is su�cient to appreciate changes in the macroscopic

hemodynamic phenomena related to early angiogenesis. �e adopted kernel is used

as follows. �e centre-pixel IDC is considered to be the local channel input, and the

IDCs of the pixels in the kernel are the possible outputs of the channel. Here we assume

that there are physically causal relations between the centre-pixel IDC and those in

the kernel pixels. Firstly, the channel impulse responses from the input to the outputs

are estimated. �en, all non-causal responses are discarded (those where the output

anticipates the input), a�er which a mean causal impulse response is obtained.

To accomplish this, wemodel the IDC of the ith pixel within the kernel d⃗ i ∈ RN as a �l-

tered version of the IDC of the pixel at the centre x⃗ ∈ RN . Minimizing themean squared
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Figure 2.1: Kernel for impulse response esti-

mation, showing the Wiener system model

w⃗ i between the indicator dilution curve at the
centre pixel and the ith pixel within the kernel.
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error between the desired output d i[n] and the �ltered input
n−1
∑
m=0

w i[m]x[n −m], the

optimal Wiener �lter coe�cients w⃗ i are given by the Wiener-Hopf equations:
89

r⃗d i x = Rxw⃗ i , (2.1)

where r⃗d i x denotes the cross correlation vector between d⃗ i and x⃗ and Rx is the auto-

correlation matrix of x⃗. In practice, ultrasonic IDC measurements are corrupted by
multiplicative (e.g. speckle) as well as additive (e.g. thermal, electronic) noise. We �rst
analyse their e�ects on the Wiener estimate, and consider noisy observations

˜⃗x =u1 x⃗ + v1 , (2.2)

˜⃗d i =u2d⃗ i + v2 , (2.3)

with v1 , v2 being independent and identically distributed (i.i.d.) whiteN(0, σ 2v ) and
u1 , u2 following i.i.d. Rayleigh distributions with scale parameter σu , being mutually
independent and independent of the signal components. �e local assumption on

equal noise variances of u1 and u2 is reasonable given the small kernel size. A Rayleigh
distribution was chosen because it captures the e�ects of fully developed speckle noise

in ultrasound90. �e measured cross correlation vector is then given by

r⃗d̃ i x̃ = E [u1]E [u2] r⃗d i x =
π
2

σ 2u r⃗d i x , (2.4)

where E [⋅] denotes the expectation. Similarly, the measured autocorrelation matrix of
˜⃗x can be derived as

Rx̃ = Ru1Rx + σ 2v I, (2.5)

where Ru1 is the autocorrelation matrix of the multiplicative noise component and

I denotes the identity matrix. Assuming a white Rayleigh distribution, we have the

following autocorrelation function:

r⃗u1(τ) = δ(τ)
∞

∫
0

u2
u
σ 2u
exp(− u2

2σ 2u
) du = 2σ 2uδ(τ), (2.6)
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Figure 2.2: Eigenvalues λx̃ as well as the Min-
imum Description Length (MDL) criterion

for an example sample-autocorrelationmatrix.

�e value of n that minimizes the MDL is in-
dicated by the dashed vertical line, here being

16.

where δ(τ) is the Dirac delta function, for which we obtain

Ru1 = 2σ 2uI. (2.7)

2.2b Estimation of auto- and cross-correlation

We proceed by estimating the true signal autocorrelation matrix and cross correlation

vector from the measured data. �e latter can directly be estimated from (2.4) as:

ˆ⃗rd i x =
2

π
r⃗d̃ i x̃

σ 2u
. (2.8)

Estimating the autocorrelation matrix Rx is less trivial. With the aim of separating the

signal and noise subspaces, we �rst perform an eigendecomposition on (2.5), yielding

Rx̃ = [Ux Uv] [
2σ 2uΛx + σ 2v 0

0 σ 2v
] [U

H
x
UH

v
] , (2.9)

where Λx is a diagonal matrix whose elements are the corresponding signal eigenvalues,

i.e. Λx(n, n) = λx(n), arranged in descending order. Ux and Uv denote the signal and

noise subspaces, respectively. From (2.9), the signal subspace can readily be obtained

by simply observing the eigenvalues λx̃(n). However, this approach assumes Rx̃ to be
estimated from an in�nite sample size. In practice, the number of observations is limited,

and Rx̃ is estimated by the sample-autocorrelation matrix, with noise eigenvalues that

are all di�erent. Hence, (2.9) does not hold and estimation of the signal subspace

becomes more challenging.

To overcome this problem, we regard the subspace detection to be a model selection

problem. Given the observations that are used to acquire the sample-autocorrelation

matrix, along with a set of models parametrized by n signal eigenvalues and n eigenvec-
tors in addition to a noise variance, we select the model that best �ts the observations.

Adopting the approach developed in91, the Minimum Description Length (MDL) de-

scribes a trade-o� between the log-likelihood of the maximum likelihood estimator

of the model parameters (i.e. the sample eigenvalues and eigenvectors) and a term
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promoting a low number of free parameters:

MDL(n) = − log

⎡⎢⎢⎢⎢⎢⎢⎢⎣

N
∏

l=n+1
(λx̃(l))

1
N−n

1

N−n

N
∑

l=n+1
λx̃(l)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(N−n)M

+ 1
2
n(2N − n) logM , (2.10)

where λx̃(l) is the l th eigenvalue of the sample-autocorrelation matrix Rx̃ andM is the
number of samples used to compute Rx̃ . �e dimension of the signal subspace n̂ is then
determined as the value of n that minimizes the MDL.�is procedure is exempli�ed in
Figure 2.2. From this, an estimate of Rx can be obtained as:

R̂x =
1

2σ 2u
Ûx[Λ̂x − σ 2v ]ÛH

x , (2.11)

where Λ̂x and Ûx are the estimated signal eigenvalues and eigenvectors, respectively.

To enable computation of the Wiener coe�cients w⃗ i , an estimate of R
−1
x is also given.

Since matrix inversion can be unstable and prone to noise ampli�cation, we employ a

strategy based on eigenvalue regularization. Given the measured eigenvalues, λx̃(n),
the regularized eigenvalues are given by:

λ̂x(n) = {λx̃(n) if n ≤ n̂
λx̃(n̂ + 1) otherwise

, (2.12)

a�er which inversion of the autocorrelation matrix is achieved by inverting the regular-

ized eigenvalues:

R̂
−1
x = 2σ 2uUx̃

⎡⎢⎢⎢⎢⎢⎣

1/λ̂x(1) 0 0

0 ⋱ 0

0 0 1/λ̂x(N)

⎤⎥⎥⎥⎥⎥⎦
U

H
x̃ . (2.13)

2.2c Wiener �lter

Next, we combine Equations (2.1), (2.8), and (2.13) to obtain an estimate of the Wiener

�lter coe�cients

ˆ⃗w i =R̂−1x ˆ⃗rd i x , (2.14)

describing the channel from x⃗ to d⃗ i . Note that the noise variance, σ 2u , cancels out
(see Equations (2.8) and (2.13)). Using this, the mean causal impulse response ¯⃗w is
calculated by averaging the obtained coe�cients over all kernel IDC’s d⃗ i that show a

causal relation with respect to the centre IDC x⃗:

¯⃗w = 1
∣Sc ∣
∑
i∈Sc

ˆ⃗w i , (2.15)

where Sc denotes the set of causal impulse responses, and ∣Sc ∣ is the number of causal
impulse responses. Causality between an IDC in the kernel ring and the IDC at the
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centre pixel is assumed if the peak time of the cross correlation vector ˆ⃗rd i x is positive.

2.2d Least Squares parameter estimation

To provide a parameter-based characterization of the estimated mean Wiener channel,

we take a macroscopic view of the vascular network by regarding the �ow through all

the multi-path trajectories similar to the �ow through porous media.92 In line with

this, the di�erential model that we adopt to represent the hemodynamics captured in
¯⃗w, is the one-dimensional convection-di�usion equation93 with constant di�usion and
velocity within the kernel:

∂tC(z, t) = D∂2zC(z, t) − v∂zC(z, t), (2.16)

where C(z, t) is the contrast agents concentration at position z and time t, D is the
di�usion coe�cient, describing the apparent dispersion of contrast agents through the

vascular network and v is the convective velocity. Being closer to the observed macro-
scopic physical phenomena of UCAs �owing through multi-path vascular trajectories,

we will refer to D as the dispersion coe�cient rather than the molecular di�usion.94
From (2.16), our goal is the estimation of v and D. To this end, its Green’s function95, 96
can be derived as,

g(z, t∣v ,D) = H(t)√
4πDt

exp(−(z − vt)2

4Dt
) , (2.17)

where H(t) is the Heaviside step function, and can be curve-�tted to ¯⃗w using Least
Squares (LS) minimization. �e position z is approximated by the average radial
distance L = 1.25 mm of pixels in the ring shaped kernel with respect to the centre pixel.
Obeying the conservation of mass, g(L, t∣v ,D)/v has a temporal integral equal to one.
However, if our assumptions on the noise model or the estimation of its power are not

entirely correct (e.g. unequal noise variances of u1 and u2), the amplitude of the Wiener
estimate depends on the noise variances. We therefore introduce a factor α, allowing
the model to compensate for these mismatches. �e resulting optimization problem

can then be written as:

{D̂LS(x), v̂LS(x)} =min
D ,v

∣∣αg⃗(v ,D) − ¯⃗w∣∣22 = minD ,v
∣∣αg⃗(v ,D) − 1

∣Sc ∣
∑
i∈Sc
R̂
−1
x
ˆ⃗rd i x ∣∣

2
2 ,

(2.18)

where g⃗(v ,D) = [g[1∣v ,D] ⋯ g[n∣v ,D]⋯ g[N ∣v ,D]] is the discrete version of
g(L, t∣v ,D), with g[n∣v ,D] being the nth sample of this vector. �e challenging in-
version of R̂x can be addressed by regularization as given in (2.12) and (2.13). As we

are only interested in the convection-di�usion model parameters, the inversion of the

autocorrelationmatrix can be avoided by rewriting the LS problem such that we have:

{D̂LS(x), v̂LS(x)} =min
D ,v

∣∣αR̂x g⃗(v ,D) − 1

∣Sc ∣
∑
i∈Sc

ˆ⃗rd i x ∣∣
2
2 . (2.19)
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Figure 2.3:Wiener �lter coe�cient estimates obtained from a pixel in a benign (a) and a malignant (b)

region. �e convection-di�usion Green’s functions for least squares (LS) and maximum likelihood (ML)

parameter estimation are also shown.

�e Péclet number, being the well-known dimensionless number describing the ratio

between the dispersive time and the convective time,96, 97 is then estimated as:

P̂eLS = L
v̂LS
D̂LS

. (2.20)

2.2e Maximum Likelihood parameter estimation

So far we assumed the local dynamic transport of microbubbles to be a solely determin-

istic process. However, for low microbubble concentrations it may be more realistic to

express it as a stochastic process. In fact, the probability that a number of microbub-

bles X is delayed by n time samples from x⃗ to d⃗ i , may be modelled as a binomial

distribution98, 99 with an expected value determined by the local hemodynamics. Here,

the probability mass function of individual particle transit times is assumed to be

p[n∣v ,D] = g[n∣v ,D]/∣g⃗(v ,D)∣1, where ∣ ⋅ ∣1 denotes the ℓ1 norm. If the total number
of particles K is high enough and the sample time is small enough, the probability that
k[n] particles have a transit time of n time samples can be approximated by a Poisson
distribution99, having a variance equal to the expected value:

P(X = k[n]∣λ) = λk[n]e−λ

k[n]!
, (2.21)

where λ = E[X] = Var[X] = Kp[n∣v ,D]. For the purpose of estimating the transport
kinetics, this non-additive, signal-dependent variance is regarded as noise. Since the

noise model is not following a normal distribution and is signal dependent, the LS

solution does not yield minimum-variance estimation. In this case, a more suitable

approach may be to use a Maximum Likelihood (ML) estimator,100 which is an asymp-

totically minimum-variance unbiased estimator that does not assume a speci�c noise
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Figure 2.4: Two examples of DCE-US frames (A,G), together with the obtained hemodynamic parametric

images showing the Péclet number Pe (B,H), the dispersion coe�cient D (D,J), and the velocity v (E,K). Plots
(F,L) show the maps based on the dispersion-related correlation analysis r72 . �e corresponding histology
slices are shown in (C,I), where malignant tissue is marked in red.

distribution. �e log likelihood of the model parameters θ⃗ = {v ,D} is given by:

l(θ⃗) = ln
N

∏
n=1
P(X = k[n]∣λ) =

N

∑
n=1
ln( λk[n]e−λ

k[n]!
) ,

=
N

∑
n=1

k[n] ln(λ) − λ − ln(k[n]!),

=
N

∑
n=1

k[n] ln(K g[n∣θ⃗]
∣g⃗(θ⃗)∣1

) − K
∣g⃗(θ⃗)∣1

N

∑
n=1

g[n∣θ⃗] −
N

∑
n=1
ln[k[n]!],

=
N

∑
n=1

k[n] ln(K g[n∣θ⃗]
∣g⃗(θ⃗)∣1

) −
N

∑
n=1
ln[k[n]!] (2.22)
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which can be maximized to obtain the model parameters θ⃗ as

ˆ⃗θ = max
θ⃗

N

∑
n=1

k[n] ln( g[n∣θ⃗]
∣g⃗(θ⃗)∣1

) . (2.23)

Using that k[n], is proportional to the corresponding estimated Wiener coe�cient
w̄[n], we obtain

ˆ⃗θ = max
θ⃗

N

∑
n=1

w̄[n] ln( g[n∣θ⃗]
∣g⃗(θ⃗)∣1

) ≈ max
θ⃗

N

∑
n=1

w̄[n] {ln (g[n∣θ⃗]) + ln(v)} , (2.24)

where we used that the area under the curve ∣g⃗(θ⃗)∣1 ∝ 1/v according to the Stewart-
Hamilton equation.101, 102 Besides its advantages regarding the noise distribution, this

speci�c ML problem has an analytical solution, which greatly reduces computational

complexity with respect to the iterative approach required for the nonlinear LS problem.

By taking the derivatives of (2.24)with respect to themodel parameters and determining

their zero crossings (see Appendix), we can obtain the following ML estimators for the

velocity:

v̂ML = L

N
∑
n=1

w̄[n]
n∆t

N
∑
n=1

w̄[n]
, (2.25)

where ∆t is the sample time, and the dispersion coe�cient

D̂ML =

N
∑
n=1

w̄[n]
n∆t [L − v(n∆t)]2

2
N
∑
n=1

w̄[n]
= L2

N
∑
n=1

w̄[n]
n∆t

⎛
⎜
⎝
1 −

N
∑
m=1

w̄[m]
m∆t

N
∑
m=1

w̄[m]
n∆t

⎞
⎟
⎠

2

2
N
∑
n=1

w̄[n]
. (2.26)

�e Péclet number is then estimated as:

P̂eML = L
v̂ML

D̂ML
. (2.27)

A disadvantage of the ML approach is the required inversion of R̂x to obtain ¯⃗w
according to (2.14) and (2.15).
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Table 2.1: Classi�cation results based on Pe, v, and D as obtained using Maximum Likelihood (ML) and
Least Squares (LS) optimization, compared to the results obtained using the previously developed dispersion-

related correlation analysis72 and the pixel-wise modi�ed local density randomwalk curve-�tting approach.71

�e optimal sensitivity (SEN), speci�city (SPC), negative predictive value (NPV) and positive predictive

value (PPV) are given.

Parameter SEN [%] SPC [%] NPV [%] PPV [%] ROC

curve area

ML

v 72.5 82.1 74.9 80.2 0.807

D 62.5 71.8 65.7 68.9 0.733

Pe 73.4 79.9 75.0 78.5 0.835

LS

v 70.2 73.3 71.1 72.4 0.777

D 58.3 46.9 52.9 52.3 0.521

Pe 57.5 56.0 56.9 56.6 0.592
71 κ 65.2 67.6 63.2 69.5 0.718
72 r 64.0 74.9 64.8 74.3 0.730

2.3 Data acquisition

�e in vivo DCE-US investigations were performed at the AMC University Hospital
(Amsterdam, �e Netherlands). In total, 25 patients with biopsy-proven prostate

cancer scheduled for radical prostatectomy were included in this study. In some rare

cases, severe motion artifacts due to patient movement (e.g., coughing) occurred

during the ultrasound acquisitions. �ese acquisitions could not be analysed. �e

passage of a microbubble bolus through the prostate was obtained using an intravenous

injection of 2.4-mL SonoVue® (Bracco, Milan, Italy), and consecutively imaged using a

2D transrectal ultrasound probe (C10-3v) and a Philips iU22 ultrasound system (Philips

Healthcare, Bothell, WA). �e ultrasound system’s pixel size is 0.146 × 0.146 mm. Its
elevational beam-width at 2 cm from the probe is approximately 1.4 mm. At a distance

of 5 cm this value is about 3.4 mm. For each injection one plane was acquired. To

record the full in- and out-�ow, DCE-US acquisitions were performed during 120 s. �e

clinicians waited 180 s before the next injection/acquisition phase, so that most bubbles

were dissolved. When insoni�ed, microbubbles exhibit a resonating behavior that is

strongly nonlinear with respect to the incident pressure. Exploiting this, a contrast

agent-speci�c imaging mode based on a power modulation pulse scheme at 3.5 MHz

was used to enhance sensitivity to microbubbles while suppressing linear backscattering

from tissue. �e mechanical index was set to 0.06, high enough to obtain su�cient

echo signal power, while still limiting microbubble destruction103,104.

Using the methods described in,71 the relation between SonoVue® concentration

and acoustic intensity, along with the ultrasound scanner’s compression function were

determined and used to estimate the linearised IDCs from the measured acoustic

intensity. For SonoVue® concentrations up to 1.0 mg/L, the contrast agent concentration

and acoustic intensity were found to be linearly correlated (R
2 = 0.96)71.
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Figure 2.5: �e Receiver-

Operating-Characteristic (ROC)

curves for classi�cation of

benign and malignant pixels

by the estimated dispersion

coe�cient (D), velocity (v) and
Péclet number (Pe), as obtained

using Maximum Likelihood

(ML) and Least Squares (LS).
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2.4 Validation methodology

To evaluate the potential of the developed imaging method at localizing prostate cancer,

a clinical validation was carried out using a dataset consisting of 61 DCE-US imaging

planes recorded from 25 patients that underwent radical prostatectomy at the AMC

University Hospital (Amsterdam, �e Netherlands). �e median number of planes

recorded per patient was 2, ranging between 1 and 4. A�er radical prostatectomy,

histopathological analysis of the prostate was performed. �e prostate was dissected

in slices of 4-mm thickness, and a pathologist marked the presence of cancer based

on the level of cell di�erentiation, according to105. Using the histology results, regions

of interest (ROI’s) of approximately 0.5 cm2 covering benign and malignant pixels

were manually selected from the ultrasound data. Malignant was de�ned as tissue

with a Gleason grade of at least 3+3=6.13 Registration was performed cognitively. For

this purpose, fundamental mode (B-mode) sweep videos ranging from base to apex

where acquired. By comparing this with the fundamental mode image obtained in

the contrast imaging plane, the contrast imaging plane’s location was determined.

�en the corresponding histology slice was chosen. To mitigate errors due to plane

mismatch between ultrasound and histology, the ROI’s were selected by considering

tumours that occur throughout 3 neighbouring histology slices. In total, the ROI’s

contained approximately 177 × 103 voxels, of which 51% was taken from benign regions.
A�er post-�ltering the feature maps using a Gaussian spatial �lter with a standard

deviation σpost = 1.3 mm, pixel-based classi�cation was performed. For each feature,
the Receiver-Operating-Characteristics (ROC) curves were calculated, a�er which the

optimal threshold was determined as a trade-o� between sensitivity and speci�city by

selecting the point on the ROC curve that is closest to the ideal classi�cation, i.e. the
top-le� corner. Based on this, the area under the ROC curve, sensitivity, speci�city,

positive predictive value (PPV), and negative predictive value (NPV) of the individual

parameters were calculated.

�e performance of theML and LS estimators across the observations were compared

by calculating p-values of the di�erence between their area under the ROC curve. �e
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Figure 2.6:�e benign and malignant class histograms for the Maximum Likelihood estimates of the velocity

(v) and dispersion coe�cient (D). �e optimal classi�cation thresholds are indicated by a dashed line. A
pixel was classi�ed malignant for v > 0.583 mm/s, and for D < 0.350 mm2/s.

required standard errors related to the ROC area are computed according to,106 and are

dependent on the number of independent samples. Taking into account the correlation

between pixels within the same ROI, the amount of independent benign and malignant

samples is conservatively set to the number of benign andmalignant ROI’s, being 56 and

57, respectively, as not all planes contained both suitable benign and malignant regions.

Suitable planes were de�ned as planes where a benign or malignant region could be

identi�ed throughout 3 neighbouring histology slices. Of the total set of 25 patients, 22

patients provided data for both the benign and malignant classes, 1 patient contributed

only to the benign class, and 2 other patients contributed only to the malignant class.

�e di�erence in performance was considered signi�cant for p < 0.01.

2.5 Results

Figure 2.3 illustrates the model identi�cation procedure in a benign and malignant

region. �e plots represent the Wiener estimates of the channel between contrast-

enhanced curves. We observe in this example that the estimated velocities were higher

and the dispersion coe�cients were lower for malignant pixels. Next, an example of

the parametric images obtained by applying the proposed approach, along with the

corresponding histology slice, are shown in Figure 2.4. Model parameter estimation

is performed using ML. Although it is not a one-to-one match, the dark areas of

the dispersion coe�cient images, as well as the enhanced bright areas in the velocity

and Péclet number images, qualitatively imply angiogenic vasculature, indicating the

tumour’s location. For comparison, the maps obtained using the previously developed

dispersion-related correlation analysis72 are also shown.

In Figure 2.5, the ROC curves for pixel-based classi�cation using the dispersion

coe�cient, velocity, and Péclet number are given. To compare their performances,

the curves when employing ML as well as LS to estimate the model parameters are

shown. An overview of these results, including the corresponding PPV, NPV, and the

ROC curve areas, is given in Table 2.1. We show that using ML instead of LS yielded

signi�cantly higher ROC curve areas for the estimation of D (p = 0.0034) and Pe
(p = 0.0002). �e improvement with respect to v estimation was not statistically
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signi�cant (p = 0.64).

Comparing the ML estimates of v, and D, we observed that v yielded a higher
sensitivity and speci�city than D. Classi�cation using Pe showed the highest ROC
curve area, being 0.84. �e spatio-temporal correlation analysis72 and modi�ed local

density random walk curve-�tting approach71 showed a lower performance, leading to

an ROC curve area equal to 0.73 and 0.72, respectively.

To give an indication of the probability distributions of the parameters given the

class, histograms of the ML estimates of v and D in the ROI’s are shown in Figure 2.6.
�e benign and malignant class means±standard deviations for v were 0.53±0.07 mm/s
and 0.65±0.12 mm/s, respectively. For D these values were 0.38±0.045 mm2/s and
0.33±0.059 mm2/s, respectively. One can observe that for malignant pixels, the under-
lying contrast agent kinetics tended to be characterized by a higher velocity and a lower

dispersion compared to benign pixels.

2.6 Discussion

2.6a Contributions and strengths

In this paper, we presented a new approach to prostate cancer localization based on dy-

namic contrast enhanced ultrasound (DCE-US) imaging. By combiningWiener system

identi�cation and model-based parameter estimation, the proposed method enables

local characterization of the hemodynamics described by the dispersion coe�cient

(D), velocity (v), and Péclet number (Pe). �e obtained parameters serve as features
that relate to angiogenic activity. Stable estimates of the Wiener �lter coe�cients were

obtained by adopting an information theoretic criterion, allowing regularized matrix

inversion by determining the pure signal subspace from the eigenvalues, without re-

quiring any subjective threshold settings. Next, model-based Least Squares (LS) and

Maximum Likelihood (ML) parameter estimators were derived.

A qualitative comparison of the resulting parametric maps exempli�ed how the

dispersion and velocity maps suggested the presence of angiogenic vasculature by

showing dark or bright areas, respectively. �e Péclet numbermap qualitatively displays

a higher speci�city, with bright areas implying angiogenic activity. Set against the

corresponding histology slice, these areas indicated the presence of cancer.

A quantitative analysis showed that the ML parameter estimates outperformed the LS

estimates in terms of receiver operator characteristic (ROC) curve area at distinguishing

benign from malignant pixels. In particular, the estimated dispersion coe�cient, and

consequently the Péclet number, showed a signi�cantly improved performance. �is

was exempli�ed in Figure 2.3, notably for the displayedmalignant case. �eML response

was typicallymore similar to the estimatedWiener coe�cients. �is result was expected,

given that the model parameters are derived from it. On the other hand, the LS model

parameters are directly derived from the input autocorrelation and output-input cross-

correlations to avoid matrix inversion (2.19). By comparing the performance of v, D,
and Pe, we conclude that the highest ROC curve area and the greatest �exibility is

obtained for the ML estimate of Pe, having an ROC curve area of 0.84. followed by the

ML and LS estimates of v. Although the ML estimate of D performs worse than v, it
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does show diagnostic value and yields an ROC curve area of 0.73.

�e lower dispersion observed in malignant regions may be a result of the tortuous

nature of angiogenic neovasculature, limiting the di�usion of contrast agents in the

measurement cell. �is process is very similar to the di�usion of particles through

porous media, where a decrease in macroscopic di�usion owing to irregular geometry

of the porous media is predicted.92 �e e�ective di�usion decreases with increasing tor-

tuosity.107 Angiogenic vascularity is also characterized by high-velocity arteriovenous

shunts108, 109 that may cause the observed elevated �ow velocities in malignant regions.

�e overlap of benign and malignant classes for velocity and dispersion seen in Figure

2.6 may have several origins. First of all, the hypothesis that dispersion and velocity

re�ect angiogenic activity may not always hold. Secondly, angiogenesis could be absent

in some of the malignant regions. �irdly, the heterogeneous nature of tumour vascula-

ture could introduce �uctuations of the hemodynamic parameters in the regions85. In

this regard it is interesting to note that the standard deviations of the malignant classes

are higher than those of the benign classes for both velocity and dispersion. In addition

to this, angiogenesis can be present as a result of benign tissue in�ammation. Finally,

technical problems related to noise and artifacts could impair the model estimation

accuracy.

�e estimated velocity values are mostly in the sub-millimetre per second range;

suggesting that �ow in the capillaries is indeed measured. In,110 red blood cell velocity

was measured by television microscopy. �e authors reported mean velocities of 0.47

and 0.84 mm/s for venular and arteriolar capillary limbs, respectively. Later,111 human

capillary blood velocity was determined with a laser Doppler anemometer, and a mean

blood velocity of 0.47mm/s (range 0.14 to 0.93mm/s)was obtained. For comparison, we

estimated a mean velocity of 0.53 mm/s in benign regions with the proposed method.

Adding to this, in112, normal and tumour red blood cell �uxes were compared in

a rat window chamber model. Red blood cell �ux was found signi�cantly greater in

tumours than in normal tissues. In113, red blood cell velocities where found to be twice

as high in tumours as in granulating tissues for dorsal �ap window chamber rat models.

Related to this, in114, elevated velocity values (although not statistically signi�cant)

in PC-3 (human prostate cancer line) mice where measured as compared to controls.

However, in some other tumour models red blood cell velocity is found to be lower in

tumour microvasculature as compared to normal tissues85. Increased �ow resistance

due to increased interstitial pressure can lower tumour perfusion. �at being said, the

macroscopic impact of possibly lowered velocities in the smallest neo-vasculature on

the velocity estimates is determined by the local microbubble concentration.

With respect to previous methods that aim at characterizing contrast agent bolus

dispersion,71, 72, 88, 98 the proposed approach enabled for the �rst time independent

extraction of UCA dispersion and velocity fromDCE-US. In71 and98, a Gaussian spatial

input concentration was assumed such that a di�usion-related parameter could be

identi�ed from an IDC.�is parameter is a function of dispersion and velocity. �e

methods in72 and88 aim at re�ecting changes in the physical parameters (velocity

and dispersion) by analysing the spatial similarity of time intensity curves. As a result,

changes in this similarity also re�ect changes in a combination of velocity and dispersion.

Alternatively, the present study is aimed at independent estimation of velocity and

dispersion. Moreover, compared to previous methods, this approach no longer requires

the assumption of a Gaussian spatial input concentration.
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�e ability to independently estimate dispersion and velocity not only provides rele-

vant insights into the relation between dispersive and convective processes for contrast

agents in angiogenic vasculature, but it also opens up possibilities for more advanced

characterization. In this regard, the advantage of exploiting independent estimation of

dispersion and velocity becomes evident when considering the future application of

dedicated classi�cation algorithms to localization of angiogenesis. Whilst using Pe al-

ready improved the classi�cation results by combining D and v in a straightforward way,
a better combination may be identi�ed by employing machine learning techniques.115

Such an approach bene�ts from having independent and physically relevant features.

DCE-US imaging su�ers from artefacts due to attenuation and nonlinear propa-

gation. �e resulting variations of echo-intensity over the imaging domain strongly

a�ect intensity-based DCE-US quanti�cation techniques. �e proposed method

characterizes the dynamics of the local system and is not impaired by time-invariant

artefacts. However, in speci�c time-variant cases heavy nonlinear propagation

artefacts can impact the estimates. One example occurs in the presence of far wall

pseudo-enhancement in combination with movement, leading to strongly correlated

and time-varying time-intensity curves. �ese types of artefacts may be reduced by

advances in contrast-enhanced ultrasound imaging technology.116

2.6b Limitations

A limitation of the present study lies in the quantitative validation procedure. Standard

histology assesses the degree of cell di�erentiation, which does not necessarily map

one-to-one with the angiogenic activity that the method aims to detect. Furthermore,

the ultrasound imaging planes are generally not parallel to the histology slices, as

the dissection procedure is constrained by pathological guidelines. Although these

problems are mitigated by considering multiple histology slices when selecting the

regions of interest, errors might still be present. Since slices with small and scattered

tumours were not considered suitable for drawing regions, the performance evaluation

in this work is biased towards larger tumours that are consistent through multiple

histology slices. �e cognitive registration of fundamental mode ultrasound planes and

histology slices, along with a manual selection of regions of interest was performed

prior to the development of the method. A more detailed analysis that includes small

and inconsistent (yet clinically signi�cant) tumours may be enabled by advanced and

dedicated registration algorithms.117

�e DCE-US data used in this study is limited to 2D spatial information. Because

of this, local channel estimation is a�ected by out of plane �ows. As a result, the

estimated absolute parameter values will di�er from the real parameters. In fact, the

pixel-wise value depends on the elevation angle of the �ow. In the worst case, the

apparent causality between the measured output and input indicator dilution curves

may in fact not represent physical causality. �is can occur for �ow directions that are

perpendicular to the imaging plane.

Hence, with the technical limitations of 2D DCE-US imaging, only macroscopic

features representing the actual 3D vascular network can be estimated. In this regard,

we assumed the elevation orientation components of the physical parameters, and their

projections on the imaging plane, to have a broad distribution over the �nal resolution
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cell volume (2.355σpost ×2.355σpost × 1.4 mm ≈ 3×3× 1.4 mm). �e average macroscopic
behaviour was then estimated using spatial post-�ltering with a Gaussian kernel, and

its clinical relevance with respect to prostate cancer localization was evaluated.

2.6c Perspectives

�e frequently repeated biopsy indicated by active surveillance regimens is a burden

to both patients and healthcare systems. It can cause complications, and the anxiety

and discomfort associated with the repetitive biopsies may be a reason for patients to

quit active surveillance. Imaging with a high negative predictive value for clinically

signi�cant disease can potentially defer or delay the need to repeat biopsy. �e nega-

tive predictive required to defer biopsies depends on the risk of delayed detection of

signi�cant disease that patients and caregivers are willing to accept, but we can argue it

should be above of the 80-90% range. �e speci�city then determines the proportion

of biopsies that can actually be deferred. Nevertheless, we do not expect the decision to

re-biopsy to be based on imaging alone in the near future; a signi�cant rise of prostate

speci�c antigen118 despite negative imaging should prompt re-biopsy during active

surveillance.

When clinical suspicion persists in spite of negative biopsies, the current European

guidelines for prostate cancer recommend taking multiparameteric Magnetic Reso-

nance Imaging (mpMRI)-targeted biopsies.119 �e long-term positioning of our DCE-

US method will be decided by the results of future extended validation. Should the

results become similar or better than those by mpMRI in a large cohort, one can con-

template replacing mpMRI. Advantages over mpMRI are the lower costs and higher

mobility of the equipment, di�erent/fewer contraindications, and US-US registration

is likely less prone to error than MRI-US registration for biopsy targeting purposes.

US equipment is also compatible with a wider set of (metal containing) focal therapy

equipment than the MRI unit. Obviously these advantages come second to accurate

tumour detection; this is where the proposed method will have to prove itself relative

to mpMRI. In the short-term, we are going to use the technique next to mpMRI for

comparison and assessment of their complementarity.

Within mpMRI protocols, dynamic contrast-enhanced MRI is o�en employed, mak-

ing use of gadolinium contrast agents. �ese agents extravasate across the vessel wall

and are o�en used to assess vascular permeability. In this context, the approach de-

scribed in the present work may be followed to determine local gadolinium convection

and dispersion along with permeability. �e proposed impulse-response estimators

should than be adjusted and based on dedicated models that combine these three

terms.120

Technological developments currently facilitate 4D DCE-US imaging, which allows

analysis of 3D spatial data over time121 and enables exploitation of more elaborate

system identi�cation techniques. In this respect, one can imagine estimation of the 3D

convection-di�usion model parameters, possibly providing more information relevant

to the localization of angiogenesis. �erefore, adapting the developed approach to

4D DCE-US will be part of future work.
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2.7 Conclusions

�is paper proposes for the �rst time a method for the independent estimation of dis-

persion and velocity of ultrasound contrast agents (UCAs) based on dynamic contrast

enhanced ultrasound (DCE-US) imaging. With the aim of localizing prostate cancer

(PCa), the developed method enables local characterization of the vascular hemody-

namics described by the apparent in-plane dispersion coe�cient, velocity, and Péclet

number of UCAs. A quantitative analysis on 25 patients revealed that PCa detection

based on the ratio of UCA velocity and dispersion (the Péclet number) yields the highest

receiver-operating-characteristics curve area (0.84). �e presented clinical results are

encouraging, even though they are constrained to the analysis of in-plane kinetics.

Future work will include translation of the developed method to 4D DCE-US.
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2.8 Appendix: ML estimators

Starting from the result of (2.24)

ˆ⃗θ =max
θ⃗

{l(θ⃗)} ≈ max
θ⃗

N

∑
n=1

w̄[n] {ln (g[n∣θ⃗]) + ln(v)} , (2.28)

we take the partial derivatives with respect to themodel parameters v and D, and equate
them to zero:

∂v l(θ⃗) =
N

∑
n=1

w̄[n] {∂v g(n∣v ,D)
g(n∣v ,D)

+ 1
v
} = 0, (2.29a)

∂D l(θ⃗) =
N

∑
n=1

w̄[n] {∂D g(n∣v ,D)
g(n∣v ,D)

} = 0, (2.29b)

which, when using (2.17) with sample time ∆t, leads to

∂v l(θ⃗) =
N

∑
n=1

w̄[n] {(L − vn∆t)
2D

+ 1
v
} = 0, (2.30a)

∂D l(θ⃗) =
N

∑
n=1

w̄[n] {(L − vn∆t)2 − 2Dn∆t
4D2n∆t

} = 0. (2.30b)

Next, we can rewrite (2.30) such that we have

D
N

∑
n=1

w̄[n] = −
N

∑
n=1

w̄[n]v(L − vn∆t)
2

, (2.31a)

D
N

∑
n=1

w̄[n] =
N

∑
n=1

w̄[n](L − vn∆t)2

2n∆t
= 0. (2.31b)

�en, we subtract (2.31b) from (2.31a) to obtain:

N

∑
n=1

w̄[n] {vL
2
− L2

2n∆t
} = 0, (2.32)

from which we can obtain the ML estimate of the velocity as:

v̂ML = L

N
∑
n=1

w̄[n]
n∆t

N
∑
n=1

w̄[n]
. (2.33)

Finally, we use v̂ML to solve (2.30b), and obtain the ML estimate of the dispersion
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coe�cient as:

D̂ML =

N
∑
n=1

w̄[n]
n∆t [L − v(n∆t)]2

2
N
∑
n=1

w̄[n]
. (2.34)
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Entropy of

Ultrasound-Contrast-Agent

Velocity Fields
Abstract - Prostate cancer care can bene�t from accurate and cost-e�cient imaging
modalities that are able to reveal prognostic indicators for cancer. Angiogenesis is known
to play a central role in the growth of tumours towards a metastatic or a lethal phenotype.
With the aim of localizing angiogenic activity in a non-invasivemanner, Dynamic Contrast
Enhanced Ultrasound (DCE-US) has been widely used. Usually, the passage of ultrasound
contrast agents thought the organ of interest is analysed for the assessment of tissue
perfusion. However, the heterogeneous nature of blood �ow in angiogenic vasculature
hampers the diagnostic e�ectiveness of perfusion parameters. In this regard, quanti�cation
of the heterogeneity of �ow may provide a relevant additional feature for localizing
angiogenesis. Statistics based on �ow magnitude as well as its orientation can be exploited
for this purpose. In this paper, we estimate the microbubble velocity �elds from a standard
bolus injection and provide a �rst statistical characterization by performing a spatial
entropy analysis. By testing the method on 24 patients with biopsy-proven prostate cancer,
we show that the proposed method can be applied e�ectively to clinically acquired DCE-US
data. �e method permits estimation of the in-plane �ow vector �elds and their local
intricacy, and yields promising results (receiver-operating-characteristic curve area of
0.85) for the detection of prostate cancer.

From: R.J.G. van Sloun, L. Demi, A.W. Postema, J.J.M.C.H. de la Rosette, H. Wijkstra, and M. Mis-

chi,“Entropy of Ultrasound-Contrast-Agent Velocity Fields for Angiogenesis Imaging in Prostate Cancer”,

IEEE Transactions on Medical Imaging, vol. 6, ©IEEE, 2017
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3.1 Introduction

P
rostate cancer (PCa) is the second-leading cause of cancer death in men, and the

most frequently diagnosed cancer inmen aside from skin cancer.79 PCa diagnosis is

typically performed using systematic needle biopsies, guided by transrectal ultrasound

(TRUS): the extraction and examination of prostate gland samples based on a standard

template. �e samples are microscopically assessed based on the histopathological

degree of cell di�erentiation, quanti�ed by the Gleason score.13 In this case, TRUS is

merely used to guide the biopsy needle. Despite being the current golden standard,

initial systematic biopsies miss nearly a quarter of the clinically signi�cant cancers,15

requiring additional biopsy sessions in case of suspicion. To enhance tumour detec-

tion rates, targeting of biopsies using multi-parametric magnetic resonance imaging

(mpMRI)122, 123 has been proposed. �is strategy combines T2 weighted and Di�usion

weighted imaging with Dynamic Contrast Enhanced MRI (DCE-MRI) to detect and

classify lesions, which can be targeted speci�cally during the biopsy procedure. Besides

enabling targeted biopsies, accurate delineation of lesions using imaging would permit

the use minimally invasive therapies such as focal therapy as opposed to radical prosta-

tectomy. Nevertheless, mpMRI is a modality with high costs and a complex work�ow.

It would therefore be favourable to perform these diagnostic strategies by cost-e�ective

TRUS.

Dynamic Contrast Enhanced Ultrasound (DCE-US) is a minimally invasive imaging

modality that can be applied using TRUS. Where DCE-MRI in mpMRI is mainly used

to assess microvascular permeability, DCE-US is used to analyse perfusion, by imaging

an intravenously injected cloud of contrast agents that remain intra-vascular. In the

context of tumour detection, a particularly interesting application of DCE-US concerns

the localization of neo-angiogenic vascularization associated with tumour growth and

metastasis,58,59,60 and of lethal phenotypes.61

�emicrovascular network that originates from tumour-driven angiogenesis is char-

acterized by increased microvascular density (MVD) and tortuosity, as well as by the

presence of irregular branching and arteriovenous shunts. Decreasing functional vas-

cular cross-sectional area in neoplastic tissue can increase �ow resistance. Hypoxia

in tumours due to ine�ective blood �ow can lead to deteriorated endothelial wall

cells, causing extra-vascular leakage and metastases124. �ese factors contribute to

heterogeneous blood �ow in angiogenic vasculature,85125. In this paper, we aim at

localizing tumour-driven angiogenesis by exploiting the heterogeneity induced in the

microvascular blood �ow.

Focusing on increased microvascular density, several researchers have studied DCE-

US time-intensity features related tomicrovascular perfusion.82–84 However, ultrasound

attenuation and scanner settings may a�ect the estimation of local contrast-agent con-

centration and the resulting amplitude-based perfusion parameters.126–128 Moreover, its

e�ectiveness is hampered by the heterogeneous nature of blood �ow in angiogenesis. Ex-

ploiting this, intra-tumour vascular heterogeneity has been assessed for DCE-CT86 and

DCE-MRI.129 In the domain of ultrasound, a histogram-based characterization of con-

trast agent wash-in rate distributions was used to classify benign or malignant ROIs.130

Later, a DCE-US perfusion clustering algorithm was developed for the assessment of

perfusion heterogeneity.131 As an alternative to perfusion related parameters, features
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Figure 3.1: An illustration of the analysis steps: First, the velocity vector is estimated for all pixels based on

IDC time-delay estimation (A). �en, its bivariate probability distribution is estimated within a kernel to

derive the entropy (B). Finally, the conditional entropy is determined (C), and the kernel is translated across

imaging plane (D).

linked to contrast agent bolus dispersion have been proposed.71, 72 �ese approaches

are based on the hypothesis that structural alterations in the vascular architecture

result in variations in contrast agent spreading: a macroscopic perspective of vascular

characterization that is connected to modelling of �ow through porous media.94, 132

Additionally, disruption-replenishment techniques were investigated for vascular

characterization133. A�er disrupting all microbubbles with a high-intensity �ash, re-

perfusion kinetics are assessed by extracting parameters related to vascular cross-

sectional area, mean �ow speed, and vascular heterogeneity of the microvasculature

using a log-normal model for the spatial �ow distribution. Such approaches require

the use of a destructive �ash along with a steady infusion of contrast agents, and

quanti�cation depends on the angle between the imaging beam and the replenishing

vessels134.

In this work, we infer vascular heterogeneity by providing a bivariate statistical

characterization of �ow including contrast agent directionality. To this end, we �rst

measure the ultrasound contrast agent’s (UCA) indicator dilution curves (IDCs; a

measure of contrast agent concentration over time) that result from an intravenous

bolus injection at each pixel. From this, we estimate the local propagation vector of

the agent’s distribution over space. By estimating the time-delays between the IDCs

measured at a set of imaging pixels, the macroscopic �ow direction as well as its

magnitude can be estimated. �e diversity or disorder of the resulting vector �eld is

then assessed by evaluating Shannon’s Entropy,135, 136 ultimately yielding a measure of

heterogeneity. Its diagnostic value is evaluated on data acquired from 24 patients and

compared against histology.

�e remainder of this paper is organized as follows. We �rst describe the data

acquisition protocol (Secs. 3.2a-3.2c). A velocity vector �eld estimator is then derived

based on a two-stage cross-correlation/least squares approach (Sec. 3.2e). Next, two

approaches for statistical characterization based on Entropy (Sec 3.2f) and Conditional

Entropy (Sec. 3.2g) are proposed. �e adopted validation methodology is reported

in Sec. 3.3, and the results are presented in Sec. 3.4. Finally, in Sec. 3.5, the results are

discussed and conclusions derived.
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3.2 Methods

3.2a Patient population

Initially, twenty-�ve patients scheduled for radical prostatectomy where included in

this study. DCE-US investigations were performed on all patients. One patient was

excluded based on unreliable histological data, compromising the validation procedure.

�e study was approved by the local ethics committee. All patients signed informed

consent.

3.2b DCE-US data acquisition

�e DCE-US data were acquired at the AMC University Hospital (Amsterdam, the

Netherlands). An intravenous injection of a 2.4-ml UCA bolus (SonoVue®, Bracco,

Milan, Italy) was administered, and its passage through the prostate was imaged using

a C10-3v transrectal end�ring ultrasound probe. �e DCE-US loops were acquired

and stored using a Philips iU22 ultrasound system (Philips Healthcare, Bothell, WA),

operating in a contrast-speci�c imaging mode. �is mode exploits the microbubble’s

nonlinear behaviour using a power modulation pulse scheme at 3.5 MHz to suppress

linear backscattering from tissue. A lowmechanical index of 0.06 was used to minimize

microbubble destruction.104 �e frame rate was 10 Hz. �e axial resolution of the

ultrasound system is approximately 0.3 mm and its lateral resolution is in the order

of 0.5 mm at 5 cm from the probe. At this distance, the elevational beamwidth is

approximately 3.4 mm. �e pixel spacing is 0.146 mm in both directions. �e median

number ofDCE-US planes recorded per patient was 2, ranging between 1 and 4. Imaging

was performed for 120 seconds to record the full in- and out �ow.

3.2c Histopathological analysis

A radical prostatectomy was performed in all patients. A�er resection, the prostate

specimen was �xed in formalin, and dissected in 4-mm-thick slices. �e slices were

Haematoxylin & Eosin stained, and a pathologist determined the presence and extent

of the tumour, based on the level of cell di�erentiation, according to.105 Six patients

had a Gleason score of 3 + 3 = 6, nine patients had a Gleason score of 3 + 4 = 7, �ve
patients had a Gleason score of 4 + 3 = 7, one patient had a Gleason score of 3 + 5 = 8,
one patient had a Gleason score of 4 + 5 = 9, and two patients had a Gleason score of
5 + 4 = 9.

3.2d Pre-processing

Prior to the analysis, the recorded log-compressed and quantized time-intensity curves

were linearised to obtain IDCs using the methods described in.71 A spatial Gaussian

�lter with a standard deviation of one pixel (0.146 mm) was then applied to mitigate

the impact of spatially incoherent noise137.
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3.2e Velocity vector �eld estimation

For the purpose of estimating the in-plane UCA velocity vector at a certain location,

we consider the IDCs that are measured at a speci�c set of imaging pixels around this

location: N pixels distributed on a circle with radius R. �e IDC shapes of two closely
spaced pixels (< 2.2 mm) is similar since local e�ects are dominated by the complete
UCA bolus history. Hence, assuming the transport of UCAs between two distinct pixels

in this set to be convection-dominated, the measured IDCs may be written as:

y1(t) = u1(t)s(t) + n1(t) (3.1)

y2(t) = u2(t)s(t − τ) + n2(t), (3.2)

where s(t) represents the time evolution of contrast signal, τ is its time-delay with
respect to the arrival time at the �rst pixel, n1(t), n2(t) are i.i.d additive noise compo-
nents, and u1(t), u2(t) are i.i.d multiplicative noise components. �e additive noise
components model e.g. thermal and electronic noise, whereas the multiplicative com-

ponents can describe the e�ects of speckle noise on the measured IDCs (98, 138). �e

time-delay τ can be estimated by maximizing the cross-correlation function between
y1(t) and y2(t), i.e.

τ̂1,2 = argmax
τ̃
E [y1(t)y2(t + τ̃)]

= argmax
τ̃

{E [u1(t)u2(t)s(t)s(t − τ + τ̃)] + E [u2(t)n1(t)s(t − τ + τ̃)]

+ E [u1(t)n2(t)s(t)] + E [n1(t)n2(t)]}
= argmax

τ̃
E [s(t)s(t − τ + τ̃)] , (3.3)

where E[⋅] is the expectation operator. �is function is maximized for τ = τ̃.139 Analo-
gous to the convolution theorem, the cross-correlation based time-delay estimation

can also be performed using the Fourier transform, via:

τ̂1,2 = argmax
τ̃

∞

∫
−∞

Y1(ω)Y∗
2 (ω)e− jωτ̃dω, (3.4)

where Y1(ω) and Y2(ω) are the Fourier transforms of y1(t) and y2(t), respectively, and
(⋅)∗ denotes the complex conjugate. In practice, this allows us to pre-compute and store
the Fast Fourier Transforms (FFTs) of all IDCs, reducing the procedure’s computation

time by avoiding duplicate FFT evaluations while translating the ring-kernel (see Figure

3.1). We then collect all the N(N − 1) time-delays amongst all the IDCs from the set in
an array ˆ⃗τ. �e relation between ˆ⃗τ and the average velocity vector v⃗ can be described
as:

v⃗T τ⃗ = D, (3.5)

where D is the 2 × N(N − 1)/2 matrix that describes the inter-pixel distance vectors.
Equation (3.5) is solved for v⃗ by minimizing the mean squared error between v⃗T ˆ⃗τ and
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D using weighted least-squares minimization:

ˆ⃗v = argmin
v⃗

N(N−1)

∑
i

w i ∣Di − v⃗ τ̂ i ∣22 , (3.6)

where Di is the ith column of D and τ i is the corresponding time delay. �e weight
w i is the value of the normalized cross-correlation function at lag τ̂ i , re�ecting our
con�dence in the time-delay estimate:

w i =
E [y i ,1(t)y i ,2(t + τ̂ i)]

σy i ,1σy i ,2
, (3.7)

where σy i ,1 and σy i ,2 depict the standard deviations of y i ,1 and y i ,2, respectively.

�is procedure is repeated on a grid of pixels that covers the prostate to produce an

estimate of the complete vector �eld. An in silico validation of the velocity vector �eld
estimator is given in appendix 3.6.

3.2f Entropy

To locally assess the amount of diversity or disorder in the �eld components we calculate

its Shannon’s entropy.136 �is information theoretical quantity provides a measure of

the intricacy of the velocity �eld pattern: the higher the heterogeneity the higher the

entropy. Shannon’s entropy is de�ned as

H(V) = −∫ P(v⃗) logP(v⃗)dv⃗ . (3.8)

where P(v⃗ = [vx , vy]) is the two-dimensional probability distribution for the occur-
rence of a speci�c velocity vector (x and y components) and log denotes the natural
logarithm.

Since P(v⃗) is unknown, we estimate its discrete probability mass function from the
data based on rectangular bins, by computing the two-dimensional histogram P̃(i , j)
of all the velocity vectors obtained within a circular kernel of radius K (see Figure 3.1),
i.e.,

P̃(i , j) = P̃(V ∈ bin{i , j}) = 1

∣Sk ∣
∑

m∈SK

c(v⃗m , i , j), (3.9)

where SK is the set of indices that point to the velocity vectors in the kernel, v⃗m is the
mth velocity vector, and the bin function

c(v⃗m , i , j) = {1 if v⃗m ∈ bin{i , j}
0 otherwise

, (3.10)

where the rectangular bin width is 2vmax/Nb , with Nb being the amount of bins in

both dimensions and vmax the upper limit of the velocity magnitude. �e entropy is
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then estimated from the data as:

Ĥ(V) = −∑
i , j
P̃(i , j) log P̃(i , j). (3.11)

3.2g Conditional entropy

To extend the analysis of spatial heterogeneity, we consider the predictive value of

a velocity vector with respect to its surrounding pixels. We describe this with the

conditional entropy of the �eld given knowledge about its direct neighbourhood. To

this end, we employ the conditional probability density function of a speci�c velocity

vector at a certain location (described by random variable V1) given a neighboring
velocity vector (V2):

H(V2∣V1) =∫ P(v⃗1 , v⃗2) log
P(v⃗1)
P(v⃗1 , v⃗2)

dv⃗1dv⃗2

=∫ P(v⃗2∣v⃗1)P(v⃗1) log
P(v⃗1)

P(v⃗2∣v⃗1)P(v⃗1)
dv⃗1dv⃗2

= − ∫ P(v⃗1)∫ P(v⃗2∣v⃗1) logP(v⃗2∣v⃗1)dv⃗2dv⃗1 . (3.12)

�e conditional entropy H(V2∣V1) is equal to zero if V1 is completely determined by
V2.

Again, the true probability density functions are inherently unknown. Hence, we

compute their discrete probability mass function estimates P̃(V1 ∈ bin{i , j}) and
P̃(V2 ∈ bin{k, l}∣V1 ∈ bin{i , j}) according to (3.9), using the data obtained within
a circular kernel of radius K based on two-dimensional histograms. Similarly, the
conditional probability distribution can be estimated as:

P̃(k, l ∣i , j) =P̃(V2 ∈ bin{k, l}∣V1 ∈ bin{i , j})

=

1

∣Sk ∣ ∑m∈SK

1

∣Sm ∣ ∑n∈Sm

c(v⃗m , i , j)c(v⃗n , k, l)

1

∣Sk ∣ ∑m∈SK

c(v⃗m , i , j)
, (3.13)

where Sm is the set of indices that point to the velocity vectors that lie adjacent to the
mth velocity vector. �e conditional entropy is then calculated as:

Ĥ(V2∣V1) = ∑
i , j
P̃(i , j)∑

k , l
P̃(k, l ∣i , j) log P̃(k, l ∣i , j). (3.14)

�e analysis is repeated by sliding the circular kernel across the entire vector �eld in

order to generate parametric maps of Ĥ(V) and Ĥ(V2∣V1).

An illustrative overview of the described methodology is shown in Figure 3.1.
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3.3 ValidationMethodology

�e proposed method was clinically validated on a group of twenty-four patients, of

which ��y-sevenDCE-US planeswere included. Contrast-mode aswell as fundamental-

mode loops were simultaneously recorded for each plane. Additional fundamental-

mode US sweeps were recorded from the prostate’s base to apex for each patient. �ese

served as a reference for manual identi�cation of the DCE-US plane location within

the full prostate volume using the anatomical features captured by the fundamental

mode images. �en, cognitive registration between the histopathological set of slices

with marked lesions and the DCE-US planes permitted drawing regions of interest

(ROIs) of approximately 0.5 cm2 indicating either benign (Gleason score < 3+ 3 = 6) or
malignant areas. For this purpose, fundamental mode (B-mode) sweep videos ranging

from base to apex where acquired. By comparing this video with the fundamental mode

image obtained in the contrast imaging plane, the contrast imaging plane location was

determined. �en the corresponding histology slice was chosen.

To mitigate errors in the registration procedure, slices with small tumours (with

respect to the ROIs) and inconsistencies across multiple slices were not considered

suitable for drawing malignant ROIs. In total, ��y-two benign regions and ��y-tree

malignant ROIs were selected. On average, these ROIs included about 2000 time-

intensity curves (min: 308, max: 6695), and were drawn prior to the development of

the methods presented in this work.

A Receiver-Operating-Characteristic (ROC) analysis was adopted to evaluate classi�-

cation performance: Pixel-based classi�cation was performed using a variable threshold

per parameter, thereby displaying the relation between sensitivity and speci�city in a

curve. �e area under the ROC curve is used as a general measure of �exibility and

performance. �e optimal classi�cation threshold is a trade-o� between sensitivity and

speci�city, and was determined by selecting the point on the ROC curve that yields the

minimum Euclidean distance to ideal classi�cation, i.e. to a sensitivity and speci�city of
1. �e method’s sensitivity, speci�city, positive predictive value, and negative predictive

value were calculated for this threshold.

�e adopted algorithm settings are given in Table 3.1. �e number of pixels in the ring

kernel for velocity estimation N was set to 8; a trade-o� between inter-pixel spacing
(related to the system resolution) and least-squares estimation variance. �e entropy

kernel radius K was set to 3.6 mm, being a trade-o� between the accuracy of the
probability density estimates and the achieved spatial resolution of the parametric
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A B Figure 3.3: Typical probability density

function estimates of velocity �elds

from benign (A) and malignant (B) re-

gions.
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Table 3.1: Adopted

settings for the pro-

posed algorithm.

Values between

brackets indicate

the set of tested

parameters.

Parameter Description Value

N Pixels in set of velocity estimation 8

K Kernel radius for entropy analysis 3.6 mm

vmax Maximum histogram bin velocity 1 mm/s

R Radius circle for velocity estimation {0.7,0.9,1.2} mm

Nb Histogram bins {9,12,15}

maps. vmax was set to 1 mm/s, in line with the expected blood velocities in human

capillaries.111 �emethod’s performance was assessed for 3 di�erent radii of the velocity

estimation kernel R, and varying number histogram bins.

�e pixel-wise signal quality was assessed by estimating the Signal to Noise Ratio

(SNR). �e signal component s[n] was estimated by �ltering the TIC with a moving
median �lter (window size of 4 seconds) and subtracting the baseline, which was

estimated by calculating the median value in the �rst 5 seconds of the TIC. �e noise

component u[n] was estimated by subtracting the �ltered TIC from the raw TIC. A
measure of SNR in dB is then calculated as:

SNR = 10 log
10

⎛
⎜
⎝

∑
n
s[n]2

∑
n
(u[n] − ū)2

⎞
⎟
⎠
, (3.15)

where ū is the mean value of u across all samples.

�e classi�cation performance of the proposed methods was compared to that ob-

tained with di�erent DCE-US quanti�cation parameters reported in the literature. To

this end, the spatiotemporal correlation (r),72 wash-in time (WIT),140 wash-in rate
(WIR), peak intensity (PI), and area under the IDC (AUC) were also extracted. To

facilitate a robust estimation process, the Local Density RandomWalk model was �tted

to the curves according to71, a�er which the desired parameters could be derived.

Additionally, a comparison amongst heterogeneity-based measures was made by

evaluating the classi�cation performance obtained by estimating the entropy of the

other quanti�cation parameters based on a univariate version of the methods described

in Sec. 3.2f

To achieve similar spatial smoothing as the kernel-based entropy analysis, the single-

pixel parameters were post-�ltered using a 2D Gaussian kernel (standard deviation of

1.3 mm, half the entropy kernel radius).

Finally, the p-values for testing the hypothesis that there is a di�erence between the

parameter means for benign and malignant areas were calculated. Since some of the

parameter distributions are heavily skewed and do not follow a normal distribution,

a non-parametric Kruskal-Wallis test (one-way ANOVA on ranks) was adopted for

this purpose.141 Taking into account the spatial correlation between parameter values

within a ROI, the number of independent samples in a distribution was conservatively

set to the number of ROIs used for that distribution.
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3.4 Results

Figure 3.2 shows a qualitative example of the obtained velocity �elds, along with the

parametric maps of its Entropy and Conditional Entropy. In addition, the maximum

normalized cross-correlation value (i.e. weight, see Eqn. (3.7)) is given for each pixel,

serving as ameasure of con�dence in the velocity estimate. �e corresponding histology

slice is also shown. One can observe that both parameters display elevated values in

areas with marked tumour lesions.

Figure 3.3 shows two typical examples of the probability density function estimates

of the velocity �elds within a kernel from a benign and malignant region. One can

observe a broad distribution of velocity vectors in the malignant case, resulting in a

high entropy.

Figure 3.4 displays the attained ROC curve areas for the velocity �eld Entropy as

well as the velocity �eld Conditional Entropy as a function of the radius R and the
number of histogram bins Nb . �e adopted settings are summarized in Table 3.1. One

can observe that the highest ROC curve area is reached with R = 1.1 mm and Nb = 12
for Entropy, and R = 0.9 mm and Nb = 12 for Conditional Entropy. For the remainder
of the results, the adopted settings are R = 0.9 mm and Nb = 12, unless explicitly
mentioned otherwise.

Figure 3.5 demonstrates the relation between the achieved ROC curve areas of the pro-

posed methods and measurement quality in terms of SNR. Performance monotonically

increases when excluding pixels from the ROIs based on SNR. As a consequence, the

number of independent samples decreases. To provide an indication of this reduction

in data, the amount of benign andmalignant ROIs that preserve over 50% of their pixels

a�er exclusion is also plotted.

�e histograms and box-plots of the benign and malignant classes for velocity �eld

Entropy and Conditional Entropy are given in Figure 3.6. �e malignant class distri-

bution displays higher median values for both parameters. Moreover, the box-plots

indicate that the 25th percentile (Q1) of the malignant distribution is higher than the
75th percentile (Q3) of the benign distribution for both parameters. Values are depicted
as outliers if they are larger than Q3 + 1.5(Q3 −Q1) or smaller than Q1 − 1.5(Q3 −Q1).
A pixel was classi�ed malignant for Entropy > 2.47 and Conditional Entropy > 1.91.
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In Figure 3.7, two typical parametric maps of velocity-�eld Conditional Entropy are

shown togetherwith their binary classi�cationmaps obtained by applying the histogram-

based optimal threshold. �e adopted benign and malignant ROIs are displayed, as

well as the resulting classi�cation performance within the ROIs as described in Sec. 3.3.

For comparison the corresponding parametric maps of AUC, PI, WIR and WIT are

also given.

Figure 3.8 shows the ROC curves for velocity �eld Entropy and Conditional Entropy

along with those obtained using other entropy and non-entropy based DCE-US quan-

ti�cation methods. �e classi�cation characteristics of Conditional Entropy generally

yield higher speci�cities, whereas Entropy tends to result in higher sensitivities. Both

methods outperform the reference quanti�cation methods.

�e pixel-based classi�cation results are summarized in Table ??, where the settings

that yield the highest ROC curve area for velocity �eld Entropy andConditional Entropy

(see Figure 3.4) are used. Of all evaluated parameters, Conditional Entropy yields the

highest ROC curve area. �e di�erence with respect to Entropy is however small. �e

AUC yields the lowest ROC curve area, and the lowest values of sensitivity, speci�city,

negative predictive value, and positive predictive value. �ese statistics are always the

highest for either Entropy or Conditional Entropy.

In addition to this, the results for ROI-based classi�cation are presented in Table ??, by

taking the mean value of each parameter in the ROI. �e highest sensitivity, speci�city,

negative predictive value and positive predictive value are reached by the Conditional

Entropy of the velocity �elds.
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3.5 Conclusions and Discussion

In this paper, we presented a method for the estimation and statistical characterization

of �ow vector �elds from clinically acquired DCE-US data. By employing time-delay

estimation in combination with least squares minimization, the proposed method

enables estimation of the in-plane �ow vector �elds of perfused microvasculature,

a�er which histogram-based measures of heterogeneity are extracted: the vector �eld’s

Entropy and Conditional Entropy.

Both Entropy and Conditional Entropy estimates yielded higher values in malignant

areas. �e typical examples of benign and malignant probability density functions

shown in Figure 3.3 indeed display a broader distribution of velocity vectors for the ma-

lignant case. Qualitatively, this can also be observed from Figure 3.2, where an example

of the obtained �ow vector �elds is shown for one DCE-US plane. �e complexity of

the �ow patterns is noticeable in the area corresponding to the tumour location. More-

over, one can recognize multiple �eld “sources” and “sinks”. We hypothesize that these

coincide with feeding and draining vessels that enter the imaging plane and perfuse

the area through the microvasculature. �e Entropy and Conditional Entropy of the

�elds both display elevated values in malignant regions; a �nding that is con�rmed

by the quantitative analysis. When trialled on a set of 24 patients, Entropy and Condi-

tional Entropy are signi�cantly higher in malignant pixels as compared to benign pixels

(p≪ 0.01). Presuming that these features re�ect the heterogeneity of contrast-agent
�ow patterns, this result is in line with previous observations on the heterogeneous

nature of blood �ow in tumours.85

�e pixel-based classi�cation performance for detecting prostate cancer was ex-

pressed in terms of the ROC curve area. On the entire dataset, the proposed parameters

outperformed all other evaluated DCE-US features, and both resulted in a ROC curve

area of approximately 0.85. Spatiotemporal correlation, WIR andWIT yielded lower

performances (ROC curve areas of 0.76, 0.76, and 0.79, respectively), followed by the

amplitude-based peak-intensity (ROC curve area of 0.68) and area under the IDC

(ROC curve area of 0.51). �e latter aims to re�ect the level of perfusion based on the

IDC integral, but is hampered by the ambiguity between blood fractional volume and

velocity, as well as by the dependency on ultrasound pressure and attenuation.
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Figure 3.6:�e benign (blue

dotted) and malignant (yel-

low) class histograms for En-

tropy and Conditional En-

tropy (R = 0.9 mm, Nb =

12 bins). A pixel was classi�ed

malignant for Entropy > 2.47

and Conditional Entropy >

1.91. �e corresponding box-

plots for both classes are also

given. Outliers are indicted

with yellow crosses.
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Figure 3.7: Two examples of benign and malignant regions of interest (ROIs, as de�ned in section 3.3)

drawn on the fundamental mode images (B,H), along with the nearest histology slices (A,G). �e maps of

conditional entropy for these imaging planes are shown in (C,I). Classi�cation results using the pixel-based

optimal threshold are given in (D,J) for the full �eld of view. Finally, the true positives (green), true negatives

(red), and false positives/negatives (black) are shown in (E,K). As a reference, the maps of area under the

IDC (AUC), peak-intensity (PI), wash-in time (WIT), and wash-in rate (WIR) for these imaging planes are

given in (F,L).

In this work, assessment of heterogeneity of �ow was proposed by calculating the

entropy of UCA velocity �elds. In addition, we evaluated the entropy of other DCE-

US features. Of these, only WIT entropy and WIR entropy display a signi�cant (p <
0.05) di�erence between malignant and benign pixels. As expected, the mean WIR

entropy was indeed higher for malignant pixels, since WIR is proportional to �ow.

Its classi�cation performance is limited however (sensitivity and speci�city of 62.3%

and 65.4%, respectively). On the other hand, the mean WIT entropy is signi�cantly

lower for the malignant distribution, reaching a test sensitivity and speci�city of 72.1%

and 76.7%, respectively (see Table ??). �is observed local similarity in wash-in times

may be a direct consequence of the inverse proportionality of WIT to �ow velocity:

heterogeneities in �ow cause reduced variations in WIT for high �ows.

Interestingly, pixel-based classi�cation performance of velocity �eld Entropy and

Conditional Entropy monotonically increases when excluding pixels that su�er from a

low signal to noise ratio (SNR).�is most likely leads to exclusion of wrongly estimated

velocity vectors, as estimation of time-delays between IDCs becomes increasingly

di�cult for higher noise levels. �erefore, the development of a time-delay estimation

procedure that is more robust in the presence of the low SNR conditions observed in

DCE-US measurements is part of future work. In line with this, dedicated maximum

likelihood estimators based on the particular noise statistics of DCE-US (Rayleigh

distribution) may be exploited.

�e frame rate of the imaging system plays a primordial role in the estimation of

time-delays. In this work, the selected rate of 10 Hz was su�cient to reach the required
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Figure 3.8: Receiver-Operating-Characteristic (ROC) curves for the classi�cation performance of the pro-

posed Entropy [H(v⃗)] and Conditional Entropy [H(v⃗2 ∣v⃗1)] of velocity �elds (R = 0.9 mm, Nb = 12 bins),
against those obtained with spatio-temporal IDC correlation (r), wash-in time (WIT), wash-in rate (WIR),
peak intensity (PI) and the area under the IDC (AUC) as parameters (A). �e ROC curves obtained when

using the entropy [H(⋅)] of these parameters are shown in (B).

velocity resolution for the Entropy analysis: the histogram bin width (0.167 mm/s). �e

latter is approximately equal to the error standard deviation of the estimated velocity

magnitudes obtained in the in-silico validation (Appendix 2.8).

�e Entropy and Conditional Entropy are determined by estimating the probability

distributions of the vector �elds using bivariate histograms. �e histogram estimator

approximates the true density from the data using rectangular bins. �e probability for

a value to fall within such a bin is calculated based on the incidence of these values in

the dataset. �e larger the dataset (kernel size) on which the density is estimated, the

higher the accuracy of this probability estimate. As a consequence, the spatial resolution

of the analysis decreases. �e required amount of samples depends on the amount of

histogram bins. Choosing a smaller number of bins requires less samples to e�ectively

�ll those bins, but deteriorates the resolution of the histogram. �is realization touches

upon a fundamental trade-o�. In our test set, the highest ROC curve area was attained

using 12 bins in both directions.

An alternative to the histogram estimator is the kernel density estimator.142 In this

case, the probability distribution is represented by amixture of kernels (e.g., a Gaussian)

that have a certain adjustable bandwidth. Although this approach can yield a smooth

estimate of the density function, it is computationally more demanding. �e methodol-

ogy presented in the present paper requires estimating one probability distribution per

pixel for Entropy, and N 2b probability distributions per pixel for Conditional Entropy.
Hence, we chose to employ the fast histogram estimator as opposed to the kernel density

estimator.

�e validity of the results presented in this work is hampered by the limitations of the

quantitative validation procedure. First of all, histological assessment of Haematoxylin

& Eosin stained prostate specimens is based on the level of cell-di�erentiation, whereas

the developed methods are aimed at detecting angiogenesis. Hence, not all malignantly

labelled time-intensity curves are necessarily obtained from angiogenic vasculature. It

would therefore be interesting to validate themethods presented in this work with stains
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of the endothelial marker CD31, or the angiogenesis-stimulating vascular endothelial

growth factor (VEGF). Secondly, the registration procedure has some pitfalls. �e

ultrasound imaging planes are in general not parallel to the histology slices, as speci�c

pathological guidelines constrain the dissection procedure. Finally, the performance is

biased towards large tumours and those that are consistent through multiple slices. �is

is a consequence of the infeasibility of drawing reliable regions-of-interest for small

and scattered tumours, given the adopted registration procedure.

�e adopted time-delay estimator relies on the assumption that IDCs show a strong

local similarity in shape. Violations of this assumption impact the estimation accuracy.

In case of high local bolus dispersion or di�usion, a model-based transit time estimator

that incorporates the IDC shape alteration (e.g. the local density random walk model)

may be employed.143

�e velocity �eld estimator described in (3.5) uses the time-delay estimates obtained

at a set of pixels to infer a local dominant propagation vector. As such, the attained

velocity vector represents the macroscopic contribution of �ows originating from all

vessels in the �nal resolution cell. To test the performance of the estimator given

such macroscopically measured �ows, we performed a simple in-silico experiment,
in which the propagation of a UCA bolus through an intermediately sized branching

structure was simulated. �e introduction of random walk motion in this propagation

model facilitated the generation of microscopic UCA particle trajectories, that lead to

macroscopic bolus dispersion. Although this simple experiment yielded promising

results, its performance on a physiologically more realistic model (in-silico or in-vitro)
of �ow trough the capillary network of a tumour could be studied as a topic of future

work. Given such a model, an extensive validation of the proposed entropy measures

may be performed.

�e presented method is applied to 2D DCE-US data. Hence, out of plane �ows a�ect

the velocity estimates and lead to an ambiguity between the elevational orientation and

magnitude of the velocity vector. In fact, the lateral and axial velocity vector components

are the projections of the true 3D velocity vector onto the imaging plane. With this

in mind, heterogeneity in the elevational component of this vector within the kernel

would be re�ected by its estimated magnitude. As a result, it would contribute to the

estimated Entropy.

Recently, 4D DCE-US imaging systems have been introduced. Such systems facilitate

the acquisition of 3D volumes over time and hence permit an analysis that incorporates

the full 3D spatial information.121 One can envisage computing 3D velocity vector

�elds by performing the time-delay estimation procedure on a set of voxels that are

distributed in 3D space. �e spatial entropy analysis can then be implemented based

on a spherical kernel in combination with trivariate probability density estimation. �e

added dimension comes at the price of a reduced frame rate of the ultrasound data,

which impairs the temporal resolution of the cross-correlation based delay estimator

employed in this paper. Nevertheless, contrast-agent bolus injections produce time

intensity curves that contain dominantly low frequency content (< 0.5 Hz).121 Hence
the required phase information is retained, even at the low frame rates achieved by

4D systems. �e extension of the proposed method to 4D DCE-US, along with the

development of algorithms that provide high-resolution time-delay estimation in these

systems, will be part of future work. Additionally, the possibility of staging the severity

of lesions in terms of the Gleason grade can be investigated.
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Figure 3.9: In-silico validation of velocity vector �eld estimation. �e arti�cial branching structure is shown
(A), along with the cross correlation function of the time-intensity curves obtained at two locations x1 and
x2 (B). �e estimated velocity vector �eld mapped on the maximum intensity projection is given in (C). �e
axial and lateral velocity components are shown in (D) and (E), respectively. A histogram of the obtained

velocity magnitude estimates within the structure is given in (F).

�eproposed time-delay based approach can be applied to DCE-US recordings of any

perfused organ to resolve �ow patterns with magnitudes that can be well below 1 mm/s,

such as those found in tumour arterioles and capillaries144. As such, this provides a key

advantage with respect speckle-tracking based methods, which are designed to image

the relatively high �ows found in arteries and the heart, and su�er from the severe

speckle decorrelation that results from UCAs moving through the microvasculature as

opposed to a large blood pool.

3.6 Appendix: In-silico validation of vector fields

In this section, the vector velocity �eld estimator is validated using an in-silico ex-
periment in which the 2D transport of particles (microbubbles) through an arti�cial

branching (vascular) structure was simulated. For this purpose, particles were prop-

agated through the structure with a given velocity, comprising a deterministic �ow

plus an additional Gaussian process noise component. �e former simulates pure

convection, whereas the latter served as a model for di�usion. Particles were bound

to stay within 0.5 mm of the central axis (vessel radius). �e amount of particles was

2000. �e velocity magnitude was set to 1 mm/s.

�e ultrasound acquisition of this process was simulated by modelling the scanner’s

point spread function as a bivariate Gaussian, with standard deviations that are depen-

dent on the axial (0.156 mm) and lateral (0.142 + 0.0054 × z mm) resolution, where
z is the imaging depth. �ese numbers are selected based on measurements of the
speckle-grain dimensions as a function of imaging depth for the C10-3v transrectal
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end�ring ultrasound probe in combination with the Philips iU22 scanner.88 �e frame

rate was set to 10 Hz, and the pixel spacing was 0.15 mm.

�e velocity vector �elds were estimated according to the procedure described in

section 3.2e. �e adopted values for N and R are 8 and 0.5 mm, respectively. Figure 3.9
displays the observed maximum intensities of all the ultrasound time-intensity curves

(maximum intensity projection) along with the velocity vector estimates in pixels with

a peak-intensity greater than 10% of the maximum intensity. �e estimated velocities

in both the axial and lateral direction as well as the histogram of velocity magnitudes

within the branching structure are also given. �e mean absolute error of the velocity

magnitudes is 0.11 mm/s, and the standard deviation of the error is 0.17 mm/s.
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4
In-vivo contrast-enhanced

ultrasound tractography
Abstract - Di�usion tensor tractography (DTT) enables visualization of �bre trajectories
in so� tissue using magnetic resonance imaging.145 DTT exploits the anisotropic nature of
water di�usion in �brous structures to identify di�usion pathways by generating stream-
lines based on the principal di�usion vector.146 Anomalies in these pathways can be linked
to neural de�cits.147, 148 In a di�erent �eld, contrast-enhanced ultrasound is used to assess
anomalies in blood �ow with the aim of locating cancer-induced angiogenesis.71, 149, 150
Like water di�usion, blood �ow and the movement of contrast agents will also have a
principal direction that is however now dictated by the local vasculature. Here we show
how the tractographic techniques developed for magnetic resonance imaging DTT can be
translated to contrast-enhanced ultrasound, by �rst estimating contrast �ow velocity �elds
from contrast-enhanced ultrasound acquisitions, and then applying tractography. We
performed 4D in-vivo contrast-enhanced ultrasound of human prostates, and found that
the proposed approach can be directly applied to clinically acquired datasets. By comparing
the results to histopathology a�er prostate resection, we observed that the contrast �ow
tracts qualitatively display typical markers of cancer angiogenic microvasculature: higher
densities and tortuous geometries in tumour areas.151 �e method can be used in-vivo
using a standard contrast-enhanced ultrasound protocol, opening up new possibilities in
the area of vascular characterization.

From: R.J.G. van Sloun, L. Demi, S.G. Schalk, C. Caresio, J. Huang, J. Li, A.W. Postema, C. Mannaerts,

F. Molinari, J.C. van der Linden, P. Huang, H. Wijkstra, and M. Mischi,“In-vivo contrast-enhanced

ultrasound tractography”, Submitted, 2017
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Figure 4.1: Principle of CEUS-T a. Time-

delay estimation amongst a set of time-

intensity curves. b. Time-delay magnitude

as a function of orientation. c. Velocity vector

estimation and tractography.
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4.1 Introduction

T
he introduction of di�usion tensor tractography (DTT) in magnetic resonance

imaging (MRI) led to numerous new studies in brain research.152 It was the �rst

non-invasive in-vivo imaging modality enabling the generation of white matter �bre
trajectories in so� �brous tissues, such as nerves and muscles.145 Relevant information

about neural network connectivity, whitematter de�cits and tumour in�ltration are now

all available through DTT. �e method has widespread potential implications in both

cognitive neuroscience and neurobiology.147, 148 At the core of DTT lies the anisotropic

nature of water di�usion in white matter. Water molecules have a preferred direction

of di�usion in �brous structures, a directionality that can be tracked and displayed

with streamlines.146 As such, DTT became a widely used technique to visualize white

matter axons in the brain. In this work, we translate these tractographic technologies

to contrast-enhanced ultrasound (CEUS), which has now advanced to the level that

it permits 4D (3D space + time) acquisitions of contrast agent concentration. Where

DTTMRI is used to visualize white matter axons, CEUS tractography will be employed

to visualize vascular structures.

In CEUS, the passage of an intravenously injected bolus of ultrasound contrast agent

through an organ is recorded with an ultrasound imaging system.57 �ese lipid-shelled

microbubbles have a size similar to red blood cells and therefore remain intravascular

while reaching the smallest capillaries in the vascular net. CEUS has been adopted in

clinical practice with applications ranging from cardiology to oncology. For the latter,

clinicians mainly rely on qualitative inspection of the ultrasound videos,62 searching for

visual clues such as early contrast enhancement. Although recent developments in quan-

titative interpretation of CEUS videos have shown promise,71, 150, 153 a technique that

provides explicit information on the underlying vascular architecture using standard

clinical CEUS protocols is still hampered by the resolution limits of clinical ultrasound

scanners.

Currentmethods for direct in-vivo vascular imaging using CEUS are indeed challenging
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to �t into clinical protocols. If one extends beyond the regular protocols and permits

longer acquisition times, a recently proposed technique named ultrafast ultrasound lo-

calization microscopy154 can be considered. �is approach visualizes the microvascular

architecture with astonishing resolution by borrowing concepts from photo-activated

localization microscopy.155 However, super-localization technologies remain highly

sensitive to motion artifacts, complicating their clinical application. Moreover, their

3D implementation is currently restricted by data overload as well as challenging probe

design and electronics.156 Another ultrasound-based approach for microvascular imag-

ing is acoustic angiography.157 It embraces the high frequency content generated by

resonating microbubbles to reach resolutions that can resolve vessels with a diameter of

around 150 µm. While these high frequencies are an asset for achieving a high spatial
resolution, they are also the method’s main drawback: Penetration depth is limited as

acoustic absorption by tissue strongly increases with frequency. Moreover, its peculiar

imaging strategy requires the use of very broad-banded ultrasound transducers (≈ 2 to
45 MHz) or specially designed dual-frequency probes.

Here, we propose contrast-enhanced ultrasound tractography (CEUS-T), which com-

bines revolutionary concepts from DTT MRI for �bre visualization with CEUS blood

�ow vector imaging,150 yielding 3D images of contrast agent trajectories. �e analogy

with DTTMRI is clear: as with di�usion of water molecules in �bres, microbubbles

move through an organ with a directionality that is now dictated by the vascular ar-

chitecture. CEUS-T was performed in-vivo, using 4D CEUS recordings of the human
prostate obtained in a clinical setting, with a clinically approved ultrasound system

(LOGIC E9, GE Healthcare, Wauwatosa, WI, USA) and ultrasound contrast agents

(SonoVue ®, Bracco, Milan, Italy).

4.2 Methods

At the core of CEUS-T lies the estimation of �ow vector �elds from 4D CEUS. �e low

volume rates obtained with standard 4D CEUS, typically even below one volume per

second, pose a major problem for standard velocity vector imaging based on speckle

tracking or optical �ow.158 Severe spatial de-correlation can be expected within one

frame. While the temporal resolution is hence not su�cient to track microbubbles

over space, it is su�ciently high to capture the dynamics of a di�used cloud of mi-

crobubbles.121 As such, all the required phase information to determine the bolus transit

time from one point in space to another point in space is retained. �e usefulness

of this property becomes evident when comparing the transit times, or time-delays,

amongst the contrast time-intensity curves obtained at a spatially distributed set of

voxels surrounding the location of interest. �e relation between this speci�c set of

curves can be visualized in an orientation distribution function159 (Fig. 1a-b), re�ecting

the dominant �ow directivity.150

To achieve an accurate estimate with a su�ciently high temporal resolution, we �rst

increase the sample rate of the time signals using Sinc-interpolation.160 As the domi-

nant bandwidth of the contrast agent evolution over time is mostly below the Nyquist

frequency in the prostate,121 this approach allows near-perfect reconstruction of the

true signal values at the interpolated sample-points. �e time-lag that maximizes the

cross correlation function between two time-intensity curves serves as an estimate of
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Figure 4.2: 2D CEUS-T on synthetic data a.

�e adopted imaging point spread function. b.

Maximum echo intensity for a simulation of

contrast agent transport through an arti�cial

branching structure (red lines) c. Multiple

streamlines originating from indicated seed

points.

0.4 mm Seed point

0.4 mm

a b c

the time-delay. �is procedure allows for a very simple, yet e�ective high resolution

time-delay estimate from low volume-rate 4D CEUS.

We estimate the time-delays amongst a set of 113 curves at over 6 million locations in the

volume, accounting for more than 600 million evaluations of this procedure. For each

of those 6 million voxels in the 3D volume, a delay-orientation distribution function

can be generated. �e dominant �ow orientation and magnitude is then obtained by

minimizing the squared error between a model-prediction of the time-delays given a

velocity vector, and the measured time-delays.150 �is facilitates the estimation of a 3D

velocity �eld of microbubble propagation through the organ.

A�er generating the full 3D representation of propagation directions, we exploit trac-

tography161 to visualise �ow trajectories. As for DTT, this translates into solving the

di�erential equation that describes the movement of a particle within the estimated

vector �elds, given an initial seed point (Figs. 4.1c). A CEUS-T image is formed by de-

termining the trajectories originating from many of these points distributed uniformly

throughout the organ. We render the trajectories as semi-transparent colour-coded

lines, emphasizing those paths that are followed by many streamlines as opposed to

the ones that originate from only few. �e colour coding can for instance re�ect the

macroscopic velocity magnitude (as calculated from the local time-delay distributions)

or a tract feature (e.g. tortuosity, density).

4.2a 2D in-silico data generation.

�e 2D transport of ultrasound contrast agents through a synthetic branching structure

was simulated by propagating 2000 particles through the structure with a given velocity,

comprising a deterministic �ow (magnitude 1 mm/s) plus a Gaussian process noise

component (zero mean with standard deviation 0.5 mm/s). �e former simulates

pure convection, whereas the latter served as a model for di�usion. �e ultrasound

acquisitionwas simulated bymodelling the scanner’s point spread function as a bivariate

Gaussian, with standard deviations that re�ect the axial (σ = 0.14 mm) and lateral
(σ = 0.16 mm) resolution. �e frame rate was set to 10 Hz, and the pixel spacing was
0.15 mm.

4.2b 3D DCE-US in-vivo data acquisition.

�e 3D transrectal DCE-US acquisitions were performed at the Second A�liated Hos-

pital of the Zhejiang University School of Medicine (Hangzhou, Zhejiang, China). �e
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Figure 4.3: 3DCUVTof a human prostate a. CEUS-T image, displaying the network of trajectories obtained

by applying the method to a transrectally recorded CEUS sequence of a human prostate. b. CEUS-T image

where only trajectories longer than 5mm are displayed. c. only trajectories longer than 8mm are displayed.

Colors depict the macroscopic �ow velocity.

patients received a 2.4-ml bolus injection of SonoVue®, of which the passage through the

prostate was imaged using a 3D transrectal ultrasound probe (RIC5-9) and a LOGICQ

E9 ultrasound scanner (GE Healthcare, Wauwatosa, WI, USA). A contrast-speci�c

imaging mode was employed, and the organ was imaged for 2 minutes. �e imaging

quality setting was set to “low” in order to reach a volume rate of approximately 0.3

Hz. �e voxel size is 0.25 × 0.25 × 0.25 mm. �e in-vivo studies received prior approval
from the local ethics committee. Informed consent was obtained from all patients.

4.2c Up-sampling and interpolation.

�e 3D datasets are up-sampled by a factor 10 prior to the analysis using Whittaker-

Shannon interpolation by zero-padding the temporal fast Fourier transform (FFT) of

the input dataset, a�er which an inverse FFT is performed.160

4.2d Velocity vector estimation.

A local estimation of the microbubble �ow velocity and directionality is obtained by

considering the time-intensity relation amongst speci�c set of data points: N = 226
voxels spatially distributed on a sphere with a radius of 0.8 mm around the origin. �e

antipodes (pairs of voxels that are mirrored with respect to the origin) are selected, and

the time delays amongst those time-intensity curves are then estimated by determining

the peak of their cross-correlation functions.150 �e local propagation velocity vector

v⃗ = [vx , vy , vz] can then be estimated by solving the following linear system of equations
using least-squares:

v⃗Tτ = D, (4.1)
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where τ is the row vector that contains all the estimated time delays and D is the matrix
that describes the inter-voxel distance vectors. �is procedure is repeated for all pixels

in order to produce a velocity vector �eld.

4.2e Anisotropic �ltering.

�e obtained vector �elds are smoothed using an anisotropic Gaussian �lter that pro-

motes velocity vectors that share a similar orientation with neighbouring voxels.162 �e

standard deviation of this oriented �lter was 2 voxels in the direction of ultrasound-

contrast-agent propagation, whereas this value is set to 1 voxel in the directions orthog-

onal to this component.

4.2f Tractography.

�e streamlines of the velocity �eld are obtained by solving the following ordinary

di�erential equation:161, 163

{∂tx(t) = v⃗ [x(t)]
x(0) = x0

, (4.2)

which describes how, given an initial seeding point x0, a particle moves within the
velocity vector �eld v⃗(x). We employ an explicit Euler method to solve (4.2), as im-
plemented in the MATLAB (MathWorks, Massachusetts, United States) stream3c
function. �e seeding points of the algorithm are distributed uniformly across the

imaging space, sub-sampled by a factor 3 in each direction. �e maximum number of

streamline vertices was set to 1000 and the integration step size was 0.1 (one-tenth of a

cell). We �nally re-sample the resulting tracts based on a nearest-neighbour scheme

such that the distance between two samples is approximately 0.1 mm.

4.2g Tortuosity.

Tortuosity is assessed by calculating the in�ection-count metric (ICM) of each tract.164

�e ICM calculates the number of in�ection points along the tract and multiplies this

number (plus 1) by the total path length of the curve divided by the distance between

endpoints.

4.2h Histopathological analysis.

A�er surgical resection, the prostate glands were �xed in formalin and the prostate

was dissected into slices of 4-mm thickness. �e slices were Haematoxylin/Eosin

stained, and a pathologist determined the presence and extend of the tumour based on

the degree of cell di�erentiation, according to the International Society of Urological

Pathology (ISUP) consensus recommendations.165
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Figure 4.4: 3D CEUS-T and tortuosity quanti�cation on 3 di�erent human prostates with histology.

Colours encode the tract in�ection count metric (ICM). a. Prostate I: CEUS-T displays elevated ICM and
higher tract-density on the le� mid-base side of the prostate. Histology reveals a malignant lesion (Gleason

score: 4+5=9), with a le� mid-basal focus. b. Prostate II: CEUS-T yields a higher tract density on the complete
le� side of the prostate. Histology reveals a malignant lesion on the le� (Gleason score: 5+5=10) and another

signi�cant lesion with a right apical focus (Gleason score: 4+5=9). c. Prostate III: CEUS-T shows a generally
dense image. Here histology yielded benign prostate hyperplasia across the entire gland and a small malignant

lesion (Gleason score: 3+3=6) in the basis.
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4.3 Results

Figure 4.2 demonstrates the ability of CEUS-T to identify �ow trajectories from syn-

thetic in-silico data of microbubble transport through a branching network. Multiple
streamlines are generated from the indicated seed-points based on a probabilistic ap-

proach, displaying the four branches of the vascular tree that are not visible in the

standard maximum ultrasound intensity image.

When applying CEUS-T to an in-vivo 4D CEUS recording of a human prostate, we
obtain a dense network of trajectories, with pathways of high incidence revealing

what are most likely real vascular structures (Fig. 4.3). We can regulate the density of

streamlines by visualizing only those trajectories that have a path length above a certain

threshold, as shown in Figs. 4.3b-4.3c.

More in-vivo examples are given in Fig. 4.4. �ese cases come from patients that were
diagnosed with prostate cancer, and referred for radical prostatectomy. We encoded

CEUS-T tracts with colours that represent a tract-feature related to tortuosity: the

in�ection-count metric (ICM). In case one (4.4a), the image displays a denser network

of trajectories on the le� side of the prostate, with elevated ICMvalues. A corresponding

malignant lesion (Gleason score 4+5=9) was found by histology. A similar CEUS-T

pattern can be observed for case two (4.4b), where histology revealed amalignant lesion

(Gleason score 5+5=10) on the complete le� side of the prostate, and another lesion with

a right apical focus (Gleason score: 4+5=9). In case three, the CEUS-T image generally

appears very dense however. Interestingly, vast benign prostate hyperplasia (BPH)

was found across the entire gland along with a small low-grade lesion (Gleason grade:

3+3=6). As for prostate carcinoma, BPH is associated with neo-vascularization.166, 167

4.4 Conclusions

We demonstrated that the techniques developed for DTT magnetic resonance imaging

can be applied to 3D microbubble �ow vector �elds obtained from CEUS, to attain

CEUS-T images. CEUS-T has the remarkable ability to visualize 3D microbubble �ow

trajectories in a comprehensible and e�ective manner. �e method can be applied

e�ectively to standard CEUS data that is acquired with a clinical ultrasound scanner in

a clinical setting using approved contrast agents. In two out of three prostate-cancer

cases, the tract density of CEUS-T qualitatively showed a striking resemblance with

the malignancies found by histopathology (the third case displayed widespread benign

hyperplasia). �ese results suggest that the information captured by CEUS-T can be

used to assess vascular characteristics linked to tumour-driven angiogenesis. While

its full potential and diagnostic value remains to be investigated, it is conceivable that

CEUS-T provides a relevant asset in those applications where vascular characteristics

are of interest. �e cases shown in this article are related to the detection of prostatic

malignancies; yet CEUS-T is in principle suited to any dynamic CEUS recording of any

organ. As such, it carries a widespread potential.
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5
Sparsity-driven

super-resolution in clinical

contrast-enhanced

ultrasound
Abstract - Super-resolution ultrasound enables detailed assessment of the �ne vascular
network by pinpointing individual microbubbles, using ultrasound contrast agents. �e
�delity and achieved resolution of this technique is determined by the density of localized
microbubbles and their localization accuracy. To obtain high densities, one can evaluate
extremely sparse subsets of microbubbles across thousands of frames by using a very low
microbubble dose and imaging for a very long time, which is impractical for clinical routine.
While ultrafast imaging somewhat alleviates this problem, long acquisition times are still
required to enhance the full vascular bed. As a result, localization accuracy remains
hampered by patient motion. �e aim of this work is hence twofold. First, to attain a high
microbubble localization accuracy on dense contrast-enhanced ultrasound data using a
clinical dose of ultrasound contrast agents and a standard clinical scanner. Second, to
retain a high resolution by adequate motion compensation.

From: R.J.G. van Sloun, O. Solomon, Y.C. Eldar, H. Wijkstra, and M. Mischi,“Sparsity-driven super-

resolution in clinical contrast-enhanced ultrasound”, Proceedings of the IEEE International Ultrasonics
Symposium, Washington, USA, 2017
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5.1 Introduction

S
uper-resolution ultrasound is a recently emerged imaging technology that enables

detailed assessment of the �ne vascular network by translating concepts from �uo-

rescence photo-activated localization microscopy (FPALM,168) to ultrasound. Where

FPALM localizes active and isolated �uorophores, super-resolution ultrasound exploits

ultrasound-contrast-agents: inert gas microbubbles (MBs) that are sized similarly to

red blood cells. Hence, they remain intravascular. By pinpointing individual isolated

MBs with high precision across many frames, one can circumvent the di�raction limit

and reconstruct an image at a 10-fold increase in resolution.169 �e availability of

such an imaging technique in clinical practice would open up new possibilities for

precise vascular characterization in the context of localizing tumour-driven angiogene-

sis, or assessment of impaired cardiac perfusion. In this paper, we apply sparse signal

recovery techniques to attain super resolution on highly dense, clinically acquired

contrast-enhanced ultrasound (CEUS) images.

Typically, extremely sparse subsets of MBs are evaluated across thousands of frames

by using a very low MB dose and imaging for a very long time. Such a condition

enables isolating individual bubbles e�ectively; however, in particular the latter is

impractical for clinical routine. While high-frame-rate imaging somewhat alleviates

this problem,154 long acquisition times (in the order of minutes) are still required to

cover the full vascular bed. Alternatively, and more practically, one can increase the

density of MBs to a clinical dose. However, this causes the point-spread-functions of

bubbles to overlap severely, invalidating the widely used single-particle localization

methods.170

In optics, a similar trade-o� between acquisition time and localization accuracy was

addressed by the introduction of super-resolution optical �uctuation imaging (SOFI),

which features a moderate resolution gain within short acquisition times.171 Bar-Zion

et al. translated the principles of SOFI to CEUS, by relying on the temporal statistics
of demodulated echoes of �owing MBs between consecutive frames, demonstrating

a moderate spatial resolution gain, but with a temporal resolution of tens-hundreds

of milliseconds.172 More recently, the introduction of sparsity-based ultrasonic super

resolution hemodynamic imaging (SUSHI)173 led to further increase the spatial reso-

lution, while maintaining sub-second temporal resolution. �is ultrasound method

exploits sparsity in the temporal correlation structure of �uctuating MBs at a very high

frame-rate (e.g. by using plane-wave imaging). When scanning with low frame-rates,

as in most clinical scanners, this correlation vanishes due to the MBs decorrelation

time of a few milliseconds however.154

Here, we apply similar sparse signal recovery techniques to attain super-resolution

on highly dense, clinically acquired in-vivo CEUS images of a human prostate. By
modelling an individual CEUS frame as the convolution of the MB distribution with

the system point spread function (PSF), we employ sparse reconstruction techniques

to recover the MB positions even in scenarios with extensive overlaps.

�e clinical CEUS data acquisition protocol is given in Section 5.2a, a�er which

the adopted sparse recovery and motion compensation algorithms are presented in

Sections 5.2b and 5.2c, respectively. �e results are described in Section 5.3, and the
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conclusions are derived in Section 5.4.

5.2 Methods

5.2a Data acquisition

�e in-vivo CEUS data were acquired at the AMC University Hospital (Amsterdam,
the Netherlands). An intravenous injection of a 2.4-ml MB bolus (SonoVue®, Bracco,

Milan, Italy) was administered, and its passage through the prostate was imaged using

a C10-3v transrectal end�ring ultrasound probe. �e CEUS loops were acquired and

stored using a Philips iU22 ultrasound system (Philips Healthcare, Bothell, WA). A

dual-screen view was selected to simultaneously obtain fundamental mode as well

as contrast-speci�c imaging data. �e axial resolution of the ultrasound system is

approximately 0.3 mm and its lateral resolution is in the order of 0.5 mm at 5 cm from

the probe. At this distance, the elevational beamwidth is approximately 3.4 mm. �e

pixel spacing is 0.146 mm in both directions. Imaging was performed for 120 seconds to

record the full in- and out-�ow of the injected MB bolus. �e data were then linearised

according to71 in order to obtain the ultrasound intensities from the log-compressed

and quantized image data.

5.2b Sparse recovery

Wemodel the measured CEUS frames as:

y = Ax, (5.1)

where x is a vector which describes theMB distribution on a high-resolution image grid,

y is the vectorized frame of the CEUS loop, interpolated to the grid dictated by x, and

A is the measurement matrix where each column of A is the shi�ed PSF. Each entry of

y and x corresponds to a speci�c pixel in the image. �e PSF of the system is estimated

from the data by �rst manually pinpointing several isolatedMB spots from those frames

in which only few were present. �ese spots were then block-windowed and �tted with

a rotated anisotropic 2D Gaussian kernel to mitigate the impact of noise on the PSF.

Given the PSF, the goal is now to obtain the MB vector x from the measurements y

according to (5.1). With x de�ned on a much denser grid than the original CEUS frame,

this is an ill-posed problem however, requiring the use of some form of regularization.

If we assume that the MB distribution is sparse on a su�ciently high-resolution grid,

i.e. ∣∣x∣∣0 (number of non-zero entries in x) is low, we can formulate the following

regularized problem:

x̂ = argmin
x

∣∣y −Ax∣∣22 + λ∣∣x∣∣0 , (5.2)

where λ is a parameter that determines the in�uence of the sparsity-promoting penalty
∣∣x∣∣0 on the estimate. �e problem described in (5.2) is however an NP-hard combina-
torial problem. To make the solution tractable, we resort to a widely adopted heuristic

alternative to (5.2), by replacing ∣∣x∣∣0 with ∣∣x∣∣1:174

x̂ = argmin
x

∣∣y −Ax∣∣22 + λ∣∣x∣∣1 . (5.3)
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Figure 5.1: Selected examples of microbubble (MB) location recovery using the proposed algorithm with

varying MB densities. (A,B) Localization for relatively low densities, with several overlapping point-spread-

functions. (C) Localization for high densities, with many overlapping point-spread-functions.

To facilitate high-resolution MB localization, the grid on which x is assessed is over-

sampled by a factor 4 with respect to the original pixel grid. For large x̂, solving this

optimization problem poses very high demands on memory and computation power.

To limit the dimensions of the matrix A, we divided the up-sampled CEUS frames into

partially overlapping patches of size 128 × 128, which were processed separately. �e
results for all these subregions are then stitched together.

For each region, eqn. (5.3) is numerically solved using the Fast Iterative Shrinkage

�resholding Algorithm (FISTA), a fast proximal gradient method.175 �e FISTA

algorithm is modi�ed to only consider non-negative values for x. A�er estimating x for

each frame, the estimated MB distributions in x are summed across all frames to yield

the �nal super-resolution image.

5.2c Motion compensation

To correct the detected high-resolution MB distribution for tissue motion, we �rst

extract the pure-tissue signal from the fundamental mode images. With the aim of

separating those components originating from tissue, MBs, and noise, we formulate the

source extraction problem as a subspace selection problem. To this end, we perform a

singular value decomposition (SVD) on the full space-time CEUS data (i.e. a matrix
of which the columns are the vectorized frames), and attribute the �rst k singular
values to tissue. �e resulting rank-k approximation of the original space-time matrix
that is based on these low-order singular values yields signal components with high

spatiotemporal coherence. Such an approach was recently introduced as a highly

e�ective clutter �ltering strategy to remove tissue signal.176 Here we exploit it for tissue-

signal extraction rather than removal. For each subregion/patch, we determine the

a�ne transformation that maps the image data back to the �rst frame in the loop, by

minimizing the mean squared error among those patches. We use MATLAB’s (�e

MathWorks, Natick, MA) imregtform function for this purpose. We then apply the
same transformation to the estimated MB distribution x̂ to adequately compensate for

displacements induced by tissue motion. While this patch-based approach e�ectively

deals with probe-motion (translation) and to some extent local strain (scaling), it is

limited to in-plane transformations. Motion compensation is performed a�er MB

localization to avoid distortion of the system PSF following the a�ne transformation.
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Figure 5.2: (A) First up-sampled fundamental mode image in the sequence, serving as the reference frame.

(B) Resulting registration of a frame captured 3 seconds later. (C) Motion-corrected microbubble locations.

5.3 Results

Several examples of MB localization based on sparse recovery are given in Figure 5.1.

Compared to (A,B), the detected MB density is notably higher in (C), demonstrating

the method’s ability to deal with varying densities and signal intensities.

In Figure 5.2, we exemplify the adoptedmotion compensation procedure and indicate

how this impacts the MB location estimates.

Figure 5.3 shows the obtained super-resolution ultrasound image of a region of

interest in the human prostate. In total, 300 frames were used to construct this image,

which were taken during the wash-out phase of the CEUS acquisition. �e proposed

sparse-recovery method reveals �ne details that are not visible in the di�raction limited

maximum-intensity projection.

5.4 Conclusions and Discussion

In this paper, a new super-resolution ultrasound method that is designed speci�cally to

deal with high-density clinically-acquired CEUS data is presented. By adapting sparse

reconstruction techniques as used in fast super-resolution �uorescencemicroscopy, and

combining them with e�ective motion compensation, the proposed method enables

high resolution imaging of the perfused vasculature in a standard clinical setting.

We observed that bubbles can be localized (Figure 5.1), even if their PSFs show

signi�cant overlap. Moreover, themethod yields plausible position estimates for varying

densities, without adapting the algorithm parameters (e.g. the sparsity-promoting

penalty λ).

A qualitative exempli�cation of the results obtained with this principle is shown in

Figure 5.3, where complex and �ne vascular structures are revealed. �is level of detail

was achieved with merely 300 image frames, which was predominantly limited by the

increasingly impaired robustness of motion compensation a�er longer accumulation

times.

Tissue motion impedes the achievable resolution and �delity of super-resolution
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A B C

Figure 5.3: (A) Standard maximum intensity projection of a CEUS acquisition in a human prostate and (B) a

selected area in the image. (C) Sparsity-driven super-resolution ultrasound on the same area.

methods. Although dedicated registration techniques were exploited to mitigate its im-

pact, one can not account for out-of-plane movements which are in practice inevitable.

�is stresses the need for methods that can reach a high density of localized bubbles in

a very short time in a clinical setting, and exploitation of 3D ultrasound acquisitions

that facilitate complete registration in all directions.

�e initial results presented in this work are promising and yield plausible outcomes.

Yet, a more extensive study is required to validate the proposed approach. �e lo-

calization performance should be thoroughly assessed in-silico and, ideally, to some
extent in-vitro. �e latter poses challenges on its own, as microfabrication of vascular
structures is in practice not an easy task. �ese aspects, along with optimization of

the adopted algorithm and exhaustive comparison with alternative super-resolution

methods, are therefore part of future work.
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Towards Dynamic Contrast

Specific Ultrasound

Tomography
Abstract -We report on the �rst study demonstrating the ability of a recently-developed,
contrast-enhanced, ultrasound imaging method, referred to as cumulative phase delay
imaging (CPDI), to image and quantify ultrasound contrast agent (UCA) kinetics. Unlike
standard ultrasound tomography, which exploits changes in speed of sound and attenua-
tion, CPDI is based on a marker speci�c to UCAs, thus enabling dynamic contrast-speci�c
ultrasound tomography (DCS-UST). For breast imaging, DCS-UST will lead to a more
practical, faster, and less operator-dependent imaging procedure compared to standard
echo-contrast, while preserving accurate imaging of contrast kinetics. Moreover, a linear
relation between CPD values and ultrasound second-harmonic intensity was measured
(coe�cient of determination=0.87). DCS-UST can �nd clinical applications as a diagnos-
tic method for breast cancer localization, adding important features to multi-parametric
ultrasound tomography of the breast.

From: L. Demi, R.J.G. van Sloun, H. Wijkstra, and M. Mischi,“Towards Dynamic Contrast Speci�c

Ultrasound Tomography”, Nature Scienti�c Reports, vol. 6, ©Nature Publishing Group, 2016
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6.1 Introduction

N
owadays, there is growing interest in the development of imaging techniques

which are capable of detecting and localizing angiogenesis and neovasculariza-

tion. �ese processes induce speci�c changes in the microvascular structure, represent

an established marker for tumours, and also relate to tumour aggressiveness.177 In

particular, dynamic contrast-enhanced ultrasound (DCE-US) imaging shows promise,

with many novel approaches focusing on the direct and/or indirect characterization of

the microvasculature. However, when considering the various imaging options, several

challenges emerge for imaging the breast.

Typical ultrasound contrast agents (UCAs) are gas-�lled microbubbles with diam-

eters ranging between 1 and 10 µm; they can therefore be injected intravenously and
can �ow through the smallest microvessels. �is is exploited by super-localization

ultrasound techniques, which overcome the di�raction limit and are capable of imaging

the microvasculature with a spatial-resolution as small as 8-12 µm.154, 178 Additionally,
these techniques provide accurate velocity maps, thereby o�ering a powerful tool for

studying microvascular blood �ow. However, the relatively long imaging time required

(e.g., >2 minutes per plane154), the in�uence of motion, and the di�culties in imaging

and localizing single microbubbles in deep tissue, pose limitations to the use of these

modalities in large organs.

Another recently-developed imaging method is acoustic angiography.157 With this

technique, high spatial-resolution images (in the order of 100 µm) are obtained using
tenfold higher frequencies than with normal DCE-US echo-imaging. Once again, the

key lies in the UCAs peculiar response to ultrasound. Because of their highly nonlinear

behaviour, UCAs backscatter high-frequency broadband echo signals (15-35 MHz),

which can be used to achieve improved spatial-resolution.179 However, frequency-

dependent attenuation practically constrains the applicability of this technique to

relatively small depths, such as those required for imaging the peripheral zone of the

prostate (1-2 cm).

Other techniques chose a di�erent path rather than targeting high spatial-resolution.

Standard DCE-US imaging (i.e., Harmonic Imaging, Pulse Inversion, and Amplitude

Modulation) is an echographic technique, which in essence exploits variations in the

second harmonic amplitude to generate real-time images of UCA kinetics when �owing

through the vasculature.180, 181 In particular, the analysis of microbubble �ow-dynamics

through the vessels can be used to reveal changes in the vasculature itself. To this end,

several techniques which are based on the quanti�cation of parameters related to UCA

perfusion and dispersion have been proposed.71, 182–185 Although the typical DCE-US

spatial resolution is in the order of 1 mm, hence unsuitable for imaging microvascular

changes, these techniques are still able to infer relevant information in relation to

the ‘angiogenic switch’ (the transition from a pre-vascular to a vascularized tumour

phenotype) required for cancer to grow beyond 1-2 mm in diameter.67, 186

However, performing a hand-held DCE-US is particularly challenging for the breast,

and makes imaging highly dependent on the skill and experience of the operator.

Moreover, imaging artefacts a�ect standard DCE-US and limit UCA quanti�cation and

localization accuracy.187, 188 �e development of dynamic contrast-speci�c ultrasound
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Figure 6.1: Illustrative picture, and schematics of the side and front view of the set-up are shown.

tomography can alleviate these issues, allowing for a more-practical, faster, and less

operator-dependent imaging procedure.189, 190

To this end, a contrast-speci�c imaging modality named cumulative phase delay

imaging (CPDI) has recently been proposed for contrast-enhanced ultrasound tomog-

raphy.191, 192 CPDI is based on the fact that the di�erent physical phenomena behind

nonlinear propagation in tissue and UCA are producing a di�erent delay accumulation

between the second harmonic (2H) and fundamental (F0) component of the ultrasound

�eld. In particular, a positive delay between 2H and F0 is a marker which is speci�c to

UCAs as opposed to variations in harmonic amplitude (exploited for echo imaging),

speed of sound, and attenuation (exploited for ultrasound tomography). CPDI has

already proved to be capable of detecting and imaging UCA concentrations when

working at pressure regimes (0.05 ≤MI ≤ 0.2) and frequencies (2.5-3 MHz) of interest
for clinical applications. Although these initial studies demonstrated the feasibility of

CPDI, its ability to capture UCA kinetics has never been demonstrated.

As the achievable spatial resolution for ultrasound tomography is not expected to

be comparable with that achievable with acoustic angiography and super-localization

techniques, the ability of CPDI to image UCA kinetics is crucial to reach clinical

signi�cance.
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6.2 Methods

6.2a Flow phantom

A dedicated �ow phantom was used to perform the experiment. A tissue-mimicking

gelatin phantom (as reported in 20) containing a cylindrical cavity with a 6-mm di-

ameter was employed. A solenoid pump E410 (CEME) was used to generate the �ow.

A calibrated �ow value equal to 0.26 L/s was employed. A �xed volume (5 mL) of

SonoVue®contrast agent with a concentration equal to 240 µL/L was repeatedly injected
(manually) throughout the cavity. �e cavity lay at a depth of 5 cm from the location

of the probe, and perpendicular to the imaging plane. Further down, at 8 cm, a PVC

plate was positioned. �e echoes which backscattered from the plate could therefore be

recorded by the probe and used to form a tomographic image. At the same time, it was

possible to measure the backscattered echoes from the microbubbles and use them to

form harmonic images in echo graphic mode. �is approach allowed us to compare

the two imaging techniques, CPDI and HI, when (simultaneously) imaging the same

bolus passage.

6.2b Data collection

An active sub-aperture of 64 elements was used to transmit and receive the ultrasound

�elds, and linearly shi�ed over the 192-elements linear array to form a 128-line data

set. �e �eld of view was 20 mm wide and 90 mm deep. No focusing was applied in

transmission and dynamic receive beamforming was used. �e post beamformed data

were stored and used for the analysis. A 10-cycle pulse with its centre frequency at 2.5

MHz, and whose amplitude was modulated by a Hamming envelope, was used as a

driving signal. In receive mode, a sampling frequency of 50MHz was used. A total of 80

frames were consecutively acquired for each bolus, at a frame rate of 8 Hz. Amechanical

index (MI) equal to 0.07, which was measured with a hydrophone (HGL-0400 Onda,

Sunnyvale, CA) at a depth of 5 cm, was used to minimize bubble disruption. �e

hydrophone, with a bandwidth ranging from 250 kHz to 20 MHz, was connected to a

preampli�er (AH-2010-025 Onda, Sunnyvale, CA) whose bandwidth ranged from 50

kHz to 25 MHz, which in turn was connected to a 100 MHz A/D converter (PCI-5406

National Instruments, Austin, TX). Dedicated Labview ®so�ware was implemented

and used for data acquisition. �e MI was calculated as the ratio of the peak negative

pressure in MPa and the square root of the frequency in MHz.

6.2c Harmonic Imaging

�e second harmonic (2H) component was extracted by band-pass �ltering. A -12

dB bandwidth around 5 MHz was selected. Subsequently, a two-dimensional spatial

Gaussian �lter (spatial standard deviation σx = 0.5 mm and σz = 0.25 mm) was applied
to enhance the signal-to-noise ratio. To reconstruct the harmonic images, an average

speed of sound equal to 1510 m/s was assumed.
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6.2d Cumulative Phase Delay Imaging

In order to measure the cumulative phase delay (CPD) between F0 and 2H, �rstly, the

pressure �elds which had backscattered from the plate were selected by time-windowing

(window length equal to 5 µs). Secondly, the two components, i.e., F0 and 2H, were
extracted from the data (a -12 dB bandwidth was selected around 2.5 MHz and 5 MHz,

respectively) and the corresponding envelopes were obtained by using the Hilbert

transform. �irdly, the time delay between the maxima of the fundamental and second

harmonic envelopes was obtained for each line, providing a measure of CPD as a

function of the lateral direction, i.e., a projection. For this experiment, the symmetry of

the target was exploited for the reconstruction, i.e., CPD projections were assumed to

be independent on the imaging angle. Finally, the �ltered back-projection (�lter type:

Shepp-Logan) algorithm193 was used to generate 2D-CPD images.

6.2e Time Intensity Curve

To obtain the time intensity curves from the HI and CPDI data, the image intensity

values were averaged over the region corresponding to the location of the cavity. Fol-

lowing that, a moving average �lter (window size equal to 0.75 s) was applied, and the

baseline removed from the CPDI and HI TICs. �e baseline was calculated as the mean

value over the �rst 0.75 s. �e average CPDI baseline was equal to -0.6 cycles/m.

6.2f Quantitative analysis

�e peak time (PT) was calculated as the time at which the maximum of a TIC was

observed. �e arrival time (AT) was estimated as the �rst time the TIC amplitude

exceeded 5% of its value at PT. �e wash-in time (WIT) was calculated as the time

between AT and PT.�e full-width-half-maximum (FWHM)was calculated as the time

interval across which the TIC amplitude remained above 50% of its value at PT. �e

area-under-the-curve (AUC) was calculated as the sum of the TIC-amplitude values

over the entire time window (10 s long) multiplied by the length of the sampling interval

(0.125 s).

6.2g Speed-of-sound and attenuation estimation

By using the same �ltered back-projection algorithm that was applied to perform CPDI,

tomographic images based on speed-of-sound and attenuation were obtained from the

variations in the time-of-�ight and amplitude of the peak of the fundamental envelope,

respectively. Subsequently, histograms were obtained by analysing the image values

over the region corresponding to the location of the cavity, during the passage of the

boluses.

6.2h Dispersion evaluation

Values of CPD in tissue are determined by the combined e�ect of tissue nonlinearity

and frequency dispersion. Both phenomena result in a negative CPD value. However,

the contribution due to tissue nonlinearity can be assumed to be negligible as compared

to that due to frequency dispersion, especially for highly absorbing tissues. In fact, in

line with the Kramers-Kronig relationship,194 dispersion and absorption are interlinked.
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Figure 6.2:�e ability of CPDI to capture UCA kinetics and qualitative comparison with HI: time-intensity

curves (TICs) obtained from cumulative phase delay (A) and harmonic imaging (B). Raw (dots) and processed

(lines) curves are shown. �e cumulative phase delay (C) and harmonic (D) images of an ultrasound contrast

agent bolus passage are shown at di�erent time instants.

In conclusion, to evaluate CPD values, absorption measures reported in195 for blood,

fat, and breast tissue were used in combination with the theoretical model in.196

6.3 Results

�e ability of CPDI to image UCA kinetics was investigated by imaging the passage of

repeated UCA boluses through a dedicated gelatin �ow-phantom (see Figure 1). CPDI

and Harmonic Imaging (HI) were simultaneously applied to each bolus passage (in

tomography and echo mode, respectively) in order to perform a comparison between

the twomethods and to analyse the relation betweenCPDvalues and harmonic intensity.

In this paper, HI speci�cally refers to the pulse-echo imaging technique which relies

on band-pass �lters for the extraction of the second harmonic component.

Each bolus resulted from a 5-ml injection with a 240-µL/L UCA dilution. A clinically
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Figure 6.3: Linear relation between CPD values and 2H intensity and quantitative analysis: (A) Scatterplot of

the cumulative phase delay values compared to the harmonic intensity values as obtained for the measured

TICs. Blue points refer to values obtained before the arrival time. �e red points refer to values measured

during the passage of the bolus. (B) Box-plot showing the absolute error in seconds in comparison with

quantitative analysis of multiple TICs features: wash-in time (WIT), arrival time (AT), peak time (PT), and

full width half maximum (FWHM).

approved agent, SonoVue®(Bracco, Milan, Italy), was used for this study. To generate

and store the ultrasound �elds, a ULA-OP197 ultrasound open research platform was

employed together with an LA332 linear array probe (Esaote, Firenze, Italy). Insonating

frequency, mechanical index (MI), and frame rate were set at 2.5 MHz, 0.07, and 8 Hz,

respectively.

�e ability of CPDI to capture UCA kinetics and qualitative comparison with HI.

Figure 6.2 shows, for both CPDI and HI, an example of a time intensity curve (TIC),

together with the corresponding images obtained at di�erent time instances. Processed

curves (red lines) are obtained using a 0.75-s moving average �lter. Various TIC features

which are commonly used to quantify UCA kinetics71 are also marked: arrival time

(AT), peak time (PT), wash-in time (WIT), and full width half maximum (FWHM).

For both imaging modalities, each TIC was obtained by averaging the image values over

the surface corresponding to the location of the channel cross-section (indicated by

white dashed lines). Qualitatively, the two imaging methods provided similar results.

Figure 6.3a shows the relation between CPD values and second harmonic intensity

as a scatterplot of the data-points of all TICs. �e blue points refer to the values

obtained before the arrival time. A linear relation is observed with a coe�cient of

determination equal to 0.87. Figure 6.3b shows a box-plot analysis of the absolute error

values calculated for di�erent TIC features when comparing CPDI and HI data. �e

feature that shows the highest absolute error is FWHM, with a median absolute error

value equal to 0.625 s. As for the other features, the median absolute error was 0.25 s,

0.25 s, and 0.0625 s for AT, WIT, and PT, respectively.

�e relative standard deviation of the area under the dilution curves, a feature which

can be used for assessment of perfusion, was also calculated across all themeasurements

and was found to be equal to 0.18 and 0.17 for CPDI and HI, respectively. Moreover,

the mean and standard deviation of the Pearson’s correlation coe�cient between TICs

extracted by CPDI and HI were equal to 0.91 and 0.04, respectively. Overall, the
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Figure 6.4: Comparison with speed of sound changes and attenuation due to UCA: Histograms of (A)

speed of sound, (B) attenuation (measured at 2.5 MHZ), and (C) CPD values (expressed in cycles per mm)

as obtained from our experiment. Histograms are obtained by analysing all the data over the area which

corresponds to the location of the channel cross-section during the bolus passage. Each �gure also shows the

range (grey area) of values representative for breast tissue for each parameter: 1480-1548 m/s for speed of

sound, 0.74-4.575 dB/cm for attenuation, and -22.5 to -3.56 cycles/m for CPD.

quantitative analysis of TICs obtained with both imaging methods provides equivalent

results.

Comparison with speed of sound changes and attenuation due to UCA. Currently, no

contrast-speci�c modality exists for ultrasound tomography. In fact, speed-of-sound

variations and attenuation (normally used to perform ultrasound tomography189, 190)

due to UCAs can be confused (same range) with those caused by di�erent tissue

types,.198–200 Conversely, CPDI is based on amarker speci�c forUCAs, thereby enabling

dynamic contrast-speci�c ultrasound tomography.

Figure 6.4 shows the histograms of (A) speed of sound, (B) attenuation (measured

at 2.5 MHz), and (C) CPD values (expressed in cycles per mm) obtained from our

experiment. �ese histograms were generated by analysing all the data over the area

corresponding to the location of the channel cross-section. Each �gure also shows

the range of values typically found in breast tissue for each parameter. �e data for

attenuation and speed of sound in breast tissue were obtained from198 and,199 respec-

tively. �e tissue range shown in Figure 6.4c was calculated considering blood, fat, and

breast tissue, and based on frequency dispersion as derived from the models described

in.?, 195 When considering speed of sound and attenuation variations, TICs can also be

obtained by subtracting the baseline image, i.e., the tomographic image obtained in the

absence of contrast, from all subsequent images. For illustrative purposes, Figure 6.5
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Figure 6.5: Time intensity curves dis-

playing variations in attenuation (top)

and speed of sound (bottom) with re-

spect to baseline.

shows TICs obtained from speed of sound and attenuation variations corresponding

to those shown in Figure 6.2. Such an approach would however su�er from motion

artefacts; in the presence of motion, the actual baseline image will di�er from that

measured before contrast enhancement.
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6.4 Discussion

In this paper the ability of CPDI to image UCA kinetics was investigated for the �rst

time. A qualitative and quantitative comparison with HI was also performed.

Results show that CPDI can be successfully applied to image and quantify UCA

kinetics. In particular, when compared to HI, equivalent results were obtained. Varia-

tions in speed of sound and attenuation due to UCA were also evaluated, and it was

con�rmed that they fall within tissue range. CPD values measured during the passage

of the UCA boluses were con�rmed to be positive. �is allows full tissue separation,

since CPD values in tissue are inherently negative. �e fact that a positive CPD value

represents a marker speci�c to UCA is of particular importance. In principle HI could

also be implemented on tomography systems which are capable of re�ection tomog-

raphy. However, this will not avoid typical artefacts common to HI,187, 188 which limit

UCA quanti�cation and localization accuracy by HI.

Unlike standard DCE-US in echo-mode, CPDI does not require any particular multi-

pulse scheme. In fact, the information required for imaging is contained in the time

delay between 2H and F0, which can be extracted from each single pulse.191, 192 More-

over, with a tomographic approach, only one-way time of �ight constrains the pulse

repetition frequency. Overall, these aspects allow for a higher time resolution, or faster

acquisition time. Furthermore, as opposed to standard uncoded pulse-echo imaging,

the pulse-length does not limit the axial-resolution. �is allows for the use of longer

pulses to enhance penetration and the signal to noise ratio. Moreover, the implementa-

tion of CPDI could bene�t from existing speed-of-sound reconstruction algorithms

which have already been developed for volumetric breast ultrasound scanners;199, 201

the time-of-�ight could simply be replaced with CPD variations. �ese results are

encouraging, and open the way to the development of dynamic contrast-speci�c ul-

trasound tomography, which could add important features to the multi-parametric

ultrasound tomography of the breast, and improve breast cancer detection.

�is paper reports on in-vitro results obtained by imaging the passage of UCA boluses
through a cylindrical cavity surrounded by a homogeneous medium. In addition, the

symmetry of the target was exploited for the tomographic reconstruction, i.e., CPD

projections were assumed to be independent on the imaging angle. In real applications

these two conditions do not apply and consequently impact on the image quality.

Future work will focus on taking new measurements with a breast ultrasound com-

puted tomography scanner on heterogeneous and more complex �ow-phantoms, with

the ultimate aim of transferring this technology to patients.
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Viscoelasticity Mapping by

Identification of Local

Shear Wave Dynamics
Abstract - Estimation of so� tissue elasticity is of interest in several clinical applications.
For instance, tumours and �brotic lesions are notoriously sti� compared to benign tissue.
A fully quantitative measure of lesion sti�ness can be obtained by shear wave elastography.
�is method uses an acoustic radiation force to produce laterally propagating shear waves
that can be tracked to obtain the velocity, which in turn is related to the Young’s modulus.
However, not only elasticity, but also viscosity plays an important role in the propagation
process of shear waves. In fact, viscosity itself is a parameter of diagnostic value for
detection and characterization of malignant lesions. In this paper, we describe a new
method that enables imaging viscosity from shear wave elastography by local model-based
system identi�cation. By testing the method on simulated datasets and performing in-vitro
experiments, we show the ability of the proposed technique to generate parametric maps
of the viscoelastic material properties from shear wave measurements, opening up new
possibilities for non-invasive tissue characterization.

From: R.J.G. van Sloun, R.R. Wildeboer, H. Wijkstra, and M. Mischi,“Viscoelasticity Mapping by Identi�-

cation of Local Shear Wave Dynamics”, IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency
Control, ©IEEE, 2017.
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7.1 Introduction

I
maging technologies for assessment of the elastic properties of so� tissue provide

clinicians with an important asset for several diagnostic applications. Pathologies

such as tissue �brosis and cancer in�uence tissue elasticity. Accurate detection and

staging of these pathologies is fundamental for providing adequate treatment and

disease management. For this purpose, manual palpation is used extensively in clinical

routine. Among the elastographic possibilities, ultrasound enables remote palpation

using acoustic radiation force: shear wave (SW) elasticity imaging. By applying a push-

pulse using high-intensity focused ultrasound, tissue is locally displaced in the axial

direction, causing the formation of a laterally propagating SW. If one considers the

medium to be purely elastic, its local shear modulus can be estimated by determining

the local SW speed.

In practice, the assumption of pure elasticity does however not hold for many tis-

sue types; tissue in which not only the sti�ness, but also the shear viscosity plays an

important role. Moreover, there is increasing evidence that viscosity itself could be a

discriminant parameter for detection of malignancy. In,202 Hoyt et al. assessed the elas-
tic properties of prostate cancer tissue for their relevance as biomarkers. �eir results

revealed that the viscosity of cancerous prostate tissue is greater than that derived from

normal tissue. �erefore, in this paper we aim at providing a joint estimate of tissue

elasticity and viscosity based on SW elastography.

Initially, inversion of the Helmholtz equation was used to reconstruct SW speed

from time-displacement data.203, 204 However, calculating the required second-order

derivatives in space and time makes such an estimator very susceptible to the noisy

signal conditions one can expect in-vivo. More recently-developed methods assess SW
speed by calculating the wave arrival time across a set of axial displacement curves.

In205 and,206 SW speed was obtained by assessing the lateral time-to-peak and exploit-

ing linear regression to determine the rate-of-change across the set. Later, a more

robust version of this approach was developed,207 in which a random sample consensus

(RANSAC) algorithm was employed to reliably perform such a regression in the pres-

ence of strong outliers. In,,208 Rouze et al. showed that the SW time-of-�ight can also
be estimated using a Radon sum transformation, yielding a comparable robustness with

respect to the RANSAC algorithm. An alternative approach determined the local SW

speed by cross-correlating the displacement waveform at a speci�c position with that

obtained at a reference location.209 All of the above methods operate under the explicit

assumption of negligible viscous dispersion across the evaluated region, translated in

negligible wave shape deformation.

To assess the SW dispersion that originates from viscosity, Nenadic et al.210 devised a
method that relates the two-dimensional Fourier transform of time-displacement data

to the frequency dependent SW phase velocity. By calculating the wave number (spatial

frequency) that maximizes the spectrum at a given temporal frequency the phase veloc-

ity at each frequency can be obtained, which in turn can be parametrized using typical

viscoelastic material models such as the Voigt model.211 However, obtaining su�cient

spatial frequency resolution to perform an accurate and reliable phase velocity estimate

requires the use of a relatively large amount of space points. �is seriously hampers its

applicability to high-resolutionmapping of viscosity. Rouze et al.212 proposed the use of
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a look-up table that relates the viscosity-driven di�erence in estimated SW group speed

between axial particle velocity and displacement to the viscoelastic material parame-

ters. Another elastographic imaging method aims at assessing the viscoelastic material

parameters by estimating the mechanical relaxation time for a radiation-force-induced

stress213. In,214 single-tracking-location viscoelasticity estimation was proposed, in

which viscosity was quanti�ed through model-based quanti�cation of wave dispersion

of two laterally-spaced push pulses at a single tracking location.

In this work, we consider the viscoelastic material as a dynamic linear system, of

which the impulse response can be locally identi�ed by input-output (point-to-point)

analysis of SW time-displacement curves. To this end, a local model-based estimator of

the impulse response is derived from the Navier-Stokes equation, which is then �tted

to the data in a least-squares fashion.

�e SW data acquisition protocol and pre-processing steps are given in Secs. 7.2a and

7.2b, respectively. �e details of the adopted signal model and an analytical description

of the impulse response in viscoelastic materials are then given in Sec. 7.2. �is impulse

response is identi�ed from the acquired data, to provide an estimation of the viscoelastic

model parameters, as reported in Sec. 7.2d. �emethod is validated using simulated SW

measurements (Sec. 7.3a) and in-vitro datasets (Sec. 7.3b.1), and the results are presented
in Sec. 7.4. Finally, in Sec. 7.5, these results are discussed and conclusions derived.

7.2 Methods

7.2a Data acquisition

�e experiments were performed using a Verasonics Vantage 128 ultrasound research

platform (Redmond, WA, USA) in combination with an L11-4 linear array transducer.

Shear waves (SW) were generated with acoustic radiation force, where the mechanical

impulse delivered to the tissue is given by the product of acoustical force density and

duration. Hence, to facilitate su�cient medium displacement, a 1500-cycle push-pulse

with a centre frequency of 4.5 MHz was adopted (excitation-duration: 333 µs), and the
excitation voltage was set to the maximum (overheating protected) value of 65 V. �e

resulting SWwas tracked using an ultrafast imaging protocol operating at a frame rate of

10 kHz. A single-cycle pulse with a centre frequency of 6.25MHzwas used. �e in-phase

& quadrature (IQ) data were reconstructed a�er dynamic receive beamforming of the

radiofrequency (RF) data, and stored for o�-line processing. �e �nal pixel dimensions

in the axial and lateral directions were 0.086 mm and 0.208 mm, respectively. No

additional averaging of repeated push-pulses was employed.

7.2b Pre-processing

To reveal the laterally propagating SW, we estimate its micron-scale axial displace-

ments based on the well-known Loupass 2-D autocorrelator.215 Initially developed for

measuring blood �ow velocity in Doppler systems, this approach estimates the mean

axial velocity at each location by evaluating the 2D autocorrelation function of the

IQ samples within a speci�c axial range Nax and frame/ensemble range Nens . In our

experiments, these values were set to Nax = 20 samples (1.7 mm) and Nens = 5 frames
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Figure 7.1: Illustrative

overview of the

proposed method,

showing how the

point-to-point im-

pulse response is

estimated from the

time-displacement

curves sampled at

two spatial locations
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(500µs), respectively. Finally, the axial velocity maps were spatially �ltered using a 2D
Gaussian kernel with a standard deviation of 1.2 samples in both the axial and lateral

direction.

7.2c Shear wave signal model

For the purpose of estimating the SW propagation dynamics, we consider the dis-

placement pro�les measured at two laterally spaced pixels, and describe their relation

as

u(x + ∆x , t) = w(∆x , t) ∗t u(x − ∆x , t), (7.1)

where w(∆x , t) is the impulse response that characterizes the system describing the
transition from u(x − ∆x , t) to u(x + ∆x , t). If one considers the SW propagation
process as purely convective, the impulse response is a delayed delta function, and can

be written as

w(∆x , t) = δ(t − 2∆x
cs

), (7.2)

with cs being the SW velocity. In this case, the model w(∆x , t) can be identi�ed by
simplymaximizing the cross correlation function between the two displacement pro�les

in order to �nd their time-delay, and thereby the SW velocity. In viscoelastic media,

shear waves do not merely propagate in a convective manner; their shape also spreads

over space. �e Navier-Stokes equation provides us with a more general framework.

Adopting the classical Voigt model to describe the viscoelastic properties of tissue,211

i.e.

σ(t) = (µ0 + η∂t)ε(t), (7.3)

with stress σ(t), strain ε(t), sti�ness µ0 = ρc2s (elastic spring), and viscosity η (dashpot),
SW particle displacements can be written as follows:216

ρ∂2tu(r⃗, t) − (ρc2s + ηs∂t)∇2u(r⃗, t) = S(r⃗, t), (7.4)
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where ρ is the mass density and S(r⃗, t) is the excitation source. �e spatiotemporal
impulse response of this system, termed the Green’s function g(r⃗, t), is then obtained
by solving

ρ∂2t g(r⃗, t) − (ρc2s + ηs∂t)∇2g(r⃗, t) = δ(r⃗)δ(t). (7.5)

In one space dimension, x, Eq. (7.5) can be written in the 2D Fourier domain as

− ρω2G(kx ,ω) + (ρc2s + jωηs)k2xG(kx ,ω) = 1. (7.6)

Equation (7.6) is derived speci�cally for a Voigt material. It can however be generalized

to describe other material models in terms of a frequency-dependent shear modulus

µ(ω), such that we obtain

− ρω2G(kx ,ω) + µ(ω)k2xG(kx ,ω) = 1, (7.7)

from which we can derive the following Green’s function solution:

G(kx ,ω) = (1/ρ)
[µ(ω)/ρ]k2x − ω2

. (7.8)

�e inverse Fourier transform of (7.8) with respect to kx is given by

G(x ,ω) =
√

π/2
jωρ

√
µ(ω)/ρ

exp

⎡⎢⎢⎢⎣
− jω∣x∣√

µ(ω)/ρ

⎤⎥⎥⎥⎦
. (7.9)

From (7.9), the impulse response w(∆x , t) from one space point to another can be
described in the frequency domain as

W(∆x ,ω) = G(∣x∣ + 2∆x ,ω)
G(∣x∣,ω)

= exp
⎡⎢⎢⎢⎣
− jω∣2∆x∣√

µ(ω)/ρ

⎤⎥⎥⎥⎦
. (7.10)

7.2d Shear wave system identi�cation

To locally estimate the viscoelastic model parameters in the Voigt model (µ(ω) =
ρc2s + jωηs), from (7.1) and (7.10), we formulate the following nonlinear least squares

problem:

{ĉs , η̂s , α̂} (x) = min
cs ,ηs ,α

∥F−1 [W(∆x ,ω)V(x − ∆x ,ω)]

−v(x + ∆x , t)∥2
2
,

(7.11)

whereV(x−∆x ,ω) is the temporal Fourier transform of v(x−∆x , t), the axial particle
velocity signal. �is Fourier domain implementation of the convolution between

v(x − ∆x , t) and w(∆x , t) avoids aliasing that can occur when sampling the impulse
response w(∆x , t) in the time domain. Such a situation is likely to occur in a low-
viscosity case, where w(∆x , t) approximates a delta function. On the other hand,
sampling in the Fourier domain on the bandwidth determined by the sample rate

produces a �ltered version of the impulse response, without aliasing in the time domain

(corresponding to a shi�ed and sampled Sinc function for η = 0). In addition, the
approach allows for a computationally e�cient implementation via the fast Fourier

transform. Equation (7.11) is numerically solved in an iterative fashion using a Nelder-
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Figure 7.2: Simulation of shear

wave (SW) propagation in a vis-

coelastic material with µ0 =

9 kPa, ρ = 1000 kg/m3 , and

ηs = 1.5 Pa⋅s based on.218 In

(A), the generated 2D Fourier

domain SW data is shown and

(B) gives the resulting particle ve-

locity in the space-time domain.

In (C,E), several particle veloc-

ity signals at di�erent lateral po-

sitions are shown as a function

of time, with and without addi-

tive Gaussian white noise (stan-

dard deviation: 5% of peak am-

plitude at 10 mm), respectively.

�en, in (D,F), the resulting SW

velocity (ĉs =
√

µ0/ρ) and vis-
cosity estimates along the lat-

eral position are summarized in

box-plots. True values are in-

dicated with dotted lines. For

comparison, the results for SW

velocity estimation based on a

cross-correlation approach are

also shown.
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Mead simplex algorithm.217 We employed a course grid search across cs and ηs (10× 10)
to select appropriate initial conditions. �e median number of iterations to reach

convergence was 93.

Figure 7.1 gives an illustrative overview of the proposed method.

7.3 ValidationMethodology

7.3a Simulation study

�e proposed method was �rst tested on simulated datasets by generating particle

velocity measurements based on an analytic description of SW propagation in a vis-

coelastic medium following a Gaussian excitation as described in.218 �e cylindrically

symmetric Gaussian excitation has the following form:

f⃗ (r, t) =W(t) exp(−∣x⃗∣2/σ 2)ẑ, (7.12)

where ẑ is the unit vector in the axial direction, σ = 1 mm gives the width, andW(t)
determines the time pro�le of the excitation: a rectangular window with a length of

T = 333 µs. We adopted a Voigt material model with sti�ness µ0 and viscosity η,
and generated 9 realizations of SW particle velocity measurements in materials with

di�erent degrees of viscosity.
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Figure 7.3: Shear wave velocity estima-

tion errors in viscoelastic material sim-

ulations as a function of increasing vis-

cosity. Bars indicate standard devia-

tion of estimates across the lateral po-

sition. �e proposed method is com-

pared to a correlation-based time-of-

�ight method.

�e datasets were then processed as described in Sections 7.2a to 7.2d in order to

obtain estimates of SW velocity and viscosity as a function of the lateral position x.
∆x was set to 1.25 mm. �e results are compared to those obtained using a standard
cross-correlation based time-of-�ight method for SW velocity estimation209 with the

same ∆x, and a two-dimensional Fourier transform (2D-FT) approach for frequency
dependent SW phase velocity measurements.210 �e latter �rst calculates the 2D-FT of

the full spatio-temporal SW signal, a�er which the average phase velocity at a speci�c

temporal frequency is retrieved by locating the spatial frequency at which the 2D-FT is

maximized: c( f ) = f /kmax( f ).

7.3b In-vitro study

7.3b.1 Phantom design

In our experiments, commercially available tofu (Unicurd Food Company Pte Ltd.,

Singapore) served as a typical high-viscosity material. Because its elastographic and

echographic properties are similar to those of some so� tissues, this poroelastic soy-

based product has been used as a viscous tissue-mimicking phantom.219 In220, the

e�ective Poisson’s ratio ν of tofu was measured during 600 s of compression, displaying
approximate incompressibility (ν ≈ 0.5) across the time frame of the measurements
performed in our work (10 s). To mimic low-viscosity tissues, water-based 8 weight-

% gelatin was prepared.221, 222 It consisted of 20-g gelatin, 9.95-g graphite scattering

powder, and 225-mL water. In total, we prepared 3 phantoms from these materials:

two homogeneous phantoms (one tofu, one gelatin), and one tofu phantom with a

cylindrical gelatin inclusion (diameter of 9 mm).

7.3b.2 SW experiments

�e SW experiments were performed as described in Section 7.2a. �e data was then

processed according to Sections 7.2a to 7.2d, with ∆x set to 1.25 mm (i.e. 6 lateral
samples).
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Figure 7.4:Normalized Mean Absolute

Error (NMAE) of the shear wave ve-

locity and viscosity estimates as a func-

tion of increasing lateral spacing ∆x for
a simulation with material parameters

µ0 = 9 kPa and η = 3 Pa ⋅ s. Gaussian

white noise (standard deviation: 5% of

peak amplitude at 10 mm) was added

to the particle velocity signals.
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7.3b.3 Mechanical characterization

A material’s viscoelastic behaviour can be directly estimated by assessing its creep

curve, i.e., the time-dependent strain behaviour upon application of a constant load.219

Considering a 3-parameter material model consisting of a Voigt model with an elastic

element in series, the instantaneous response to the compression is regarded as purely

elastic, whereas the subsequent creep curve is attributed to the presence of viscosity221.

�e tofu and gelatin phantoms were cut into blocks of similar size (6 cm × 5 cm ×
2 cm) and subjected to a pre-compression force of ≈ 0.35 N. �en, their axial strain
was monitored a�er the application of a sudden compressive load of about 200 g (2 N)

across the footprint of the L11-4 linear array transducer.

For strain imaging during compression, ultrasound images were acquired at a frame

rate of 50 Hz. Large frame-to-frame velocities (> 1 sample/frame) were estimated by
block-wise cross correlation of log-compressed B-mode frames (speckle-tracking), and

�ne sub-sample displacements were captured by estimating the axial velocity from the

IQ data using the Loupass 2-D autocorrelator.215 �e ensemble and axial ranges were

set to 5 frames and 30 samples, respectively. �e axial frame-to-frame displacements

were then tracked over time using a Kalman �lter223 to measure the relative strain at a

set depth a�er velocity estimation.
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7.4 Results

7.4a Simulation results

Figure 7.2 displays an example of simulated data based on.218 SW velocities cs and
material viscosities ηs are estimated along the lateral direction x based on the proposed
method, and their distributions are summarized in box-plots (Figure 7.2D). One can

observe that the estimates are very close to the true values (cs = 3 m/s, ηs = 1.5 kPa).
Moreover, the SW velocity estimates seem to be slightly improved with respect to

those obtained using the correlation-based time-of-�ight approach.209 �e improved

estimation of SW velocity in simulated data by considering viscosity in the estimation

procedure can also be noted from Figure 7.3. �e estimates of SW velocity based on the

proposed impulse response identi�cation procedure yield lower errors and standard

deviations compared to those obtained in a time-of-�ight fashion, in particular for

high viscosity.

�e impact of altering the lateral spacing ∆x (throughout this work set to 1.25 mm)
on the estimates is shown in Figure 7.4. Overall, the estimation error decreases when

increasing ∆x, which comes at the price of a reduced spatial resolution.

Figure 7.5 shows di�erent degrees of SW phase-velocity dispersion resulting from

various levels of viscosity. �e frequency-dependent phase velocities were computed

from the median estimates of ηs and cs along the lateral direction x in the following
manner:218

c(ω) =
¿
ÁÁÀ 2(µ20 + (ηsω)2)

ρ(µ0 +
√
µ20 + (ηsω)2)

, (7.13)

where the sti�ness µ0 = ρc2s . From the upper row of Figure 7.5, one can notice that the
estimates are very close to the true phase velocities for all simulations. �e bottom row

shows the results of the 2D-FT method210 applied to the full space-time data. Here, the

estimated phase velocities deviate slightly from the true values, in particular for higher

frequencies and viscosity.

7.4b In-vitro results

�e creep curves presented in Figure 7.6 show how the gelatin and tofu phantoms

display di�erent time-strain behaviour. When subjected to a sudden stress, gelatin

compresses instantly and shows little to no creep, whereas the tofu phantom creeps

signi�cantly and clearly presents more viscous behaviour.

Figure 7.7 summarizes the obtained pixel-based SW velocity and viscosity distri-

butions for both phantoms when applying the proposed method. �e SW velocity

estimates are compared to those measured using the cross-correlation approach. More-

over, we compared the parameter distributions to the values obtained using the 2D-FT

method. In line with the mechanical characterization, the estimated viscosity is signi�-

cantly higher in tofu than in gelatin, while the velocity (and therefore sti�ness) is not

signi�cantly di�erent. While these characteristics are con�rmed by the 2D-FT method,

we notice a di�erence in the absolute viscosity values that is similar to the 2D-FT bias

found in the simulation study (see Figure 7.5). �e spread and range of estimated values
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Figure 7.6: (A)

Ultrasound strain
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application of a sudden

stress. (B) Resulting

creep curves for gelatin

and tofu phantoms,

depicting a higher

viscous creep for the

latter.

is higher in the tofu phantom as compared to the gelatin phantom.

Finally, viscoelasticity imaging was performed on a tofu phantom containing a cylin-

drical inclusion of gelatin. �e images were post-processed using a 2D median �lter

(kernel dimensions: 1 mm×3.5 mm) followed by a 2D Gaussian �lter (standard devi-
ation: 0.2 mm×0.6 mm). From Figure 7.8, one can appreciate that the less-viscous
gelatin inclusion is indeed revealed by the viscosity maps, whereas the velocity images

(portraying the purely elastic behaviour) fail to expose it. Where the results obtained

with a push-focus on either side of the imaging domain (Figure 7.8B and 7.8C) qual-

itatively show great similarity in the central zone of the image, one can also observe

that the estimates very close the push location and at the far end do not share the same

degree of consistency.

7.5 Conclusions and Discussion

In this work, a new approach to determine tissue viscoelasticity based on SW elastogra-

phy is presented. By locally characterizing SWpropagation using a system identi�cation

approach, the proposed method enables not only mapping of tissue elasticity, but also

of viscosity. �e developed technique extends beyond the typical time-of-�ight based

methods by estimating the kinetics between laterally sampled time-displacement curves

instead of just their time-delay.

�e algorithm was �rst tested on simulated datasets, validating its technical correct-

ness with respect to a well-de�ned ground truth. �e assumption of negligible viscosity

in a viscoelastic material leads to inadequate estimation of SW velocity based on time-

of-�ight. On the contrary, by jointly estimating SW velocity and material viscosity, the

proposed method appropriately assesses both characteristics (Figure 7.2).

�e impact of viscosity on time-of-�ight SW velocity estimates was further investi-

gated on a range of simulations with viscous materials (η = 0.1 Pa⋅s to η = 4 Pa⋅s). As
expected, the presence of viscosity impairs the time-of-�ight estimates, yielding high

standard deviations along the lateral position. Frequency dependent attenuation causes

lower frequencies (and their phase speeds) to become more dominant with increasing

distance from the source, introducing a bias that depends on the lateral direction. �e

proposed method overcomes this issue by adequately modelling the e�ects of viscosity
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Figure 7.7: (A) Box plots displaying the distributions of pixel-based estimates of shear wave velocity (ĉs =
√

µ0/ρ) and viscosity in gelatin and tofu phantoms as obtained using the proposed method, compared to
velocity estimates using a cross-correlation based time-of-�ight method. Using cross-correlation, the gelatin

phantom yielded shear wave speeds with a median, mean and standard deviation of 2.96, 2.79, and 0.70 m/s,

respectively. For tofu, these values were 2.99, 2.87, and 0.79 m/s, respectively. Using the proposed method,

the gelatin phantom yielded shear wave speeds with a median, mean and standard deviation of 2.96, 2.80,

and 0.71 m/s, respectively. For tofu, these values were 3.04, 2.87, and 0.80 m/s, respectively. �e proposed

method yielded viscosity values for gelatin with a median, mean and standard deviation of 0.10, 0.11, and

0.08 Pa ⋅ s, respectively. For tofu, these values were 0.53, 0.66, and 0.59 Pa ⋅ s, respectively. (B) Comparison

with the 2D Fourier transform method210 applied to the entire region.

on SW propagation. As a result, the estimation errors and in particular their standard

deviations are much smaller.

On the same range of viscous materials, the resulting phase velocities derived from

the estimated material properties showed good agreement with true values (Figure 7.5).

Interestingly, we observed that the 2D-FT method for phase velocity dispersion char-

acterization displayed a bias, in particular for higher frequencies (towards 500 Hz)

and viscosities. Such a bias was also noted by Rouze et al. in.218 In this regard, we
would like to point out that the simulated range of η represents expected viscosities in
tissue. In,224Wang and Insana investigated the viscoelastic properties of �broadeno-

mas and carcinomas in rats by extracting and characterizing shear-velocity dispersion

curves. Based on a Kelvin-Voigt model, they reported viscosity values that range

from η = 0.56 − 3.54 Pa ⋅ s.

Based on the measured in-vitro SW data, we found that the method yielded material-
property estimates which con�rmed the mechanical characterization of the material;

tofu and gelatin have similar sti�ness, yet very distinct viscosity. We point out that

this comparison is qualitative: the material might be well described by a particular

viscoelastic model and set of coe�cients for one range of frequencies (creep experiment,

up to 25 Hz), but then described by the same model with a di�erent set of coe�cients

over a second, dissimilar, range of frequencies (SW experiment, up to 500 Hz). As

noted in Section 7.4b, the spread and range of estimated values was found higher in the

tofu phantom as compared to the gelatin phantom. �is may originate from substantial

material heterogeneity in tofu, which is less evident in gelatin. Moreover, the degraded

signal-to-noise level in tofu, which is caused by higher shear attenuation, may have

impacted the estimation accuracy and thereby its variance. �ese practical aspects

seem to overwhelm the theoretically-predicted decrease in variance for the SW velocity

estimates by the proposed method, as observed in the simulation study.

By imaging a gelatin phantom with a cylindrical tofu inclusion, we showed that the
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Figure 7.8: Proposed shear wave viscoelasticity imaging on a tofu phantom containing a cylindrical inclusion

of gelatin, as compared to a typical correlation-based time-of-�ight elastographic approach. �e results

are given without (A,B) and with spatial �ltering (B,C). �e maps obtained using an acoustic push focus

positioned on the right lateral side (A,C) are compared to those obtained with a push on the le� lateral side

(B,D).

method is able to generate a viscosity map that reveals the inclusion. �e possibility of

yielding such a viscosity map using ultrasonic SW elastography was already discussed

in,216 where Berco� et al. contemplated that adding viscosity maps in SW imaging
could be of great interest for tumour characterization.

�e artifacts in the viscosity maps that appear close to the acoustic push focus (Sec.

7.4b) occur when estimating the model parameters from data in the SW near-�eld. We

may speculate that these artifacts originate from:

1. Non-plane wave propagation in the near-�eld; a condition for which our 1D model

does not hold.

2. �e fact that the push-pulse is not a delta-Dirac in space, leading to the presence of

an additional apparent “source” between the two lateral positions from which the

impulse response is assessed. �is violates the assumption that those two points

only record a passing SW and all measured axial displacement originates from this

propagating wave.

At the lateral far end, we also observe the presence of estimation artifacts. Here, wave

aberration and low signal-to-noise ratio are likely degrading the estimates. �e afore-

mentioned artifacts can be mitigated by proper combination of estimates from several

SW measurements obtained using di�erent lateral push foci.225 Reliability can be

assessed based on location (e.g. close to the push-focus) and signal quality. Such a

multi-focus strategy can also be pursued in the axial direction to cover a wide spatial

range.
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Compared to other methods that aim at assessing viscosity from SWmeasurements,

we like to stress that the proposed method is able to generate estimates in a pixel-based

point-to-point fashion. �is approach enables the generation of SWmaps with a lateral

resolution that is primarily determined by the adopted spacing between these points (in

this work 2∆x). Choosing a suitable ∆x amounts to a trade-o�. Decreasing ∆x leads
to �ne estimates, close to the lateral resolution of the US acquisition. Yet, increasing

∆x results in a more pronounced e�ect of the local material properties on the kinetics
between the two points, accommodating a more robust estimation procedure in the

presence of noise (see Figure 7.4) and a higher sensitivity. �e appropriate value depends

on the application; for tumour localization a resolution in the order of millimetres is

required,226 whereas characterization of di�use hepatic steatosis may permit assessment

on a larger scale.227

�e work presented in this paper shows parallels with214, where Langdon et al. de-
scribe a method that employs two laterally-spaced push pulses to generate two time-

displacement curves at a single tracking location. �ese curves are then used to estimate

the material parameters of the material between the two push-foci. Where such an

approach requires two push pulses for each lateral position at which one desires to esti-

mate the viscoelastic parameters, our method only requires one push pulse to generate

a full map of the viscoelastic parameters.

To con�rm the practical utility of the prosed method, it should be tested extensively

on real tissue. Such tests can initially be conducted ex-vivo, but should eventually lead to
in-vivo experiments. In these conditions, the impact of noise, di�raction and aberration,
along with other disturbances, should be carefully investigated. �e proposed method

was applied to particle velocity signals which yield reduced low-frequency (motion)

artifacts and a stronger signal morphology which is dominant on a more compact

temporal support compared to displacement signals. Yet, particle velocity estimates

are more susceptible to high frequency noise and hence require the use of more robust

estimators. Although the method presented in this work was applied to SW data ob-

tained from a single push pulse, one can imagine that the high in-vivo demands require
strategies such as supersonic SW generation and SW compounding.204 �e former

produces an intense source by generating shear waves that interfere constructively

along a Mach cone to boost the signal-to-noise ratio. �e latter combines the results

from multiple shear waves to improve reliability of the estimates. Application of the

proposed method in such a fashion is straightforward.

Besides improving the method reliability using a high-quality SW dataset, we can

also resort to more advanced system identi�cation techniques based on maximum-

likelihood estimators that take full advantage of the expected noise statistics to yield

robust parameter estimates. Such approaches require a careful design of the noise

model for SW displacement signals, taking into account the full acquisition chain

from the push source to the (Loupass) displacement estimator and any subsequent

pre-processing.

Although the results presented herein were obtained assuming aVoigtmaterial model,

the approach can be readily generalized to facilitate characterization in terms of other

viscoelastic material models, such as the typically adopted Maxwell or 3-parameter

model. One would then merely need to select the appropriate frequency dependent

shear modulus µ(ω), and solve the minimization problem as described in Eq. (7.11)
for the corresponding material parameters. It should be noted, however, that the
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optimization procedure for a 3-parameter model with 2 sti�ness constants is most-

likely more challenging than for the 2-parameter Maxwell and Voigt models.

If the proposed method’s applicability is con�rmed in-vivo, it could in principle be
readily implemented on any SW device without requiring hardware changes. �is

would open up new possibilities for the detection and characterization of pathologies

based on their local viscoelasticity.
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8
Ultrasound Coefficient of

Nonlinearity Imaging
Abstract - Imaging the acoustical coe�cient of nonlinearity, β, is of interest in a number
of healthcare interventional applications. It is an important feature that can be used for
discriminating tissues. In this paper, we propose a nonlinearity characterization method
that aims to locally estimate the coe�cient of nonlinearity. �e proposed method is
based on a 1D solution of the nonlinear lossy Westervelt equation, thereby deriving a
local relation between β and the pressure wave �eld. Based on several assumptions, a
β imaging method is then presented that is based on the ratio between the harmonic
and fundamental �elds, therefore reducing the e�ect of spatial amplitude variations of
the speckle pattern. By testing the method on simulated ultrasound pressure �elds and
an in vitro B-mode ultrasound acquisition, we show that the designed algorithm is able
to estimate the coe�cient of nonlinearity, and that the tissue types of interest are well
discriminable. �e proposed imagingmethod provides a new approach to β estimation, not
requiring a special measurement setup or transducer, that seems particularly promising
for in vivo imaging.

Based on: R.J.G. van Sloun, L. Demi, C. Shan, and M. Mischi,“Ultrasound Coe�cient of Nonlinearity

Imaging”, IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control., vol. 62, No. 7, ©IEEE,
2015.
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8.1 Introduction

I
maging the nonlinear propagation of ultrasound through tissue is of interest in

a number of healthcare interventional applications. �e acoustical coe�cient of

nonlinearity β, characterizing the nonlinear propagation of ultrasound through tissue,
is an important feature that may be exploited for discriminating tissues228 .

A promising application area for β imaging lies in the area of cancer detection and
localisation. Compared to healthy tissue, cancer typically displays a greatly increased

amount of tissue �uid, which is poorly drained and highly restricted.73 �e coe�cient

of nonlinearity β was shown to be in�uenced by the water content of tissue,74 and its
estimation can hence be considered in this context.

Besides the possibilities of employing β for tissue discrimination, using it to obtain
information about temperature variations might also be possible229. Monitoring tem-

perature variations could for instance be utilized during e.g. High Intensity Focused

Ultrasound and Hyperthermia for cancer treatment. �e possible alternative applica-

tion of β estimation to temperature estimation is however not discussed in detail in
this article, as tissue characterization is the main focus.

Estimation of the coe�cient of nonlinearity in a clinical setting is most applicable

using a single probe in pulse-echo mode. In230, a β estimation method based on a
high-frequency probe and pump waves propagating in opposite directions was sug-

gested. However, requiring an acoustic re�ector plane limits its practical use. Other

possibilities for coe�cient of nonlinearity imaging in echo mode have been studied

in,76 where extensions of the Direct,231 Comparative78 and Second-Order Ultrasound

Field (SURF)77 methods are derived such that they are applicable to echomode imaging.

�e Direct method is the easiest, based on the second harmonic amplitude propagation

theory proposed by Zang and Gong.232 �e SURF method relies on multi-frequency

transmission requiring a special transducer and the Comparative method requires a

particular setup where propagation through an inhomogeneous medium is compared

to a known homogeneous reference. �e authors in76 conclude that the Comparative

method, and the extension that compensates for inhomogeneous attenuation, is most

promising and an alternative application based on high frame rate compounding of

plane wave transmissions has been presented in233. However, both the SURF as well as

the extended Comparative method are not directly feasible for in vivo US imaging. �e
fact that the Comparative method requires the presence of an area where the coe�cient

of nonlinearity is constant throughout the entire imaging depth poses serious limita-

tions for the method’s translation into clinical application. Also, inaccurate a priori

knowledge of the attenuation coe�cient in the spatial domain leads to cumulative

errors in nonlinearity estimation.

In this paper, we propose a tissue nonlinearity imaging method that provides a new

and local approach to β estimation, reducing cumulative errors. �e in�uence of
scatterer distribution variations is also addressed by considering the ratio between the

harmonic and fundamental �elds. �e proposedmethod is based on a 1D solution of the

nonlinear lossy Westervelt wave equation and does not require a special measurement

setup or transducer, making it particularly promising for in vivo imaging. Its feasibility
is shown by a detailed in silico analysis as well as initial in vitro results.
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�e paper is organized as follows. First, the physical background of nonlinear wave

propagation through human tissues is given (Sec. 8.2a). �en, a method for extracting

the coe�cient of nonlinearity β from both the complete pressure wave �elds (Sec. 8.2d)
as well as echo mode images (Sec. 8.2e) is derived. Next, to assess its performance a

numerical in silico analysis of pressure wave propagation based on several forms of the
wave equations is done. �e method is then also tested on an experimental in vitro
measurement. �e numerical and experimental results are given in Secs. 8.3a and 8.3b,

respectively. Finally, the results are discussed and conclusions derived (Sec. 8.4).

8.2 Methods

8.2a Physical background of nonlinear wave propagation

As sound waves propagate through tissue, they distort due to medium dependent

variation of the speed of sound with respect to pressure, quanti�ed by the coe�cient of

nonlinearity β. Higher pressure results in an increased speed of sound whereas lower
pressure results in a reduced speed of sound. �is distortion results in the accumulation

of harmonics.234–236 In Table 8.1, β is given for some human tissues of interest. Also
the attenuation coe�cient α is given, describing the attenuation of a pressure wave
with respect to depth as a result of medium dependent absorption. For the sake of

clarity, α is given in both dB/(MHzy × cm) and Np/((rad/s)y×m) because the latter
can be directly substituted in the equations. Comparing the coe�cient of nonlinearity

β to the attenuation coe�cient α, one can notice that the relative di�erences in β for
these tissues are higher, making it an interesting candidate for tissue characterization.

Acoustic pressure wave propagation can be compactly described in the form of wave

equations, combining conservation of mass and momentum. In this section, we will

�rst give an expression for the lossy nonlinear wave equation. �e modi�cation from

the lossless linear wave equation is made explicit in the form of distributed sources

S.

8.2b Lossy nonlinear wave equation

�e general lossy 3DWestervelt wave equation [235, Chapter 3.6] may be written as:

∇2p(x, t) − 1
c20
∂2t p(x, t) = −Sat[p(x, t)] − Snl [p(x, t)], (8.1)

where

Snl [p(x, t)] =
β(x)
ρ0c40

∂2t p
2(x, t) (8.2)

denotes the nonlinear source.196 �e e�ects of attenuation, represented by Sat[p(x, t)],
can be modelled by explicitly introducing relaxation in the medium behaviour. �en,

the following attenuation source is obtained:237

Sat[p(x, t)] = −
1

c20
∂2t [A(x, t) ∗t p(x, t)] , (8.3)
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Table 8.1: Properties of some relevant tissues as described by [195, Appendix B].

Tissue α[dB/(MHzy × cm)] α[Np/((rad/s)y ×m)] y β
Fat 0.6 1.10 ⋅ 10−6 1∗ 6.1

Heart† 0.52 0.95 ⋅ 10−6 1∗ 3.9

Muscle 0.57 1.04 ⋅ 10−6 1∗ 4.7

∗
: Assumed value.

†
Heart mainly consists of muscle and blood.

where ∗t denotes the time domain convolution and A(x, t) describes the delayed
response of the medium; its low pass �ltering property. Attenuation through tissue is

assumed to obey a power law dependence on frequency.238, 239 As suggested in,196, 240 a

suitable representation of A(x, t) can be given in the Laplace domain:

Â(x, s) = {1 + c0α0(x)s y(x)−1

cos[πy(x)/2][1 + (s/smax)d]
}
2

− 1, (8.4)

where α0(x) is the attenuation coe�cient in Np ⋅ (rad/s)−y ⋅ m −1, ω is the angular
frequency in rad/s, y(x) is the power law exponent that may not be an odd integer,
and the factor [1 + (s/smax)d] ensures causality and �nite wave speed, with smax being

a parameter larger than the maximum angular frequency of interest and d being a
parameter that is larger than y(x) − 1. �e propagation coe�cient γ̂(x, s) is then given
as

γ̂(x, s) = s
c0

√
Â(x, s) + 1. (8.5)

A�er setting s = jω, we observe that the function γ̂(x,ω) consists of an attenuation
and phase coe�cient that can be approximated by196

γ̂(x,ω) ≈ α0(x)∣ω∣y(x) + j [ ω
c0
+ a0(x) tan[

π
2
y(x)]ω∣ω∣y(x)−1] , (8.6)

where the second term of the imaginary part describes the e�ects of dispersion.

8.2c Solution using Green’s function

�e solution of the lossy nonlinear wave equation with inclusion of a primary source

term Spr(x, t),196 that models the e�ects of the transducer, can be formulated as an
integral equation:

p(x, t) = G(x, t) ∗x,t {Spr(x, t) + Snl [p(x, t)] + Sat[p(x, t)]}. (8.7)

Here, ∗x,t denotes the convolution over space and time and G(x, t) is the Green’s
function of the lossless linear wave equation, given by

G(x, t) =
δ(t − ∣∣x∣∣

c0
)

4π∣∣x∣∣
, (8.8)
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where the ∣∣ ⋅ ∣∣ operator gives the length of a vector and δ(⋅) denotes the Dirac delta
function. In 1D, one can show that the Green’s function is given by

G(x , t) = c0
2
H(t − ∣x∣

c0
), (8.9)

withH(⋅) being the Heaviside step function. �e 1D version of Eqn. (8.7) can be written
as

p(x , t) = p(0)(x , t) +G(x , t) ∗x ,t {Snl [p(x , t)] + Sat[p(x , t)]} , (8.10)

where

p(0)(x , t) = G(x , t) ∗x ,t Spr(x , t) (8.11)

denotes the linear lossless solution.

8.2d β Estimation based on the pressure wave �eld

We start this analysis by assuming that the pressure wave �eld is generally observable.

To obtain a relation between the coe�cient of nonlinearity β(x) and the pressure wave
�eld p(x , t) we will �rst derive an expression of the harmonic pressure �eld. �is is
done by analysing the Green’s function based contrast source solution of the 1D lossy

nonlinear Westervelt equation (Eqn. (8.10)). Rewriting the total �eld as a combination

of the fundamental and the harmonic �eld, i.e.

p(x , t) = p f (x , t) + ph(x , t), (8.12)

we can reformulate Eqn. (8.7):

p(x , t) =p(0)(x , t) +G(x , t) ∗x ,t Snl [p(x , t)]
+G(x , t) ∗x ,t Sat[p f (x , t) + ph(x , t)], (8.13)

and, realizing that the fundamental �eld can be approximated by a combination of the

lossless linear �eld p(0)(x , t) and the attenuation source, assuming energy loss of the
fundamental component due to harmonic generation to be negligible with respect to

loss due to absorption, i.e.

p f (x , t) ≈ p(0)(x , t) +G(x , t) ∗x ,t Sat[p f (x , t)], (8.14)

and exploiting linearity of the attenuation contrast source, we obtain

ph(x , t) =G(x , t) ∗x ,t
β(x)
ρ0c40

∂2t p
2(x , t)−

G(x , t) ∗x ,t
1

c20
∂2t{A(x , t) ∗t ph(x , t)}. (8.15)
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Using Eqn. (8.9) and exploiting the commutative property of the convolution we

obtain

ph(x , t) =
c0
2
H(t − ∣x∣

c0
) ∗x ,t

β(x)
ρ0c40

∂2t p
2(x , t)−

c0
2
H(t − ∣x∣

c0
) ∗x ,t

1

c20
∂2t{A(x , t) ∗t ph(x , t)}

= 1

2ρ0c30
δ(t − ∣x∣

c0
) ∗x ,t β(x)∂t p2(x , t)−

1

2c0
δ(t − ∣x∣

c0
) ∗x ,t {∂tA(x , t) ∗t ph(x , t)}. (8.16)

�en, considering x ≥ 0 and working out the spatiotemporal convolution integrals
leads to

ph(x , t) =
1

2ρ0c30
∫

x

0
β(x′)∂t p2(x′ , t)dx′

− 1

2c0
∫

x

0
∂tA(x′ , t) ∗t ph(x′ , t)dx′ . (8.17)

�e �nal step is to take the derivative of Eqn. (8.17) with respect to x, thereby using the
fundamental theorem of Calculus,241 such that

∂x ph(x , t) =
β(x)
2ρ0c30

∂t p2(x , t) −
1

2c0
∂tA(x , t) ∗t ph(x , t). (8.18)

Rewriting Eqn. (8.18) yields

∂x ph(x , t) + Sa[x , t, α0(x)] =
β(x)
2ρ0c30

∂t p2(x , t), (8.19)

where

Sa[x , t, α0(x)] =
1

2c0
F−1 { jωA(x ,ω)F {ph(x , t)}} , (8.20)

with F{⋅} and F−1{⋅} denoting the Fourier transform and its inverse, respectively.
With the assumption that the pressure wave �elds p(x , t) and ph(x , t) are completely
observable, the sampled version of Eqn. (8.19) can thus be solved for β(x) using least
squares optimization.

8.2e β Imaging in echo mode

For echo mode US, only echoes of the pressure wave �eld p(x , t) are observable. �ese
echoes may overlap, resulting in constructive and destructive interference. �is signi�-

cantly increases the di�culty of estimating β, and in this section a speci�c solution is
presented which is derived based on several assumptions. First of all, we assume that the

acoustic wave returning from the tissue boundary to the transducer propagates linearly,

which is justi�ed by its lower pressure amplitude. Furthermore, in the �nal imaging

algorithm we only consider the second harmonic, and we neglect dispersive e�ects. For
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Figure 8.1: Medium 1, Simula-

tors: Burgers Equation and 1D-

INCS. β estimation using the
Least Squares solution of Eqn.

(8.19). A comparison between

the results for pressure data sim-

ulated using Burgers equation at

1 MHz (blue) and 1D-INCS at 1

MHz (green). �e red dashed

line indicates the ground truth

β.
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backscattered US signals, β estimation is strongly dependent on spatial variations of
scattering. To compensate for this phenomenon, we adopt an additional assumption, i.e.

variations in the speckle pattern are similar for harmonic and fundamental components.

We then consider relating β to the harmonic ratio through a function f {⋅}, i.e

β(x) = f { p̂h(x)
p̂ f (x)

} , (8.21)

where p̂ f (x) and p̂h(x) denote the peak pressure of the fundamental and second
harmonic envelopes in the time domain over depth, respectively. Such an expression

can be obtained by analysing the derivative of the ratio
ph(x ,t)
p f (x ,t)

with respect to x, allowing
us to write

[
p f (x , t)
ph(x , t)

] ∂x [
ph(x , t)
p f (x , t)

] = ∂x ph(x , t)
ph(x , t)

−
∂x p f (x , t)
p f (x , t)

. (8.22)

Combining Eqns. (8.22) and (8.18), and considering the assumptions stated before, Eqn.

(8.22) can be expressed (see Appendix 8.5) in terms of p̂ f (x) and p̂h(x) as

[
p̂ f (x)
p̂h(x)

] ∂x[
p̂h(x)
p̂ f (x)

] =β(x)ω0
2ρ0c30

p̂2f (x)
p̂h(x)

− ω0
c0

[∣A(x , 2ω0)∣ −
1

2
∣A(x ,ω0)∣] , (8.23)

where

A(x ,ω) = α20(x)c20∣ω∣2y(x)

ω2
− j
2α0(x)c0∣ω∣y(x)

ω
. (8.24)

�e resulting expression for β(x) can then be derived as

β(x) ≈( 2ρ0c30
ω0 p̂ f (x)

){∂x [
p̂h(x)
p̂ f (x)

] + ω0
c0

[∣A(x , 2ω0)∣ −
1

2
∣A(x ,ω0)∣] [

p̂h(x)
p̂ f (x)

]} .

(8.25)

We will refer to this as the echo mode imaging method.
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8.3 Results

8.3a Numerical Results

In this section, the derived methods are applied to simulated ultrasound �elds consider-

ing several situations, referred to as simulations A to E. An overview of the numerical
analysis is given in Table 8.2. We start with plane waves applied to simple 1D structures

and gradually increase the complexity to eventually a �nite aperture single-element

transducer as well as a linear array scanning setup. �e plane wave simulations (A,
B, C) are analysed by solving the sampled version of Eqn. (8.19) for β(x) using least
squares optimization (Sec. 8.2d) whereas the echo mode imaging method (Sec. 8.2e) is

used for the single element (D) and the linear array scan (E) simulations. �e resulting
Root Mean Squared Errors (RMSE) of the β estimation over space for all simulations
are given in Table 8.3, were the RMSE is shown in terms of absolute β.

8.3a.1 General settings

First, Burgers equation is exploited as it is a recognized and simple description for 1D

progressive plane waves.242 Dispersive e�ects are not modelled. �en, the Iterative

Nonlinear Contrast Source (INCS) approach240 is used. INCS is based on an iterative

solution of Eqn. (8.10), and is capable of simulating 3D pressure �elds and modelling

dispersive e�ects, as opposed to Burgers equation. For all simulations, the transmitted

US pulse is given by:

ppul se = p0 sin(2π f0 t)e
− (2t)2

T2w , (8.26)

where p0 = 1 MPa is the peak pressure, f0 = 1 MHz is the fundamental frequency of the
sinusoid, and Tw = 6/ f0 limits the pulse duration to 6 cycles. �e chosen simulation
source pressure is realistic for real imaging applications, see243 where peak negative

pressures on the order of -1.5 MPa have been measured in water for the ULA-OP

scanner.

�e speed of sound c0 and mass density ρ0 are assumed constant, being 1540 m/s
and 1000 kg/m3, respectively. In the algorithm, the attenuation coe�cient is globally
set to α̂0(x) = 0.57dB/(MHzy × cm) and y = 1.0001 (it may not be an odd integer, see
Eqn. (8.4)), if not stated otherwise. Because of numerical and real physical constraints

(transducer bandwidth), only harmonics up to third order are considered. All spatial

derivatives are implemented using Gaussian derivatives.244

�e nonlinear media used throughout the simulations represent heart, fat andmuscle

tissue. �eir attenuations and coe�cients of nonlinearity are given in Table 8.1.

8.3a.2 Plane wave excitation (Burgers)

For this simulation, we consider three distinct tissue layers where the coe�cients of non-

linearity {β1 , β2 , β3} = {3.9, 6.1, 4.7} and attenuation {α1 , α2 , α3} = {0.52, 0.60, 0.57}
in dB/(MHzy × cm) are chosen such that they represent heart, fat, and muscle tissue,
respectively. Here, we consider a simulation with {∆x1 , ∆x2 , ∆x3} = {15, 20, 15}mm
based on Burgers equation. Fig. 8.1 shows the obtained β(x) plot. Since Burgers equa-
tion does not model dispersion, it is also ignored in the estimation algorithm. �at is,
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the imaginary part of the propagation coe�cient is set to ω/c0 for these experiments.

8.3a.3 Plane wave excitation (1D-INCS)

Here, themethod is tested by applying it to a simulationwith the con�guration described

in Sec. 8.3a.2, now simulated using 1D-INCS, thereby considering dispersion. Fig. 8.1

shows the obtained β(x) plot. Although the estimated nonlinearity is close to the
ground truth, the e�ects of not knowing all harmonic terms and using a constant

attenuation for all x can be observed. �e resulting RMSEs for simulations A and B are
similar (Table 8.3).

8.3a.4 Plane wave excitation (3D-INCS)

In this simulation we still consider plane wave excitation, but applied to a medium

structure having 3D spatial variations. Fig. 8.2 shows the �elds as well as the obtained

β for a slice of the �eld simulated using 3D-INCS.237 �e region between the two
dashed circles corresponds to a lossless nonlinear medium with β = 4.38, whereas the
background is lossless and linear, i.e. β = 0. α̂0 is thus set to zero in the algorithm. In
this 3D simulation, the e�ects of the di�raction pattern can be seen from the harmonic

pressure �elds as well as the β image.

�e RMSE increases mainly due to the impact of di�raction on amplitude and phase,

which is not included in the 1D model Eqn. (8.19) is based on. �erefore, we now move

to the proposed echo mode β imaging method. �is method does not consider phase
changes and is hence less sensitive to the di�raction.
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Figure 8.2:Medium 2, Simulator: 3D-INCS, plane wave excitation. β estimation using the Least Squares
solution of Eqn. (8.19) for a 3D slice of data. Plot (A) shows the con�guration where the colour scale indicates

the coe�cient of nonlinearity β. Plots (B) and (C) show the second and third harmonic maximum pressure
�elds, respectively. Plot (D) displays the obtained β map
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# Sim. Excitation RMSE

A. Burgers Plane wave 0.17

B. 1D-INCS Plane wave 0.16

C. 3D-INCS Plane wave 0.77

D. 3D-INCS Single element
∗

0.62

E. 3D-INCS Linear array scan 0.55

Table 8.3:Overview of the numerical analysis

and Root Mean Squared Errors (RMSE) of the

β estimation over space. ∗ ∶Only values within
3.5 mm of the main beam axis are considered.

Algorithm parameters RMSE

c0 [m/s] α0 [dB/(MHzy × cm)]

1540 0.57 0.55

1540 0.4 0.61

1540 0.7 0.58

1400 0.57 0.85

1600 0.57 0.64

Table 8.4: In�uence of algorithm parameters on

the Root Mean Squared Errors (RMSE) of the β
estimation over space for the linear array scan

excitation (E).

8.3a.5 Single element excitation (3D-INCS)

We start by applying the echo mode method to transmission mode data, being a

slice of the pressure �eld simulated using 3D-INCS, employing a rectangular single

element having a width and height of 10 mm as source. �e structures have contrast in

attenuation and nonlinearity, and represent heart, fat, andmuscle tissue (values given in

Table 8.1). �e background medium has an attenuation of 0.52 dB/(MHzy × cm) and a
nonlinearity β = 1. Fig. 8.3 shows the test con�guration where the colour scale indicates
the coe�cient of nonlinearity β (top plot), as well as the second harmonic pressure
�eld and the estimated β within the main beam (second and third plot respectively).
�e RMSE is 0.62 (Table 8.3) in the region of interest, which excludes the estimates

close to the probe. �e region is annotated in Fig. 8.3 (c).

8.3a.6 Linear array scan (3D-INCS)

�e �nal part of this numerical analysis concerns the evaluation of the proposed echo

mode β imagingmethodwhen considering a 52 element linear array scan, using pressure
�elds simulated with 3D-INCS. �e medium con�guration is identical to the one

considered in Sec. 8.3a.5. �e linear array consists of elements having a pitch of 0.77mm.

For each line, 13 elements are simultaneously excited and a β estimate is obtained within
the resulting beam. �e nonlinearity image is then formed by stepping along the array

(step size: 2 elements) and combining the obtained β values for each scan line. As Fig.
8.3 shows, the original morphology is recognizable from the nonlinearity image (d).

Moreover, the obtained β values are close to the ground truth, yielding a RMSE of 0.55
(Table 8.3) within the region of interest. �e region is annotated in Fig. 8.3 (d) and (e).

�e resulting β maps when varying the algorithm parameters c0 and a0 are shown in
Fig. 8.3 (f) to (j). Absolute β estimates are most a�ected by strong misestimations in
speed of sound, whereas variations in attenuation play a smaller role (Table 8.4).

8.3b Experimental in vitro Results
�e proposed echo mode β imaging method was tested by acquiring 128 RF lines in
vitro, using an ULA-OP ultrasound scanner243, transmitting Gaussian windowed pulses
with frequency f0 = 3 MHz and a pulse duration of 6 cycles. �e number of active
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elements is 64 and the pitch of the Esaote LA332 probe is 0.245 mm. �e fundamental
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Figure 8.3:Medium 3, Simulator: 3D-INCS, single element and linear array scan excitation. β estimation
using the echo mode imaging method for a 2D slice of data. Plot (A) shows the con�guration where the

colour scale indicates the coe�cient of nonlinearity β. �ree tissue types are considered, being heart, muscle
and fat. Plot (B) shows the second harmonic beam pro�le for the centre scan line. Plots (C) and (D) show the

obtained coe�cient of nonlinearity β(x) images for the single element within the beam and the linear array
scan for the entire domain, respectively. �e corresponding absolute error map of the latter is shown in plot

(E). �e RMSE measures are determined from the region on the right hand side of the dashed line in plot

(C), (E), and (E), excluding the strong near �eld e�ects. �e resulting β maps when varying the algorithm
parameters c0 (given in m/s) and a0 (given in dB/(MHzy×cm)) are shown in plots (F) to (J).
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Figure 8.4: β imaging using the echo mode imaging method for experimental in vitro data acquired using a
linear array. Plots (A) and (B) show the fundamental and 2nd harmonic image, respectively. �e resulting β
maps for the Direct method,231 the Extended comparative method (ECM)76 as well as the proposed harmonic

ratio method are shown in plots (C), (D), and (E), respectively. �e two phantom layers are annotated by ’1’

and ’2’.

and second harmonic B-mode images are obtained using an 8th order Butterworth

band pass �lter around f0 = 3 MHz and f2 = 6 MHz respectively, a�er which their
envelopes are determined by employing the Hilbert transform. A line by line 5 mm

moving average (boxcar) �lter is applied to both the fundamental and second harmonic

image in an e�ort to obtain continuous estimates of the pressure, weighted by the

scatterer distribution. �e size has been chosen empirically, being a trade o� between

the e�ective axial resolution of the estimator and the ability to cope with di�erences

in summing of sub-wavelength scatterers for the fundamental and second harmonic

components in reception. �e used phantom combines 2 layers of tissue mimicking

material, consisting of corn oil (4% and 50% mass respectively), water (91% and 45%

mass respectively), gelatin (4%), and 10-µm aluminium oxide powder scatterers (1%).
�e layers consisting of 50% and 4% corn oil are referred to as layers 1 and 2, respectively.

Corn oil is known to have a high nonlinearity (β = 6.2) and was exploited to obtain
contrast.245 �e ratio water to corn oil modi�es the β value in a layer. �e images, as
well as the normalized result of the proposed echo mode β imaging method are shown
in Fig. 8.4. �e echo mode algorithm (Eqn. (8.25)) has been applied assuming speed

of sound c0 = 1540 m/s, mass density ρ0 = 1000 kg/m3, ω0 = 6π rad/s, attenuation
α0(x) = 0.3dB/(MHzy × cm) and y = 1.0001 For comparison, the results of the Direct
method as well as the Extended Comparative Method (ECM), applied to the �ltered

second harmonic image, are also given. In this experiment, the ground truth absolute

value of β in the two media is unknown, limiting the analysis to qualitative results.
However, a relative spatial distribution of β can be observed for all three methods. �e
ECM seems to give a stronger β contrast between the twomedia than theDirectmethod.
However, both methods show a strong dependency on depth. Furthermore, the region

highlighted most in both maps appears to coincide with the region having the strongest

harmonic speckle intensity. �e proposed method shows a more homogeneous β
distribution for both layers and seems less dependent on propagation depth. In layer

1, the standard deviations of the normalized β maps for the Direct method, the ECM
and the proposed method are 0.29, 0.28, and 0.18, respectively. In layer 2, the standard

deviations are 0.03, 0.04, and 0.03, respectively
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8.4 Conclusions and Discussion

In this paper we proposed a nonlinearity estimation method based on a 1D solution

of the inhomogeneous Westervelt equation. By testing the method on simulated ultra-

sound pressure �elds, increasing the complexity of the numerical experiments with each

step, we showed that the evaluated tissue types are well discriminable with the designed

algorithm by exploiting their contrast in nonlinearity. �is was �rst indicated by the

one dimensional results of simulations A and B, where no di�raction was present. Sim-
ulation C showed the e�ects of medium di�raction by exciting a cylindrical object with
a plane wave. �e e�ects of �nite aperture excitation were analysed using simulation D.
�e transducer’s di�raction pattern and its e�ect on the β image can be observed in the
near �eld, and the results obtained in this region are unreliable. Also, beam spreading

as well as medium di�raction are visible, increasingly degrading the shape and accuracy

of the β map over depth. �e �nal step in the numerical analysis consisted of a linear
array scan (simulation E). Again, its accuracy is low in the near �eld and degrades over
depth in the far �eld, due to di�raction as well the unrealistic assumption of constant

attenuation. However, in the region of interest, the morphology as well as the obtained

β values were found to be close to the ground truth. Even when the assumptions on
attenuation in the algorithm are crude (Fig. 8.3 (i) and (j)), the β estimates are not far
o�. In particular these results, being a good numerical representation of real B-mode

imaging, are promising for the applicability of the proposed echo mode β imaging
method.

A limitation of the simulation study lies in the assumption of homogeneous speed

of sound c0, while it in practice may vary considerably. Variations in speed of sound
a�ect harmonics’ generation; if wrongly estimated, they a�ect the β estimate. �is is
also indicated in Fig. 8.3 (i) and (j). A particularly troublesome case would be one were

a medium has a strongly increased speed of sound as well as coe�cient of nonlinearity

with respect to another medium, making it di�cult to distinguish between the two.

However, when inspecting the tissues considered in this article, we point out that this

situation does not occur. �e only relatively strong variation in speed of sound comes

from fat, with c0 = 1430 m/s, as compared to heart and muscle, with c0 = 1554 m/s and
c0 = 1580 m/s, respectively195. In fact, it actually increases the contrast of the apparent
coe�cient of nonlinearity estimate in this case, making identi�cation of fat an easier

task. On the other hand, distinguishing between heart and muscle becomes more

challenging.

When comparing this work to other β estimation methods,76–78 we point out that our
method does not require a special transducer or setup, and provides a local estimation

of the coe�cient of nonlinearity based on the harmonic ratio, which reduces spatial

accumulation of errors due to unknown attenuation. We observe that not knowing the

attenuation at each point is not necessarily a problem when �uctuations are small, aided

by the fact that part of the attenuation is compensated by employing the harmonic

ratio. �is can also be understood when evaluating the second term on the right hand

side of Eqn. (8.25). In the special case of y = 1, the amount of attenuation requiring
compensation is reduced by a factor two. Moreover, dedicated attenuation estimation

algorithms246–248 could be exploited to provide spatial information on α0(x). �is is
particularly useful when considering media with strong contrast in attenuation.
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�e echo mode imaging algorithm is based on several assumptions. First of all, we

assume that the acoustic wave returning from the tissue boundary to the transducer

propagates linearly, which is justi�ed by its lower pressure amplitude. Furthermore, in

the �nal imaging algorithm we only consider the second harmonic, and we neglect dis-

persive e�ects. �e impact of scatterers is addressed and contributions to the derivative

term are limited to e�ects related to the wavelength dependency of scattering. Although

speckle intensity variations are assumed similar for the fundamental and harmonic

frequencies, there will be errors related to the fact that scattering for fundamental and

harmonic frequencies is not equal. �is problem requires interpolation or averaging of

both �elds echo responses, reducing the resolution of the β map. Higher transmission
frequencies or shorter pulse lengths canmitigate this problem, but lead to higher attenu-

ation or more overlap between the harmonic and fundamental frequencies, respectively.

Although the contribution of speckle intensity variations to the derivative term is mini-

mized, one can note that the estimated β values are still inversely proportional to the
speckle intensity in the medium due to the fundamental �eld factor in the denominator.

�is type of dependency is however less signi�cant compared to the impact of speckle

intensity variations on e.g. the Direct and Comparative methods. For the latter in

particular, di�erences between spatial variation of the speckle intensity in the region of

interest and the reference region are highlighted.

Regarding the in vitro evaluation, the proposed method shows a more homogeneous
β distribution for both layers and seems less dependent on propagation depth com-
pared to the Direct and Extended comparative method. �is might be due to the fact

both reference methods su�er from signi�cant spatial accumulation of errors due to

unknown attenuation. �e proposed method is based on the harmonic ratio and uses a

di�erent approach that avoids the integral-based attenuation compensation over depth.

Although the initial in vitro results are promising, further in vitro and �nally in vivo
testing is required to evaluate its use for clinical imaging.

�e physical arguments and mathematical formulations as well as the detailed nu-

merical analysis described in this work aim at providing a theoretical foundation for β
imaging, encouraging future research on practical implementations.

8.5 Appendix: Derivation β Imaging in EchoMode:

First a description of the spatial derivative of the fundamental �eld is presented. Using

Eqn. (8.14), we can obtain

∂x p f (x , t) ≈ −
1

2c0
∂tA(x , t) ∗t p f (x , t), (8.27)

thereby discarding the relatively small e�ect of energy transfer from the fundamental to

the harmonic components when compared to energy loss due to attenuation in tissue.
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�en, combining this with the result of Eqn. (8.18) and Eqn. (8.22), yields

p f (x , t)
ph(x , t)

∂x
ph(x , t)
p f (x , t)

≈ β(x)
2ρ0c30

∂t p2(x , t)
ph(x , t)

+
∂tA(x , t) ∗t p f (x , t)

2c0p f (x , t)

− ∂tA(x , t) ∗t ph(x , t)
2c0ph(x , t)

. (8.28)

Next, we assume

p(x , t) = p̂ f (x) sin(ω0 t) + p̂h(x) sin(2ω0 t), (8.29)

neglect any contributions ω > 2ω0, and use the following trigonometric identities

sin(x) cos(x) = 1
2
sin(2x), (8.30)

cos(2x) sin(x) = 1
2
[sin(3x) − sin(x)], (8.31)

cos(x) sin(2x) = 1
2
[sin(x) + sin(3x)], (8.32)

such that we obtain

∂t p2(x , t) =p̂2f (x)ω0 sin(2ω0 t) − p̂ f (x)p̂h(x)ω0 sin(ω0 t)
≈p̂2f (x)ω0 sin(2ω0 t). (8.33)

With reference to the temporal convolutions used in Eqn. (8.28), these can be solved

as

∂tA(x , t) ∗t sin(ωt) = ω∣A(x ,ω)∣ cos[ωt + ϕA(x ,ω)]. (8.34)

To reduce complexity we neglect dispersion. In this case (recall Sec. 8.2a)

A(x ,ω) = [ γ̂(x ,ω)c0
jω

]
2

− 1 = [α0(x)c0∣ω∣y(x)

jω
+ ω
c0

c0
ω

]
2

− 1

=α20(x)c20∣ω∣2y(x)

ω2
− j
2α0(x)c0∣ω∣y(x)

ω
. (8.35)

Since α0(x)c0 << 1, ϕA(x ,ω) = arctan [Im(A)/Re(A)] ≈ −π/2. Using this together
with Eqns. (8.33) and (8.35), Eqn. (8.28) can be rewritten as

[
p̂ f (x)
p̂h(x)

] ∂x[
p̂h(x)
p̂ f (x)

] ≈
β(x)
2ρ0 c30

p̂2f (x)ω0 sin(2ω0 t)
p̂h(x) sin(2ω0 t)

−
ω0
c0
∣A(x , 2ω0)∣p̂h(x) sin(2ω0 t)

p̂h(x) sin(2ω0 t)

+
ω0
2c0

∣A(x ,ω0)∣p̂ f (x) sin(ω0 t)
p̂ f (x) sin(ω0 t)

, (8.36)

leading to

[
p̂ f (x)
p̂h(x)

] ∂x[
p̂h(x)
p̂ f (x)

] ≈β(x)ω0
2ρ0c30

p̂2f (x)
p̂h(x)

− ω0
c0

[∣A(x , 2ω0)∣ −
1

2
∣A(x ,ω0)∣] . (8.37)
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An expression for β(x) is then given by

β(x) ≈( 2ρ0c30
ω0 p̂ f (x)

){∂x [
p̂h(x)
p̂ f (x)

] + ω0
c0

[∣A(x , 2ω0)∣ −
1

2
∣A(x ,ω0)∣] [

p̂h(x)
p̂ f (x)

]} .

(8.38)
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Epilogue





9
Mammography and

ultrasound: a future

perspective
�is chapter is based on an editorial article, providing a potential outlook for the role of
advanced ultrasound in breast cancer imaging, and its position with respect to mammog-
raphy.

From: R.J.G. van Sloun, L. Demi, H. Wijkstra, and M. Mischi,“Mammography: developing a smarter and

safer alternative”, Future Oncology, vol. 6, ©Future Medicine Ltd., 2017
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T
o date, mammography remains the golden standard for early detection of breast

cancer. Breast cancer is the most common cancer, accounting for about 25% of all

cases, in women worldwide.249 �e ability to scan a breast for dense masses using a

fast and e�cient procedure has led to widespread incorporation of X-ray mammogra-

phy into cancer screening programs around the world.34 Mammograms provide the

clinician with a two-dimensional (2D) projection of tissue-induced energy attenuation.

Dense, highly attenuating structures appear bright, whereas fatty tissues appear dark.

Despite these appealing properties, current mammography has its drawbacks.

First of all, the procedure is commonly found unpleasant as a consequence of the

strong physical compression required to squeeze the breast between the emitter and

detector plates. Secondly, the radiation that illuminates the breast is ionizing. Whilst

it should be noted that the clinical gains of imaging as a screening tool are typically

worth the risk, X-rays are notorious for their ability to induce DNA mutations. �ese

could ultimately lead to the development of cancer.35 Generally, a single-view standard

mammogram is considered safe enough to be used in routine screening,250 where the

amount of ionizing radiation is limited by restricting the imaging modality to 2D. �is

poses another limitation: 2D density images o�en fail to provide su�cient insight to

reliably specify bright anomalies as malignant or benign, especially when the breast

is generally denser. �is condition is more likely to occur in younger women, who

have a predominance of dense glandular tissue.36 �erefore, a positive mammogram

requires additional testing to con�rm the presence of cancer via e.g. invasive biopsy,

magnetic resonance imaging (MRI), or ultrasound imaging (US). Where biopsies are

invasive and MRI is costly and time-consuming,251 US has the potential to shine as

a cost-e�ective, non-invasive technique that can limit the diagnostic burden on the

healthcare system and the patient via an e�ective and accurate imaging protocol.

Over the last three decades US has been providing clinicians with an ever growing

set of diagnostic tools, both on the anatomical as well as the functional side. Stan-

dard B-mode (or greyscale) imaging gives insight into anatomical structure, and can

indicate anomalies such as cysts or solid masses (�brous nodules or malignancies).

B-mode breast US was shown to provide a more accurate diagnosis for pathologies

than X-ray mammography in young subjects with dense breasts.53 Doppler sonography

allows functional blood �ow imaging by detecting the US Doppler shi�s induced by

the transport of blood-cells. Using colour Doppler, Yang et al. showed that malignant

axillary lymph nodes display signi�cantly higher peripheral �ow in 135 woman with

primary breast cancer.55 Contrast-enhanced US (CEUS) enables visualization of mi-

crovascular perfusion by administering an intravenous injection of US contrast agents

which are then transported along the blood stream. For cancer diagnostics, several

quantitative CEUS strategies exist that aim at visualizing tumour-induced angiogenesis,

an important marker of cancer disease progression. Angiogenic vasculature is notably

chaotic and ine�cient, a typical feature that was exploited to localize prostate cancer

with CEUS in.71, 143, 150 Invasive breast cancers are notoriously sti� compared to benign

tissue. Physicians assess nodular �rmness by palpation, a subjective technique with a

long history in medicine. Today, tissue sti�ness can more reliably be evaluated using

US elastography.252 By palpating tissue using the ultrasound probe and consequently

tracking the resulting echo displacements over time, tissue strain can be measured and

displayed as a measure of elasticity. �e applied stress can be imposed mechanically or

via acoustic radiation force. A fully quantitative measure of lesion sti�ness can be ob-

tained by shear wave elastography (SWE), amethod that uses a high-intensity acoustical
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push pulse to produce laterally propagating shear waves that can be tracked to obtain the

shear velocity, which is in turn related to the Young’s modulus. In,56 SWE and greyscale

imaging are used to di�erentiate benign from malignant solid breast masses, yielding

an accuracy of 86% for the detection of malignancy . Finally, ultrasound computed

tomography (UCT) enables quanti�cation of pure acoustic parameters such as sound

speed and attenuation from their projections across the organ, being time-of-�ight and

amplitude decay, respectively.253 �is type of acoustical characterization is valuable in

the context of tumour-localization, as sound waves travel di�erently through dense

�brotic structures and tumours as compared to fat. While US is well-known for its

inability to e�ectively penetrate bone, making suitable projections in the human body

o�en hard to acquire, the breast is an organ that is particularly suited for this line of

technology.

Although it is reasonable to belief that all these diagnostic options allow a clinician

to harvest a broad and useful spectrum of information, the possibilities may be over-

whelming, and clinicians rely mostly on experience to select the tools they need. As

a consequence, the full potential of US has most likely not been reached. In another

domain, an important clinical breakthrough was recently made by the introduction of

multi-parametric MRI (mpMRI),254 in which the rich but complex toolset provided by

MRI is exploited by devising diagnostic protocols that combine multiple MRI parame-

ters. With this achievement in mind, it seems logical to translate it to the �eld of US by

incorporating the full set of US tools into a clearly de�ned multi-parametric protocol

(mpUS). �e ultimate goal is to provide an operator-independent mpUS solution that

suits the clinical work�ow, and enables not only the detection of lesions in 3D space,

but also their risk-assessment with an accurate BI-RADS (Breast Imaging Reporting

and Data System) score.

On the technical side, one can imagine a matrix of US elements (e.g. cylindrical or

hemi-spherical) that encapsulates the entire breast, and is able to perform a sequence

of experiments based on the US tools described above. Similar transducer systems are

already being developed and tested for UCT,255 and are able to generate reproducible 3D

echo (re�ectivity) and sound speed images of the breast. �e adaptation of the full range

of US tools to such a system is another technical challenge that has to be addressed. Its

ability to generate high pressure push pulses and perform high frame-rate tracking for

SWE, as well as reaching a suitable sensitivity to US contrast agents are vital in this

context. With respect to the latter, a feasibility study of dynamic contrast-enhancedUCT

has recently been published.256 A�er the acquisition phase, all information extraction

by the various investigations can be combined in a multi-parametric fashion based

on either: 1) a clinician scoring and grading the elements individually and using a

scheme that combines these scores into an overall BI-RADS score (as for mpMRI), or

2) machine leaning technology to combine the available information using advanced

computer algorithms.115, 257

While the availability of such technology would most likely put ultrasound in a very

competitive position with respect to other post-screening exams, a major question

remains unanswered. Can ultrasound-based technology replace X-ray mammography

for screening? �is depends on many factors. Is mpUS more accurate than mammogra-

phy? Is it time-wise feasible in clinical routine? Is it more cost-e�ective? In this regard,

one should evaluate whether all aspects of mpUS should already be incorporated at

the screening level. For instance, CEUS requires an intravenous injection of relatively
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costly contrast-agents and about 2-minute acquisition time. One may therefore wonder

whether a CEUS measurement is feasible for screening.

In any case, the future for US-based technologies looks bright, covering an increas-

ingly broad spectrum of anatomical and functional imaging while retaining the high

cost-e�ectiveness that makes it so appealing.



10
Discussion and Future

Prospects
�is �nal chapter provides a critical discussion and conclusion of the research conducted
in the thesis, along with future prospects.
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I
n this work, several opportunities for assessment of important cancer markers

have been investigated by ultrasound imaging, exploiting features that range from

vascular characteristics to tissue behaviour. �ese aspects are assessed or quanti�ed

through dedicated signal processing strategies for various ultrasound modalities. �e

resulting observations, contributions andmain limitations of each of these strategies are

discussed separately in the following sections. Finally, general conclusions are drawn

and some future prospects are given.

10.1 Vascular markers

�e following vascularmarkerswere extracted fromclinical dynamic contrast-enhanced

ultrasound (DCE-US) acquisitions.

10.1a Assessment of contrast-agent transport kinetics (Chapter 2)

Cancer induces angiogenesis, which in turn alters the hemodynamic conditions of

blood �ow. We hypothesise that these remodelled conditions have a clear impact on

the transport kinetics of ultrasound-contrast-agents. Consequently, assessment of the

related transport kinetics should provide relevant information on the presence and

extent of angiogenic activity. A well-know parameter to characterize mass transport

phenomena in �uid-dynamical systems is the Péclet number: the ratio between convec-

tive and di�usive/dispersive transport rates, here being the velocity and dispersion of

ultrasound-contrast-agents, respectively. �erefore, in Chapter 2, a new method is pro-

posed that considers the vascular network as a dynamic linear system, whose impulse

response can be locally identi�ed. To this end, model-based parameter estimation is

employed, permitting extraction of the apparent dispersion coe�cient, velocity, and

Péclet number of the system.

Main observations and contributions

∎ With respect to previous methods that aim at characterizing contrast agent bolus

dispersion,71, 72, 88, 98 the proposed approach enabled for the �rst time independent

extraction of UCA dispersion and velocity from DCE-US.

∎ Malignant areas yielded lowerUCAdispersion values, whichmay be a result of the

tortuous nature of angiogenic neovasculature, limiting the dispersion of contrast

agents in the measurement cell. �is process is very similar to the di�usion

of particles through porous media, where a decrease in macroscopic di�usion

owing to irregular geometry of the porous media is predicted.92 �e e�ective

di�usion decreases with increasing tortuosity.107 Angiogenic vascularity is also

characterized by high-velocity arteriovenous shunts108, 109 that may cause the

observed elevated �ow velocities in malignant regions.

∎ �e estimated velocity values are mostly in the sub-millimetre per second range;

suggesting that �ow in the capillaries is indeed measured.111
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∎ Clinical evaluation using data recorded from 25 patients shows that the proposed

method can be applied e�ectively to DCE-US, and that exploiting the Péclet

number as a feature yields promising results (receiver-operating-characteristic

curve area of 0.84) for prostate cancer localization.

Challenges and limitations

∎ �e validity of the results presented in this work is hampered by the limitations

of the quantitative validation procedure. First of all, histological assessment of

Haematoxylin & Eosin stained prostate specimens is based on the level of cell-

di�erentiation, whereas the developed methods aim at detecting angiogenesis.

Hence, not all malignantly labelled time-intensity curves are necessarily probing

angiogenic vasculature. In this regard, it would be interesting to validate the

methods presented in this work with stains of the endothelial marker CD31, or the

angiogenesis-stimulating vascular endothelial growth factor (VEGF). Moreover,

several non-malignancies such as in�ammation and benign prostatic hyperplasia

also exhibit angiogenic activity.

∎ �e registration procedure has some pitfalls. �e ultrasound imaging planes are

in general not parallel to the histology slices,258 as speci�c pathological guidelines

constrain the dissection procedure. Finally, the performance is biased towards

large tumours and those that are consistent through multiple slices. �is is a

consequence of the infeasibility of drawing reliable regions-of-interest for small

and scattered tumours, given the adopted registration procedure.

∎ While histopathology a�er radical prostatectomy enables detailed and

pathologically-reliable assessment of the proposedmethod, it should be noted that

the patient population is therefore biased; radical intervention is only performed

on patients with biopsy-proven, signi�cant prostate cancer.

∎ �eDCE-US data used in this study is limited to 2D spatial information. Because

of this, local channel estimation is a�ected by out of plane �ows. In the worst case,

the apparent causality between the measured output and input indicator dilution

curves may not represent physical causality. �is can occur for �ow directions

that are perpendicular to the imaging plane.

10.1b Estimation of blood �ow heterogeneity (Chapter 3)

Blood �ow in angiogenic vasculature is notoriously heterogeneous, governed by factors

such as arteriovenous shunting, irregular branching, vessel tortuosity and increased

�ow resistance.85, 125 We therefore hypothesize that quanti�cation of the heterogeneity of

�owmay provide an additional marker for localizing angiogenesis. To this end, statistics

based on �ow magnitude as well as its orientation can be exploited. In Chapter 3, we

present a new DCE-US method that enables estimation of the blood �ow velocity �elds

in the human prostate, and provide a statistical characterization of the heterogeneity in

these �elds through assessment of their local entropy.
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Main observations and contributions

∎ Vector �ow imaging based on local time-delay estimation allows assessment

of macroscopic �ow patterns in perfused tissue, e�ectively dealing with severe

frame-to-frame speckle de-correlation,259 typical for contrast-agent kinetics in

the microvasculature.

∎ Qualitatively, the complexity of the �owpatterns in cancerous areas was noticeable.

Across 24 patients, the entropy of the �ow �elds was found signi�cantly higher

in malignant pixels as compared to benign pixels (p ≪ 0.01). �is result is in
line with previous observations on the heterogeneous nature of blood �ow in

tumours,85 and a recently proposed DCE-US perfusion clustering algorithm

developed for the assessment of perfusion heterogeneity.131

∎ For pixel-based classi�cation, the proposed parameters outperformed all other

evaluated DCE-US features, yielding an ROC curve area of approximately 0.85.

Challenges and limitations

∎ �e validation limitations of this work are similar to those of the work presented

in Chapter 2. �e use of H&E stained prostate specimens for validating a method

that aims at detecting angiogenesis relies on the (not entirely valid) assumption

that the degree of tumour cell-di�erentiation correlates with the presence of

angiogenesis. �is hypothesis is for instance violated in the presence of non-

malignancies that exhibit angiogenic activity, such as in�ammation.260

∎ A central assumption in this work is that dilution curves show a strong local

similarity in shape. Violations of this assumption impact the time-delay estimation

accuracy. In case of high local bolus dispersion or di�usion, a model-based transit

time estimator that incorporates the dilution-curve shape alteration (e.g. the

model used in Chapter 2) may be employed.

∎ In 2D, out of plane �ows a�ect the velocity estimates and lead to an ambiguity

between the elevational orientation and magnitude of the velocity vector.

10.1c Determining 3D blood �ow trajectories (Chapter 4)

�e proposed developments in the quantitative, macroscopic interpretation of clinical

DCE-US videos showed their promise. Yet we also strived to develop a technique

that provides explicit information on the underlying vascular architecture using these

standard clinical protocols. In Chapter 4, we propose contrast-enhanced ultrasound

tractography, which combines concepts from di�usion tensor tractography (DTT)

MRI for �bre visualization146 with DCE-US blood �ow vector imaging, yielding 3D

images of contrast agent trajectories. �e method was applied in-vivo, using unique 4D
CEUS recordings of the human prostate obtained in a clinical setting, with a clinically

approved ultrasound system (LOGIC E9, GE Healthcare, Wauwatosa, WI, USA) and

ultrasound contrast agent (SonoVue ®, Bracco, Milan, Italy).
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Main observations and contributions

∎ We demonstrated that the techniques developed for DTT MRI can be adapted to

enable characterization of the 3D microbubble �ow vector �elds obtained from

DCE-US. �e method can be applied e�ectively to standard DCE-US data that is

acquired with a clinical ultrasound scanner in a clinical setting using approved

contrast agents.

∎ In two out of three evaluated prostate-cancer cases, the spatial density of trajec-

tories qualitatively showed a striking resemblance with the malignancies found

by histopathology. Interestingly, the third case displayed widespread benign

hyperplasia, also associated with the presence of angiogenesis.

Challenges and limitations

∎ �is study aimed at providing a proof-of-principle, including a qualitative eval-

uation on three cancer cases. No quantitative assessment was performed. With

merely three samples, statistical analysis of these results would add limited value

and could be misleading. For this purpose, extensive validation based on a larger

amount of patients should be pursued.

∎ Validation was performed through histological assessment of the Gleason score

from H&E stained prostate specimens,13 which is based on degree of cell-

di�erentiation rather than explicit vascular characteristics.

∎ While the method’s ability to reveal vascular networks was tested in-silico, no
in-vivo proof could be given. As an intermediate step one could resort to in-
vitro investigations of contrast-agents �owing through branching channels in a
dedicated vascular phantom.261

10.1d Super-resolution ultrasound imaging of vasculature (Chapter 5)

In highly controlled laboratory settings, evenmore �ne assessment of vascular networks

can be achieved through super-resolution ultrasound microscopy.154 �e availability

of such a technique in clinical practice would open up new possibilities for precise

vascular characterization with the aim of localizing tumour-driven angiogenesis. In

general, the �delity and achieved resolution of the recovered image is dictated by the

density of localized microbubbles and their localization accuracy, o�en achieved by

imaging a �xed organ for long times with low bubble densities.154 In a clinical scenario,

investigation time is limited, and organ motion is generally inevitable. It is hence

desirable to pin-point a substantial amount of microbubbles in as short time-span as

possible. To this end, in Chapter 5, a new super-resolution ultrasound method that is

designed speci�cally to deal with high-density clinically-acquired DCE-US data was

introduced.
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Main observations and contributions

∎ Microbubbles can be localized, even if their point-spread-functions show signi�-

cant overlap.

∎ �e proposed sparse recovery method e�ectively deals with high-density envi-

ronments, enabling e�ective estimation of many microbubble locations in each

frame, thereby reducing the required amount of frames.

∎ �e amount of imaging frames used for recovery was predominantly limited

by the increasingly impaired robustness of motion compensation a�er longer

accumulation time.

Challenges and limitations

∎ Dealing with signi�cant tissue motion remains a major challenge for super-

resolution methods.262 While in this work dedicated registration techniques

were exploited to mitigate its impact, one can not account for out-of-plane move-

ments which are in practice inevitable. �is stresses the need for methods that

can reach a high density of localized bubbles in a very short time in a clinical

setting, and exploitation of 3D ultrasound acquisitions that facilitate complete

registration in all directions.

∎ �e localization performance should be thoroughly assessed through dedicated

in-silico and in-vitro experiments where the ground truth vascular morphology
is available. Alternatively, the proposed method could be compared against

established high-resolution imaging techniques such as optical coherence tomog-

raphy.263

10.1e Macroscopic versus microscopic assessment

Macroscopic and microscopic assessment of vascular characteristics both have their

advantages and disadvantages. Microscopy e�ectively provides the means towards

explicit characterization of cancer-related vascular features such as tortuosity and

density. Yet, reliability and robustness in a clinical setting are currently lower than

those of its macroscopic counterpart. For instance, subtle organ motion hardly impacts

the macroscopic assessment of �ow kinetics, but, when inadequately corrected for, can

result in super-resolution images with invalid and distorted representations of vessels

that are perceived as e.g. more tortuous.

10.1f Dynamic contrast-speci�c ultrasound tomography (Chapter 6)

Quantitative contrast-enhanced ultrasound technologies rely on methods that accu-

rately detect and gauge contrast agents. Imaging methods o�en exploit the peculiar

nonlinear response of microbubbles to ultrasound for this purpose, with the ampli-

tude of the backscattered harmonic components being a typically adopted measure in

commercial systems. Yet, being non-speci�c, these approaches su�er from nonlinear-

propagation artifacts that impair the resulting quanti�cation accuracy.128, 264 In this
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context, we investigate the use of a contrast-agent-speci�c marker for DCE-US, a cu-

mulative phase-shi� between the second harmonic and fundamental components of

the ultrasound wave. A proof-of-concept aimed at quanti�cation of contrast agents in a

tomographic fashion is presented in Chapter 6, displaying the potential of “Cumulative

Phase Delay Imaging” (CPDI).

Main observations and contributions

∎ CPDI can be applied successfully to image and quantify ultrasound-contrast-agent

kinetics in a tomographical setting.

∎ Quanti�cation based on CPDI and harmonic imaging yields equivalent results,

con�rming the ability of CPDI to measure contrast-agent concentrations.

∎ Phase-delay values attained during the passage of ultrasound contrast agents were

con�rmed to be positive. �is allows full separation between tissue and contrast

agents, since these values are inherently negative in tissue.

Challenges and limitations

∎ In this proof-of-concept, the �ltered back-projection algorithm was exploited

to reconstruct CPDI from projection measurements. A primordial and unreal-

istic assumption in this approach is that the ultrasound rays travel in a straight

path through multiple media, without refracting.193 �e method could hence

bene�t from existing and more advanced speed-of-sound reconstruction algo-

rithms which have already been developed for volumetric breast ultrasound

scanners;199, 201 the time-of-�ight could simply be replaced with phase-delay vari-

ations.

∎ �emethod was tested in-vitro using a simplistic �ow phantom. Hence, future
work should include measurements with a dedicated breast ultrasound computed

tomography scanner on heterogeneous and more complex targets.

∎ Ultrasound transmission tomography has inherent limitations with respect to

imaging of small breasts and the breast lymph nodes that reside in the axillary

area close to the chest and under the arm.

10.2 Tissue markers

�e following tissue markers were developed and validated in a pre-clinical, in-vitro
setting with open ultrasound platforms.

10.2a Viscoelastic behaviour (Chapter 7)

Tumours are sti�er than benign tissue, but also viscosity is a parameter of diagnostic

value for detection and characterization of malignant lesions.202 In Chapter 7, we
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describe a new method that enables imaging not only sti�ness, but also tissue viscosity

from shear wave elastography by local model-based system identi�cation.

Main observations and contributions

∎ �edeveloped technique extends beyond the typical time-of-�ight basedmethods

by estimating the kinetic evolution between laterally sampled time-displacement

curves instead of just their time-delay.

∎ By testing the method on simulated datasets and performing in-vitro experiments,
we show the ability of the proposed technique to generate parametric maps of the

viscoelastic material properties from shear wave measurements.

∎ �e in-silico and in-vitro experiments show good agreement between the parame-
ter estimates measured using the proposed method, and those obtained using the

state-of-the art 2D Fourier transform method.210

∎ Compared to other methods that aim at assessing viscosity from shear wave

measurements,210, 265 we like to stress that the proposed method is able to gen-

erate estimates in a pixel-based point-to-point fashion. �is approach enables

the generation of viscoelasticity maps with a lateral resolution that is primarily

determined by the adopted spacing between these points.

∎ Although the results presented herein were obtained assuming a Voigt material

model,211 the approach can be readily generalized to facilitate characterization in

terms of other viscoelastic material models, such as the typically adoptedMaxwell

or 3-parameter model.

Challenges and limitations

∎ To con�rm the practical utility of the prosed method, it should be tested exten-

sively on real tissue. Such tests can initially be conducted ex-vivo, but should
eventually lead to in-vivo experiments. In these conditions, the impact of noise,
di�raction and aberration, along with other disturbances, should be carefully

investigated.266

∎ For tumour localization, a resolution in the order of millimetres is required.226 As

such, the lateral point-to-point distance across which the kinetics are estimated

and the extent of spatial smoothing is limited, potentially increasing the impact

of noise.

10.2b Degree of acoustic nonlinearity (Chapter 8)

Amethod that is able to characterize the nonlinear nature of ultrasound propagation

would provide relevant information related to tissue �uid content,74 a known cancer

marker.73 For this purpose, in Chapter 8, a new method is proposed that aims at

quantifying this process through estimation of the coe�cient of nonlinearity. �e

mathematical formulations and detailed numerical analysis described in this work aim
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at providing a theoretical foundation for imaging this parameter, encouraging future

research on practical implementations.

Main observations and contributions

∎ When comparing this work to othermethods that aim at estimating the coe�cient

of nonlinearity,76–78 we point out that the present method does not require a

special transducer or setup, and provides a local estimation of the coe�cient

of nonlinearity based on the ratio of the second harmonic and fundamental

components, thereby reducing spatial accumulation of errors due to unknown

attenuation.

∎ �e impact of inhomogeneous scatterer distributions on the estimates is addressed

and contributions to the derivative term are limited to e�ects related to the

wavelength dependency of scattering phenomena. Although speckle intensity

variations are assumed similar for the fundamental and harmonic frequencies,

therewill be errors related to the fact that scattering for fundamental and harmonic

frequencies is not equal.

Challenges and limitations

∎ Imaging the coe�cient of nonlinearity in echo-mode is challenging. Estimates

are impaired by incoherent and coherent summation of echoes originating from

numerous sub-wavelength displaced scatterers, leading to a speci�c speckle pat-

tern. While this issue was addressed by expressing the estimator in terms of the

ratio of the second harmonic and fundamental envelopes and applying signi�cant

low-pass �ltering, other (more dedicated) estimators that account for the speckle

characteristics can be considered.

∎ Although the coe�cient of nonlinearity was shown to be in�uenced by the water

content of tissue, and we hence hypothesise that cancer exhibits distinct behaviour

in this regard, no explicit characterization in cancer was performed. In particu-

lar, establishing profound knowledge on the relation between the coe�cient of

nonlinearity and various cancer phenotypes is important, but still lacking.
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10.3 General Discussion

�e diagnostic opportunities provided by ultrasound imaging have been growing

steadily over the last few decades. Imaging modes such as (power) Doppler, contrast-

enhancement and strain elastography are already adopted in the clinic, and newer

techniques such as vector velocity imaging and shear wave elastography are �nding

their way into the latest high-end ultrasound devices.

�is dissertation is mainly aimed at broadening the scope of ultrasound even further,

providing access to more diagnostic information that characterizes cancer. Vascular

features that are typical of malignant tumours can now be assessed through estimation

of macroscopic characteristics such as microbubble dispersion, velocity, and irregular-

ity of streams. At a smaller scale, we can determine streamline density by ultrasound

tractography, and reveal truly microscopic features via super-resolution ultrasound.

Complementary tissue features can be imaged through the proposed shear wave visco-

elastography technology, and the exploitation of nonlinear acoustics for tissue charac-

terization is also investigated and discussed. Despite these advancements, use of the

full potential of ultrasound is still far away.

Although the ability to infer vascular and tissue characteristics from contrast-agent

dispersion, blood �ow velocity, vessel tortuosity, viscoelasticity, and acoustic nonin-

earity would in theory aid cancer diagnosis and phenotyping, clinical implementation

requires another step. For the clinician managing routine daily practice, the ever

growing possibilities may actually become overwhelming and solutions di�used into

scattered and competing elements. With the increasing complexity, it remains a chal-

lenge to attain wide-spread and optimal use of the proposed new technologies. With

this in mind, great care should be taken to ensure e�ective translation of new technolo-

gies into the clinic, involving multiple iterations with clinical experts, well-designed

clinical studies and promotion of the technology.

In a di�erent domain, an important clinical breakthrough was recently made by the

establishment of multi-parametric MRI (mpMRI), in which the rich but also complex

toolset provided by MRI is exploited by devising diagnostic protocols that combine

multiple MRI parameters. Considering this achievement, translation of such a strategy

into the �eld of ultrasound by incorporating the full set of ultrasound tools into a clearly

de�ned multi-parametric protocol (mpUS) seems sensible and necessary. Ultimately,

this should provide an mpUS solution that suits the clinical work�ow, is as operator-

independent as possible, and enables not only the detection of lesions, but also their

risk-assessment with an accurate score, similar to the BI-RADS or PI-RADS scores

(Breast and Prostate Imaging Reporting and Data system, respectively).

Multi-parametric integration of the information extracted by the various ultrasound

imaging modes could follow a scoring system that is similar to the aforementioned

PI-RADS score. A multi-modal solution, in which multiple diagnostic modalities

are combined may provide a further boost to the diagnostic performance, but adds

complexity. Merging the work presented in this dissertation with recent trends in

signal processing on arti�cial interpretation of the available data (machine learning)

can elevate it to another level. Ultimately, technology should make routine diagnosis

easier, clearer, and faster, while improving its accuracy and overall quality.
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10.4 Conclusions

In this dissertation, new signal-processing methods for a variety of ultrasound imaging

modalities are introduced. Building upon those characteristics that are typical for cancer,

several limitations (listed in Chapter 1) of today’s imaging in cancer are addressed

through:

∎ Development of imaging solutions based on cost-e�ective and non-ionizing ultra-

sound to limit the diagnostic burden on the healthcare system and the patient.

∎ Considering both vascular and tissue characteristics as markers for cancer.

∎ Macroscopic assessment as well as microscopic imaging of the vascular net through

dedicated signal processing methods for contrast-enhanced ultrasound.

∎ Introduction of a new high-resolution imaging method for estimation of tissue

viscoelasticity (and hence detection of local viscoelastic remodelling accompanying

cancer) based on ultrasound shear wave elastography.

∎ Establishment of the theoretical basis for a newmethod to image the extent of acoustic

nonlinearity (related to �uid content) accumulated by distinct tissue types.

On their own, these contributions provide a step in the direction of accurate assess-

ment of several speci�c cancer markers. Together they provide a broad spectrum of

anatomical and functional information for ultrasound-based cancer imaging, while

retaining the high cost-e�ectiveness that makes ultrasound so appealing.

10.5 Future Prospects

�e heterogeneous nature of cancer and the wide range of tumour phenotypes makes

it highly challenging (and perhaps, unlikely) to �nd a single feature to characterize

them all. �e chance of success is likely to increase when harvesting as much relevant

information as possible. It is conceivable that exploiting a broad range of distinc-

tive and orthogonal features will yield a better classi�cation outcome when brought

together.69

�e new diagnostic options provided in this dissertation will allow clinicians to

harvest a broader (and useful) spectrum of information, but the possibilities may be

overwhelming. �erefore, incorporating the full set of ultrasound tools into a clearly

de�ned multi-parametric protocol is of signi�cant importance for clinical implemen-

tation of these techniques. Future work should therefore include the development of

a multi-parametric solution that suits the clinical work�ow, and enables not only the

detection of malignancies, but also their grading. Along this line, machine learning

techniques could be used to optimally combine features, e.g. through probabilistic

frameworks such as Gaussian mixture models,257 with the aim of inferring which

condition or phenotype is likely to be present, and with which degree of certainty.
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