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Scheduling and variation-aware design of
self-re-entrant flowshops

Summary

Self-re-entrant systems consist of several machines that repeatedly process products. For example,
in an industrial printer, a sheet is loaded by the first machine, gets printed on the front and
the back side by the second machine, and unloaded by the third machine. The second machine
is self-re-entrant i.e. a sheet comes back to the same machine to get printed on the back side.
In a self-re-entrant system, based on the timing requirements of the products, a scheduling
algorithm determines the times at which certain operations are performed on a product. Changing
the structure of self-re-entrant systems changes the timing requirements that influence their
performance. The performance of a self-re-entrant system may be improved by using a better
scheduling algorithm as well as designing the system such that the timing requirements favour for
performance. This thesis proposes new methods that by scheduling and better design improve
the machine utilization in self-re-entrant systems.

A self-re-entrant flowshop is a model for the timing requirements of self-re-entrant systems.
In this work, the model is used to determine schedules for self-re-entrant systems and to assess
the impact of structural design choices over the performance of a system. As an example, self-re-
entrant flowshops have been used to schedule sheets in an industrial printer. The model facilitates
determination of possible scheduling alternatives, whether the alternatives are feasible or not
and what is the effect of each alternative over the performance of a system. A designer of a
self-re-entrant system can assess, using the flowshop model, whether the impact over performance
is positive or negative.

The problem of scheduling self-re-entrant flowshops is NP-Hard. This thesis shows that
scheduling of self-re-entrant flowshops remains to be NP-Hard even if the order of the products is
pre-determined. The number of possible scheduling alternatives grows exponentially with respect
to the number of products that need to be scheduled. The growth is due to different orders
in which the operations can be performed over different jobs. Finding an optimal schedule for
such a self-re-entrant flowshop is prohibitively compute intensive even for medium sized problem
instances. The systems where such a schedule is required at runtime demand for an alternative
approach to find good quality schedules, if not optimal ones. For example, in an online setup,
where a schedule request arrives at runtime, a compute intensive algorithm will most likely become
a bottleneck because processing of products cannot start before a schedule is computed.

A heuristic approach to schedule self-re-entrant flowshops is proposed in this thesis. The
heuristic aims to improve the resource utilization by avoiding scheduling decisions which either
have low performance or make a schedule infeasible. Decisions that have good performance are
chosen based on the assessment of their impact considering performance and its feasibility. A
complete schedule is created by the heuristic in several iterations. At the end of the iterations,
the heuristic finds a schedule that determines when an operation is performed on a product. A



specialized version of the heuristic is also described in this thesis which is tailored for scheduling
of sheets in an industrial printer at runtime. The case is a restricted version of the general
scheduling problem where the system consists of a self-re-entrant machine that processes the
products only twice. For this case, faster exploration of scheduling alternatives is possible which
reduces execution time. Thus, the specialized heuristic provides a simplified method to solve a
runtime challenge of finding a schedule for an industrial printer.

During early design phases, a designer of a self-re-entrant system encounters the question
of dimensioning the system. Many parameters with a broad range of possible values require
exploration. Modelling each design instance as a self-re-entrant flowshop and scheduling it to
determine its performance is possible but time consuming. A fast method is required to assess the
impact of design choices over the performance of the system. Due to the nature of products, it is
highly likely that industrial self-re-entrant systems produce the products in a repeating pattern.
For example, a book has a cover page followed by several body pages. This pattern of cover and
body pages repeats one hundred times when one hundred copies of the book are printed. This
thesis proposes a performance estimator that utilizes the knowledge of patterns to predict the
scheduling behaviour and thus the performance. In this work, the estimator is used to quickly
quantify the impact of design parameters over the system performance of an industrial printer
and a research platform.

Slight variations in the design decisions lead to variations in performance of self-re-entrant
systems. The final design, due to engineering challenges, might deviate from the desired design
parameters. Therefore, it is of interest to measure how variation sensitive a design choice is
considering the deviations that might occur. On the other hand, many times, high performing
designs also have more variation in performance across different types of jobs. This variation
occurs because the design of a self-re-entrant system favours the timing requirements of a specific
type of job. This thesis describes a new method to measure variation in performance due to
changes in design parameters. The measure utilizes the information from the schedules generated
for the self-re-entrant flowshop instances corresponding to specific design choices. Interesting
designs are the ones which combine high performance with low variation in performance due to
deviations in design parameters.

The combination of the self-re-entrant flowshops as a modelling technique with the heuristic
scheduling algorithm, the performance estimation and the variation-aware design assists during the
design and operation of self-re-entrant systems. Together they aid a designer of a self-re-entrant
system in making decisions which either increase the performance of the system, or find cheaper
alternatives while maintaining the system performance.
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1.1

“Wisdom begins in wonder” - Socrates

Introduction

Pre-industrial manufacturing was solely based on skilled personnel producing goods. Usually, a
small group of people specialized to produce a certain type of products. The knowledge of the
skills was passed through generations and occasionally there was apprenticeship. Productivity of
the manufacturing process was limited. One of the key reasons of limited productivity was the
dependence of human performance over several factors like health, age and motivation. Other
reasons were availability of skilled work force and scalability of the manufacturing process or
influence of varying aspects such as weather and seasons. Achieving higher performance remains
to be an active area of research, though the design and operational challenges of manufacturing
have significantly changed.

This thesis proposes solutions to a set of design and operational challenges for a class of
modern manufacturing systems. Section 1.1 introduces areas where modern manufacturing is
used. These areas have several aspects in common which make them closely related to each other.
One such aspect is the order in which products are processed. Section 1.2 introduces a subclass
of manufacturing systems, called self-re-entrant flowshops, in which a product passes through
the system in a specific order. Section 1.3 describes the challenges in design and operation of
self-re-entrant flowshops. The contributions of this thesis are listed in Section 1.4. Section 1.5
describes how this work is organized in different chapters.

Modern manufacturing systems

Modern manufacturing flourishes over the use of machines to increase productivity. Mostly,
several machines work in parallel to process products. The increase in performance is mainly due
to faster and longer availability of machines. The production could now continue for several days.
Periodic maintenance and breakdowns can be compensated with additional machines that are
ready to take over the tasks of others. Due to the enhanced scalability additional resources can
be added when an existing manufacturing setup reaches its limits. No wonder today there is a
surplus of production filling up the warehouses.

Depending on the application area, a modern manufacturing system consists of several
resources. Figure 1.1 shows examples of resources like belts, robotic arms, personnel etc. The
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Figure 1.1: Typical resources in manufacturing systems (images from [1, 2]).

performance of a system depends on the performance of the resources available to the system.
In order to scale a system it is required to increase the number of resources in demand. Once
abundance of resources is achieved, finding out how to operate them efficiently increases the
performance of the system. On the other hand, under-utilized resources usually add up to the
cost of the system. Thus, achieving higher performance along with higher utilization is also of
concern.

Humans are still part of modern manufacturing systems. Mostly, they are in the roles which
require human intervention for decision making e.g. quality control, planning, as well as roles
which cannot be fully automated. Many of such roles do not require human presence once the
critical decisions have been made. For most of the repetitive tasks, machines have been designed
to take over the load from people.

The products in a manufacturing system are transported between the machines using conveyor
belts, robots or even human operators. These transport mechanisms have operational constraints.
For example, human operators have constrained availability. Moving components of a robot
require collision free operational space. Improving performance of a system with such constraints
requires optimising the system considering the timing constraints originating from the operational
constraints of the transport mechanisms. Timing constraints further arise from the availability
and operational requirements of the resources available in a system. Any violation of these
constraints may lead to a catastrophic event or might make the system inoperative.

The transport and processing of products are subject to deviations. The placement of products
on a conveyor belt, even when done by robotic arms, has slight fluctuations between the desired
position and where it was placed. Similarly, the etching of wafers in a lithographic machine
requires the reticle to be exposed with an accuracy in the nano meter scale. Achieving the required
accuracy or even designing a manufacturing system with corrective components is possible, but
usually results in a higher cost. Such deviations, when present in a system, lead to variations in
system performance. Sometimes, these variations can lead to a very underutilized system. For
example, incorrectly placed products over a conveyor belt might require human intervention for
which the complete system must first be stopped. Secondly, as the placement of a product might
have violated certain constraints, reprocessing of certain products might be required leading to
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Figure 1.2: Different stages in a car manufacturing system [4].

performance losses.

Scheduling is the process of allocating limited resources to tasks over time while optimizing
for one or more objectives [3]. The tasks in a manufacturing system are scheduled to use a
set of resources for a certain amount of time. Different scheduling alternatives are compared
to each other with respect to the scheduling objectives. For example, makespan minimization
aims to finish the required set of tasks as soon as possible. Latency minimization aims to reduce
the amount of time a product stays in the manufacturing system. Depending on the objective,
different schedules might be considered for the same manufacturing system. The scheduling
techniques proposed in this thesis aim to increase the performance of a system by minimizing the
makespan when allocating resources while adhering to the timing constraints.

A modern scheduler computes schedules with the use of computers. The timing constraints,
the optimization objectives and the details of the products are input to a scheduler. Given this
information, a scheduler determines which tasks should be performed at what time, considering the
availability of resources. The generation of a schedule must be completed before the manufacturing
system requires it to start processing the products. Otherwise the system has to wait, which
leads to performance losses. The time required to compute a schedule depends on the approach
used. Heuristic approaches are usually used to find schedules quicker than the optimal approaches
for the same problem. The schedulers proposed in this thesis optimize for makespan and use a
heuristic approach to find schedules.

The products in a manufacturing system may follow a fixed route through machines. The
term flowshop originates from such a route where products seem to flow through machines. The
information about the flow is used by a scheduler when the order of products to be processed
on a machine is determined. The scheduler might choose to process the products in different
orders at different stages to achieve higher system utilization. Such freedom is still available to a
scheduler. Usage of schedulers, that find the best choices out of possible ones, is key to increase
the performance of modern manufacturing systems.

Self-re-entrant flowshops

A schematic of stages, each consisting of several resources, in a car manufacturing system is
shown in Figure 1.2. A car starts at the stamping stage where the metal sheets for the body
are power pressed to form the desired shape. Once the parts of the body are ready, they are
put together in the body stage. In the paint stage, depending on the type of a part, different
coating layers of paint are applied. Trim refers to the process of removal of the obstacles to the
assembly procedure. For example, the doors of a car hinder the process of assembly of the car
dashboard. Removing the doors makes the assembly easier and therefore trimming is performed
before assembly.

All cars pass through the stages in Figure 1.2 in the same order as indicated by the arrows.
The paint process is applied multiple times to a car. Coating layers are applied to a body part
one by one. Similarly, in semi-conductor manufacturing, different layers of transistors are etched
one by one. A wafer returns to a lithography machine several times. Machines to which a product
returns one or more times are called self-re-entrant machines. Flowshops that consist of at least
one self-re-entrant machine are called self-re-entrant flowshops. Self-re-entrancy is usually due to
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ink deposit correction transfer

paper input merge point image transfer print heads

Figure 1.3: An example of an LSP: Canon VarioPrint i300 [8, 9].

a physical reason, for example, in a lithography machine, having a separate machine for each
layer of the wafer is infeasible due to physical constraints of etching. Furthermore, using the same
resource for a process increases its utilization and can reduce system costs.

Assembly lines [2], LED manufacturing [5], wafer sorting [6], TFT-LCD manufacturing [7] are
industrial examples of re-entrant flowshops. In self-re-entrant flowshops, the products either get
reprocessed at the current machine or they are passed on to the next machine. Products are never
passed to a previous machine in the order of the flow. This thesis describes methods generally
applicable to a class of self-re-entrant systems and specifically applied to industrial printing.
Therefore, industrial printing will be repeatedly used to exemplify the concepts applicable to
self-re-entrant flowshops.

An Large Scale Printer (LSP) transfers digital images from an electronic document to sheets
of paper. Canon’s VarioPrint i300 is an example of an LSP, as shown in Figure 1.3. It has a
capacity to produce 150 pages per minute leading to thousands of pages per day. This large
capacity distinguishes an LSP from conventional desktop printers. Such a high performance comes
from the complex blend of engineering in mechatronic, electronic and computational domains. To
understand the essentials of the high performance, the details on how the products, which are
sheets, are processed and their flow in the LSP needs to be understood.

The resources in VarioPrint 1300 are shown in Figure 1.3. A sheet starts from the paper
input unit and moves towards the image transfer station through the merge point. The paper
input separates a sheet from a stack of sheets by air suction and by the use of mechanical rollers.
Towards the transfer station, at the merge point, a sheet meets an incoming stream of sheets
which were already present in the printer. Before an image can be transferred to the sheet, any
errors in the positioning of the sheet must be corrected. This is performed by the correction
unit. After the correction, a sheet is transferred to a belt which keeps the sheet stuck to itself
by air suction. The belt takes a sheet through the image transfer station where an image gets
transferred to it. The image transfer is done by a grid of print heads. These print heads spray
the ink onto the sheet as tiny particles. Depending on the type of the sheet, the ink is required
to be at a specific temperature. A glossy sheet requires the ink to be at a temperature which is
different from a normal sheet type. In case two different types of sheets follow each other, the ink
needs to be first at the required temperature and then sprayed. This additional action is called a
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setup. The process of transferring the ink is closely monitored by the quality control unit. After
the quality control, a sheet passes onto the drying drum. The drum is heated by several electrical
lamps to dry the ink. If the ink is not properly absorbed, the printed image might get distorted.
After the drying process, the sheets which need to be only printed on one side, called simplex
sheets, leave the system towards the finisher which stacks the sheets and may perform additional
tasks like stapling or binding.

Sheets that need to be printed on both sides are called duplex sheets. The duplex sheets
return back after drying on the return path towards the merge point. On the return path, the
sheets are turned over such that the printed side is below. At the merge point, the returned sheets
meet the incoming stream of new sheets. At this point a scheduling decision is made whether to
first let a returning sheet join the queue to be printed or let a new sheet into the system. This
decision is referred to as determining the interleaving of sheets. A scheduler must ensure that
these two streams of sheets do not collide. The order in which these streams are merged together
influences the performance of the printer. Merging similar sheets together will not require the
temperature of ink to change and therefore no additional time is spent.

The additional time, if spent, is known as a setup time which is an expensive operation. For
the LSP, such a setup requires in the order of 10 times additional time than nominal printing. This
extra time is due to the fact that the heating or the cooling of the ink cannot be instantaneous:
the physics behind the setup requires time. Thus, avoiding setups is key for a scheduler to gain
performance as, if two consecutive sheets are of the same type then no setup is required. This
conditional setup is known as sequence dependent setup [10]. An approach to reduce the number
of setups in the LSP is to introduce a possibility to slow down the sheets on a segment on the
return path. Special motors which facilitate variable rotational velocity are used to achieve
programmable speed. This segment acts as a virtual buffer between the first pass and the second
pass of a sheet. A scheduler can potentially slow down a set of returning sheets such that it
merges with a similar type of incoming sheet. This merge does not require a setup, because the
two sheets are of the same type and are consecutive. Increasing the number of such merges avoids
setups which might be required otherwise. Buffering is thus used to improve the utilization of the
image transfer and to increase the performance of the system.

The arrangement of resources in a paper path is similar to arrangement of machines in shop
scheduling [10]. These resources are shared between the sheets. The path that sheets follow
through an LSP is called a paper path. The re-entrant sheets flow back to the merge point over
the return path. There are bounds on the speed it can travel on the return path. These bounds
originate from the bounds over the rotational velocity that the motors in the buffer region can
achieve. A relative due-date is the resulting upper bound between the first time a sheet is printed
and the second time the sheet is printed. The combination of re-entrance, sequence dependent
setup times and relative due-dates define the class of self-re-entrant flowshops addressed in this
thesis.

A print request determines the order of the sheets at the output of an industrial printer. It is
a requirement to output the sheets in the same order as they are in the document. Changing the
order will violate the requirements on where certain pages must be in the output. Figure 1.4a
shows an example of a required order of three sheets when they are stacked at the finisher. The
paper output unit must adhere to this order as shown in Figure 1.4b. In order to be stacked in
the required order, sheet number 1 must be output before sheet number 2. The arrows indicate
the precedence: sheet number 1 must be processed before sheet number 2 if the arrow is 1 — 2.
These constraints are referred to as ordering constraints.

The ordering constraints from the paper output translate to the constraints over the order
in which image transfer 2 is performed. This translation is due to the fact that the sheets do
not bypass each other on the paper path. The ordering constraints over the image transfer 2
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Paper input 1T 2 /> 3
Image transfer 1 R T s < S e < S
Image transfer 2 1 > 2 —> 3

(a) Required order. Paper output | 1 —s] 2 —— 3 |

(b) The order in which sheets are processed.

Figure 1.4: Example explaining the fixed order of sheets in an LSP.

further translate to image transfer 1 and the order of sheets in paper input. Therefore, the order
of sheets at the paper input, the image transfers and the paper output are fixed and known at
the time a job request is made. The machines performing these tasks must conform to this order.
These ordering constraints are called a fized job order.

The fixed job order makes the class of self-re-entrant flowshops different from classical flowshops.
In flowshop scheduling the order in which a job gets processed at every resource is determined by
the scheduler of the system. Self-re-entrant flowshops with fixed job order only need to determine
the order in which the re-entering jobs interleave with the newly entering jobs. Therefore, a
question arises whether the problem has become easier to solve compared to the classical flowshop
scheduling problem? Due to availability of additional information and the ordering constraints
the scheduling freedom has been reduced. Fixed order flowshops have polynomial time algorithms
to find optimal schedules (see Appendix A for details). But did the fixed job order render the
computational complexity of scheduling self-re-entrant flowshops with a fixed job order to be
polynomial time? These questions are studied in this thesis.

The knowledge of the type of sheets and their required ordering becomes available when a
print request arrives. Before that moment, a scheduler does not have sufficient information to
compute a valid schedule. The set of jobs processed by a flowshop at once is called a jobset.
For example, a request for printing several sheets is a jobset consisting of several jobs which are
sheets. Once a jobset arrives, a flowshop must start processing it as soon as possible. Therefore a
schedule must be computed quickly.

Designing self-re-entrant flowshops is an iterative process. A prototype is created to assess the
feasibility of the idea. Then the prototype is further developed into a complete system. During
the development, issues like the design of the paper path, placement and sizing of resources are
considered. Determining the impact of the design decisions over the performance of a self-re-
entrant flowshop is crucial. Creating several prototypes, one for each structural change, might be
possible but might be expensive.

Buffers do increase the performance of the system, but also introduce performance variation.
Jobs for which a scheduler can utilize the buffer has higher resource utilization. The jobs that
do not benefit from the current size of buffers have less performance as they incur more setups.
However, if the size of the buffer is increased then the performance might increase due to the
fact that more jobs can benefit from the size of the buffer. Similarly, the time spent on the
re-entrant path influences the available choices to the scheduler. A longer re-entrant path might
benefit for the performance of one type of jobs and may introduce setups for other types. Such
variation might introduce unpredictability which may incur additional costs due to unplanned
logistic and storage demands. Therefore, design choices for self-re-entrant flowshops that have
high performance and low variation are of high interest.
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Figure 1.5: The aspects influencing the performance of self-re-entrant flowshops.

Research challenges

The performance of self-re-entrant flowshops is influenced by three aspects: 1) the scheduler 2) the
structure of a flowshop and 3) the characteristics of a jobset. These aspects are shown in Figure
1.5. The characteristics of a jobset determine which operations are required to be performed on
the products.

The structure of the flowshop influences the scheduling alternatives for the jobset. Certain
alternatives might become infeasible due to changes in the structure. Furthermore, these alter-
natives lead to different timing constraints that may suite well for performance. Similarly, a
different jobset can lead to different ordering and processing requirements for which the structure
might be well suited and thus might lead to better performance. Tuning the scheduler to find
good schedules for a class of jobsets or for a particular structure might have an increase in the
performance. Thus, alternative configurations have trade-offs in performance.

The characteristics of a jobset influence the performance of a self-re-entrant flowshop and
depend on the customers of a product. In most cases, the characteristics are specific to the market
segment for which the products are being produced. For example, in car manufacturing, the
shape of the cars, the metal used, and the paint coatings, depend on whether the car is for small
family-use, SUV or for sport. Altering these characteristics is considered out of the scope of this
thesis. However, different classes of the same products are studied. For example, for the case of
the LSP, scheduling of different print requests like booklets, pamphlets and all sheets with same
size is studied.

Most of the influences over the performance due to the structure of a self-re-entrant flowshop
are at design time. For example, the dimensions of the system and the size of buffers used.
Majority of the influences by a scheduler are made during its operation. For example, when a
scheduler decides how much buffer capacity a product will use or when the ordering of products is
determined. But, some influences, for example, the type and configurations of a scheduler might
be decided at design time. The influences due to jobsets can either be at design time or during
its operation. Decisions like which type of products a self-re-entrant flowshop will produce are
made at design time. The jobsets influence the performance during the system operation due to
the timing constraints. For example, timing constraints of jobsets from different market segments
are different.

From the aspects shown in Figure 1.5, scheduler and structure both can be altered to increase
the performance of self-re-entrant flowshops. The impact of the structure over the performance
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becomes known when the scheduling behaviour of a system is determined. Therefore, solving the
scheduling challenges become a precursor to solving the challenges of structural improvements in
self-re-entrant flowshops.

The challenges in the design and operation of a self-re-entrant flowshop can be summarized in
the following questions:

1. How can a self-re-entrant flowshop with setup times, relative due-dates and fized job order

be quickly scheduled?

2. How likely is it to find an optimal schedule for such a flowshop quickly?

3. How can its performance be estimated?

4. How can its design be improved to reduce variation in its performance?

The first challenge is to find a schedule to perform operations over a product. How can the
timing requirements which originate from different sources be modelled and considered in the
scheduling procedure? The model must support a scheduler in ensuring that the processing time,
the setup time and the relative due-date constraints are not violated.

The second challenge is to determine what approach should be taken to generate schedules for
self-re-entrant flowshops with fixed job order. The question is whether an optimal schedule can
be found quickly. A yes to this question will render maximum performance for any number of
products. If finding an optimal schedule quickly, for the scheduling problem, is highly unlikely,
then a compromise on optimality needs to be made. How would that approach look like? How
can a good schedule be found which still adheres to the timing constraints and can be computed
quickly?

The third challenge is in the evaluation of early design decisions for a self-re-entrant flowshop.
How can the impact of a design choice over the performance of the system be assessed? How does
the system performance change when the structure and layout of the system are changed? This
assessment must be fast as the design space of a self-re-entrant system is usually huge. Creating
a separate model for each design choice and scheduling it is usually not a good choice due to
limited time.

The fourth challenge is in the design of a self-re-entrant flowshop. Small changes in the design
parameters of self-re-entrant flowshops produce variation in their performance. Certain designs
yield high performance for a certain product type but might be less efficient for other product
types. Designing a system for every product is possible but costly. In many cases, it might even
be unknown which one of the possible types a system might be processing. How can the designs
with high performance and low variation in performance be found? How can such a variation be
measured? How can such a measurement be utilized in the design space exploration? Answers to
these challenges will improve the performance of self-re-entrant flowshops.

Contributions

The contributions of this thesis are as follows. The first contribution proves that scheduling of
self-re-entrant flowshops remains NP-Hard even if the jobs have a fixed order. Based on the
proof, it is highly likely that a fast and scalable optimal scheduling algorithm is impossible. The
contribution also presents, for self-re-entrant flowshops, a model of the timing constraints and
a heuristic to find schedules. The second contribution specializes in finding schedules for an
LSP with makespans that are, on average, shorter than the makespans of schedules found using
the heuristic of the first contribution. The contribution achieves higher performance given the
specific knowledge of the timing constraints in an LSP. For self-re-entrant flowshops, the third
contribution describes a fast performance estimator for jobsets in which jobs repeat in a pattern.
Contribution 4 uses contribution 1 to analyze the variation in the performance of self-re-entrant
flowshops due to deviations in design parameters. The relation between contribution 4 and
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contribution 1 is shown in Figure 1.6. The details of the contributions are described in the sequel.

1) A heuristic to schedule self-re-entrant flowshops with sequence dependent setup
times, relative due-dates and fixed job ordering. This contribution shows that the problem
of scheduling self-re-entrant flowshops remains to be NP-Hard even when the job order is fixed.
In addition, it describes a heuristic for any self-re-entrant flowshop with setup times, due-dates
and fixed job order. The computational complexity is proven by reducing the source to target
Travelling Salesman Problem (st-TSP) to the self-re-entrant flowshop scheduling problem. Finding
optimal solutions quickly, even for medium-size jobsets, is unlikely. Therefore a heuristic approach
serves the purpose of scheduling the products at runtime. The heuristic is evaluated over a set
of randomly generated instances of self-re-entrant flowshops. The quality of the schedules is
assessed by comparing the makespan of the schedules with the lower bounds estimated using
ILOG-OPL [11] constraint programming. The performance of the proposed heuristic is evaluated
on a synthetic testset inspired from the literature. Given 60 seconds per testcase, the makespans
of the schedules generated by the heuristic are 6%(median) larger than the estimated lower
bounds. The contribution is submitted to:

[12] U. Waqgas, M. Geilen, S. Stuijk, J. Pinxten, T. Basten, L. Somers, and H. Corporaal.
“A heuristic to schedule self-re-entrant flowshops with sequence dependent setup times, relative
due-dates and fixed job ordering”. In: Design of Embedded Systems, Springer (2017, submission
in review process).

2) A Re-entrant Flowshop Heuristic for Online Scheduling of the Paper Path in a
Large Scale Printer. This contribution introduces a heuristic approach to schedule sheets in
an LSP where the sheets arrive at the LSP at runtime. The LSP scheduling problem is solved
as runtime scheduling of re-entrant flowshops with sequence dependent setup times, relative
due-dates, with makespan minimization as the scheduling criterion. The heuristic is evaluated
by testing on an industrial testset. The quality of the schedules generated by the heuristic are
evaluated by a comparison to the lower bounds, to the schedules generated by the scheduler of
the LSP and to the schedules generated by a modified version of the classical NEH (Modified
Nawaz Enscore and Ham (MNEH)) heuristic [13]. On average, the heuristic schedules are 40%
shorter than the schedules of the LSP scheduler and, on average, 89% shorter than the schedules
generated by the MNEH heuristic. The heuristic schedules, on average, are 25% longer than the
estimated lower bounds.

The second contribution also finds better schedules compared to the first contribution. The
schedules are, on average, 11% shorter than the schedules found by the first contribution. However,
on average, the heuristic of the first contribution is faster, as on average, it took 23% lesser time.
This makes both the heuristics suitable for different tasks. On average, contribution 2 is suitable
when schedules must be computed quickly and when schedules with slightly longer makespans are
acceptable. Contribution 1 should be used when a compromise on the makespan is not possible.
Both heuristics have cases where either runtime is higher than the other or the makespan are
worse than the other. The second contribution is published in:

[14] U. Wagas, M. Geilen, J. Kandelaars, L. Somers, T. Basten, S. Stuijk, P. Vestjens, and
H. Corporaal. “A re-entrant flowshop heuristic for online scheduling of the paper path in a large
scale printer”. In: Design, Automation & Test in Europe Conference & Exhibition (DATE) (2015),
pages 573-578.
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8) Fast Performance Estimation for the Design of Self-re-entrant Flowshops. This
contribution describes a method to estimate the performance of self-re-entrant flowshops with
sequence dependent setup times, relative due-dates and fixed job order, in which the types of the
products in a jobset repeat in a pattern. The information present in the pattern is used to compute
the constraints enforced by the pattern over the scheduling freedom. Once the constraints are
known, arrival times for products in the patterns can be determined. The estimator uses the
knowledge of the arrival times to estimate the amount of time spent to process one pattern of
products. The time for all patterns can then be estimated using the information for the time
for one pattern. The estimator requires, on average, 1.1ms on an Intel i5 processor. It has
applications during Design Space Exploration (DSE) of self-re-entrant flowshops. To get better
performance while reducing costs, the estimator is used during the design process to explore
the trade-offs between the structure and the performance of self-re-entrant flowshops. Using the
estimator, the impact of the structural changes for an LSP and a research platform, eXplore
Cyber Physical Systems (xCPS), are explored. This contribution is published in:

[15] U. Wagas, M. Geilen, S. Stuijk, J. Pinxten, T. Basten, L. Somers, and H. Corporaal.
“A Fast Estimator of Performance with Respect to the Design Parameters of Self Re-Entrant
Flowshops”. In: 2016 Euromicro Conference on Digital System Design, DSD 2016. 2016,
pages 215-221. poI: 10.1109/DSD.2016.26.

An extended version of the contribution is submitted to:

[16] U. Waqas, M. Geilen, S. Stuijk, J. Pinxten, T. Basten, L. Somers, and H. Corporaal. “A
fast estimator of performance with respect to the design parameters of self re-entrant flowshops”.
In: Microprocessors and Microsystems (MICPRO) (2017, submission in review process).

4) A Measure of Variation for Design Choices of Self-re-entrant Flowshops. This
contribution proposes a measure of variation in performance due to slight variations in the design
decisions made for self-re-entrant flowshops. The final design may deviate from the desired design
parameters. Using this measure, the design choices which have less fluctuation can be prioritized.
Especially if the design choices with less variation also have high performance. The measure
utilizes the information from the schedules generated for the self-re-entrant flowshop instances
corresponding to specific design choices. Certain designs are good for performance as well as have
less variation. A tool, based on this measure, can assist the designer of self-re-entrant flowshops
to find less varying and high performing design choices. This contribution is submitted to:

[17] U. Waqas, M. Geilen, S. Stuijk, J. Pinxten, T. Basten, L. Somers, and H. Corporaal. “A
Variation Measure for Design Choices of Self-re-entrant Flowshops”. In: Design, Automation &
Test in Europe Conference & Exhibition (DATE) (2018, submission in review process).

The four contributions, together, aim to make it possible to perform runtime scheduling and
fast DSE of self-re-entrant flowshops. They are described in detail in the following chapters.

Thesis outline

Chapter 2 formally introduces self-re-entrant flowshop scheduling problem and provides the details
of the computational complexity of the problem. This chapter also describes a heuristic approach
to compute schedules. A specialized approach to find schedules for an LSP is described is Chapter
3. The approach is dedicated for the restricted case where the sheets return only once in the
re-entrant machine. Chapter 4 describes the performance estimation of self-re-entrant flowshops
with a fixed job order. Variation-aware design of self-re-entrant flowshops is described in Chapter
5. Chapter 6 concludes this thesis and presents possible future work.
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Contribution 4: Variation-aware design
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Figure 1.6: Relation between contribution 1 and 4.
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“The key is not to prioritize what’s on your
schedule, but to schedule your priorities” -
Stephen Covey

Scheduling of self-re-entrant flowshops

The machines in a self-re-entrant flowshop require scheduling of several operations performed on
a job. One of the characteristics of a flowshop is that the jobs follow the same sequence through
the machines. This flow is known upfront and depends on the products that are being made. For
example, in a system that creates shirts, cloth is first cut into required segments of a shirt and
then sewed. All shirts follow this order of cut and sew. A self-re-entrant machine has a choice
whether to perform an operation on a returning job or to start processing a new job. This choice
requires a decision that in turn has an impact over the performance of the flowshop. Processing
a returning job might not require additional steps and thus might be better for performance.
Scheduling of self-re-entrant flowshops requires assessment of such choices.

Re-entrant flowshops have many types based on which different scheduling techniques are
formed. The types that are relevant to the scheduling of self-re-entrant flowshops are introduced in
Section 2.1. Section 2.2 formally introduces the scheduling problem. The related work is reviewed
in Section 2.3. The problem of finding optimal schedules for self-re-entrant flowshops and classical
flowshops is known to be NP-Hard. However, if the order of the jobs is fixed, it is possible to
derive polynomial time algorithms to find an optimal schedule for flowshops. This is not the case
for self-re-entrant flowshops with sequence dependent setup times and due-dates, contrary to what
the name may suggest. This work shows, in Section 2.4, that finding optimal schedules for such
flowshops remains to be NP-Hard even if the order of jobs is fixed. Finding optimal schedules at
runtime is thus unlikely to be feasible in a limited amount of time. A heuristic approach to find
schedules for the scheduling problem is described in Section 2.5. Section 2.6 presents the results
of the experimental evaluation of the heuristic approach. Section 2.7 concludes this chapter.

Introduction

Re-entrant flowshops are found in many industrial applications like Large Scale Printing [14],
Wafer Sorting [6] and TFT-LCD manufacturing [5, 7]. In flowshops, the flow of jobs through
the machines is the same for all jobs due to fixed sequence of machines. Every machine in a
flowshop performs an operation on a job and passes the job to the next machine in the sequence.
Re-entrant flowshops allow a job to be re-processed by a machine before passing it onto the next
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Re-entrant flowshops

Self-re-entrant

Figure 2.1: Different types of re-entrant flowshops.

machine. Self-re-entrant flowshops limit the jobs to re-enter only to the current machine where a
job is. Once a job is passed on to a next machine, it cannot re-enter any of the previous machines.
Self-re-entrant flowshops are a sub-class of re-entrant flowshops and are of interest due to their
industrial applications like [5, 6, 7, 14].

Sequence dependent setup times require the processing of a job to be delayed on a machine
for an amount of time depending on the type of two consecutive jobs in a machine. Such setup
times arise from the fact that a job may leave a machine in a state that is required to be altered
before the next job can be processed. The sequence dependent setup times impose a lower bound
over the time passed between the processing of two jobs. Relative due-dates require that the time
elapsed between the start of two jobs should not be more than a certain amount. Thus relative
due-dates impose upper bounds over the amount of time elapsed between the start of processing
of the two operations over the jobs. These due-dates arise, for example, from the minimum
rotational velocity that could be achieved by a motor used to transport products. Furthermore,
minimization of makespan is a scheduling criterion that aims to have high system utilization by
having the end of a schedule, i.e. makespan, as soon as possible. Though significant research has
been done to investigate scheduling of self-re-entrant flowshops, e.g. [6, 18], setup times [19, 20],
due-dates [5, 14], the combination of self-re-entrance with sequence dependent setup time and
relative due-dates for an arbitrary number of jobs and machines is studied for the first time in
this thesis.

The physical characteristics of the available resources impose timing constraints on the
operations performed by a self-re-entrant flowshop. A schedule not only needs to have high
resource utilization but also must adhere to the timing constraints. The combination of self-re-
entrant machines with sequence dependent setup times and relative due-dates is seen, for example,
in an industrial printer. In the printer, reducing the number of setups improves the system
performance as the setup times are around 10 times larger than the nominal processing times of
an operation. The due-dates, on the other hand, impose a requirement that two operations must
be performed within an interval relative to the start times of the operations. Failure to meet
due-dates leads to collision of sheets. The timing constraints together with due-date constraints
must be adhered by a scheduling technique when finding high performance schedules.

Different types of flowshops are shown in a Venn diagram in Figure 2.1. The optimal scheduling
of re-entrant flowshops, self-re-entrant flowshops and flowshops is known to be NP-Hard [13, 18,
21]. Self-re-entrant flowshops are a subclass of re-entrant flowshops where jobs are only allowed to
re-enter where they are being processed. Once a job leaves a machine, it never enters the machines
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where it was previously processed. Note that flowshops are a subclass of re-entrant flowshops
where the re-entrancy is zero i.e. a job is processed only once at a machine. Self-re-entrant
flowshops require that there is at least one machine where jobs are processed at least twice.
Classical flowshops do not fulfil this requirement. Thus self-re-entrant flowshop and classical
flowshops are non-overlapping types of re-entrant flowshops, contrary to what their name may
suggest. Both self-re-entrant flowshops and classical flowshops have subclasses where the order of
jobs can be fixed.

The fixed order of jobs has a different impact over the computational complexity of classical
flowshops and self-re-entrant flowshops. When the order of jobs in a classical flowshop is fixed, a
polynomial time algorithm exists to find an optimal schedule (for intuitive proof refer to Appendix
A). The subclass of classical flowshops with a fixed order is in P and is marked with a diagonal
pattern in Figure 2.1. Section 2.4 shows that self-re-entrant flowshops with fixed job order, the
subclass that is marked with a dotted pattern, remain NP-Hard even with fixed job order. For
this subclass, a heuristic approach is described in Section 2.5. The heuristic is an extended version
of the heuristic of [14] which was developed for scheduling industrial printers. The heuristic
generates schedules for the scheduling problem with an arbitrary number of machines, jobs,
operations and self-re-entrances.

Problem definition

A self-re-entrant flowshop consists of a set M = {u1,..., f4,..., m} of machines processing a
jobset J={j1,...,4n}. The machines process the jobs in an order described in a flow vector
V=[v1,...,v,] with v; € {1,...,m}. In the flowshop, the processing of every job starts from the
first machine, i.e. v1 =1 and ends at the last one, i.e. v, =m. In a self-re-entrant flowshop a
job is either re-processed by the same machine or passed on to the next machine. It means that
in the flow vector V, v;11 either equals v; or is the index of the next machine v; +1. Thus, the
flowshop operates r times on a job with the set O;= {0; 1,...,0;} denoting the set of operations
of a job j;. The set O 7= Ujiej O; contains the operations of all jobs in the jobset 7. The jobs
in the flowshop have a fixed job ordering where the processing of jobs start from j; and ends with
jn. For each machine, the operations from different jobs require to be ordered as the machine is
a unary resource.

The y'" operation of a job j, is 0, that takes p(z,y) time units to execute. A machine can
perform at most one operation at a time and preemptions are not allowed. A machine may require
additional time, called sequence dependent setup time, to prepare for the processing of the next
operation. The sequence dependent setup time between an operation o;,, and an immediately
following operation oy, 4, is s(z,y,u,w). Similarly, a relative due-date d(z,y,u,w), is the maximum
allowed amount of time difference between the start of the processing of an operation o, , and
the start of the processing of an operation o, ,,. For an operation oy 4 its start time is S(z,y)
where S is a schedule.

The operations in the flowshop have precedence constraints with a grid like structure as shown
in Figure 2.2. The solid arrows denote the precedence constraints which should not be violated
in any valid schedule. The dotted (red) arrows indicate the conditional constraints that must
not be violated if an operation immediately follows another operation. For simplicity, only the
conditional constraints originating from the operation o1, are shown. These constraints can be
used by a scheduler to enforce an order between two unordered operations. Precedence constraints
between operations of a job arise from the flow of jobs in the flowshop. The precedence constraints
between two consecutive jobs arise due to the fixed order of jobs. The conditional constraints
arise from the execution and setup time requirements and may exist between an arbitrary pair of
operations.
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Figure 2.2: Precedence and conditional constraints in the scheduling problem.

Definition 2.1 The makespan, Cz, of a schedule S for a jobset J is the start time of an
I operation that is performed the last in a schedule & computed as C7= Ozf;ggjs (z,y).

The challenge is to find the start times for all operations such that the makespan C s of the
schedule S is minimal and the following constraints hold. The operations are non-preemptive and
every machine processes at most one operation at a time. For an operation o; ; that is immediately
followed by an operation o, it must hold that S(x,y) > S(4,5) +p(4,7) +s(i,4,2,y). The relative
due-dates between two operations o; ; and oy, must hold i.e. S(z,y) <S8(4,7) +d(4,j,x,y). This
scheduling problem is called self-re-entrant flowshop scheduling with sequence dependent setup
times, relative due-dates and with fixed job order.

Related work

Problems similar to the scheduling problem considered in this chapter exist. However, the
combination of self-re-entrant machines with sequence dependent setup times, due-dates and with
fixed job order is for the first time studied in work. Section 2.3.1 describes scheduling approaches
relevant to the proposed heuristic which is a general version of the heuristic described in Chapter 3
and in [14]. Section 2.3.2 describes the work related to the study of the computational complexity
of the scheduling problem.

Existing heuristics

Johnson was the first to invent an algorithm, called Johnson Heuristic (JH), that finds optimal
solutions for two machine flowshops in polynomial time complexity. An extension to JH, namely
Ezxtended Johnson (EJ), was presented in [22]. It schedules re-entrant flowshops by applying JH
to sub-problems and creating a schedule from sub-schedules. The EJ does not take sequence
dependent setup times, due-dates and self-re-entrance into account. Searching for feasible sub-
problems requires incorporation of the due-dates in the search and therefore limits the applicability
of EJ on the scheduling problem under consideration.

The Modified Nawaz Enscore and Ham (MNEH) heuristic, described in [13], is used to schedule
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re-entrant flowshops. The heuristic starts with a feasible, arbitrary input sequence of operations
that obeys the precedence constraints and shuffles the input sequence to find an operation ordering
that leads to better schedules. However, the heuristic assumes that any random schedule that
obeys the precedence constraints is always feasible. This assumption does not hold in our case
due to the relative due-dates. Failure to meet a single constraint makes a schedule infeasible. For
randomly generated schedules it is highly likely that one or more constraints are not met. Our
initial experiments with the MNEH heuristic show that given 10 random trials (which obey the
precedence constraints) to find a feasible schedule, for a test case, the heuristic does not find a
feasible schedule that could be improved with the classical MNEH heuristic of [13]. Therefore, for
most of the test cases MNEH finds no feasible schedule.

The runtime of well known heuristics for variants of flowshop scheduling was compared in [23].
The heuristics were evaluated over a commonly accepted benchmark in literature. The heuristics
took between 5 milliseconds to 39 seconds for small to large size jobsets. Similarly, the wafer
probing problem solved in [6] took between 2 seconds to 50 seconds. Though these problems
are structurally different (setup times, relative due-dates, etc.) than the problem under study,
the runtime of the methods used to solve them show the accepted notion of how fast a heuristic
should be.

Related work to the complexity of the problem

The computational complexity of the related variants of the scheduling problem are under
investigation for a long time. Still, it is of interest because a slight difference of assumptions might
make two similar scheduling problems fall under different complexity classes. This section outlines
those variants having the objective of makespan minimization. Table 2.1 summarizes the variants
whose details are as follows. Depending on the assumptions/constraints, as described below,
the problems which are similar can either be in the class of NP-Complete/NP-Hard problems
or problems for which polynomial time solutions are known. For example, the simplest of the
variants of the problem is the scheduling of operations over a single machine with the objective of
makespan minimization that can be performed optimally using the Weighted Shortest Processing
Time first (WSPT) rule (computational complexity O(nlogn)). The optimality of the rule is
proven in [18]. However addition of the sequence dependent setup times to the decision version of
the single machine scheduling problem, called Single Machine Scheduling with Sequence Dependent
Ezecution Times (SMS-SDET'), makes it NP-Complete (for proof refer to Appendix B).

A larger class of problems to the problem solved in this chapter is Precedence Constrained
Scheduling (PCS) that consists of a set of tasks T' = {¢1,...,tn}, processors P ={p1,...,pm}, a
partial order (<,7') and execution times E: T — Z*. The problem is to find a schedule S defining
that task t; has start time S(4) to minimize 1Iélza<XnS(Z) Furthermore, the following constraints

must hold on S. (1) A processor executes at most one task. (2) The start times S(i) < S(j) if
t; < t;. (3) Every task t; executes for E(¢;) time units uninterruptedly. PCS is known to be
NP-Complete [24]. The scheduling problem addressed in this paper is similar to PCS as there are
multiple machines and it has an ordering originating from flowshops. Additionally, different from
PCS, the scheduling problem addressed in this work has sequence dependent setup times and
due-dates.

A restricted case of PCS is PCS with Unit execution times (PCS-U) that is Vi€ T : E(t) = 1.
PCS-U stays NP-Complete [25]. However PCS with two processors, unit execution time - PCS-
UM2 has a polynomial time optimal solution [26, 27]. The scheduling problem addressed in this
paper has a unidirectional grid structure (explained in detail in the following section) of the
orderings of the operations due to the fixed job orderings. As shown in this work the scheduling
problem stays NP-Hard even with the additional restriction of fixed job orderings. Similarly, if
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Problem Type Complexity Ref
SMS Single machine scheduling Polynomial [18]
SMS-SD SMS, sequence dependent times NP-Complete Appendix B
PCS Precedence constrained schedul- NP-Complete [24]
ing
PCS-U PCS, unit execution times NP-Complete  [25]
PCS-UM2 PCS-U, 2 machines Polynomial [27]
PCS-UF PCS-U, forest ordering Polynomial [21]
PCS-M2E PCS, 2 machines, execution time NP-Complete [28]

1 or 2 units

Table 2.1: Similar scheduling problems with different complexity classes.

the mapping of operations are fixed to processors then both the PCS-U with either two machines
and an arbitrary ordering or the PCS-U with arbitrary machines and a forest ordering (PCS-UF),
an ordering where the constraints have a form as a set of trees, are known to be NP-Complete [28].
The interplay of assumptions and constraints make the computational complexity of the relevant
scheduling problems fall in polynomial time or NP-Complete/NP-Hard complexity classes. The
computational complexity analysis for the scheduling problem described in this chapter shows that
even with additional constraints due to a fixed job order the scheduling problem stays NP-Hard.
In contrast, for classical flowshops, the optimal schedule can be found using a polynomial time
algorithm when the order of the jobs is fixed.

Computational complexity of the scheduling problem

The computational complexity of optimal scheduling of self-re-entrant flowshops with sequence
dependent setup times, relative due-dates and fixed job order is shown to be NP-Hard, in several
steps. First, it is shown that the decision version of the scheduling problem with a single machine
and the number of jobs equal to the number of operations is NP-Complete by a reduction from
the source to target Travelling Salesman Problem (st-TSP) [21, 29]. From the reduction it follows
that the decision version of the scheduling problem with arbitrary number of machines, jobs and
operations is NP-Complete. In the third step it is shown that the (optimization version of the)
scheduling problem is NP-Hard. The st-TSP is first formally defined followed by the definition of
the squared version of the scheduling problem.

Definition 2.2 (st-TSP [21]) Given a set C' = {c1,ca,...,cy,Cs,ct} of cities with ¢s and ¢; as
the start and end cities, distance between cities dc(c;,cj) € ZT for city pairs and a positive
integer L, determine whether a permutation 7 over the set {1,...,u} exists such that the tour
< CsyCr(1)s--+Cr(u),Ct > has length at most L i.e.

[de(cs, en(1) + (421 de(Cr(iys Ca(ir1))) +de(Cauy ct)] < L?

The decision version of the st-TSP is described in Definition 2.2 and is known to be NP-
Complete [21]. The squared decision version of the scheduling problem to which st-TSP is reduced
is as follows.

Square decision version: Given n jobs with n operations each executing over a single machine
with flow vector V =[1,...,1] with |V| =n, processing times, setup times, relative due-dates and a
non-negative integer I is there a schedule with makespan at most 12

An intuitive illustration of the reduction of st-TSP to the squared decision version of
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An st-TSP instance with u =3

dc(3,“1.)
dc((?,l) de(s.2)" dc(S,g")‘._:
_____ i
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dc(2,?‘>‘_)_
15

d9,2
@& c:2)
de(3, 1 de(1,2) PG
dc(s‘,l »
de(2.1).

By »

A flowshop instance with n =3

Figure 2.3: An illustration of the reduction of st-TSP to the squared decision version of the
scheduling problem.
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the scheduling problem is shown in Figure 2.3. An example of a self-re-entrant flowshop instance
is taken with three jobs n =3 i.e., 9 operations and an st-TSP instance with u =3 i.e., in total
5 cities. The operations are split into 3 groups: city operations that have double outline and
denote the cities encoded from the st-TSP instance, the operations above the city operations
and the operations below the city operations. The operations above the city operations will be
forced to assume a fixed ordering (shown as bold arrows) starting from (1,1) then to (2,1) and
ending on (1,2) (the starting city ¢s). From (1,2) there is a choice of visiting the city operations
in any order. From any city operation there is a choice to go to operation (3,2) from where the
fixed ordering of the operations below the city operations starts. The fixed ordering ends with
the last operation of the scheduling problem i.e. (3,3). The edges corresponding to the edges
from the st-TSP instance are shown as dotted edges with labels that have the same weight as the
corresponding st-TSP edge e.g. p(i,7)+ s(4,7,2,y) = dc(a,b). The order over the operations in
the scheduling problem (and thus the encoded operations) determines the ordering of the cities
in the st-TSP. The fixed ordering in the operations above and below the encoded operations is
achieved by either setting the sum of the execution and the setup time to be 0 for the allowed
ordering or to L+ 1 for the prohibited ordering making any path using it longer than L. Then
a schedule with a makespan at most I for the encoded problem determines an ordering for the
st-TSP problem with a tour with length less or equal to L. If an st-TSP ordering with length at
most L does not exist then a feasible schedule with makespan at most I does not exist.

The squared decision version and the decision version of the scheduling problem
are in NP. The scheduling problem is in NP as an ordering 7 of the tasks in the scheduling
problem could be guessed non-deterministically. A polynomial space/time verifier exists that
either finds a feasible schedule given an ordering or detects that the guessed ordering 7 leads to
an infeasible schedule as follows. Using the ordering, a schedule S could be computed using the
longest path variant of the Bellman-Ford algorithm which has polynomial runtime and space
requirements (space requirement O(n?) and computational complexity of O(n%)). The variable
n is the number of jobs in the scheduling problem. The distances found by the Bellman-Ford
algorithm are the As Soon As Possible (ASAP) start times of the operations in the scheduling
problem. To verify the feasibility of the schedule computed by Bellman-Ford all constraints must
hold. The verification of a single constraint can be performed in O(1) as the inequality can be
confirmed /rejected in constant time complexity. Furthermore, there are at most n* processing and
setup times constraints and at most n* relative due-date constraints which both are polynomial
in number. Hence, evaluation of constraints can be performed in polynomial time.

st-TSP is polynomial time/space reducible to the squared decision version of the
scheduling problem. Given an arbitrary st-TSP instance we encode the instance to the squared
decision version of the scheduling problem with n = u as follows. All deadlines equal L+ 1. The
processing times p(i,7) all equal 0. The deadlines and the processing times are effectively not
used in the proofs but still the problem remains NP-Complete. The setup times are L + 1 unless
they are specified by following equations.

Vi<r<n-2,Vli<c<n—r—1: s(¢,r,c+1,r)=0
Vi<r<n-2:s(n—rnr,1,r+1)=0
Vi<i<n:s(l,n—1,9,n—i+1)=dc(cs,¢)
V1i<i,j<n:s(i,n—i+1,5,n—j+1)=dc(ci,c;)
Vi<i<n: s(i,n—i+1,n,2)=dc(c;,ct)
V3<r<n,Vn—r+2<c<n-1: s(e,r,c+1,7r)=0
V3<r<mn:s(nor—1ln—-r+2,7)=0

A~~~ /N /N /N /N /N
N O U s W N =
R N e S N



2.4 Computational complexity of the scheduling problem 21

The fixed ordering for the operations above the city operations is enforced by Equations 2.1
and 2.2. Equation 2.3 encodes the distances outgoing from the c¢s node. Equation 2.4 encodes all
the distances between ci, ca, ..., ¢,. Similarly, Equation 2.5 encodes the distances incoming to
the ¢; node. The fixed ordering below the city operations is encoded by the Equations 2.6 and
2.7.

The encoding of the st-TSP problem to the squared decision version of the self-re-entrant
flowshop scheduling problem has polynomial time. A schedule with makespan at most L determines
an ordering for the st-TSP cities with a tour length at most L as in polynomial time the encoded
operations can be sorted (with respect to their start times) and the ordering can be determined.
Thus, the problem can be encoded and the result can be derived in polynomial time.

The reduction preserves the correctness. The squared decision version of the scheduling
problem will accept all ‘yes’ instances of the st-T'SP problem. For any ‘yes’ instance there exists
a permutation 7 of cities resulting in a tour with length at most L. Because such 7 exists there
exists an ordering 7 of tasks in the scheduling problem in which the ordering of the city operations
is the same as the order of cities in the permutation 7. Because the ordering of the non-city
operations can be chosen with setup and execution times equal to zero and deadlines equal to
L +1 the resulting schedule has makespan L thus accepting the ‘yes’ instance.

The squared decision version of the scheduling problem will reject all ‘no’ instances of the
st-TSP problem. For a ‘no’ instance there does not exist an ordering 7 of cities resulting in
a tour length at most L. That means, there is no ordering 7 which can result in the encoded
operations to be scheduled in an time interval of L time units. As the smallest interval in which
the non-encoded operations can be scheduled is 0 time units the complete scheduling problem
cannot be scheduled in L time units thus rejecting the ‘no’ instance. W

It has been shown that the squared decision version of the scheduling problem is in NP, has
st-TSP problem as an instance and preserves the correctness of st-TSP results thus showing that
the squared decision version of the scheduling problem is NP-Complete. In the sequel it is shown
that the decision version of the scheduling problem with arbitrary number of jobs and operations
is also NP-Complete.

Decision version: Given n jobs with r operations each executing over a set of machines M with
self-re-entrant flow vector V with |V| =r, non-negative processing and setup times, non-negative
relative due-dates and a non-negative integer I is there a schedule with makespan at most I?
The decision version of the scheduling problem is in NP as described for the squared decision
version of the problem. Furthermore, the squared decision version of the scheduling problem is a
sub-class of the decision version of the scheduling problem. All instances of the squared decision
version of the scheduling problem are also instances of the decision version of the scheduling
problem and thus the decision version of the scheduling problem is also at least NP-Complete.

Optimization version: Given n jobs with r operations each executing over a set of machines
M with self-re-entrant flow vector V with |V| =r, non-negative processing and setup times,
non-negative relative due-dates, find a schedule S with shortest makespan.

To show that the optimization version of the scheduling problem is NP-Hard, it is shown
that the decision version of the scheduling problem can be solved, in polynomial time, using a
solution for the optimization version. An intuitive explanation of the polynomial transformation
is as follows. The optimization version of the scheduling problem finds an optimal schedule. Let
the makespan of the optimal schedule be C,. If C, < I then a schedule smaller than I is known
yielding a yes to the decision version of the problem. In case C, > I, no schedule shorter than I
exists yielding a no to the decision problem. W
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Heuristic approach

This section describes an approach to perform runtime scheduling of products in a self-re-entrant
flowshop with sequence dependent setup times, relative due-dates and fixed job order. The
approach models the timing constraints in the scheduling problem as a constraint graph. Section
2.5.1 describes the details of the constraint graph and describes how the Bellman-Ford algorithm
is used to compute the ASAP start times and to assess the feasibility of schedules. The start
times are a valid schedule if the order of operations have been determined out of possible
scheduling alternatives. The approach determines an order by modelling the scheduling freedom as
a Labelled Transition System (LTS). The LTS is referred to as the scheduling-space of the problem.
The details of the scheduling-space are described in Section 2.5.2. The heuristic described in
this section evaluates the scheduling decisions as a path between the states in the scheduling
space. Multiple paths may exist from the start state till the final state which represent different
scheduling decisions. The heuristic aims to find good schedules by ranking different paths in the
scheduling-space using the metrics, productivity and flexibility of the scheduling decisions. The
details of the metrics are provided in Section 2.5.3.

The constraint graph

A constraint graph is a tuple cg(V,E = EcUEo,w,G,m,vs,vq). The set V is a set of vertices
that are the operations performed by machines over each job. Figure 2.4 shows a constraint
graph for three jobs ji, 72,73 having two operations a;,b; each on a self-re-entrant flowshop with
flow vector V =[1,1]. The set E CV x V is a set of directed edges. An edge (a1,b1) € E with
weight w(a1,b1) = 6 denotes a timing constraint between operations a; and by. Let tq, and
tp, be the start times of a; and b; respectively then the timing constraint modelled by the
edge is ty, >tq, +w(a1,b1). The timing constraints due to the processing and the setup time
requirements have a non-negative weight. The timing constraints due to the relative due-dates
have a negative weight. For example, in Figure 2.4, the edge (b1,a;) has weight —10 with the
constraint ¢q, > tp, — 10. The function w: ' — Z maps each edge in cg to its weight.

The set of edges E is partitioned into two sets Ec and Ep. The set E consists of compulsory
constraints that must not be violated. The compulsory constraints are due to the relative
due-dates, the order of operations due to the flowshop and due to the fixed job order. The
constraint graph with only its compulsory edges is called compulsory constraint graph and consists
of solid and dashed edges. The set Eo contains optional constraints that can be added to E¢
to enforce an order between two unordered operations. The optional constraints are shown as
dotted edges. The ordering is performed while computing a schedule. For example, the edges
(as,b1) and (b1,as3) are optional edges. A scheduler can add (as,b1) to the set of compulsory
edges when b; is processed immediately after ag. The weights on the optional edges denote the
timing constraints that must be enforced if an operation immediately follows the other. The
function G : V — {1,...,m} determines the group of a vertex in V. Operations that are processed
at the same machine have the same group. The optional edges are only between vertices that
belong to the same group. The source vertex vs is a vertex with no incoming edge and has one
outgoing edge with weight 0 to the vertex corresponding to the first operation of the first job.
The destination vertex vy is a vertex with no outgoing edge and has one incoming edge with
weight 0 from the vertex corresponding to the last operation of the last job.

Machines in a self-re-entrant flowshop are assumed to be unary resources. The operations
processed by a machine have corresponding vertices in the same group. These operations require
to be totally ordered such that for any operation in a group all other operations are processed
before or after its operation. Two vertices a and b are ordered with respect to each other when
either of the vertices is reachable from the other by a path with non-negative edges from the set
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Figure 2.4: An example of a constraint graph.

of compulsory edges. For example, vertices b; and a3 are ordered if either of the optional edges
(as,b1) or (by,a3) are added to the set of compulsory edges. A group of vertices is totally ordered
when all vertices in the group are ordered with respect to others. A constraint graph is considered
totally ordered when all vertex groups in the graph are totally ordered. A totally ordered
constraint graph either has valid start times or has a conflict between its timing constraints.

For a totally ordered constraint graph a longest path variant of Bellman-Ford algorithm is
used to find a valid schedule or a conflict between the timing constraints. The distances between
the source vertex and the remaining vertices are the ASAP start times for the operations. For
example, assuming (as,b;) is added to E. in Figure 2.4, the start times are a1(0), a2(2), az(4),
b1(6), b2(8), b3(10), ’Ud(IO).

Algorithm 2.5.1: RelaxEdges(cg,D,w)

1 foreach (a,b) € E. of cg do
2 if D(b) > D(a)+w(a,b) then

3 | D(b) + D(a)+w(a,b)
4 end
5 end

6 return D

Algorithm 2.5.2: BellmanFord(cg)

1 W + negate all weights of w in cg
Set D(vs) to 0 and to oo for all other vertices in V' of cg
foreach v €V do
foreach e € E. do
| D < RelaxEdges(cg,D,w)
end

end
D < RelaxEdges(cg, D,w)
if D does not equal D then abort else D are start times.

© 00 N o ;oA W N

The longest path variant of the Bellman-Ford algorithm to compute the ASAP start times for a
totally ordered constraint graph is described in Algorithm 2.5.2. The algorithm repeatedly relaxes
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edges in a graph to find distances between vertices. Algorithm 2.5.1 describes the relaxation of
edges. Given a constraint graph, a vector of distances of each vertex from the source node and
the weights of the edges, the algorithm checks whether a vertex is reachable by a smaller distance
than its current distance. If the vertex is indeed reachable then the distance of the vertex is
updated with the smaller value. The relaxation algorithm is used by Algorithm 2.5.2. In the
start, the weights of the all edges in a constraint graph are negated. Due to the negation the
algorithm finds a longest path from the source vertex to any other vertex. The algorithm iterates
for each vertex, on line 3 and for each edge, on line 4, to compute the longest distance between
the vertices in the graph and the source vertex. After the iterations if the result of one more
relaxation is not equal to the outcome of the previous relaxation, then the constraint graph had
conflicting timing constraints, e.g, due to a positive cycle. Otherwise, the distances are ASAP
start times satisfying all the timing constraints. The distance of the destination vertex from the
source vertex is the makespan of the schedule.

The start times computed by the Bellman-Ford algorithm are a valid schedule if the constraint
graph is totally ordered. The heuristic proposed in this chapter first totally orders a constraint
graph by modelling the scheduling freedom in the problem as a scheduling-space. While traversing
the space, the heuristic uses the Bellman-Ford algorithm to assess whether certain scheduling
alternatives are feasible or not and what the impact is of an alternative on the makespan.

Scheduling-space of the scheduling problem

The scheduling-space of a machine in the scheduling problem is a LTS in which a state represents
the amount of remaining work i.e operations that are not processed yet. A transition between
two states represents processing of an operation. Thus, a path consisting of several transitions
represents an order in which certain operations can be performed.

Definition 2.3 (Scheduling-space) A scheduling-space (Q,,9) for a self-re-entrant flowshop
with n jobs having r operations each and a fixed job order consists of set of states Q =
{(s1,---,8r)]8: € {0,1,...,n}}, a set of labels ¥ = {o1,...,0,}, a partial transition function
J:Q XX — @, a start state (n,n,...,n) and a final state (0,0,...,0).

Figure 2.5 shows the reachable part of the scheduling-space of a self-re-entrant flowshop
problem with three jobs having two operations, each being processed by a single machine with
the flow vector V = [1,1]. The initial state (shown with dotted outline) represents the initial
state of the system i.e when all operations still need to be processed. The numbers inside a state
represent the count of remaining operations per re-entrance of a job. From the start state only
the last operation in the problem is possible due to the fixed job and operation ordering. In the
example of Figure 2.5 operation o2 of the third job is the last operation due to the precedence
constraints between jobs and operations. From the state (3,2) there are two possible operations
that can be processed immediately before. They are o1 of the third job or os of the second job.
There are states where only operation o is possible. For example, the state (2,2). The final state
(shown with double outline) of a state-space is (0,0) and represents that all operations have been
processed.

The reachable part of the state-space has an invariant that for a state k € @ the index k(7) is
always greater than or equal to k(i+1). Furthermore, for any state there are at most r next states
due to the fact that there are r operations. It is possible that from a given state k operations
have their precedence constraints satisfied and thus ready for processing. These invariants are a
direct consequence of the fixed operation order due to flowshops and fixed job order.

From a state all reachable states following it can be found by using the pseudo-code described
in Algorithm 2.5.3. The block starting at line (2) finds whether decrement in last operation count
for the given state is possible or not. If it is possible then a new state is created with a decrement
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Figure 2.5: An example of a scheduling-space of a flowshop scheduling instance.

Algorithm 2.5.3: FindNextStates(state,r)

NextStates + {}
if state(r) >0 then
S < state
s(r) < s(r) -1
NextStates < NextStates U {s}
end
i—r-1
while i > 1 do
if state(i) > state(i+1) then
S < state
s(i) «s(i) -1
NextStates < NextStates U {s}
end
i+i-1
end
return NeztStates

© 00 N O AW N

Ho R e
W N = O

o
<2<, BN

in the count for an operation o;. Similarly, the block starting at line (9) iteratively constructs
new states if a decrement between two consecutive operation counts is possible. For example, in
Figure 2.5 for state k = (3,2) where r = 2, the block starting at line (2) will create state (3,1)
as k(i) is non-zero and thus it is decremented. The block starting at line (9) checks whether
k(1) > k(2) which is true for the example. Thus, another state is created with a decrement in
k(1) resulting in state (2,2). Given the number of jobs and operations in the scheduling problem,
the entire scheduling-space including the transition function § is generated using the algorithm by
starting from the initial state and finding next states till the final state is reached. Additionally,
the algorithm is also used when computing different paths through the states to assess different
scheduling decisions.

Definition 2.4 (Path) A path in a scheduling-space (Q,%,0) is a sequence p = (s1,...,8;) of

states s; from @ such that for all 1 <y < x there is some o € ¥ such that 6(sy,0) = sy41. p is

said to have length |p| = z.
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A path through the states in a scheduling-space represents the order in which operations can be
performed. An example of a path in the scheduling-space shown in Figure 2.5 is ((3,3), (3,2),(3,1))
of length 3. Different paths in a scheduling-space represent orderings of operations in the scheduling
problem. Thus, evaluation of different paths leads to an evaluation of scheduling decisions. Starting
from a given state, paths which end in the same state, called a merge state, represent different
orderings of the same set of operations. For a fair comparison of possible scheduling decisions, all
paths that start from a state and merge at another state should be compared. Such a comparison
is fair because the paths represent the same amount of work achieved but with different orders.

I Definition 2.5 (Merge State) For a state s, a merge state s,, is the state where all paths
starting from the state s end.

In Figure 2.5, for the state (3,2), following are two examples of merge states: (2,1) is the
merge state for paths ((3,2),(3,1),(2,1)) and ((3,2),(2,2),(2,1)). Similarly, state (1,1) is also a
merge state for the state (3,2) with paths ((3,2),(3,1),(2,1),(1,1)) and ((3,2),(2,2),(2,1),(1,1)).
In fact all states that are reachable from the state (2,1) are merge states for the state (3,2). The
state (2,1) is a merge state with the shortest paths originating from (3,2) and is called the nearest
merge state.

Definition 2.6 (Nearest Merge State) For a state s, out of the set of all merge states Sy, the
nearest merge state is a state s, € Sj; where the paths starting from s and ending in s,, are
the shortest compared to all paths starting from s and ending in any of the states in Sj;.

Algorithm 2.5.4: NearestMergeState(state, r)

1 NextStates <+ FindNextStates(state,r)
2 s, < state

3 foreach s € NextStates do

4 d <+ state —s
5
6
7

Sp < Sp—d
end
return s,

Algorithm 2.5.4 computes the nearest merge state for a given state. It uses the Algorithm
2.5.3 to compute the next states for the given state. Then, on line 4 it computes the member-wise
difference between the given state and a next state. The difference is cumulatively subtracted
from s, which was initialized with the given state. An intuitive argument that the algorithm finds
the nearest merge state is as follows. A transition in the scheduling-space represents the execution
of an operation. All transitions from a state are possible executions of different operations. The
nearest merge state is a state where all of those possible executions have happened (else the
paths did not meet). Thus subtracting the difference of next states and the current state, to the
current state, results in a state that represents the work between the current state and the merge
state. Different paths originating from a given state and ending in the nearest merge state are
different possible scheduling decisions to achieve the same work. The following section describes
an approach to select paths through the scheduling-space in order to evaluate possible scheduling
decisions.

Ranking of paths in the scheduling-space

The scheduling-space consists of states that represent the amount of work achieved by different
transitions. From a given state there are multiple paths to achieve the same amount of work.
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Figure 2.6: A partial scheduling space.

This section describes an approach to select a path from the initial state to the final state. Such
a path represents the order of operations on a machine. Once all machines in the scheduling
problem have the operations ordered a schedule corresponding to the ordering is computed by
the longest path variant of the Bellman-Ford algorithm.

Figure 2.6 shows a part of the scheduling-space for three jobs having three operations each.
The nearest merge state of the state (3,2,1) is the state (2,1,0) reachable by six paths in total.
For example one out of the six paths is {((3,2,1),(3,2,0),(2,2,0),(2,10)). For an arbitrary instance
of the scheduling problem with r operations there can be r! number of paths between a state and
its merge state. Thus, enumeration of all path is computationally intractable for even medium
sized scheduling problems. Algorithm 2.5.7 constructs r paths out of the r! paths between a given
state and the nearest merge state. From a given state the algorithm selects the next operation by
computing productivity and flexibility of possible next transitions. Based on the productivity
and flexibility the next transitions are ranked. The transition with the minimum rank is select to
add to the path.

Definition 2.7 (Productivity of the next transitions) Given the current state s, set of possible
next states S from s, the productivity prod; of the transitions from s. to i € S equals %
where ¢, and t, are the processing and setup times of the operation corresponding to tphe
transition from s. to i. my, denotes the maximum of the processing and setup times of all

transitions from s.. The productivity equals 1 if m,, equals 0.

The productivity of a transition is a relative measure. It indicates how productive a transition
is with respect to all possible transitions from a given state. For example, in Figure 2.6, consider
the state s(3,2,1). There are three possible next states s1(3,2,0), s2(3,1,1) and s3(2,2,1). Assume
that the sums of the processing and the setup times for the transitions from s to si,s2,s3 are
9,0,7 respectively. Then the productivities for the transitions are %, g,% respectively. The smaller

the productivity, the better.

Definition 2.8 (Flexibility of the next transitions) Given a previous state sp,, current state s,
set of possible next states S from s. the flexibility flex; of the transitions from s, to i € .S



28 Chapter 2. Scheduling of self-re-entrant flowshops

equals mi where d is the minimum due-date between the operations corresponding to the
transitions between s, to s. and from s, to i. mg is the maximum of due-dates over all < € S.
Flexibility is 1 if d = co or mgq = 0.

The flexibility of a transition assesses a scheduling decision such that it can be compared to
other transitions indicating how much time is consumed from the due-dates. For example, in
Figure 2.6, consider the state s(3,2,1). There are three possible next states s1(3,2,0), s2(3,1,1)
and s3(2,2,1). Assume that the due-dates for the transitions from s to si,se,s3 are 3,6,9
respectively. Then the flexibilities for the transitions are %, g,% respectively. The smaller the
flexibility, the better.

Algorithm 2.5.5: Select NextOperation(sls,ls, PendingOps,wp,wy)

Se s

sp + sls

S < PendingOps > i.e. a set of possible next states.

for i€ S do
Compute productivity for the transition to i using s, and S in Definition 2.7
Compute flexibility for the transition to ¢ using s¢,s, and S in Definition 2.8
rankl[i] < wy X productivity +wy x flexibility

end

s <— operation from PendingOps with minimum rank

return Is+s
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From a state, the next state to visit is selected by Algorithm 2.5.5 by using the productivity
and flexibility of transitions to next states. Using the measures, one of the possible next operations
is selected while constructing a path through the scheduling space. Given a path with its second
last state sls, the last state s, states of possible next operations PendingOps and the weights
wp,wy , the algorithm ranks the states in PendingOps. Line 5 computes productivity that is a
measure of how much the relative system utilization will be in case an operation is selected as the
next operation. Similarly, the flexibility is computed on line 6 which indicates how much time
is utilized from the due-date constraint in case an operation is selected as the next operation.
The algorithm selects and returns an operation with minimum rank i.e. has minimum weighted
productivity and flexibility. Different paths to order the same set of operations represent different
scheduling choices. A selection out of these choices is made by computing ranks for the paths
based on productivity and flexibility of paths defined as follows.

T

Definition 2.9 (Productivity of a path) For a path p € P its productivity is = where x is
the start time of the operation corresponding to the last transition in path p computed by
Algorithm 2.5.6 and m is the maximum of the delay due to the paths in the set P.

Productivity of a path is a metric relative to other paths that start from the current state
and reach the merge state. It is computed using the delay computed by Algorithm 2.5.6. The
algorithm computes the start times of the operations as if the operations are performed in the
order specified by the path. As a result the algorithm returns the start time of the operations
corresponding to the last transition in the path. The result of the algorithm is used to estimate
the length of the partial schedule that is due to the order specified by the path. The variable
m is the maximum of the length of the partial schedules due to the individual paths in P. The
normalization of x with m indicates how productive a path is compared to other paths which
perform the same work.
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Algorithm 2.5.6: PathDelay(p)

1 = < S(o01) where S is a partial schedule and o7 is operation corresponding to transition
Sop — sy inp

2 for i =2 to |p| do

3 01 < operation corresponding to transition s;_o — s;—1 in p.
4 02 < operation corresponding to transition s;—1 — s; in p.

5 x < maz(S(o2),z+p(o1) +s(01,02))

6 end

7 return x

Definition 2.10 (Flexibility of a transition in a path) The flexibility of the i** transition in a

path p is %. Let 04,y and o0y, be the operations corresponding to the (i — 1)t and

the i transition in the path then increase = max(0,S(z,y) +p(z,y) + s(z,y,u,w) — S(u,w)),
Ib=38(z,y) and ub= VO’:‘?éOd(i,j,u,w).

The flexibility of the i*” transition in a path p is computed by estimation of how much the
execution of the operation corresponding to the transition consumes from the remaining time
allowed by the deadlines enforced on it. The increase denotes the estimated increase in the start
time of the operation. The denominator is the difference between the lower and the upper bounds
over the start time of operations in the transitions. In case the increase > (ub—1b) then the
transition leads to an infeasible scheduling decision. It is assumed that infeasible transitions
have flexibility equal to co. Furthermore, if ub—1b is 0 or co then it is not possible to compute
flexibility and the flexibility is assumed to be 0. For example, for the transition (2,2,0) in the path
((3,2,1),(3,2,0),(2,2,0)) in Figure 2.6 the corresponding operations are o3 — 01. Assuming = = 3,
S(03) =10 and S(01) =12 in the partial schedule then the increase = maxz(0,10+3—12) =1.
Similarly, assume that the ub =20 and b= S(01) = 12. Then the flexibility is 53175 indicating
how much a transition consumes from the available freedom from the due-date constraints between
the operations corresponding to the transition.

Definition 2.11 (Flexibility of a path) The flexibility of a path is the maximum of the flexibilities
of the transitions in the path.

Selection of a path, out of possible paths, to reach the nearest merge state is performed by
computing a rank for each path by Algorithm 2.5.7. On line (7), the algorithm computes the set
of possible transitions from the current state to the next states. For example, for the state (3,2,1)
in Figure 2.6 the nearest merge state is (2,1,0), then the NextStates = {(3,2,0),(3,1,1),(2,2,1)}
and OpStates = {(0,0,1),(0,1,0),(1,0,0)}. In the example r = 3 and the algorithm finds three
paths out of 3! paths using the states in OpStates and the states in PendingOps. The algorithm
starts with a path for each operation and then selects an operation by selecting a state from
PendingOps. The nearest merge state must be reached when all operations have been performed.
The next operation on line 21 of Algorithm 2.5.7 is selected by Algorithm 2.5.5. Given the
second last and the last state in a path the algorithm selects an operation by ranking them based
on productivity and flexibility of transitions in the scheduling-space. The algorithm continues
iteratively until all paths have reached the merged state.

A path from the initial state to the final state in the scheduling-space represents a possible
partial schedule. Algorithm 2.5.8 iteratively builds such a path. The algorithm starts from the
initial state of a scheduling-space and finds the next states for a given state till it reaches the final
state. Furthermore, the algorithm adds edges to order the operations in a graph that represents



30

Chapter 2. Scheduling of self-re-entrant flowshops

Algorithm 2.5.7: PathsToNearestMergeState(Q, state,wy,wy,r)
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NearestMergeState <+ Nearest MergeState(state,r)
NextStates <— FindNextStates(state,r)
Paths|i] < < state > iel,...,r
PendingOpsli] + {} 1el,...,r
OpStates +— <>
foreach s & NextStates do
‘ Add state — s to OpStates
end
for i <1 tor do
Append Paths[i|[i + 1] + OpStates[i] to Pathsli]
for j«< 1 tor do
if i # j then
| Add OpStates[j] to PendingOps]i]
end
end
end
for i< 1 tor do

while The last state in Paths[i] is not NearestMergeState do
sls + second last state in Paths]i]
ls < last state in Pathsli]
NextOp < SelectNextOperation(sls,ls, PendingOps,wp,wy)
Remove NextOp from PendingOps[i] and add it to Paths]i]
end
end

return Paths
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timing constraint between operations.

Algorithm 2.5.8: InitialToFinal Path(Q,%,wp, wy,r)

1 path <>

2 PrevState + get the initial state from @Q

3 CState «+ the next state by FindNextStates(CurrentState,r)
4 Add PrevState and CState to path

5 Initialize the timing constraints in a graph CG

6 S < Distances computed using Bellman-Ford on CG

7 while CState is not final state do

8 Paths < PathsToNearestMergeState(Q,CState,wy,wy,r)
9 foreach p € Paths do

10 prod < Compute produtivity for p using P in Definition 2.9
11 flex + Compute flexibility for p using S in Definition 2.11
12 rank[p] < wp x prod+wy x flex

13 end

14 p < a feasible path with minimum rank. If none then abort.

15 PrevState < CState
16 CState < first state in p
17 Add CState to path

18 Get operation o, from PrevState and CState

19 States < FindNexztStates(PrevState,r)

20 foreach s € States do

21 Get operation o from the transition between s and PrevState
22 Insert an edge from o to o, in CG

23 end

24 S < Distances computed using Bellman-Ford algorithm on CG
25 end

26 return path

In each iteration Algorithm 2.5.8 computes paths from the current state to the nearest merge
state. For every path its rank is computed. For the ranked paths the algorithm checks for
feasibility using the Bellman-Ford algorithm and by checking whether the due-date constraints
hold across different machines. The algorithm aborts in case no feasible path is found. Since the
algorithm is a best effort approach there might be feasible test cases for which the algorithm does
not find a solution.

In the case when the algorithm finds feasible paths, the path with minimum rank is selected
and the first state of the path is added to the final path. Such a selection by the algorithm
represents ordering of the corresponding operation. The edges for the ordering are added to the
corresponding graph with timing constraints with weight equal to the processing and the setup
times between the operations. Once the edges are inserted the partial schedule S is updated
by the longest path variant of the Bellman-Ford algorithm. The iteration of Algorithm 2.5.8
continues till the final state is reached.

Algorithm 2.5.8 is used to find ordering of operations for a single machine. In the heuristic
approach described in this section the algorithm is applied on all machines in the scheduling
problem one by one. Thus computing total order over each machine and the S is total i.e. for any
pair of operations it defined whether an operation is processed before or after the other. Once
operations over all machines are totally ordered a schedule is computed using the Bellman-Ford
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Parameter Value

# of Jobs (n) 1-100

# of machines (r) 1-100

Re-entrances per machine 1-10

Processing time 0-100

Setup time 0-100

# of random processing,setup and due-dates total # of operations
a,f {1,6,11,16,21}

Table 2.2: Specifications of the job sets used to test.

algorithm. In the next section the performance of the heuristic is experimentally evaluated.

Experimental evaluation

The aim of the evaluation is to assess the performance of the heuristic over a variety of randomly
generated test-cases. In the following section the experimental setup is explained followed by the
results section.

Experimental setup

The performance of the heuristic is evaluated using different test-cases with concerns as how fast
the heuristic generates the results as well as to assess the quality of the produced results. The
characteristics of the jobs and the test-cases are inspired from an Large Scale Printer (LSP) [8]
and from the classical Taillard benchmark [30] from the literature.

Table 5.4 describes the characteristics of the cases. The number of jobs and the number of
machines in a test-case is randomly generated from [1,100]. Similarly, re-entrances per machine
is randomly selected from [1,10]. The number of machines and re-entrances per machine is used
to compute the re-entrance vector. For each test-case the number of operations in a job equals
the sum of re-entrances.

In each test-case, the processing times for randomly selected n X r operations is generated
from [0,100] where n is the number of jobs and r is the number of operations per job. Similarly,
the setup times are generated for randomly selected pairs of operations from [0,100]. For the
same pair, an integer dd is generated from [0,100] to compute the deadline d = (p+ s) x a+dd
or d = (p+s) x f+dd depending on whether the pair of operations belong to the same job
or different jobs. (p+s) is the sum of the processing and the setup time for the pair. The
parameters «, 3 control the strictness of the deadline; the smaller the value the stricter a deadline
is. Cases consisting of single job or single operation in a testcase are not considered because there
is no scheduling freedom in the testcase. In total, there are 57825 test-cases generated in the
experiments.

The experiments are performed on an Intel 3.1 Ghz CPU with a single thread running Ubuntu
14.04. For each test-case the wall clock time is reported in the experiments. Furthermore, the
heuristic was allowed to only run for a maximum of 60 seconds.

The lower bounds on the makespans used in the experiments are computed for each test-case
using IBM OPL modelling language (ILOG) [11] with a time-limit of maximum 60 seconds. ILOG
also proved infeasibility for 52290 testcases out of the total of 57825 testcases within 60 seconds
of the time limit. The OPL model of the scheduling problem only considers processing time and
due-date constraints and thus provides a lower bound on the makespan of the scheduling problem
which also considers the setup times. The model consists of the start times of the operations
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Criterion Minimum Median Maximum
makespan / lower bound 1.0 1.06 2.15
runtime (s) 0.009 0.3 58.52

Table 2.3: Results of the experiments.

as decision variables. The precedence constraints between operations and the unary machine
constraints are modelled using the scheduling constructs provided by the OPL language. Including
the setup time constraints makes the model prohibitively slow and thus does not provide many
results.

Results

The evaluation of the heuristic is performed by considering the makespans of the schedules found
and the runtime spent by the heuristic to find the schedules. The summary of the results is shown
in Table 2.3. The first row describes the assessment of the quality of the schedules found by the
heuristic. For each test case, the quality is the ratio between the makespan of the schedule and
the estimated lower bounds. Similarly, the second row shows the amount of time per operation
spent by the heuristic to find a schedule.

The minimum, median and maximum runtime of the heuristic is shown in Table 2.3 with
seconds per operation as units. The statistics are from performance of the heuristic to find a
schedule for each testcase. The minimum time that the heuristic spent is 0.009 seconds. The
maximum amount of time the heuristic spent is 58.52 seconds per operation. The median time
that the heuristic spent is 0.3 seconds. The maximum amount of time is usually spent for the
testcases which are large and have strict due-dates. The statistics show the runtime of the
heuristic when tested over a diverse set of testcases.

Out of 2320 schedules found by the heuristic, for 2137 cases ILOG estimated lower bounds
within 60 seconds. 966 out of 2320 schedules, i.e. 41% of the schedules, found by the heuristic
are optimal because their makespan equals to the lower bound for the testcase. However, for
the cases for which the makespan of the schedules found do not equal to the lower bound, the
optimality cannot be concluded because a schedule equal to the lower bound is not found. Such
a conclusion can only be drawn when a schedule with a makespan equal to the lower bound is
found.

If the heuristic found a schedule with a makespan same as the estimated lower bound then
the ratio of the makespan with the lower bound is one. Even, for the case when the schedule has
makespan equal to 0 (avoiding %) because, for some test cases, all operations may have processing
and setup times equal to 0. The median, that is 1.06, indicates that the schedules are 6% longer
the estimated lower bounds. The maximum ratio between the makespan of a schedule found by
the heuristic and the lower bound is 2.15 times longer than the lower bound. The cases for which
the lower bound was 0 but heuristic found a schedule with makespan larger than 0 (leading to a
divide by 0) are not considered in the comparison.

It is not sufficient to only consider the minimum, median and makespan as metrics. Additionally,
the distribution of the makespans and runtimes also provide insight. Figure 2.7a shows the
distribution of makespan ratios. The figure is a boz-whisker plot [31] in which the box shows the
spread of the 50% of the ratios. The box has two whiskers one on the upper side of the box and
one on the lower side of the box. The length of a whisker shows the spread of the 24.65% of the
ratios. The line that splits the box into two halves marks the median (1.06) of the distribution.
The ratios that are 2.698 times above the median are considered as outliers [31] as they are
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Figure 2.7: Distribution of makespan ratios and runtimes.

statistically considered as outliers and are not shown in the figure. 41% of the schedules found
were optimal and for 49% of the test cases the schedules found by the heuristic are less than
or equal to 6% longer than the computed lower bounds. 25% of the schedules are between 6%
and 38 % longer than the estimated bounds. 24.6% of the schedules are between 38% and 85%
longer than the estimated lower bounds. 0.40% are between 85% and 2.15 times longer than the
estimated bounds. These 0.40% are outliers not shown in the plot.

Figure 2.7b shows the spread of the runtime of the heuristic that was given a time limit of
60 seconds. The median runtime of the heuristic over the test-cases is 0.3 seconds. For 49% of
the test-cases the heuristic takes 0.3 seconds or less. 25% of the schedules are found in between
0.3 and 3.25 seconds. 24.6% of the schedules are found in between 3.25 and 7.95 seconds per
operations. 0.40% of the schedules are computed in between 7.95 and 58.52 seconds. The variation
of the runtime is due to the different number of jobs in the test set. Furthermore, the number of
re-entrances increase the number of operations in a job thus causing the variation in runtimes.
The runtime of the scheduling methods of variants of the scheduling problems vary between 2
to 50 seconds [23] where the results presented in work were generated within maximum of 60
seconds per test case.

Conclusions and Future work

This chapter has shown that the problem of scheduling self-re-entrant flowshops with sequence-
dependent setup times, relative due-dates and with fixed job order is NP-Hard. The proof of
complexity consists of a reduction of the st-TSP problem to the version of the scheduling problem,
called the squared version, that has the same number of jobs and operations. The squared version
of the scheduling problem is a sub-class of the scheduling problem that has an arbitrary number
of jobs and operations. The optimization version of the scheduling problem is then shown to be
NP-Hard. On the other hand, finding an optimal schedule for classical flowshop with with fixed
job order can be done in polynomial time.

A heuristic approach to schedule self-re-entrant flowshop with sequence dependent setup times,
relative due-dates and fixed job order has been described in this chapter. The heuristic uses the
scheduling-space to find possible scheduling alternatives. The alternatives are assessed by two
metrics, namely, productivity and flexibility. Using these metrics, the heuristic finds a schedule
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by constructing a path from the initial state to the final state in the scheduling-space satisfying
the processing time, setup time, relative due-date and ordering constraints. The performance
of the heuristic is assessed by testing over a randomly generated testset that is inspired from
benchmarks from the literature and industrial testcases. The experiments show that the median
increase in the heuristic schedules is 6% compared to the estimated lower bounds with median
runtime of 0.3 seconds.

As a future work, computation of lower bounds is proposed. These lower bounds can be used
for assessing the performance of the heuristic over the testcases for which the exact methods
require intractable amount of time. One such lower bound is to use the distances computed by the
Bellman-Ford algorithm on the partial schedules. However, such a lower bound is not tight as it
ignores the possible setup times that may arise when operations are totally ordered. Considering
the setup times in conjuction with the information from the distances from the Bellman-Ford
algorithm should serve as a tighter bound than considering them separately.

As an extension to the heuristic, back tracking can be added. Back tracking might allow
reversal of choices that the heuristic made after further exploration of the scheduling-space. Such
an extension might be very useful for the testcases where the heuristic aborts because no feasible
choice is found. The scheduling space can be extended to self-re-entrant flowshops without a
fixed job order. Such an extension will make the heuristic proposed in this chapter applicable to
other systems where fixed job order is not a requirement.






3.1

“Simplicity is the ultimate sophistication” -
Leonardo da Vinci

Specialised heuristic for LSPs

A Large Scale Printer (LSP) prints thousands of sheets per day at high quality for books,
commercial letters etc. The total time spent to print the sheets determines the productivity of
an LSP. When a print request arrives, a scheduler computes the time at which the operations
for the request will be performed. Computation of the schedule should not become a bottleneck
because processing of the request cannot start before a schedule is ready. This chapter describes
a specialized version of the heuristic described in Chapter 2. The aim is to find out whether
better quality schedules, i.e. with shorter makespans, can be found for the LSP by incorporating
additional information.

The specialization simplifies the heuristic by computing the set of possible choices as ordering
tuples. This specialization offers a simpler alternative to computing the scheduling-space thereby
avoiding the need to find and rank paths in the scheduling-space. These tuples are then ranked
using the metrics: productivity, flexibility and distance. The distance metric improves the quality
of schedules in cases where other metrics have the same value. The heuristic is applicable to
2-self-re-entrant flowshops i.e. flowshops where at least one machine processes a job exactly twice
and the machines which do not process the jobs twice must only process them once. Section 3.1
introduces the path that sheets follow through an LSP. The problem of scheduling sheets in a
printer is defined in Section 3.2. The related work is described in Section 3.3. The constraint
graph for an LSP is defined in Section 3.4. The specialized heuristic is described in Section 3.5.
The results of the experiments with the heuristic to schedule an LSP are described in Section 3.6.
The specialized heuristic is compared with the general heuristic of Chapter 2 in Section 3.7. The
comparison is to assess how the heuristics perform with respect to each other. This chapter is
concluded and future work is described in Section 3.8.

Paper path of an LSP

A paper path in a printer is the path that sheets follow through different components. Figure 3.1
shows a paper path of a duplex printer (i.e. a printer that prints on both sides of a sheet). The
arrows represent the flow of sheets and a hexagon is a component that processes sheets. A sheet
enters from the Paper Input (PI) component, gets printed on its first side in the Image Transfer
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Figure 3.1: Flow of sheets through the paper path in an LSP.

(IT) component (referred to as the first pass) and returns back to get its second side printed (the
second pass). After the second pass a sheet leaves through the Paper Output (PO) component.
At the merge point the return path meets the input path and at this point a scheduling decision
is made whether to first print a returning sheet or a new sheet. This decision is referred to as
determining the interleaving of sheets. The second pass sheets re-enter the print section and are
called re-entrant sheets. It is assumed for simplicity that all sheets are duplex sheets. Under this
assumption, simplex sheets can still be printed by allowing the simplex sheets to re-enter but not
print them for the second time.

The arrangement of components in a paper path is similar to arrangement of machines in shop
scheduling [10]. The components are shared between the sheets. The IT component may need to
perform additional steps, called setups, before printing the next sheet. For example, printing on a
coated paper may require to heat up the ink. If the ink was already at the required temperature
(because the previous sheet required the same temperature) then no setup is required. Thus it
depends on interleaving decisions whether a setup is required or not. This conditional setup is
known as sequence dependent setup [10]. In practice, for an industrial printer, the setup times are
significantly larger (10-15 times) than the print times. The heuristic consecutively interleaves
sheets with similar setup requirements to minimize the number of setups and to increase the
productivity of an LSP.

The re-entrant sheets travel back to the merge point over the return path. There are bounds
on the speed it can travel on the return path. A relative due-date is the upper bound between
the first and the second passes of a sheet due to the lower bound on the travel speed. The
combination of re-entrance, sequence dependent setup times and relative due-dates define the
specific scheduling problem.

Problem definition

An LSP consists of components that perform operations on sheets. The operations are: input a
sheet, print a sheet and finish a sheet. An LSP is a special case of re-entrant flowshops [10, 32] as
shown in Figure 3.2.

Recall from Section 2.2 that a self-re-entrant flowshop consists of a set M = {p1,..., i, ., ftm }
of machines processing a jobset J={ji,...,jn . The circles in a job shown in Figure 3.2(a) are
operations. The machines process the jobs in an order described in a flow vector V= [v1,...,vy]
with v; € {1,...,m} in which the processing of every job starts from the first machine, i.e. v1 =1
and ends at the last one, i.e. v, =m. The flow vector for the LSP is [1,2,2,3]. In a self-re-entrant
flowshop, a job is either re-processed by the same machine or passed on to the next machine. It
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(a) 3 jobs having 4 operations each. (b) 3 machines.
Figure 3.2: The jobs (a) and the machines (b) in an LSP.

means that in the flow vector V, v;41 either equals v; or is the index v; +1 of the next machine.
Thus the flowshop operates r times on a job with the set O;={0;1,...,0;,} denoting the set of
operations of a job j; and r is a positive integer that denotes the number of operations performed
on each job. For the LSP every job has 4 operations i.e., r =4. The set Oy= Ujiej O; contains
the operations of all jobs in the jobset 7. In Figure 3.2(a) a job is a sheet in the LSP. The jobs in
the flowshop have a fized job order where the processing of jobs start from j; and ends with j,
i.e. j1 = jo — -+ — jn. For each machine, the operations from different jobs are required to be
ordered as the machine is a unary resource. The LSP is an example of a 2-self-re-entrant system.

The y*" operation of a job j, is 02,y that takes p(x,y) time units to execute. A machine can at
most perform one operation at a time and preemptions are not allowed. A machine may require
additional time, called sequence dependent setup time, to prepare for the processing of the next
operation. The sequence dependent setup time between an operation oy, and an immediately
following operation oy, 4, is s(z,y,u,w). Similarly, a relative due-date d(z,y,u,w), is the maximum
allowed amount of time difference between the start of the processing of an operation o, and
the start of the processing of an operation oy, ,,. Operations are non-preemptive. A machine is
available immediately after completion of an operation. For an operation o, its start time is
S(x,y) where S is a schedule. Following is an example of a re-entrant flowshop with a single
machine and 3 jobs.

The LSP is a restricted case of the class of self-re-entrant flowshops. Every job has four
operations mapped on three machines. The first and the fourth operation are mapped on the first
and the third machine. The second and the third operations are mapped on the second machine.
There are no relative due-dates between operations of two jobs. The due-date between the first
and the second operation of every job is same as the sum of the processing and the setup time
between the operations. Similarly, the due-date between the third and the fourth operation of
every job is same as the sum of the processing and the setup time between the operations. The
due-dates between the second and the third operations are larger than the sum of the processing
and the setup times between the operations. They are larger because of the lower bounded travel
speed for the third operation. Given these constraints, makespan of a schedule is used to asses
how well a schedule performs. Makespan is defined as follows.

Definition 3.1 The makespan, C7, of a jobset J is the start time of an operation that is
I performed the last in a schedule S computed as C7= Ox:;’ngOJS (z,y).

The challenge is to find a schedule S such that the makespan C of the schedule S is minimal.
It suffices to consider start times, instead of the completion times, because the operation oy, , is
the last operation to finish in a schedule due to the fixed job and operation order. Furthermore,
a valid schedule always exists for any LSP and jobset. An intuitive argument is that a single
job always has a schedule and that a schedule for a jobset can always be formed by considering
each job separately without interleaving because the relative due-dates only exist between the
operations of the same job and the timing constraints between the operations of a job are assumed
to be always feasible. Thus, a non-interleaved schedule will always be feasible and therefore a
valid schedule always exists. Although a non-interleaved schedule always exists, it will not be as



3.3

3.4

40 Chapter 3. Specialised heuristic for LSPs

productive as a schedule with interleaving because, in the considered LSP, travelling back on the
return path typically takes more time than interleaved printing.

Related work

Johnson provides in [33] a polynomial time algorithm to schedule flowshops with two machines
and showed that scheduling more than two machines is NP-Complete. The CDS heuristic in [34]
uses Johnson’s polynomial time algorithm to find schedules for flowshops with more than two
machines. However, Johnson and the CDS heuristic do not consider re-entrance, setup times
and relative due-dates. Branch and bound based approaches presented in [35, 36] find optimal
schedules for the flowshop scheduling problem. Similarly mized integer programs are used by [37,
38] to solve different variants of flowshop scheduling problem to optimality but are not suitable
for scheduling at runtime.

Several heuristics to solve flowshop scheduling problems faster are proposed. For example,
by using simulated annealing [39] or genetic algorithms [40]. However, because of the due-dates
in the LSP scheduling problem, it is not guaranteed that these algorithms will find a schedule.
Other methods to find the schedules faster use a ranking function (as the heuristic presented in
this paper). For example, slope index based ranking in [41], rapid access algorithm in [42] or
the NEH heuristic in [43]. These methods rank the jobs to find the near optimal job orderings
and do not focus on combination of re-entrance, setup times and due-dates. Less attention has
been given to re-entrant flowshops. A branch and bound algorithm is used in [44] to schedule
a re-entrant flowshop, but it is not suitable for scheduling at runtime. The heuristic described
in this chapter is compared with the Modified Nawaz Enscore and Ham (MNEH) heuristic of
[32] particularly for the LSP flow shop instances. The heuristic outperforms MNEH because it
considers partial schedules that favor rescheduling if better for the later stages of iteration.

Constraint graph model for an LSP

Recall, from Section 2.5.1, that a constraint graph is a tuple cg(V,E = EcUEo,w,G,m,vs,vyq).
The set V is a set of vertices that are the operations performed by machines over each job.
For instance, ¢; and d; in Figure 3.3 are examples of vertices in a constraint graph for three
jobs j1,72,73 having four operations a;,b;,c;,d; each on a self-re-entrant flowshop with flow
vector V =[1,2,2,3]. The set ECV xV is a set of directed edges. An edge (c1,d1) € E with
weight w(ci,d1) = 6 denotes a timing constraint between operations ¢; and dy. Let ., and
tq, be the start times of ¢; and di respectively then the timing constraint modelled by the
edge is tq, >t., +w(c1,d1). The timing constraints due to the processing and the setup time
requirements have a non-negative weight. The timing constraints due to the relative due-dates
have negative weights. For example, in Figure 3.3, the edge (c1,b1) has weight —12 with the
constraint ¢, > t., —12. The function w : F — Z maps each edge in cg to its weight.

The set E of edges is partitioned into two sets Ec and Ep. The set E¢ consists of compulsory
constraints that must not be violated. The compulsory constraints are due to the relative due-
dates, the order of operations due to the flowshop and due to the fixed job order. The constraint
graph with only its compulsory edges is called compulsory constraint graph and consists of solid
and dashed edges. The set Eo contains optional constraints that can be added to E¢ to enforce
an order between two unordered operations. In Figure 3.3 the optional constraints are denoted
as dotted edges. For example, the edges (c1,b2) and (be,c1) are optional edges. A scheduler
can add (e1,b2) to the set of compulsory edges when bs is processed immediately after ¢;. The
weights on the optional edges denote the timing constraints that must be enforced if an operation
immediately follows the other. The function G : V' — {1,...,m} determines the group of a vertex.
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Figure 3.3: An example of a constraint graph for an LSP.

Operations that are processed at the same machine have the same group. The optional edges are
only between vertices that belong to the same group. The source vertex vs is a vertex with no
incoming edge and has one outgoing edge with weight 0 to the vertex corresponding to the first
operation of the first job. The destination vertex vg is a vertex with no outgoing edge and has one
incoming edge with weight 0 from the vertex corresponding to the last operation of the last job.

The example in Figure 3.3 has four operations for each of the three jobs. The columns show
the operations of a job. Operations a; belong to the first group, b; and ¢; to the second group
and d; to the third group. For each group it needs to be decided by a scheduler when to perform
an operation. The time instant at which an operation starts is called the occurrence time of the
operation. It is defined as follows.

Definition 3.2 A occurrence time of vertex a € V' is t, € N such that all compulsory constraints
hold. Schedule S has for each operation its occurrence time.

A schedule S for a constraint graph is feasible if and only if all compulsory constraints hold
on the schedule. A schedule can be computed by finding the longest path between the source
vertex and the other vertices by only using the compulsory edges. The longest path variant
of the Bellman-Ford algorithm can be used to find such schedules as specified in Section 2.5.1.
Operations may require resources when their processing starts. For example, printing a sheet
requires that the IT component is free. Therefore operations in the same group must be ordered
and the constraints must ensure that the resources are used exclusively. The vertices are ordered
by enforcing edges from the set of optional edges Fp. The set Ep is assumed to contain the
constraints for all possible orderings.
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Definition 3.3 A path p in a constraint graph is a non-empty sequence of connected edges
(a,b) = -+ — (c,d) from the set E. The length I, of path p is the sum of the weights of the
edges in p i.e., I, =w(a,b) +---+w(c,d). The path starts from vertex a and ends at vertex d.
A cycle is a path starting and ending at the same vertex.

Definition 3.4 A non-negative path p is a path consisting of only edges with non-negative
weights i.e., for any edge (a,b) in p its weight w(a,b) > 0.

In Figure 3.3 (vs,a1) — (a1,b1) — (b1,b2) is a non-negative path with length 8. The path
(b1,b2) = (ba,c1) = (c1,b1) is a cycle with length 243 —12 = —7. Cycles in the compulsory
constraint graph with length greater than 0 cannot be satisfied by schedules and are thus
prohibited.

Definition 3.5 A vertex a precedes vertex b if there exists a non-negative path of compulsory
edges from F¢ starting from a and ending at b. A vertex a immediately precedes vertex b if
there exists an edge (a,b) € E¢ with non-negative weight w(a,b) > 0.

Choices in interleaving of jobs are different possibilities to order a set of vertices in the same
group. They represent in what order a unary machine can perform a set of operations. In Chapter
2, these choices were presented as a transition between two states. In the specialized heuristic
described in this chapter, a choice is represented as an ordering tuple defined as follows.

Definition 3.6 A tuple ot((a,b),(b,c)) of edges (a,b) and (b,c) from FE is called an ordering
tuple for vertex b if a immediately precedes c. An ordering tuple is feasible if and only if
adding the edges in the tuple to F¢ does not introduce a cycle with positive length in the
compulsory constraint graph.

It is assumed that E contains all edges for an ordering tuple for all possible interleavings. The
set of ordering tuples for vertices in the groups is defined as follows.

Definition 3.7 The set OTF = {((a,b), (b,¢)) | a,c € V;} is the set of all feasible ordering tuples
for vertex b in its group x. OT* = Ubevx OT} is the set of all orderings of all vertices in V.
oT = Ume{17.._7m} OT? is the set of all ordering tuples for all groups.

Once the set of all feasible ordering tuples is known, the question is how to find the set of
ordering tuples that lead to an optimal schedule. This problem is called the vertex ordering
problem described in the following problem statement.

Definition 3.8 (Vertex Ordering Problem) Find a feasible set of ordering tuples OT*? C OT
such that vertices in all vertex groups are totally ordered i.e., For every z in {1,...,m} : (=,V4)
is a total order and the time of occurrence t,, of the destination vertex vy is minimal.

Once the vertex ordering problem is solved, a schedule can be computed using the longest
path variant of the Bellman-Ford algorithm. The heuristic proposed in the following section uses
the constraint graph to find schedules for an LSP.

Proposed heuristic approach

A schedule for a re-entrant flowshop is the occurrence times of all totally ordered vertices in all
groups. The makespan of a schedule depends on the selection of ordering tuples. Three metrics
are described, namely, productivity, flexibility and distance to assess the impact of an ordering
tuple on the constraints and on the makespan. Using these metrics, the heuristic ranks and selects
ordering tuples to compute a schedule.
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Productivity quantifies the impact of an ordering tuple on the makespan of a schedule. To
compute productivity, Equation 3.1 first computes d j, which is the maximum possible increase
in time of vertex ¢ that can result from any ordering tuple ot((a,b), (b,c)) in the set OT}".

dyp = max max(t., max(t,t, +w(a, b))+ w(b,c)) (3.1)
oteOT}

Intuitively, productivity quantifies how restrictive the constraints in the ordering tuple are
compared to all possible ordering tuples for a vertex. The ordering tuples that require setups have
larger weights w(a,b) and w(b,c) than the ordering tuples not requiring a setup. The productivity
of an ordering tuple ot((a,b),(b,c)) in a set OT; for vertex b is computed in Equation 3.2 where
P,; =0 indicates a maximally productive ordering tuple..

max(t., max(ty, t, +w(a,b)) +w(b,c
pog= el malinte T ule) +uit) 52)

An ordering tuple enforces new constraints consuming the time between the due-date and the
start time of a vertex. Flexibility of an ordering tuple ot((a,b),(b,c)) quantifies the effect of the
edges over the due-date constraints between vertex b and other vertices. Let D; contain all edges
with negative weight (due-dates) originating from vertex b, and let = be the vertex to which the
due-date is the smallest out of all dates in Dy, then Equation 3.3 computes the flexibility of the
tuple ot.
max(0,t, —tp +w(a,b))

—w(b,x) —w(x,b)

Equation 3.3 denotes the ratio between the excess amount of time used by an ordering tuple and
the total allowed time by the due-date constraint. ¢; and ¢, are the occurrence times of vertices b
and a computed from the partial solution (by considering the edges in F¢o and the set OTSOl).
The less the excess usage the more operations might be feasible later on due to relatively more
scheduling freedom. F,; =0 indicates the most flexible ordering tuple.

Let dist. be the least number of edges required on a path from v to vertex c¢. The distance for
the ordering tuple ot((a,b), (b,c)) denotes length of the interleaving and is computed as follows.

Foy = (3.3)

|V|—dist.

Plov ="y

(3.4)

The distance metric DT, is additional to the metrics described in Chapter 2. For 2-self-re-
entrant flowshops, distance improves the utilization of a machine for the cases where productivity
and flexibility of two ordering tuples is same. For such cases, the improvement is because the
ordering tuple with more sheets on the return loop are preferred. Thus, the ordering tuple
represent a choice with higher machine utilization.

Using the three metrics a rank (lower is better) is computed for ordering tuples in Equation 3.5.

Rot =kp X Poy +kp X For +kpr X DTy (35)

The relative weights (kp,kp,kpr) sum up to 1 and indicate the relative importance of the metrics
when determining the ordering of events.
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Algorithm 3.5.1: A heuristic to determine OT*° while minimizing ¢, 0

OTsol =¢

compute vertex groups V,, for x € {1,...,m} using G

T=¢

for each x € {1,...,m} do

while 3b,c € V. not ordered in V, do

compute and update T with occurrence
times of v € V,

compute set of ordering tuples OT}’

compute rank R for all ot € OT

select a feasible ot with minimum R,

add the edges (a,b) and (b,c) from ot to E¢

add the tuple ot to QT

end
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e
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end
return O75°

=
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The proposed heuristic approach in Algorithm 3.5.1 ranks and picks different ordering tuples
to minimize the occurrence time of the destination vertex vy. The selected ordering tuples are
in the set OT*°" and denote a feasible schedule. The algorithm starts by computing the vertex
groups V, using the grouping function G. The heuristic iterates for each vertex group and finds
a pair of vertices a,b that are not ordered. To order the pair it computes the feasible ordering
tuples, ranks them and selects the tuple with minimum rank. The edges in the selected tuple
are added to E¢ and the tuple is added to OT*°". The algorithm terminates and returns QT
which is a feasible schedule. The Bellman-Ford algorithm has complexity O(|V'|?) and is used by
the heuristic to find whether a schedule is feasible or not. Furthermore, per group, the heuristic
iterates with complexity O(|V|?). Hence, the complexity of the proposed heuristic is O(m|V|?)
where m is the number of machines). The heuristic is evaluated on testcases from the operation
of an LSP in Section 3.6.

Experimental results

The experiments aim to assess the quality of the heuristic by comparing schedules generated by
the scheduler used in Cannon VarioPrint i300 (referred to as the Eager scheduler), the Mixed
Integer Programming (MIP) scheduler, the modified NEH heuristic from [32] (MNEH) with
restricted iterations for use at runtime and estimated lower bounds on the optimal makespan.
The experimental setup is first described followed by the details of schedulers, the details of the
testset and the experimental results.

Experimental setup

The experiments are performed on two platforms (because of restrictions of the software to
different platforms with node locked licenses). The lower bounds, our heuristic scheduler and the
MIP were solved using an Intel Core i7 CPU running at 2.67GHz with Ubuntu 10.10. The Eager
scheduler and the MNEH [32] were tested on a Intel Core i7 CPU running 3.1GHz with Windows
7. The Eager scheduler is proprietary software and is only available on Windows. However, the
differences of the platforms have no effect on the makespans of the schedulers (the main aim of
the comparison). The MIP is solved using CPLEX 12.6, which also provided the lower bounds.
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Figure 3.4: The operation of the Eager scheduler.

CPLEX was run for at most 300 seconds per testcase.

Details of schedulers, heuristics and lower bounds

The Eager scheduler currently in use the LSP is a First Fit (greedy) scheduler. Figure 3.4 shows
the computation of a schedule for sheets s1,...,s,. Let t; be the time when sheet s; is at the
merge point for the first time. The eager scheduler assigns 77 =1 +(2; as the time instant when
sheet s; will be at the merge point for the second time after travelling on the return path for 2y
time units. The time €27 is chosen based on the fastest speed s; can travel back to the merge
point. The first pass of the next sheet, s, can be printed A; time units later than ¢;. Aq is
the sum of the processing time of s; and the setup time between s; and sg. Similarly, the start
times, t; and T; for 1 <i < k are computed. If the first or the second pass of a sheet cannot be
interleaved then the sheet is scheduled at the end of the partial schedule. The simplicity of the
Eager scheduling motivates its use in practice.

The MIPs are solved with CPLEX [45] to compare the heuristic to optimal solutions. However,
in many cases, CPLEX fails to find a feasible solution within the time bound. The Lagrangian
relaxation of the MIP program is less compute intensive and provides a lower bound (LB) on
the makespan of the optimal schedule. Note that the lower bounds do not necessarily have
corresponding schedules that achieve a makespan of the lower bound.

The heuristic described in this chapter is also compared to the state-of-the-art greedy heuristic
in literature, for which the MNEH heuristic of [32] is used to generate schedules in only a single
iteration. The MNEH heuristic performs a backward iteration over the given initial seed sequence
(i.e. a schedule without interleaving). The original MNEH continues to iterate over the (partial)
schedule found till no further improvement is possible. In contrast, the heuristic proposed in this
chapter only performs single backward iteration. For fair comparison, the MNEH heuristic was
also run in a greedy fashion, i.e., restricted to single backward iteration. In the iteration, the
MNEH heuristic starts from the last sheet in the seed sequence and selects the ordering tuple that
results in minimal makespan for the partial schedule. The heuristic continues to find ordering
tuples in backward direction.

Test set

The experiments test the heuristic on a set of 701 schedule requests varying in size between 18
and 800 sheets. Sheets in a schedule request can be one of 19 different types. Examples are sheets
of different thickness, length etc. The types of sheets with patterns are shown in Table 3.1. These
patterns are representatives of typical schedule requests for the LSP. Each pattern is a type of
schedule request with a specific pattern of sheets. The patterns are shown as regular expressions
with literals a — s where each literal represents a different type of sheet.

The testset consists of 5 categories of patterns. The first category Repeating A (RA) consists
of cases with repeating patterns of sheets in which an a type sheet is followed by several b type
sheets. In category Repeating B (RB) a testcase is one, two or three a type sheets followed by
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Category  Pattern

RA (a(b)t)*

RB ((a|aa|aaa)(b)*)™

BA (] [ (d°[d*) ] --- [ ("0 1 g°9))°
BB (0] R29) | (%9 14°))

H grlkt]---|st

Table 3.1: Categories and patterns in the testset.
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Figure 3.5: Comparison of different schedulers for the RB category.

several b type sheets. In category block A (BA) sheets are grouped in 5 blocks with each block
having 10 or 20 sheets of type ¢ —g. In category block B a testcase has 5 blocks of sheets. Each
block consists of 10 or 20 sheets of type h or i. In the Homogeneous (H) category a testcase
consists of all sheets of the same type. The different type of sheets when processed one after
another require setups and have different due-dates.

Results

The number of setups encountered can be reduced by interleaving (recall that setups take
significantly more time compared to print time). 4 out of 5 categories in the testset have different
types of sheets potentially leading to setups. The heuristic uses the ranking function with
weights kp = 0.8, kp = 0.15, kpr = 0.05. The weights have been determined by experimentation.
Flexibility ensures that the heuristic generates partial schedules that prefer later on scheduling of
remaining operations over higher performance. Overall, the heuristic generates schedules that
have an average difference of 25% from the lower bound. The performance of the heuristic is
relatively best for category RB.

Figure 3.5 shows the comparison of the makespans for 5 (randomly selected) testcases from
RB shown on the x-axis. The makespan of schedules generated by the schedulers (Eager =
E, our heuristic = HS, lower bound = LB) in logarithmic scale is shown on the y-axis. The
Eager scheduler does not interleave the sheets based on their types but based on a fixed delay
per sheet. The fixed delay does not necessarily minimize the number of setups. Similarly, the
MNEH heuristic generates partial schedules that are not flexible resulting in schedules with larger
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Figure 3.6: Comparison of different schedulers for the H category.

makespan. The heuristic, when computing productivity, aims to minimize the number of setups.
In 56% of the cases our heuristic generates schedules with the same or better makespans as the
MIP but in much less time (MIP was running for at most 300 seconds).

Figure 3.6 compares the makespans for category H consisting of 5 (randomly selected) test
cases shown on the x-axis and the makespan shown on the y-axis. Due to the similarity of sheets
in a job there are no setups required and thus flexible (partial) schedules are not required.

Figure 3.7a compares the heuristic directly to the Eager scheduler. The categories are shown
on the x-axis and the y-axis shows the ratio of heuristic makespans to the Eager makespan. For
each category, the rectangles show the region where the ratio of makespans of 50% of the test
cases in the category fall. The bottom end of the line is the minimum and the top end of the
line is the maximum of the ratios observed in the problem set. The line splitting a rectangle is
the median of the ratios. A ratio less than 1 indicates that the heuristic performs better. The
heuristic out-performs the Eager scheduler in 4 out of 5 categories (i.e. 92% of total test cases).

Similarly, Figure 3.7b compares the makespan ratios of our heuristic with the MNEH heuristic.
Our heuristic out-performs the MNEH heuristic in all categories because the MNEH heuristic
greedily focuses on maximum productivity and not flexibility. Figure 3.7c compares the ratios of
our heuristic makespans to the lower bounds. The comparison indicates that the heuristic may
have room for improvement for the RA category. Recall, however, that the lower bounds are
estimates and might not be tight. The heuristic, to calculate schedules, requires on average 0.3
seconds per sheet and in worst case (for largest schedule request) 6.95 seconds per sheet. On
average, over all categories, the proposed heuristic generates schedules that are 40% shorter than
the Eager scheduler, have an average difference of 25% compared to the estimated lower bound
and generates schedules with less than 67% of the makespan of schedules generated by the MNEH
heuristic. The MNEH heuristic requires on average 0.01 seconds per sheet and is faster than the
proposed heuristic trading off runtime over higher quality schedules.

Comparison of the specialized heuristic with the general heuristic

It is of interest to compare the performance of the specialized heuristic with the general heuristic
of Chapter 2. How do they compare considering the quality of the schedules and the time that it
took to find them. The question arises because the general heuristic can also solve the testset
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Figure 3.7: Comparison of different schedulers with the heuristic proposed in this chapter.
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Figure 3.8: The comparison of the general heuristic with the specialized heuristic.

described in Section 3.6.3. To compare the heuristics, we find schedules for each of the testcases
using both heuristics and evaluate how they perform.

Figure 3.8 shows the results of the comparison. The makespan of the schedules found by each
of the heuristic are normalized by the lower bounds computed using CPLEX. These normalized
makespans are shown in the x-axis. The absolute runtime is shown on the y-axis in logarithmic
scale. For each testcase, the schedules found using the specialized heuristic are shown as a circle.
The schedules found using the general heuristic are shown as boxes. The stars mark the average
makespan ratios and average runtime for each of the heuristics. The average makespan ratio is
1.26 and 1.42 for the specialized and the general heuristic respectively. The average runtime is
269.48 seconds and 205.69 seconds for the specialized and the general heuristic respectively. On
average, the specialized heuristic finds shorter schedules but takes more time compared to the
general heuristic.

It is not sufficient to only consider average behaviour of the heuristics. There is clearly a
larger concentration of schedules towards the lower left corner of the figure. The dotted and
dashed rectangles show the concentration of the testcases for the specialized and the general
heuristic respectively. The center of the concentrations are around the medians. The median
makespan ratios are 1.21 and 1.41 for the specialized and the general heuristic respectively. The
median runtimes are 8.24 seconds and 5.86 seconds for the specialized and the general heuristic
respectively. As a trend in the schedules within concentrations, the specialized heuristic finds
shorter schedules but also takes more time. This trend is indicated by the height and the width
of the bounding rectangles for schedules generated by both heuristics.

Additional to the trends outlined by the concentrations, there are schedules, for both heuristics,
which take more runtime and, compared to others, have longer makespans. For these cases,
as indicated by the increased runtime, the heuristics have a larger solution space to explore.
Moreover, as the lower bounds are not exact, having higher makespan ratio does not always
indicate that the heuristics performed poorly. There might be no schedules for those testcases that
is as small as the lower bound. Recall that the lower bounds are computed using the Lagrangian
relaxation for the mixed integer program for the scheduling problem. Furthermore, many jobsets
in the testset consist of more jobs than others. The relaxation for such jobsets does not consider
the setups that may arise when a schedule is computed. In that case, the lower bound does not
consider the setups and will be significantly smaller than an exact lower bound which is computed
from an optimal schedule. This may in turn result in a larger makespan ratios than reality.

The way the heuristics work provides an explanation to their respective trends. Recall from
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Chapter 2 that the general heuristic creates a scheduling-space to explore and find solutions. In a
solution space, at any state, the maximum number of choices is equal to the number of operations
mapped on the machine for which ordering of the operations is being explored. For the testset
of this chapter, the testcases represent jobsets on an industrial printer. In which, there are two
operations mapped on the IT component. Therefore, at any state, there are at most two choices
from which the general heuristic selects one. The selection is made, for the cases in the testset, in
a binary fashion; from two choices, pick one. That is why, on average, it is quicker but finds longer
schedules. Recall that the specialized heuristic, for each sheet, out of all possible ordering tuples
finds the locally best one. The number of tuples, for each sheet, are equal to one plus the number
of sheets in a jobset. Therefore, the specialized heuristic, has a larger choice set from which one
interleaving is made. The relatively high runtime and better quality of the specialized heuristic is
the direct consequence of the larger choice set per interleaving decision. Both heuristics are useful
in different circumstances; specialized when higher performance is required and general when
slightly longer schedules are acceptable that are computed faster than the specialized heuristic.

Conclusions and Future work

A 2-self-re-entrant flowshop scheduling problem is presented with a heuristic to generate schedules
for it. The heuristic is a greedy strategy which ranks local scheduling decisions and enforces the
choice that ranks the best. The ranking is performed using three metrics, productivity, flexibility
and distance. The performance of the heuristic is evaluated by experiments on a testset consisting
of schedule requests of industrial relevance. The experiments show that the heuristic outperforms
a greedy version of the state-of-the-art MNEH heuristic in all cases. Moreover, the heuristic
out-performs the Eager scheduler (for 92% of the cases). Compared to the general heuristic of
Chapter 2, the specialized heuristic explores a larger choice set and thus, on average, finds better
solutions. The general heuristic, on the other hand, finds schedules, on average, faster than the
specialized heuristic. When scheduling quality is of high importance, it is proposed to use the
specialized heuristic. When finding schedules quickly is a requirement then the general heuristic
is a better choice.

Recently, the heuristic proposed in this chapter was extended by [46] for online scheduling.
The work schedules a part of a constraint graph and later on schedules the rest. In this way, the
runtime of the heuristic is less than scheduling the complete constraint graph. In [47] with several
runtime optimizations the heuristic has the worst case observed runtime of 325ms. Furthermore,
[47] has extended the heuristic to cases where a job request comprises of simplex and duplex sheets.
Due to this extension, jobs either have three or four operations. As a future work, generation of
timing constraints from an LSP at runtime is proposed. At the moment, in this chapter and in
the work of [46, 47], it is assumed that the timing constraints are given. However, for each type
of job, the timing constraints need to be acquired from different components over the paper path
of an LSP.

The computational complexity of optimal scheduling of an LSP is unknown. The reduction
specified in Chapter 2 is not applicable to the LSP scheduling problem. Further research is
required to find out whether this case, where one machine processes jobs twice, has an efficient
algorithm to find optimal schedules or not. A starting point might be to reduce the set partition
problem to the LSP scheduling problem.

Tighter lower bound computation is proposed as a future work. Such a bound is useful in
comparing the quality of the schedules generated by the heuristic. One such lower bound can be
computed using the following argument. There will be at least  — 1 number of setups if there
are z different sheets in a jobset. Thus, considering these setups together with the information
from the timing constraints will result in a tighter bound making it possible to better assess the
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quality of schedules generated by the heuristic.






4.1

“It is in your moments of decision that your
destiny is shaped” - Tony Robbins

Performance estimation

The structure of a self-re-entrant system influences its performance. To get better performance
while reducing costs, a fast performance estimation method can be used during the design phase
to explore the trade-offs between the structure and the performance. A performance estimator is
described in this chapter that uses the information in the jobs being processed to analyse the
trade-offs. The estimator assumes that the jobsets consist of repeating patterns of jobs. The
timing constraints of the jobs in the pattern are used to estimate the performance of a given
system. Using this estimator, the impact of the structural changes for a Large Scale Printer
(LSP) and a research platform are studied.

A performance estimation method for self-re-entrant flowshops with sequence dependent
setup times, relative due-dates and fixed job order is described in this chapter. The structure
of self-re-entrant flowshops is introduced in Section 4.1. The estimation problem is formally
defined in Section 4.2. Section 4.3 compares the estimator with approaches from literature.
Section 4.4 describes the estimator and shows how the estimator can be used to perform Design
Space Ezploration (DSE). A case study performed on an LSP is described in Section 4.6. The
study demonstrates how the performance estimator can be used for industrial scale systems.
Furthermore, the case study in Section 4.7 over the eXplore Cyber Physical Systems (xCPS)
platform, shows how the estimator can be used to analyse systems with arbitrary but fixed
number of re-entrances. This chapter is concluded and future work is described in Section 4.8.

Structure and operation of self-re-entrant flowshops

Performance estimation of a self-re-entrant flowshop is crucial during its design. Systems like [5,
7, 48] consist of several machines whose timing constraints are modelled as flowshops. Figure
4.1 shows a typical arrangement of a self re-entrant flowshop consisting of re-entrant machines
(shown as boxes) that process jobs. The arrows indicate the flow of jobs through the machines. In
a self-re-entrant flowshop, jobs are only allowed to re-enter the same machine or move to the next
machine. The number on the top of a re-entrant loop indicates the number of times a job returns
back to the same machine to get reprocessed. A re-entrant loop abstracts from components such
as conveyor belts, robotic arms or human operators. Similarly, a machine is an abstraction of
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Figure 4.2: Jobs flowing in a self re-entrant machine.

a set of embedded systems that collaboratively schedule and control physical and mechanical
processes. Decisions about the structure of a flowshop made during the design of a re-entrant
loop influence the performance of the flowshop. For example, as later shown by the case study,
changing the length, and hence duration, of the re-entrant loop of a LSP impacts its performance.

A machine in a self-re-entrant flowshop usually consists of several components. The operation
of such a machine is shown in Figure 4.2. The jobs (shown as rounded rectangles) enter the
machine from the Input component (I), get processed by the Processor component (P) and return
back on the re-entrant loop (R) to get processed again. A job leaves the machine at the Output
component (O). The P and the R component form the re-entrant loop of the machine. There are
possibly many jobs in the machine and all of them re-enter the machine at least once (i.e. every
job is at least processed twice). For many industrial applications (e.g. wafer sorting [6], industrial
printing [14], LED manufacturing [5] and TFT-LCD assembly [7]) the processor component
may require adjustment before processing a job leading to sequence dependent setup times. It
is assumed that the setup times are significant and they arise due to the differences between
jobs. In a wafer sorter [6], handling memory ICs and logic ICs are examples of different jobs that
require setups, i.e., changes in the settings of the machine due to the nature of the process before
the processor component, P, switches from one type of job to the other type. The structure of
a flowshop (physical part) has an influence on the freedom a scheduler has (cyber part). Thus
there is an interplay between the cyber and physical aspects of self-re-entrant flowshops.

On the re-entrant loop, it is assumed that the velocity of a job has a lower and an upper
bound that result from mechanisms used to transport the job, such as, motors on a conveyor
belt with programmable (but bounded) rotational velocity. The bounds in conjunction with
the length of the loop is a deadline, referred to as a relative due-date, between the time when a
job is processed for the first time and the time when the job is processed for the second time
leading to a minimum and a maximum loop time. The difference between the minimum and the
maximum loop time acts as a virtual buffer that can be used to reduce the number of setups to
increase performance by smart interleaving of jobs from the input component with the jobs on the
re-entrant loop. It is assumed that the cost of a flowshop is directly proportional to the minimum
loop time and the buffer time. Reducing the minimum loop time and the buffer time reduces
the cost of the flowshop. Hence there exist trade-offs between the cost and the performance of a
re-entrant flowshop with setup times and relative due-dates.
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Figure 4.3: A regular job set with a pattern of jobs.

Many jobsets in an industrial operation of a re-entrant system either contain repeating patterns
of jobs or only jobs of the same kind. Systems that process regular job patterns are for example
a wafer sorter or a printer that repeatedly prints the same jobset. Figure 4.3 is an example of
a jobset containing nine jobs with jobs a, b, ¢, as a pattern repeated three times with a as a
first job in the pattern. The pattern repeats in a tandem fashion i.e. a pattern immediately
follows after the previous pattern ends and the patterns are never partial. The influence of the
timing constraints in a jobset on the performance of a flowshop is specific to the jobset. Given
the jobsets a challenge is to determine the minimum loop time and the buffer time for maximal
performance.

Problem definition

Recall, from Section 2.2, that a self-re-entrant flowshop consists of a set M = {1,..., fiy-.., fim }
of machines processing a job set J= {j1,...,jn}- The machines process the jobs in an order
described in a flow vector V= [v1,...,v,] with v; € {1,...,m} in which the processing of every job
starts from the first machine, i.e. v1 =1 and ends at the last one, i.e. v, = m. In a self-re-entrant
flowshop a job is either re-processed by the same machine or passed on to the next machine. It
means that in the flow vector V, v;41 either equals v; or is index of the next machine v; 4 1.
Thus the flowshop operates r times on a job with the set O;={0;1,...,0;,} denoting the set of
operations of a job j;. The set O 7= Uj,-ejoi contains the operations of all jobs in the job set
J. The jobs in the flowshop have a fixed job order where the processing of jobs start from j; and
ends with j,. For each machine, the operations from different jobs require to be ordered as the
machine is a unary resource.

The y*" operation of a job j, is 0z,y that takes p(x,y) time units to execute. A machine can at
most perform one operation at a time and preemptions are not allowed. A machine may require
additional time, called sequence dependent setup time, to prepare for the processing of the next
operation. The sequence dependent setup time between an operation o;,, and an immediately
following operation oy, 4, is s(z,y,u,w). Similarly, a relative due-date d(z,y,u,w), is the maximum
allowed amount of time difference between the start of the processing of an operation o , and the
start of the processing of an operation oy, ,,. For an operation o, 4 its start time is S(z,y) where
S is a schedule. A tuple f(M,V,A) denotes a flowshop with a set of machines M processing
jobs as specified in the flow vector V with minimum loop times and buffer times specified in the
vector A. The vector A =< (I1,b1),...,(lm,bm) > contains m pairs of minimum loop time and
buffer time (respectively) for the machines in the flowshop.

Let the throughput, i.e. the number of jobs processed per unit of time, of a machine m in a
flowshop f for a jobset J be denoted by 1, ¢ 7. Then, the throughput of the re-entrant flowshop
f for the jobset is ny 7 = nrmr»leljr\lxt Ny, f,7 assuming that the machine with the least throughput is

the bottleneck.

The performance estimator defined in this work assumes that the jobsets consist of a tandemly
repeating pattern of jobs. It is also assumed that the jobsets for which the estimations are made
have feasible schedules. For example, for any operation the processing and setup times must be
significantly smaller than the minimum loop time. Additionally, it is assumed that the setup
times are significantly larger than the processing times and therefore a scheduler can minimize the
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number of setups required to gain significant performance. It is also assumed that the minimum
loop time and the buffer time must be positive real numbers.
The performance of a jobset J on a flowshop f is defined as £ 7 = HJ;J where n”; denotes

the maximum observed throughput for the jobset J over different flowshops considered during
the DSE.

Definition 4.1 A jobset J is regular if it consists of tandem repeats of the form w* (denoting
k repeats of w) where k > 1 and w € ¥.* is a word over an alphabet set X.

The example job set in Figure 4.3 has pattern w = abe with k =3 and alphabet set ¥ = {a,b,c}.
The performance estimator assumes that a jobset consists of one and only one pattern w € ¥*
repeated a finite number of times in a jobset. Given the performance of a jobset, a challenge
is to find the performance of a flowshop on the jobsets that are grouped in different categories.
Let ¢ be a category where ¢ ={J1,...,J 4} of u jobsets. Then the performance of a re-entrant
flowshop is defined as follows.

Definition 4.2 The performance of a self-re-entrant flowshop f on jobsets in a category c is the
weighted sum & =) ;. wg x {f 7 where wy is the given weight of the jobset J.

The weight w s denotes the relative importance of the jobset J in the category ¢ modelled,
for example, by a statistical distribution of the frequency of the occurrence of such a jobset as
shown in the LSP case study in Section 4.6. The weights for the jobsets in a category sum to one
ie. ) 7c.wg =1. The higher the importance of a jobset the more it contributes to the overall
performance of the flowshop for the category. Let C' be the set of all categories of jobsets of
interest. Then the performance of a re-entrant flowshop (called the total performance) over a set
of categories is defined as follows.

Definition 4.3 (Problem definition) The total performance of a re-entrant flowshop f over a
set C' of categories of jobsets is defined as &7, = Y. &c,r X we where w, is the weight for
category c.

The total performance indicates how productive a flowshop is over all job sets. The higher the
total performance, the more productive the flowshop is.

Definition 4.4 A flowshop f, has maximum total performance over the set of flowshops F
under consideration if the total performance {7 ¢ = 1;121%(51 -
€

The following section describes a performance estimation method which is used to estimate
the performance of f,.

Related work

Re-entrant flowshop scheduling problems are found in looms in textile industry [19], wafer sorters
[6], photo-lithography, printed circuit board manufacturing, assembly of circuits ([10, 49] provides
detailed lists). They have been shown to be NP-Complete [50], thus, existing exact scheduling
algorithms are prohibitively slow to be used for fast performance estimation of re-entrant flowshops.
Even the heuristic techniques [32, 43, 44, 51] are too slow to explore the design space of a self
re-entrant flowshop and thus do not satisfy the need of fast performance estimators. The work
of [48] finds an optimal re-entrant loop size for an LSP without sequence dependent setup
times. Extending the work of [48] for sequence dependent setup times requires solving an LP
program several times which results in a mixed integer program that is compute intensive to solve.
Traditionally, performance estimation of re-entrant flowshops has been performed using simulation
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Figure 4.4: Place allocation for the regular jobset {a,b,c}.

[52], mean value analysis [53] and probabilistic methods [54]. Simulation based approaches are
time consuming [52] which prohibits their usage as fast performance estimators. Mean value based
estimators (e.g. [53]) assume that the processing times are known for jobs under consideration.
However, in a flowshop with sequence dependent setup times the processing times depend on
the state in which a machine is left by the previous job(s) and thus the total time, including the
setup time, to process a job is unknown to perform mean value analysis.

The mean value based approach [53] and the probabilistic method [54] assume scheduling
policies which either require priority scheduling for buffers or assume fixed scheduling policies.
The assumption of a fixed scheduling policy and buffers with priority allow faster estimation but
it does not optimize to reduce sequence dependent setups and thus will be less accurate. The
estimator described in this work uses the knowledge of the patterns in a jobset to estimate the
number of setups required. The computational complexity of the estimator is O(n) which is
similar to the mean value estimates in [53] as they are estimates that use the information about
n jobs in a jobset.

The estimator described in this work is an extension of the work in [15]. The extension is
for arbitrary number of re-entrances in a self-re-entrant flowshop. The number of re-entrances
are highly dependent on the end-product of the self-re-entrant flowshop under study. The
extension broadens the applicability of the estimator. Furthermore, [15] only estimates steady
state performance. In this work, the steady state performance is extended to estimate performance
of jobsets with finite number of jobs. The extension makes it possible to compare estimates with
a scheduler which computes makespans for a given jobset. The difference of the steady state
estimation with respect to the estimate for finite length jobs becomes negligible for large jobsets.
However, in many application areas, smaller jobsets might be of high interest and therefore require
estimation for finite length jobsets.

Performance estimation

The method in this section estimates the performance by dividing the loop in a self re-entrant
machine into segments called slots that process repetitions of a pattern completely. Within a slot,
for each job an allocation where it will be processed is determined based on the pattern of the
jobs in the jobset and the timing constraints. Figure 4.4 shows the split of the loop into slots
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Figure 4.5: A loop with 2 slots for a job with pattern {a,b,c} having two re-entrances.

and the allocation of places for jobs with pattern a, b, ¢ with every job re-entering v times. The
first place in a slot is allocated for a; (the subscript denotes that the allocation is fixed for the
first occurrence of a in the slot), followed by the re-entering occurrences of job a to avoid setups.
Similarly, for job b the allocations for the first and the re-entrant occurrences are determined.
The performance estimation is performed by arranging multiple slots in a re-entrant loop. Figure
4.5 shows the slots in the re-entrant loop of a machine for the pattern shown in Figure 4.3 that
has jobs a, b and ¢ re-entering the loop twice in a steady state. The color of a job shows its
re-entrance count. For example, all jobs that enter the machine for the first time are blue, green
indicates that the job enters the second time and red for the third time. The jobs without a
border indicate absent jobs but their place has been allocated to allow the merging of re-entering
jobs with newly arriving jobs. For example, only first pass jobs are present while entering the
machine. Similarly, only third pass jobs leave the machine. On the return path, before leaving
the machine, the first pass jobs become the second pass and the second pass becomes the third
pass. Therefore, there is no first pass job on the return path. The exact time when the pass of a
job is changed to its next pass has no influence over the estimation but for clarity it is assumed
that the passes change at the end of the processing component.

A slot s produces a number of jobs equal to the length |p7| of the pattern p7 in the jobset J.
For example, in Figure 4.5 from every slot three jobs leave the machine assuming steady state.
Therefore the performance of a re-entrant machine is the ratio between the work processed in a
slot and the time span ¢, 7 of the slot. The time span of slot is the time that a slot occupies
from the total loop time (minimum loop time + buffer time).

Definition 4.5 The estimated performance of a jobset J on a re-entrant machine m in a

flowshop f is 0y, p,7 = lf;@‘ where [p7| is the number of jobs in the pattern py and ts 7 is

the time span of the slot s.

Given a job set for a machine in a flowshop the performance is estimated using Definition
4.5 based on its pattern and an estimate of ¢, 7. The time span of a slot depends on the timing
constraints between jobs in a pattern and thus in many cases will result in slot times which do not
exactly fit in the loop. For such cases the slot time is adjusted such that the loop time becomes an
integer multiple of the time span of the slot as the estimator assumes that the complete re-entrant
loop in a machine m can be sub-divided into slots of identical time spans such that the loop
time is an integer multiple of the time span of a slot. The assumption ensures that slots do not
interfere with each other.

Let the pattern time ¢, , be the sum of the timing constraints between the last re-entrance of
a job and the first entrance of the next job in the pattern ps as shown in Figure 4.4. Let the
re-entrant pattern time ¢, - be the sum of the timing constraints between the jobs in a pattern p 7
considering the preallocated locations for re-entrant jobs. Then, for a given minimum loop time
t; > 0 and a buffer time t; > 0 there are three possible cases that are described in Equation 4.1.
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The first case is when the re-entrant pattern time is such that it fits an integer number of
times in the loop. This case happens when the number of slots nmin = | ; fl

loop without buffering is not equal to the number of slots 1,4, = LtH_th that fit in the loop

with using the maximum buffer time indicating that the range of the loop back times due to the
buffer allow the re-entrant loop to accommodate an integer number of slots by selection of an
appropriate buffer time.
t;J if Nonin 7# Nmaz

13

Nmin

tp; +tix|pg| x (y—1) otherwise

ls,7 = if Nmin # 0 and Nynin = Nmax (4.1)

The second case is when at least one pattern fits in the re-entrant loop but the minimum loop
time and the buffer time is not enough to accommodate a complete re-entrant pattern. Therefore
there is no performance gain by using the buffer. Thus the time span of a slot ¢, 7 = b only

utilizes the minimum loop time. Using only the minimum loop tune will always resﬁt in an
integer number of slots as follows. Substituting n.m,i, gives ts 7 = L i j and shows that the ratio
=

g
of the loop time and the slot time results in an integer number i.e. tt—lj = tfl |
S5 P

The third case is when n,,;, = 0 i.e. the re-entrant pattern time is larger than the given
minimum loop time thus dividing the re-entrant loop into slots is not possible. In such a case,
the re-entrant machine will process each job separately i.e. without interleaving the slots. The
time ¢, , +1; X [p7| x (v — 1) denotes the total time to process the jobs in a pattern where ; is
minimum loop time, |p 7| is the number of jobs in a pattern and +y is the number of entrances.
Thus the time is the total time for all jobs in a pattern.

The estimation described in Definition 4.5 assumes a steady state requiring infinitely long
jobsets. During the case studies performed in this work the comparison is performed with jobsets
containing a finite number of jobs. Initially a self-re-entrant machine does not contain any job.
Several jobs are required such that the machine reaches the steady state. Similarly, when all jobs
have entered a machine, they require processing before they leave the machine. States before and
after the steady state are called transient states. The performance of a system is lower in the
transient states compared to the steady state. Furthermore, for simplicity, it is assumed that the
performance in the start and the end transient state is the same. The equations below estimate
the makespan in the steady state and the makespan in the transient phases which are used to
estimate the performance of a jobset with finite number of jobs.

/]
Mm, f,5
The duration of the jobs processed in the steady state is estimated by Equation 4.2. It is the
ratio between the estimated steady state performance and the number of jobs processed in the

steady state. To estimate the makespan considering a finite number of jobs we add the duration
of two transient phases.

MK = (4.2)

FMK = MK +2.t;.(y—1) (4.3)

The makespan considering a finite number of jobs in a jobset is estimated using Equation 4.3.
The duration of the transient states, that v —1 times the minimum loop time, is added twice
because there are two transient states, one in the start and one in the end of the processing of
the jobset.
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flowshop f is 7);” £i= FlMLK

I Definition 4.6 The performance for a finite length jobset J over a re-entrant machine m in a

The performance for a jobset is estimated using Definition 4.6. Addition of the length of the
transient states improves the estimate for smaller jobsets. For large jobsets, the estimate should
converge with the estimate assuming steady state behavior.

The computational complexity of the estimator for n jobs in a job set is O(n) which is
explained with an intuitive argument. Equation 4.1 has time complexity O(n) which is due to
the computation of ¢, , and t; . The remaining variables in the equation are either derived from
others in constant time or are parameters coming from the description of the considered job.
Once the equation is computed, the performance is estimated through Definition 4.5 which has
constant time complexity. Thus the total complexity of the estimator is O(n). The usage of the
estimator is described in the following section.

Using the estimator during DSE

The estimator described in the previous section computes the performance of a flowshop for a
given jobset. This section demonstrates how the estimator can be used to perform DSE to find
a flowshop which performs the best on all jobsets considering their importance. The relative
importance of a jobset is a sample drawn from a probability distribution y based on a specific
property of a given jobset. For example, in many application areas (such as the LSP case study)
larger jobsets occur less frequently than shorter jobsets and thus the number of jobs in a jobset
could be used as a property to find the relative importance of the jobsets. Moreover, application
specific distributions can be used where the relative importance is a more complicated function of
a given jobset.

The estimator is used by the DSE method as described in Algorithm 4.5.1. The DSE method
explores the design space of a flowshop given four sets: a set of minimum loop times, a set of buffer
times, a set of machines and a set of categories of jobsets. The output of the algorithm are the
estimates for the performance of jobsets over the provided loop and buffer times on all machines.
Then the estimated performance of maximally productive flowshop f, can be computed using
the performance estimates for a jobset, the jobset weights and Definitions 4.2 and 4.3.

Algorithm 4.5.1: The design space exploration method

1 Input: Four sets: minimum loop times L, buffer times B, machines M and categories C
2 Output: Estimates of performance 7, r, 7

3 formeM,leL,beBdo

4 Let f be the flowshop with machine m having minimum loop time [ and buffer time b.
5 for ce C do

6 for 7 €cdo

7 Compute 7y, ¢, 7 by Definition 4.5.

8 Record . 1.7

9 end

10 end
11 end
12 return recorded values of 7, ¢ 7.
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Case study: Large scale printer

This section describes a case study to find the trade-offs between the performance of an LSP, the
minimum loop time and the buffer time of the re-entrant loop in the printer. An LSP is a system
printing sheets of paper in a re-entrant loop where every sheet is processed twice, i.e. to print
the first side and the second side of a sheet. A job set consists of many jobs where each job is a
sheet. The estimator described in this work finds efficient design decisions by comparing relative
performance of different design choices therefore the actual units of the performance estimation
does not influence the outcomes. The length of the loop is measured in the number of seconds
spent by a sheet travelling from the merge point (the merge point is where the input component
and the return loop meet) and to come back to the merge point. Similarly, the buffer time is the
difference between the minimum loop time and the maximum loop time.

The case study is performed over three categories of jobsets with: homogeneous patterns,
booklet patterns and unstructured randomly generated patterns. These categories represent the
jobs observed in an industrial operation of the printer. The details of the testset are described in
Section 4.6.1. Section 4.6.2 describes the experimental setup. The accuracy of the estimation is
described in Section 4.6.3 followed by Section 4.6.4 that describes the results of the case study.

Test set

The testset to explore the design space of an LSP consists of jobsets which represent print
requests of industrial importance. The jobsets are categorized based on the pattern in each
category. The homogeneous jobsets have jobs with identical characteristics. Therefore the
pattern in a homogeneous jobset consists of a single sheet only. The homogeneous category is
of most importance as the majority of industrial jobsets are homogeneous in nature. Examples
of homogeneous jobsets are found in printing of forms and information pamphlets. The second
category is of the booklet type where there is a cover sheet followed by several body sheets of
different type. Examples of booklets are books and brochures. The cover sheet in a booklet is
often thicker than a body sheet requiring sequence dependent setups between printing a cover and
a body sheet and vice versa. The third category consists of jobsets having unstructured randomly
generated patterns repeating a number of times in the jobset.

Table 4.1 lists, for each category, the parameters of the testset. The number of jobs in a jobset
is the first parameter which indicates what is the minimum and maximum number of jobs in a
jobset (sheets in a print request). The second parameter indicates how many jobsets are created
with a sheet count uniformly chosen between the minimum and maximum number of sheets. The
jobs in a jobset are sheets of specific length and thickness. The pattern length indicates the
range of the number of jobs in a pattern. The total jobsets indicates the total number of jobsets
generated by the combination of different parameters for each category. In total there are 2100
jobsets in the testset. The design space of the LSP consists of the minimum loop time between
1—18 seconds and 1 —5 seconds for the buffer time (in steps of 1 second) resulting in 189000
testcases to be explored. Minimum loop time of 10 seconds and buffer time of 2 seconds are
considered as default values in the experiments if not mentioned explicitly. The ranges of the
minimum loop time, the buffer time and the default values are of interest to the designers of the
LSP.

Experimental setup and run-time

The DSE algorithm and the performance estimation were implemented in Python. The experiments
presented in the next section are performed on a Windows 7 Enterprise Edition running on an
Intel i7 at 2.90 GHz. The estimator took on average 1.1 ms and maximum of 32 ms per testcase.
The scheduler used in the LSP (proprietary scheduler used by the company which manufactures
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Parameter homogeneous booklet unstructured

Jobs in a pattern/job  between 15-115 between 3-12  between 3-12
set sheets sheets sheets
No. of random job set
size selection

70 5 5
c € {355.6, 420}

{177.8, 210, 420, {177.8, 210,
Sheet length (mm) 431.8, 500} and b € {177.8, 420, 500}
210}
Sheet thickness (mm)  {0.1, 0.2} {%26} {01} e € o1, 023
between 2 -36 between 1-8
Pattern length - cheets cheets
Total job sets 700 700 700

Table 4.1: Parameters for the testset used in the case study.
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Figure 4.6: The absolute error between estimation and measured performance of the LSP.

the LSP) requires on average 200 ms and minimum 150 ms per test case. Thus the estimator is
relatively fast.

Accuracy of performance estimation

The accuracy of the performance estimation influences the outcomes of the DSE. Incorrect
performance estimation might lead to a design which has worse performance in reality. To assess
the error, for each test case, the performance estimate is compared to the performance reported
by the print scheduler (written as real) of the LSP. The reported performance is the length of
sheets (in millimetres) printed per second by the printer (to normalize for different paper sizes).
To compute the error, the estimate is also converted to millimeters per second. For all testcases,
Figure 4.6 shows the percentage of average error illustrating how good the estimator performs on

the entire testset. For instance, for a minimum loop time [ and for a jobset J the ratio of error is
real; 7 —estimate; 7

erLg = . Then the percentage of average error for a category C' and minimum

) real; g

. As the figure shows, the homogeneous category has the least

. . ey,
loop time [ is error; o = %

error because of the predictability of the scheduling behaviour of the LSP for a homogeneous
jobset. The error increases with the increase in the dynamic structure in a jobset. The error
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Figure 4.7: The variation in the optimal minimum loop time of the LSP.

in the booklet category increases with the increase in the minimum loop time. The increase
is because, for testcases with few jobs and a large loop it is less likely to reach a steady state
assumed by the estimation method. However, the average accuracy of at least 96% is promising
to evaluate early design decisions and hence the estimator will sufficiently facilitate the trade-off
analysis.

Trade-off analysis

The trade-offs between the length, the buffer time and the performance of an LSP arise because
of the sequence dependent setup times, the relative due-dates and the buffering behaviour of the
re-entrant loop. Furthermore the trade-offs are specific to jobsets. Figure 4.7 shows the variation
in the optimal minimum loop time for all jobsets as a box-plot. The height of a box shows the
span of the variation for 50% of the cases closest to the median in a category. The span of a
whisker (the lines going out of the boxes) indicates the variation for 25% of the cases. The two
stars inside a box is the median for a given category and splits the variation into two halves with
each half representing variation for 50% of the cases. For the homogeneous category, the optimal
minimum loop time is the smallest possible minimum loop time because, due to the homogeneity
of the jobs, the minimum loop time does not affect the performance and the DSE method chooses
the shortest re-entrant loop as the optimal one. The optimal minimum loop time for the booklet
and the unstructured category varies over almost the entire design space. Over all categories, the
experiment shows that the optimal minimum loop time is job and category specific. Thus, fixing
the minimum loop time to a certain value would make the LSP productive for some jobsets but
will lose performance for other jobsets.

The relative importance of jobsets in different categories can be modelled using distributions
as shown in Figure 4.8. The relative importance is assumed to be normally distributed. In this
case study, the importances were derived from the profiles of the customers of the LSP. For a
given number of sheets in a pattern (x-axis) its relative importance is given by the height of the
normal curve which is used as a weight to compute the total performance.

Figure 4.9 shows the total performance for the categories of the jobsets. For a given minimum
loop time and for all jobsets, the performance is the weighted sum of the relative importance of
a jobset and the ratio of performance with the maximum performance. The booklet category
performs relatively poorly on small minimum loop times because a booklet does not fit and then
the setups cannot be avoided thus losing performance. Furthermore, the weighted sum of the
total performance over all categories (according to the importance of a category i.e booklet = 0.7,
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Figure 4.8: Distributions used to model the importance of jobsets in different categories.

1.0
0.9
0.8
0.7 —
0.6
0.5

04 = homogeneous

o—o
0.3 - > booklet
»=x unstructured
0.2 B—8 weighted sum B-0.7 U-0.1 H-0.2
T
9

total performance

0.1 T T T

T T T T 1
1 13 15 17 19

minimum loop time (s)

Figure 4.9: Total performance for different categories of jobsets for the LSP.

unstructured = 0.1, homogeneous = 0.2) indicates the total performance of the LSP. The printer
has maximum performance at 13 seconds of minimum loop time and default buffer time.
Figure 4.10 shows the weighted sum total performance (normalized by maximum of estimated
performances) for the printers with different buffer times. An increase in the buffer time increases
the total performance because of the increase in the scheduling freedom to minimize the number
of setups. However, as shown in the figure, at minimum loop time of 11 seconds the performance
is almost the same for buffer times of 4 and 5 seconds. That means a cost reduction could be
achieved by having a smaller buffer without significant loss of performance. Similarly, for buffer
time of 1 second the minimum loop time of 13 seconds performs better than 15 seconds; thus a
shorter loop is beneficial. However, as shown in the figure, an increase of a single second is very
beneficial between 7 to 11 seconds. The designer of the LSP can assess, using these trade-offs
unveiled by the DSE, whether adding additional cost to the LSP brings performance gains.

Case study: eXplore Cyber Physical Systems Platform

The xCPS platform [55] is a flexible self-re-entrant flowshop used for research and educational
purposes. The system, shown in Figure 4.11, consists of belts and motors that transport objects
with constant velocity to get processed at the processing unit. Figure 4.12 shows the flow of the
jobs in xXCPS. The jobs start at the entry point and move along the path towards the processing
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Figure 4.11: The xCPS platform.
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Figure 4.12: An abstraction of the xCPS platform.

Parameter values

job types {A,B,C}

patterns {AAB, ABB, ABC }
# of jobs 102

minimum loop times {50, 60, 70, ..., 130}
re-entrances {4,5}

buffer times {6,12,18,24}
processing time 2

setup time 20

Table 4.2: Parameters for the testset used in the xCPS study.

unit. The processing unit performs an operation on a job. Depending on whether a job requires
further processing, it either leaves the system at the ezit point or moves towards the merge point.
At the merge point the scheduler has to determine whether to let a new job in the system from
the entry point or allow an existing job in the system to proceed for re-processing. Furthermore,
the scheduler needs to ensure that two jobs do not collide at the merge point. It is assumed
that all jobs require the same amount of processing and setup time in case a setup is required.
The minimum loop time is a constraint between the consecutive reprocessing of a job. The sum
of the minimum loop time and the buffer time is a relative due-date between the consecutive
reprocessing of a job. The reprocessing of jobs is commonly seen, for example in lithography
machines [56] and wafer sorters [6].

The flow of jobs in the xCPS is circular and is shown as a loop in Figure 4.12. This case study
finds out what is the optimal time to travel on the loop to get good performance. Furthermore,
this case study answers whether to add buffering capacity between the split point and the merge
point will increase the overall system performance when the jobs are allowed to re-enter several
times. The performance estimator proposed in this work is used to explore these design choices.

Test set

The case study was performed using a testset whose details are summarized in Table 4.2. The
goal of the case study is to use the performance estimator to predict the impact of the structural
changes over the performance of xCPS. The jobsets consist of at maximum three jobs with a
tandem repeating pattern out of three possible patterns as described in the table. Similarly, the
number of jobs in a jobset is an integer multiple of the length of a pattern.

The case study is performed over a minimum loop times of {50, 60, 70, ..., 130} and buffer
time of {6,12,18,24} time units. The jobs in the case study re-enter xCPS either 4 or 5 times.
The processing time for all operations is 2 time units. The setup time, which occurs between any
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Figure 4.13: Overview of the adapted MNEH heuristic for a jobset {a,b,c}.

two consecutive jobs of different types, is 20 time units. Thus, when switching between different
job types, the processing unit takes additional 20 time units.

Experimental setup and run-time

The DSE method and the performance estimation were implemented in Python. The experiments
presented for xCPS were performed on a Windows 7 Enterprise Edition running on an Intel i7
at 2.90 GHz. The estimator took on average 0.016 ms and maximum 1.1 ms per test case. To
evaluate the accuracy of the estimation, schedules were generated using an adapted version of the
Modified Nawaz Enscore and Ham (MNEH) heuristic described in [13].

The overview of the adapted version of the MNEH heuristic for a sample jobset {a,b,c} with
three re-entrances is shown in Figure 4.13. The heuristic, for each re-entrance, generates sequences
of the operations in the flowshop by merging them to rows above with shifting. For example
the dashed arrows show locations with a shift of one job. Dotted arrows indicate the locations
with a shift of two jobs. The sequences generated by the merges are further merged with the
next re-entrant operations until the last re-entrance. Out of all sequences generated a feasible
sequence with minimal makespan is found and reported by the heuristic.

Algorithm 4.7.1 describes the adapted MNEH heuristic. Given a job-set with R re-entrances,
minimum loop time and buffer time, and minimum of processing times of all operations it finds
a schedule. The heuristic, for each re-entrance, iteratively merges sequences and generates new
sequences. Out of all the possible sequences, the feasible sequences with minimal makespan is
used to generate a schedule. The feasibility of a sequence and the makespan are computed using
the Bellman-Ford algorithm. The MNEH heuristic of [13] shifts operations to find their best
positions. However, for most of the cases considered for xCPS, the precedence constraints between
jobs make the individually shifted operations lead to infeasible schedules. Instead, in the adapted
version, all operations are shifted in a given re-entrance with the same amount of shift. The
same amount of shift abides by the precedence constraints. Notice that many of the sequences
generated by the adapted version might still be infeasible due to the relative due-date constraints.

Another benefit of fixed shifts per re-entrance is that the search space is reduced. Thus
given the fixed amount of time the heuristic can explore more solutions and probably find better
schedules. Our attempts to generate optimal schedules with, for example, MiniZinc [57] did not
yield good solutions even when allowed to run for weeks. On the other hand, visual inspection
of the schedules generated by the adapted MNEH reveals that most of the schedules are highly
efficient and are therefore used for evaluation of the estimation in the next sub-section.

In the start of Algorithm 4.7.1 it is checked whether a fully interleaved schedule of jobs is
possible or not. If not then the algorithm returns the trivial solution which is to process the jobs
separately. Such a schedule will have very low performance. Note that it is possible that better
schedules might still exist. For example, an optimal solver might still find partially interleaved
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Algorithm 4.7.1: Adapted MNEH heuristic for self-re-entrant flowshops.

1 Input: a jobset J with R re-entrances, minimum loop time mlt¢, buffer time b, minimum
processing time pt

2 Output: a schedule
8 if t5 7 > (mit+bt) then
4 ‘ return the trivial solution: process each job separately.
5 end
6 a < operations of the first re-entrance of J
7 sequences + {a}
8 for y€{2,...,R} do
9 x < operations of the ¢ re-entrance of J
10 maxshifts < %
11 for sh € {1,...,maxshifts} do
12 new < {}
13 for a € sequences do
14 ¢+ merge = with a with a shift of sh jobs
15 add ¢ to new if feasible
16 end
17 sequences <— new
18 end
19 end

20 Find a from sequences that is feasible and has smallest makespan
21 return a schedule found using a
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Figure 4.14: The accuracy of the estimation for the xCPS study.

schedules which are better than the trivial solution but finding such an optimal schedule is time
consuming. Furthermore, designing such a scheduler during the early design space exploration is
not a practical choice. Therefore, we assume the trivial solution as a possible schedule for the
case where interleaved operation is not possible.

Accuracy of performance estimation

The estimation is evaluated by comparing it to the makespans of the schedules found for the
testcases using the adapted version of the MNEH heuristic as described in Section 4.5. The
average of the ratio of the error over all jobsets in the estimation is shown in Figure 4.14. The
minimum loop time is shown on the x-axis and the percentage of the average error is shown

on the y-axis. For each job set J and for a minimum loop time [ the percentage of error is
abs(real; 7 —estimate; 7)
real; g

er,7 = 100 x . For a minimum loop time the average and the maximum
across all the test cases are shown in the plot. The error is at most 3.5% due to the fact that the
adapted MNEH heuristic generates start times in the transient states which are irregular but
highly efficient. On the other hand, the estimation method assumes a simple abstraction on how
long the transient states can be.

The adapted version of the MNEH heuristic, for job sets with 30 jobs, takes at most 7 hours.
Thus, the set of test cases used for evaluation is smaller than the set of test cases for the DSE.
However, once the evaluation is performed, the estimation method can be used for larger jobs

and over a larger design space.

Trade-off analysis

The case study explores the impact of the structural changes over the xCPS platform, namely,
the minimum loop time, buffer time and different number of re-entrances of job sets. The total
performance of the xCPS platform where every job re-enters 4 times is shown in Figure 4.15.
Unlike the LSP case study the job sets in the xCPS case study have the same importance and a
single category; thus all weights in the total performance computation are the same.

The figure shows that the increase of the buffer time significantly influences the performance.
The xCPS platform is most productive at minimum loop time 60 with buffer time of 24 seconds.
Any decrease in the buffer size decreases the performance because many patterns do not fit in
the loop and therefore, for patterns which do not fit in the loop the performance is decreased.
Furthermore, the increase in the minimum loop time decreases the performance. This happens
because the buffers are not active at all and therefore, in most of the cases the trivial schedule is
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Figure 4.15: Total performance for 4 re-entrances of the xCPS platform.
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Figure 4.16: Total performance for 5 re-entrances of the xCPS platform.

produced (case 3 of Equation 4.1). In such a case increase in the minimum loop time increases
the slot time and therefore decreases the performance. This experiment shows to the architect
of the system that roughly an increase of 30% of the performance can be achieved with larger
buffers. For minimum loop times between 80 and 100 buffers do not influence performance
because reduction of setup times is not possible. Therefore, the smallest buffer can be used to
reduce the cost of the overall system.

The total performance of xCPS with 5 re-entrances is shown in Figure 4.16. Compared to the
previous case of 4 re-entrances, the best performance is observed at the minimum loop time of 70.
The minimum loop times between 50 to 80 significantly benefit from additional buffering capacity;
therefore it is worthwhile to spend costs to achieve performance. Minimum loop times between 90
to 100 do not get improved performance when additional buffering capacity is provided. Therefore,
if the system architect decides to have a minimum loop time between 90 and 110 then smallest
buffer can be used.

As shown by the experiments, the estimation method quantifies the impact of the structural
design decisions over the performance. The architect of the xCPS platform can find out whether
spending more cost over the buffers or having a smaller or a larger system is beneficial for
performance or not. Depending on the type of self-re-entrant flowshops being produced, it may
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also form a basis to perform customer specific customization with specific job patterns.

Conclusions and Future work

The structural design decisions of a self re-entrant flowshop influence its performance. Traditional
approaches to estimate performance are either too slow or do not take sequence dependent setup
times into account. The performance estimator described in this chapter, for regular jobsets,
allows to explore the relation between the design parameters and performance without using
compute intensive algorithms. The estimator splits the re-entrant loop into slots and finds whether
the timing constraints of the jobs in a pattern fit into a slot. The designs where the constraints
fit into a slot have high performance.

The maximally productive length of the re-entrant loop, as shown by the LSP case study,
highly depends on the jobsets under consideration. Larger loops are suitable for jobsets that
incur setups. Smaller loops are suitable for jobsets with fewer to no setups. For the LSP, the
estimator has an average compute time of 1.1 milliseconds with an average accuracy of not less
than 96%. The accuracy and fast computation of the estimator facilitates a designer to evaluate
structural decisions during the design of self re-entrant flowshops with sequence dependent setup
times and due-dates.

The performance estimator assumes that a jobset consists of repeating patterns of jobs. The
assumption holds in many industrial applications but estimation of performance for jobsets
without a pattern is left as future work. Furthermore, the design parameters explored in this
work are the loop time and buffer time because they significantly influence the performance. The
study of which other design parameters influence the performance is another interesting topic for
future work.

An extension to the estimator for flowshops with arbitrary re-entrances other than self-re-
entrances is proposed as a future work. Such an extension is suitable for the systems where job
mixes from different market segments are processed at once. For example, in the printing industry,
recently, prints of books, letters, and magazines are printed at once. Such a combination of prints
are done by businesses that provide mass printing as a service to third parties.

The estimator can be further extended for computation of lower bounds over the performance.
The estimator assumes that a job repeating in a pattern has timing constraints that also repeat
in a pattern. The first and the second case of Equation 4.1 are already a lower bound, probably
a tight lower bound but not exact. The third case is an upper bound. The knowledge of the
patterns in the timing constraints might be used to get a lower bound for the third case. After the
extension, the estimate will be a lower bound for the performance of self-re-entrant flowshops.
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“You have to be careful to react when you start
to deviate from your course” - Carlos Ghosn

Variation-aware design of self-re-entrant flowshops

The design parameters influence the performance of self-re-entrant flowshops. Such variation in
performance might decrease the system predictability. The performance might vary due to a
change in the dimensions of the system, due to a scheduler or due to the jobsets. The design
process itself may cause variation in the desired system parameters. Factors like humans in the
loop, available off-the-shelf components and complications due to precision and accuracy might
change the design parameters. The designed flowshop might end-up to be different from the
intended design due to the construction process. Availability of hardware and knowledge of the
market segment might increase over time and cause changes in the designs. A final design might
deviate from the desired design parameters. Variation-aware self-re-entrant system design can
be achieved cheaper in early design phases than later [58]. This cost saving is one of the main
reasons that early design space exploration is performed. This chapter presents a measure to
estimate how much the performance may vary if a design deviates from planned parameters. This
measure can be combined with other design space exploration methods, accounting for variation
in performance due to deviations.

Section 5.1 introduces the structure of self-re-entrant systems. Different sources of variation
are introduced in Section 5.2. These sources must be taken into account while measuring variation
in performance. The problem is formally defined in Section 5.3. Section 5.5 describes a measure
to estimate performance variation. The measure takes into account how small changes in a design
parameter changes the performance. The results of using the measure are described in Section
5.6. This chapter is concluded and future work is described in Section 5.7.

Structure and variation in performance

Self-re-entrant systems come in different sizes, scales, and setups. Still, several aspects are in
common. A car manufacturing system comprises of several stages possibly present at different
locations. There might be several hundred people working in all stages together with many
automation robots. Adding or removing human operators and robotic arms influences the
performance of the manufacturing system. A lithography machine has dimensions fitting in a
large room. Several pre and post processing machines around the lithography machines are
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Figure 5.1: Variation in the performance of a system due to a structural parameter.

required to complete the wafer etching process. The machine consists of many high precision
components. Adding more of these components is possible but is expensive. Relative to car
manufacturing, lithography has fewer humans in the manufacturing loop. A Large Scale Printer
(LSP) on the other hand fits entirely in a room with usually few human operators. These operators
mostly monitor the operation of the LSP and intervene only if necessary. These examples show
different flavours of self-re-entrancy and their associated structural aspects. The common aspects
are self-re-entrant loops processing products in a machine and passing objects to the next stages
possibly via buffers.

The self re-entrant loop in a flowshop brings the products back to the same machine for
processing. The time that products spend travelling on the loop, for example, influences the
timing constraints between the processing and re-processing operations of the same products.
Similarly, the buffering capacity of the self-re-entrant loop influences the due-dates between the
processing and reprocessing operations of the same product. Analysing the influence of the these
structural decisions at the design phase along with the effect of deviations from the decisions may
assist in having a system which has timing constraints for which a scheduler can find high quality
schedules.

Variation usually reduces predictability of a system. For example, when several self-re-entrant
flowshops work in a pipeline, variation in performance might make a self-re-entrant flowshop
produce its products faster than expected. The buffers between the flowshop might require
additional capacity to store the products before the next flowshop is ready. Consider the example
in Figure 5.1 that shows the performance for a jobset over ten different system designs having
different values for a design parameter. The value of 4 units yields the shortest makespan of 20
time units. A deviation of a single unit in the design parameter from 4 results in a system that
has makespan of 80 or 90 time units which is around 4 times more than the makespan at value 4.
The design with the parameter value of 7 units has the makespan of 50 units. The designs with
value 6 and 8 have 70 and 60 time units respectively. Though the design with value 7 has larger
makespan than of the design with value 4, its performance varies less with small deviations in
parameter values. Such a design is more predictable, thus is preferred, compared to the design
with value 4. An interesting question is how to measure such a variation at design time? Do
designs with high performance having less variation exist in self-re-entrant systems?
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Figure 5.2: Different sources of variation in performance in sample jobsets.
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Sources of variation in performance

The variation in self-re-entrant flowshop has several structural sources. Changing the length of
the re-entrant loop as well as its buffer capacity influences its performance. Figure 5.2 shows such
sources. The makespan of a jobset consisting of mostly different jobs is shown in Figure 5.2a. Due
to the differences most jobs require setups. This figure shows the makespan of the jobset with
varying design parameters: minimum loop time and buffer time. For the jobset, the makespan
linearly increases with the increase of the minimum loop time, but, beyond 11 time units, the
increase depends on the size of the buffer. Smaller buffers in a design have less capacity and thus
contribute less to minimize the number of setups. The longest makespan for the jobset is observed
for a design with buffer time of 2 time units and minimum loop time of 19 time units. Additional
buffer time of 4 time units decreases the makespan and thus increases the performance. Different
minimum loop time and buffer time combinations lead to significantly different performances.
The performances differ because a design might be well suited to the timing constraints of a
jobset compared to other designs. For such a design, better schedules are possible where as for
other designs the timing constraints may not have high performing schedules or a scheduler might
not be able compute them.

The results of the experiment shown in Figure 5.2a show that the performance of a jobset
varies with the change in the structural parameters of a self-re-entrant flowshop. Furthermore,
the parameters are not directly or inversely proportional to the performances. For certain values,
the increase in the minimum loop time increases the performance but beyond certain parameter
values the performance is negatively influenced due to the increase in the minimum loop times.
This parameter value, where the change occurs, depends on the characteristics of jobset. This is
further exemplified by Figure 5.2b.

The performance of a jobset consisting of mostly similar jobs is shown in Figure 5.2b. The
general trend is that the makespan linearly increases and then reduces beyond certain minimum
loop time. The additional buffer capacity does not significantly increase the performance. Beyond
15 units of minimum loop time, the buffer of size 6 seconds has slightly larger makespan than the
buffer with size of 2 seconds. This is counter-intuitive as the additional capacity of the larger
buffer can be ignored by the scheduler and thus generate a schedule similar to the smaller buffers.
However, in this experiment, the makespan from best of 5 different heuristic scheduling strategies
is shown. As the heuristics do not guarantee optimal schedules, optimal usage of the available
resources is also not guaranteed. As shown in this thesis, finding optimal schedules for the class
of self-re-entrant flowshops is NP-Hard. It is highly likely that heuristics are used to perform
runtime scheduling of self-re-entrant flowshops. In such a case, the variation in performance will
occur due to the non-optimality of scheduling methods used.

The performance of a self-re-entrant flowshop depends on how well the structure of the
flowshop suites the characteristic of a jobset. This was shown in Figure 5.2. This is not a problem
if a flowshop has to process the same type of jobsets. However, in industrial applications where
mixed job types are processed, the analysis of the relation between the structure and the variance
is required. Similarly, the application areas where dedicated heuristic schedulers are used, the
variation in performance due to the schedulers must also be taken into account.

Problem Definition

Recall from Section 2.2 that a self-re-entrant flowshop consists of a set of machines M = {p1,...,
Wiy, fim } processing a jobset J= {j1,...,Jn}. The machines process the jobs in an order
described in a flow vector V= [v1,...,v,] in which the processing of every job starts from the first
machine, i.e. v1 =1 and ends at the last one, i.e. v, =m. In a self-re-entrant flowshop a job is
either re-processed by the same machine or passed on to the next machine. It means that in the
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flow vector V, v;41 either equals v; or is index of the next machine v; +1. Thus the flowshop
operates 7 times on a job with the set O;={0;1,...,0;,} denoting the set of operations of a job
Ji- The set O7=J e O; contains the operations of all jobs in the jobset J. The set J contains
all jobsets under study.

The y'" operation of a job j, is 0z,y that takes p(x,y) time units to execute. A machine can at
most perform one operation at a time and preemptions are not allowed. A machine may require
additional time, called sequence dependent setup time, to prepare for the processing of the next
operation. The sequence dependent setup time between an operation o;,, and an immediately
following operation oy, 4, is s(z,y,u,w). Similarly, a relative due-date d(z,y,u,w), is the maximum
allowed amount of time difference between the start of the processing of an operation o, , and
the start of the processing of an operation o0, ,,. For an operation oy , its start time is S(z,y)
where S is a schedule.

Definition 5.1 The makespan, C7, of a jobset J is the start time of an operation that is
I performed the last in a schedule S computed as C7= Oleg’éjS (z,y).

The makespan is a measure of how fast a jobset is processed by a self-re-entrant system. For
the same jobset, the schedule with shorter makespan has higher system utilization because the
same set of operations have been performed is a less amount of time on the same resources leading
to better resource utilization. Therefore, it is desired to have as short makespan as possible to
achieve high system performance.

The architects of self-re-entrant systems, when designing a system, usually aim to achieve high
performance together with other criteria. As discussed in Section 5.2, variation in performance of
a self-re-entrant system can occur due to the characteristics of a jobset, the structural design
choices or due to a specific scheduler. An architect performs design space exploration to find a
good design for the system. However, due to the process of designing a self-re-entrant system, the
final design parameter values might deviate from the initial ones decided by the architect. The
deviation might lead to undesired reduction in performance because the structural characteristics
like the length of the self-re-entrant loop could not be fully utilized by the scheduler for a jobset.

Definition 5.2 (Problem Statement) Given a flowshop with jobsets, find out which parameter
values lead to high performance that varies the least due to changes in the values of the
parameters. What is the relation between jobsets and variance in performance? How do
different types of schedulers influence the variation in performance?

Section 5.5 proposes a measure to solve the above specified problem. The measure uses
the makespans of different schedules and the variation in performance when parameters are
varied. The variation is then considered together with the performance of the design to find
pareto-optimal designs to find high performing designs with less variation. The proposed measure
is used to perform variation-aware design on a testset inspired from real-world self-re-entrant
systems (LSP, eXplore Cyber Physical Systems (xCPS)) in Section 5.6.

Related work

The effect of an increase in variability over performance of self-re-entrant flowshops is analysed
in [59]. It is noted that the increase in the variation of input parameters of flowshops lead
to decreased performance. The type of variation considered, for example, is in the processing
times. In our case, the variation in performance is not due to processing times, or other input
parameters of flowshops but is because of the relation between the timing constraints and the
possible schedules.

It is also noted in [59] that variability is cumulative due to the combination of inventory,



78 Chapter 5. Variation-aware design

capacity of buffers and time [59]. In terms of self-re-entrant flowshops, this means that variability
due to one source adds up to the variability of other sources. Furthermore, in case of self-
re-entrant flowshops, our experiments in Section 5.6.4 show that the relation of variation in
performance and the sources is rather strongly coupled. Change in one of the sources, e.g jobset
characteristics, leads to a different performance and might have a different structure well suited
for high performance.

In this chapter, the trend of variation caused by different sources are analysed. Different
aspects causing variability in flowshops are analyzed by [60]. Those aspects are fluctuation in
processing times, random setup times and break downs in the system. The flowshop considered
consists of several buffer to balance the effect of variation. Main focus is to analyse the non-
uniformity of processing time under several objective functions. As a solution, the work of [60]
proposes alteration of processing time by different optimization models. However, [60] only
considers permutation flowshops without sequence dependent setup times and relative due-dates.
Furthermore, the flowshop instances considered are small in size with only 7 jobs in total. The
variation sources described for self-re-entrant flowshop in this work are considered to be given
and non-alterable.

Minimizing completion time variance problem for a single machine is NP-Hard [61] which
aims to provide non-varying waiting times to users [62]. Most of the works in the direction of
the minimizing completion time variance aims to find schedules in which the products produced
by the machines have the least variation in the times at which they are produced. In case of
design of self-re-entrant flowshops, the aim is to identify designs where the performance does not
vary if deviations from original designs occur. Similarly, [63] describes methods for performance
prediction of stochastic systems. The methods described can be used at the design time to predict
how a certain design performs under deviations. However, stochastic self-re-entrant flowshops are
out of the scope of this study and thus we do not have stochastic parameters to explore.

Mean flowtime and mean waiting time, for the single machine scheduling problem, achieve
their minima on same job sequences. However, when variance is added as shown in [64], both
criteria have different optimal job sequences. Inclusion of variance in the parameters might lead to
different optimal schedules depending on the scheduling criterion. In our case, the parameters are
deterministic. Only the effect of neighbouring parameter values vary the performance significantly.
Furthermore, it has been noted, minimization of makespan and flowtime increases the variances
in the inter-departure times [65]. Thus variability aware objective functions are focus area of
current research [65]. The problem considered in this work is not to develop objective functions
which optimize for makespan under variation but is to find designs which have less variation
compared to other alternative designs.

In [66] it was found during a field study of job shops that the static definition of job shops is
far from the dynamic requirements of the job shops in reality. The authors comment that modern
scheduling failed to adequately address scheduling in uncertain and dynamic environments. Our
contribution takes a step further by learning from performance variation at design time and thus
reducing the variation in performance which might occur at runtime. Furthermore, there are
two types of approaches to deal with uncertainty: reactive and proactive. Reactive approaches
re-plan when an uncertain event has occurred. Proactive approaches foresee uncertain events
by (statistical) knowledge from the domain. Our approach falls under the class of proactive
approaches. An example of another proactive approach is slack based approaches of [67] that
perform ALAP, ASAP analysis to change the processing times of operations such that any unseen
circumstances could be accommodated without rescheduling. The authors analyse the effect
of using different processing time modification techniques over the mean tardiness of a set of
job shop instances. In our case the preference is to not change the processing times but assess
variation in performance due to deviations in design parameters.
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Parameter Choices

minimum loop time {1,5,9}
buffer time {2,3,4}

Table 5.1: Example of a possible values for design parameters.

Robustness analysis of multiprocessor schedules has been performed by [68]. In the work,
robustness is defined as an ability to tolerate fluctuations. The authors quantify how robust a
given Directed Acyclic Graph (DAG) is and further use metrics to perform robustness analysis.
They compute completion time distributions which are derived from stochastic execution times.
The deadline for every task in the DAG is used in the computation of robustness. However,
they have not studied the impact of change in the parameters that can cause fluctuation. For
example, bounded setup times. Contrary to robustness analysis, variation analysis proposed in
this chapter aims to find designs of the system such that the performance does not vary. The
analysis is based on the knowledge acquired from the models and or the outcomes of the models.
Robustness analysis was an alternative to the variation analysis done in this chapter. Robustness
analysis requires knowledge of the parameters and their distribution. In many practical cases,
most of these distributions are very difficult to find. Additionally, the robustness analysis requires
that either one has to take assumptions or perform intensive simulations to learn the statistical
properties of the system. A slight change in the system requires to test the consistency of the
previous findings.

The variation in performance due to design parameter variability is similar to process variation
in semiconductor fabrication [69, 70]. The design process itself induces changes to the physical
properties of the circuit under construction. Similarly, in self-re-entrant flowshops, change of the
design parameters due to the process of building self-re-entrant flowshops causes deviations from
the intended design which may lead to a design with lower performance. Both in semi-conductor
manufacturing and flowshops it is noticed that reduction of variation is desirable and achievable
in early design phases.

Measuring the variation of a design

Different choices of design parameters like minimum loop time, buffer time, number of machines
and number of re-entrances per machine lead to different designs of a self-re-entrant flowshop.
The performance of a self-re-entrant flowshop might vary when these design choices vary due
to the process of constructing these flowshops. This section presents a method to estimate how
much variation in performance will occur if design choices in the design vary.

Consider the parameters of a design for an LSP as shown in Table 5.1. A structural design
choice is how much time is minimally spent by a sheet on the self-re-entrant loop of an LSP.
This time is denoted as the minimum loop time. The minimum loop time can be either of the
possible choices {1,5,9}. Similarly, the time which a sheet can be delayed in the buffer of the
self-re-entrant loop called the buffer time. The designer of the LSP selects one of the choices to
create a design.

Definition 5.3 A design g is an element from the set of possible designs G=P; X Py X -+ X Pj.
defined over k sets of structural parameters P1,Pa, ..., P.

A design g € G is a selection for each parameter. Any combination of the parameter values
shown in Table 5.1 is a design. (1,2),(5,3),(9,4) are examples from a total of 9 possible
designs. The different parameter values lead to different timing constraints. Depending on the
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Design Jobset 5 So makespan normalized
min(S1,S2) makespan

(1,2) J1 250 210 210 0.913

(9,4) J1 270 230 230 1

(1,2) Jo 130 180 130 1

(9,4) Jo 110 160 110 0.846

Table 5.2: Example of makespans for jobsets over different designs.

characteristics of a jobset, a small change in the parameter value might lead to a large variation
in performance.

Definition 5.4 A step is the smallest possible change between two consecutive values of a
parameter P; and is denoted as €;. A step is assumed to be discrete and uniform between all
values of a parameter.

The example of parameters, namely minimum loop time and buffer time is shown in Table
5.1. The step for minimum loop time is 4 units and for buffer time is 1 unit. A step is the
discretization factor of the design space which might be different for different parameters. For
different self-re-entrant systems the step can be different depending on the industry, specifications
or available components to build a system.

A design can be evaluated for its performance given a jobset using a scheduler. Heuristic
schedulers do not guarantee optimality and thus might not be able to fully utilize the resources
a design offers. The impact of this limitation of heuristic schedulers can be reduced by using
multiple schedulers with different scheduling approaches. For example, heuristics like Shortest
Processing Time first (SPT) and the heuristic approach described in Chapter 2 find schedules
by different approaches. SPT finds a schedule in a greedy fashion for high performance whereas
the heuristic approach of Chapter 2 balances the greediness of finding high performing schedules
with flexibility of not missing relative due-dates. One of these approaches might find a schedule
that utilizes the resources better than others. Therefore the best found schedule by multiple
approaches is used to evaluate the performance of a design.

Definition 5.5 The makespan of a design g for a jobset J is the makespan of a shortest
schedule found by different scheduling approaches.

Consider the example in Table 5.2. There are two designs that are processing two jobsets for
which schedules are found using two schedulers S; and S2. The makespan of a design for a jobset
is the makespan of the shortest schedule computed by any of the two schedulers. The scheduler
Sy finds the shortest schedule for the jobset J3 and S; for J2. The design (1,2) achieves higher
performance for jobset J1 compared to the design (9,4). The design (9,4) is however well suited
for jobset J2 as it achieves higher performance compared to the design (1,2). The examples
illustrates that there can be designs which are well suited for specific jobsets as well as there can
be schedulers which achieve higher system utilization for a jobset. The makespan of a jobset J on
a design g with parameters values (q1,q2,...,qx) is denoted as C7(q1,q2,...,qx). For simplicity,
when the description of the parameter values of a design is irrelevant, the makespan of a design
for a jobset J is denoted as C7(g). For example, for a jobset J, a design g1 has better makespan
than another design g2 if C7(g1) < C7(g2). Furthermore, for a jobset, the makespan of a design
is normalized to assess how well a design performs with respect to other designs.
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Design normalized makespan

(1,2) 0.4
(1,3) 05
(5,2) 0.8
(5,3) 1

(5,4) 0.6
(9,3) 0.7

Table 5.3: Example of normalized makespans for a jobset over different designs.

Definition 5.6 The normalized makespan of a design g is the ratio of the makespan of the
design for a jobset J with the maximum observed makespan for the jobset 7 across all designs.
It is denoted as C7(g) and computed as in Equation 5.1.

Cr(0) = mel )

z€G j(.’l?)

Consider the normalized makespans for the example in Table 5.2. The designs with normalized

makespan 1 took the most time to process a jobset compared to other designs. The smaller the

normalized makespan the higher system utilization is achieved as for the same jobset less time

was taken. When the parameter values are relevant, the normalized performance is denoted as

Cs(q1,q2,---,qx). The total normalized makespan is computed in order to assess how a design
performs for all jobsets in the set J of jobsets .

(5.1)

Definition 5.7 The total normalized makespan of a design is the weighted sum of normalized
makespans for the all jobsets over the design and is denoted as C(g).

Clg)=> wgxCs(g) (5.2)
JeJ

Consider the example in Table 5.2. The total normalized makespan for design (1,2), assuming
the weights are 0.5, is 0.5 x (0.913 4 1) = 0.9565. Similarly, for the design (9,4), the total
normalized makespan is 0.923 indicating that on average design (9,4) achieves higher system
utilization given the jobsets of interest. The weights of the jobsets are considered to be the same
as, in this example, it is assumed that both jobsets are of equal importance. However, during
design space exploration, a designer of a self-re-entrant system can decide the weights of the
jobsets based on their importance.

Definitions 5.5, 5.6 and 5.7 describe the makespan of a design with respect to jobsets as well
as parameter values which can be used to analyse the variation in performance due to changes
in the design parameters. The gradient V, 7 of a design g with parameter values (q1,q2,...,qx)
and for a jobset J measures the rate of change in performance with steps in parameter values
using the definitions in the following equations.

Cs(9)] [Colar+erqz,...,q)

Cj(g) CJ(QLQZ"‘G%,%) (5 3)

@(g) Cj(Ql,q27'“aqk+6k)
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Equation 5.3 computes the variation in makespan that occurs due to increments in the values
of the parameters. Consider the example of normalized makespans for a jobset in Table 5.3. The
positive gradient V;J for the design (5,3) is computed as [1 1]7 —[0.70.6]7 = [0.3 0.4]7. The
positive gradient measures the rate of change in the normalized makespan when the parameter
values increase from the current parameter values of a design.

@(g) g(ql_el,q27"‘aq]€)

_ Cs(9) Cr(q1,q2 —€2,...,qx)
vgnj = : o : (54)

@(g) @(q15q27"'7qk3_€k:)

The variation in the normalized makespan when parameter values decrease from the current
values is denoted as V;J and is computed in Equation 5.4. For the design (5,3) in Table 5.3

its negative gradient is [1 1]7 —[0.50.8]7 = [0.50.2]7. The parameters for which the previous
or the next step is not defined, namely, the first and the last parameter value, the performance
is computed using the current value of the parameter. For example, for the design (1,3), the
first value of the minimum loop times of interest is 1. The negative step from 1 is -3 which does
not exist in the set of possible minimum loop times. Still, the negative gradient for design (1,3)
is computed as [0.50.5]7 —[0.50.4]7 =[00.1]. Tt is assumed that the steps which are outside
of the parameter sets are ignored by a designer of a self-re-entrant flowshop because they are
not possible or irrelevant for the design process, else, they would have been considered in the
parameter set.

\/(V;J,l)z +(Vgrn)
V572 +(V] 7o)

Vg7 = (5.5)

\/( 07T (Vo 70)?

The negative and the positive gradient for variation in performance are combined in Equation
5.5 that is the index-wise square root of the squared components of the gradient vectors. The
combined gradient vector measures how varying a design is considering increments and decrements
simultaneously. For the positive and negative gradient vectors [0.50.2]7 and [0.3 0.4]T of the
design (5,3) the gradient is [v/0.52 +0.32 1/0.22+0.42]7 which equals to [0.583 0.447]7. The
square root of squared components is performed, as opposed to sum of components, to amplify
the variation due to the components and then sum them up. The effect of lesser variation in a
component compensating for another component with higher variation is reduced by the squared
sum. This leads to a single vector that captures the variations due to all parameters for a design.

Definition 5.8 The wvariation R4 7 of a design g and of a jobset J is the 2-norm of the
gradient Vg 7.

The ¢2-norm of a gradient vector V7 is defined as [V, 7| = Zle(vg,j,k)? For example,

for a jobset 7, given the two gradient vectors V4, 7 =1[0.05,0.05,0.3]7 and V4, 7 =10.1,0.1,0.2]"
their £2-norm is 0.0950 and 0.06 respectively. A design with smaller £2-norm has less variation
compared to a design with a larger £2-norm . The design g; has a higher £2-norm than gy because
the third component of the gradient vector of g1 has significantly higher variation compared to
other components. A vector v; is smaller than another vector vq if every component v (%) is
smaller than vo(i). A gradient vector v that is smaller than a gradient vector vg i.e. v1 < ve



5.6

5.6.1

5.6 Experimental evaluation 83

Parameter Value

# of machines 1 (single), 3 (many)

Re-entrance vectors ~ wafer scanner [1 111 1], LSP [1 2 2 3], xCPS [1 2 2
2 3]

# of jobs in a jobset 50

processing time 1

minimum loop time {10, 11, ..., 70}

buffer time {2, 3, ..., 10}

setup time 0 or 10 times the processing time

deadlines sum of min. loop time and buffer time

job types structured repeat or random

Table 5.4: Specifications of the testcases used in experiments.

always has its £2-norm |v1| smaller than |vs|. During the design space exploration, the designs
with smaller £2-norm must be preferred over the designs having higher ¢?-norm . The overall
variation of a design can be computed using the variation of a design for all the jobsets.

Definition 5.9 The total variation R, of a design is the weighted sum of variation for the
design for all jobsets in J.

0= wg xRz (5.6)
Jel

The total variation for a design ¢ is computed in Equation 5.6. For example, for a design g
and for two jobsets J1 and [J1 with variations Ry 7, = 0.3 and Ry, 7, = 0.2 respectively the total
variation is 0.25 assuming that the jobs have weights equal to 0.5. The total variation measures
the performance of a design for the entire set of jobsets. In the following section, total variation
is used to measure variation in the design spaces of self-re-entrant systems.

Experimental evaluation

The measure described in the previous section is used to assess the amount of variation in
performance of self-re-entrant systems. This section uses the measure during the Design Space
Ezxploration (DSE) of three self-re-entrant systems, namely, the xCPS platform, an LSP and a
wafer scanner. These systems are real-world examples of systems where change in the design
parameters cause variation in the system performance. Such systems become inspiration for the
test set described in Section 5.6.1. The setup to perform experiments is described in Section 5.6.2.
Section 5.6.3 describes experiments to evaluate the quality of the variation measure. The results
of the experiments are described in Section 5.6.4.

Test set

The test parameters of self-re-entrant flowshops are described in Table 5.4. The inspiration of the
values of the parameters comes from machines like LSP [14], wafer scanner [71] and the xCPS
platform [72, 73]. In the testset, a testcase either has a single machine or many. Having many
machines with the possibility of setup times might cause large variation in the overall performance.
Thus, by having them in the testset ensures that schedulers and designs that perform the best are
explored and found. The number of re-entrances on the other hand present the scheduler with
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different amounts of freedom. Many re-entrances with appropriate minimum loop time and buffer
time might lead to fluctuations in performance due to the interplay of precedence constraints and
the arrival of jobs at a machine.

In the testset, the interplay between the number of jobs, the nominal processing times and the
minimum loop times determines whether a machine has plenty to do i.e. steady state or is under
utilized due to unavailability of work. In the experiments it is assumed that there are 10 jobs,
the processing times are 1 and the minimum loop times are between 1 and 20. In such a setting,
for many testcases, a machine is under utilized beyond 10 times units of minimum loop time. It
suffices to fix two of the these parameters and explore the third one to explore the variation in
steady state performance.

The setup times in a testcase require conditional operation to be performed by a machine.
Performance variation might arise from presence of setup requirements. When a machine has to
process a job different than the current one, a setup is required. The setup times are either 0
(insignificant) or 10 times the processing time. A jobset has two possible types of jobs; whether a
job is of the same type as its predecessor or is different. The type is determined randomly or by
a structured repeat. In a structured repeat there are three possibilities; one where every third job
is different than its predecessor called Most Different (MD) or every tenth job is different called
Few Different (FD) or all jobs are the same called No Different (ND). Different jobs might incur
setups and a scheduler has a freedom to reduce the setups. Similarly, deadlines arise because of
the buffers in a self-re-entrant machine and therefore they are equal to the sum of the processing
and the buffer time. Furthermore, deadlines only exist between consecutive operations of a job
executing on a machine.

Setup

The proposed method is implemented in Python. The experiments presented in this chapter were
performed on a Windows 10 Enterprise Edition running on an Intel i7 at 2.90 GHz. Finding
the makespans of jobsets over different designs took 3.42 seconds on average and maximum
of 10 seconds. The makespans are input to compute total variation that took on average 55
microseconds and 1 millisecond per design.

In order to measure performance 5 different scheduling strategies were employed. The strategies
were Shortest Processing and Setup-time First (SPSF), Longest Processing and Setup-time First
(LPSF), and the heuristic of Chapter 2 with productivity and flexibility as (0.8,0.2), (0.2,0.8) and
(0.7,0.3). The best found schedule by these strategies is used to compute the performance of the
system. These strategies were employed because finding optimal schedules in reasonable amount
of time is intractable. Therefore, due to absence of an optimal schedule, the best found schedule
is considered to be a reference point.

Assessment of the variation measure

The proposed variation measure compares a design with others to assess how much variation
insensitive a design is. In this section we assess the accuracy of the measure by introduction of
random noise to the design parameters and measure the variations in the performance of a design.
The noise represents the deviations which might occur during the design process. For example,
when the minimum loop time differs from the desired value due to the available motor speeds on
the mechanism used to transport products in a flowshop. A variation-insensitive design will have
the least fluctuations in its performance when exposed to deviations.

The noise in a parameter is introduced by deviating the required value of the parameter with
a few steps. The number of steps is decided based on random selection between a range. The
width of the range determines how large deviations are allowed. Considering the entire set of
possible values for the parameter means that the deviation will lead to any possible parameter
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value. Generally, such a large deviation does not occur, but, for completeness, we include such
deviations in our experiments along small deviations which generally occur in practice.

A fluctuation to a parameter ¢; is denoted by «a; and is randomly chosen from the set P;.
Then, given vector of random fluctuations a= [ay,aq,...,ar] for a design g and a jobset J the
fluctuations in performances is a vector defined as follows.

@(g) g(a1»Q2w~;Qk)

Cr(9)| |Cslar,az,....qx)
Agga=| . |~ : (5.7)

Cs(g) Ci(q1,q2,...,0u)

The Ay 7., called as performance deviation vector, records how the performance of a design
varies when each of the parameter is varied by a random deviation. For example, assume o= [10,12]
for k =2 parameters. Then Equation 5.7 is evaluated as [C7(g) C7(9)]T — [C;(10,q2) Cs(q1,12)]T
When the performance deviation vector Ay 7 o is a null vector then it indicates that with the
applied deviation the performance of the self-re-entrant flowshop does not change. The A, 7 o
vector is used to compute the average squared fluctuation in performance in Equation 5.8.

k
Z 9,7, oc (5'8)

The Ag, 7.« for a given difference vector measures how much variation in performance is caused
due to random deviations. For example, for a difference vector [0.5 0.9]7 for k =2 parameters

the Ag 7.q is w. The term fluctuation in performance in used to differentiate that the
deviation is of random nature as opposed to the variation measure where deviation of a single step
is used to assess a design. To assess the variation with respect to a set A of random deviations,
the average fluctuation in performance is computed as follows.

?v\»—*

Ag. T =

Ag, 7 =median({Ag, 7,o|la € A}) (5.9)

The choice of computing median over many deviations, rather than minimum or maximum
is empirically made. Choosing minimum makes the fluctuation optimistic. On the other hand,
considering maximum makes the fluctuation conservative. Median serves as an alternate indicator
of variation due to deviations. Once such variations are considered, the variation due to different
jobsets is considered by having a weighted sum of the fluctuations for all jobsets as specified
in Equation 5.10. The sum is used to estimate error in the variation measure proposed in this
chapter.

Ag=> wgAy g (5.10)
Jel

A design g; is considered to be less varying compared to another design go if Ay < Ag,.
Ranking the designs with their respective fluctuation provides an estimate of how much the
performance of a design varies. This ranking is used to compute the error in the variation measure.
The error is computed by comparing how did the variation measure rank a design versus how
it was ranked by the weighted sum of fluctuations computed in Equation 5.10. Consider the
example of three designs g1,g2,93. Assume that when sorted with respect to variation measure,
their order is g2, 93,91 The sorted list of designs with respect to weighted sum of fluctuations is
g1,92,93. Then a distance vector between these two lists is 2,1,1. The distance vector indicates
the difference in how the variation measure and the weighted sum of fluctuations consider a design
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with respect to other designs. A null difference vector will show that the variation measure and
the weighted sum of fluctuations consider the designs similar and thus the selection using variation
measure leads to designs having the lowest variations compared to other designs. Computation of
the weighted sum of fluctuations require a large number of samples to compute random deviations.
The variation measure is less compute intensive compared to the weighted sum of fluctuations.

Figure 5.3 shows the Cumulative Density Function (CDF) of the distance vectors for the wafer
scanner. The plots show the cumulative percentage of the designs for distance of designs. For
a design, the distance is the difference of the ranks, computed using the variation metric and
the average squared fluctuation of Equation 5.10. A distance of zero indicates that the variation
measure and the squared fluctuation considers the variation of the design to be the same. An
ideal situation is when the distance vector is a null vector, the CDF will show 100% at distance 0
and cumulatively stays at 100% for the rest of the plot.

Consider the plot shown in Figure 5.3. The y-axis shows the cumulative percentage of indices
at a particular distance specified on the x-axis. The plot shows the results of the experiments
where random deviations are allowed, from a current parameter value, in steps from a range.
For example, the line of —2,2 indicates that for each parameter value, a value was randomly
picked from = —2sy,x — 1sg,x, T+ sk, + 255 where x is the current value and s is the step size.
This random selection from a range in the neighbourhood of the current value mimics deviation
occurring in a design due to processes.

With the increase of the range of deviation, as the CDF indicates, the percentage of indices
with larger distances in the difference vector increases. Having larger distances in the difference
vector between the variation metric and the mean squared error indicates that increased number
of designs were considered differently. Nevertheless, as the plot shows, at least 60% of the designs
had 0 distance in the difference vector. Notice, even for the range —2,2 the percentage quickly
reaches towards 100%. Thus, the proposed measure achieves similar quality as the median based
fluctuation analysis of Equation 5.7.

In the CDF, 62% of the designs are always ranked the same by the variation measure as the
median based fluctuation analysis. This is irrespective of how large the range of deviation. This is
only possible when designs are insensitive to variation, indicating that a large part of the design
space is insensitive. However, the remaining part is where gains from variation-aware designs
exist.

In the median based fluctuation analysis, the computation of the weighted sum of fluctuations
require a large number of samples to compute random deviations. The variation measure is
less compute intensive compared to the weighted sum of fluctuations. Therefore, compared to
the median based fluctuation, the proposed measure achieves slightly less quality but without
requiring a large number of computations. Therefore, the proposed method is suitable for variation
analysis for deviations in design parameters of self-re-entrant flowshops.

Results

The structure of a self-re-entrant flowshop, the scheduler used to compute the schedules and
the characteristics of a jobset have an impact over the performance and thus might be sources
of variation. Using the variation measure proposed in this chapter, this section finds designs
with high performance and with less variation in performance. Additionally, this section explores
the potential sources to further investigate the reasons of variation. Several experiments are
performed for each source. For the systems under study, namely the xCPS, wafer scanner and
the LSP, results of the experiments are shown. The results from one of the systems are presented
where the results for each system show similar trends.

The pareto-optimal designs for the design space of the wafer scanner are shown in Figure
5.4. The x and y axis are the structural parameters of the wafer scanner. The plot shows the
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Figure 5.3: CDF of distances for the wafer scanner.

10 4 - (immspiesee 9]
 @ioncecce @
v 8¢ (CEEEEoc ®
£ | @ GEwew ® o
TECERE B+ L
= @  {uooooco
Q44 $ (P

;

10 20 30 40 50 60
min loop time

Figure 5.4: The pareto-optimal designs for the design space of the wafer scanner.

pareto-points in 4 dimensions: the minimum loop time, the buffer time, the total performance and
the total variation. In the plot, the smaller a design point is the smaller makespan it generates for
a job on average. Similarly, the decrease in the brightness of a design point shows the decrease in
total variation. Small and dark design points are preferred points as they indicate high performing
and least varying designs.

Figure 5.4 shows a general trend of the fact that an additional 2 units of buffer time improves
the performance of the wafer scanner reduces variation for the same minimum loop time. This
trend can be observed in the figure as the design points for a minimum loop time become smaller
in size with an increase of buffer time. As an alternative perspective, increasing the minimum
loop time can reduce the minimum buffer time required to achieve the same performance over
the same amount of variation. Starting from the left side of the plot in Figure 5.4, with minimum
loop time 21, the wafer scanner has larger makespans with high variation. With the increase in
the minimum loop time, on average, the variation decreases and the makespan is shorter. For
larger buffer times, the same effect of decrease in variation and makespans is observed on smaller
minimum loop times. The trend continues till buffer time of 10 time units. Increase of one unit
of buffer time leads of having the same performance with the same variation one time unit of
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minimum loop time earlier. The constraints of the jobsets give an explanation to this trend
due to the structural parameter values and why they are pareto-optimal. As specified in the
testset details, there are five operations of each of the 50 jobs being processed in the scanner.
These operations have a processing time of one time unit each. The loop with minimum loop
time 21 can interleave, at most, 21 operations before the second operation of the returning job is
performed. Even in the MD category consisting of the most different jobs, where every third job
is different with job types specified as a regular expression (1,0,0,1,0)", interleaving operations
from the first job leads to a high performance schedule as the operations from the first job fills
up the loop with timings 10 2 for processing and setups of different operations plus 5 for same
operations summing to 25 time units. The highly varying designs on minimum loop time of 21
and buffer time of 2 time units is because some of the jobs can achieve high performing schedules,
and for many jobs, high performance schedule cannot be achieved. Addition of more jobs to the
interleaving will result in additional setup which the buffer time cannot facilitate and thus is not
a solution. Having only one job in the loop incurs larger makespan for the complete jobset and
thus has less performance than the pareto-optimal design found.

There are exceptions to the general trend of Figure 5.4 at the extremes of the design space.
For example, the combination of 10 units of minimum loop time and 2 units of buffer time is an
exception. Notice that it has low total performance. It is because the combination of the minimum
loop time and the buffer time does not allow interleaving of two jobs because interleaving requires
at least two setups which require minimum loop time plus the buffer time to be at least 20 time
units for interleaved operation. Similarly, minimum loop times larger than 47 time units only
have low total performance and least varying designs. This is possible because processing a wafer
separately is always possible. However, when interleaving becomes possible, similar performance
can be achieved on smaller minimum loop time and thus are not pareto-optimal.

The trend of variation in performance depends on the type of a design parameter. Analysis of
the trend provides an insight on impact of the parameter over the system performance. Such an
impact of the structural parameters over the variation in performance for the LSP is shown in
Figure 5.5. The impact of the increase in the minimum loop time over the total performance
is shown in Figure 5.5a. Initially over a smaller minimum loop time, there are many jobsets
for which effective interleavings are not facilitated by the minimum loop time and buffer time
combination. However, for many others, such a combination is possible where high performance
can be achieved leading to a high total performance. This leads to a large variation between the
total normalized makespans due to the shortest and the longest makespans found for a jobset. On
larger minimum loop time the variation in total performances decreases because the combinations
of the minimum loop times and the buffer times for most of the times permits a high performance
interleaving. Note that on larger minimum loop times, the maximum total performance is also
less than the smaller minimum loop times. The additional capacity offered by the combination of
the minimum loop time and the buffer time is not utilized by a scheduler as interleaving more
operations leads to timing constraints which cannot benefit from the additional capacity. The
trend continues to a point where additional minimum loop time allows shorter makespans for
some jobs. This pattern repeats but with a smaller magnitude of variation. On the other side,
large minimum loop times lead to larger total normalized makespan because larger loops require
more travel time for sheets in the LSP.

Similarly, Figure 5.5b shows the impact of the buffer time over the variation in total performance
of the LSP. The increase in the buffer time decreases the variation in total performance as well as
produced smaller makespans. Additional buffering capacity might allow interleaved schedules for
jobsets for which interleaving was not possible before which in turn decreases the total normalized
performance. Thus a decrease in makespans for both the shortest and the longest schedules for a
jobset is observed.
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Figure 5.6: The variation in performance due to different job types for the xCPS.

The variation due to different job types in a jobset in the xCPS platform is shown in Figure
5.6. On the x-axis, four job types shown. They are FD, MD, ND and Random (R). These job
types indicate how different types of jobs are there in a jobset. The FD has the job types as
in regular expression (1,0,0,0,0)". The category MD has job types as in regular expression
(1,0,0,1,0)". The category, Random, contains job whose type is determined randomly.

The jobsets with most setups have the most variation as the difference between the normalized
minimum and the normalized maximum performance is the largest. The variation is due to the
fact that with most different job types, the chances of incurring setups are also high. Suitable
minimum loop time and buffer time leads to timing constraints which a scheduler can exploit and
optimize to achieve higher performance. However, for many designs such freedom is not available
to a scheduler and thus the performance might be lower than the other cases.

The second most variation is in the FD job type. The amount of setups due to few different
jobs is also small. Therefore, the optimization freedom to a scheduler is also less leading to
smaller variation in performance. The least amount of variation is observed in the no different
job type. Since all jobs are of the same type, setups cannot occur. The scheduling freedom is
very less for such job types and thus the variation in performance is also smallest. Note the fact
that even tough there are no setups, a scheduler still has the freedom to schedule operations of
the same type in different orders. These differences of order still produce variation but relatively
smaller than the variation produced due to setups.

The random job type has a number of differences between the number of differences in the
FD and the MD categories. The variation in performance for the random type is less than the
MD category but is significantly more than ND category. Upon inspection, it is found that the R
category had at most the same number of different jobs in a jobset as the MD category. Thus,
the variation in performance is also almost the same.

The normalized performance achieved by different schedulers for all designs and all jobsets
is shown in Figure 5.7. Five different scheduling strategies were used because of absence of
an optimal scheduler. These strategies have different ways to find schedules and a best found
schedule is considered as an indicator of how a given design can process a jobset. In case an
optimal scheduler with tractable runtime existed then it would have been known, for every jobset,
how a design performs the best.

The box-whisker plot shown in Figure 5.7 illustrates which scheduling strategies resulted in
finding shorter makespans. Each box has the normalized makespan values for all jobsets over all
designs scheduled using the respective scheduling strategy. The dotted line inside the box depicts
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Figure 5.7: The variation in performance due to different schedulers for the xCPS platform.

the median normalized performance. A lower median indicates that the scheduling strategy has
found shorter makespans for a jobset compared to other scheduling strategies. The strategy, S4,
consistently performed the worse compared to other strategies because the schedules it found were
the longest among other schedules for a jobset. Therefore, the median, minimum and maximum
(the whiskers are absent) are 1. Other scheduling strategies have sometimes found a schedule
for a jobset which was better than others. The plot shows that different scheduling strategies
introduce variation in performance as a strategy might be well suited for a design or not.

The experiments of this chapter has shown that designs with higher performance and less
variation due to parameter deviation exist. This is mainly due to buffers. Larger buffers provide
freedom to find high performing schedules. When the size of buffers is not enough, the performance
of the system may reduce. The experiments have also shown two other sources of variation. The
number of different jobs in a jobset is one of them. The larger the number of different jobs the
higher the variation is. The second source of variation is different heuristics used to compute the
schedules. On average, the strategies that do not find best schedules have less variation compared
to the others. At design time, the designer of a self-re-entrant system must consider these sources
of variations.

Conclusions and Future work

The variation in the performance of self-re-entrant systems has several sources. The characteristics
of a jobset, the structure of the system and the scheduling algorithm used to compute the schedules
influence the performance and causes variation. The construction process might deviate the design
of a system from the desired structural parameters. Due to this deviation, the neighbouring
designs of a design might have very low performance. Thus the current design might not be ideal
considering deviations. At design time, upfront knowledge of these highly varying designs can
lead the designer of self-re-entrant systems to consider the variation.

This chapter introduced a measure of variation in the performance of a design due to change
in design parameters. The measure utilizes the knowledge of the variation occurring when the
values of structural parameters are increased or decreased. Using the measure, a case study was
performed to explore the relation of different sources of variation and performance over three
self-re-entrant systems, namely, the xCPS platform, a wafer scanner and an LSP. The DSE is
performed in a space with 4 dimensions: total normalized makespan, total normalized variation,
minimum loop time and buffer time. The pareto-optimal designs in the 4D space, for most of
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the designs, have a trend common across the self-re-entrant system under study. The dominant
trend is that a design operates at high performance when interleaving is possible. The interleaved
operation increases the system utilization. Many of the designs, which do not follow the general
trend, are cases where such an interleaved operations is not possible. Those designs have low
performance but also less variation. The variation is less because such designs consistently perform
poorly.

Different structural parameters influence the performance of a self-re-entrant system differently.
The increase in the minimum loop time increases the variation for several steps and then decreases
periodically. Every occurrence of the period reduces the magnitude of variation and eventually
the variation becomes significantly compared to initial magnitude. Additionally, beyond certain
a value, the system performance becomes poorer when additional minimum loop time is added
to designs. Therefore, during the design phase the impact of the minimum loop time must be
explored. Similarly, it must be analysed whether a scheduler can utilize the additional buffer
capacity.

The jobsets with the most differences have the most variation in normalized performance. The
jobsets without different job types show the least variation indicating that setups are the reason
of variation. When a scheduler optimizes and reduces the number of setups high performance is
achieved. When setups cannot be avoided due to the constraints or due to the available resources,
e.g. the buffer times, low performance is yielded. These sources, all together contribute to
variation in performance for self-re-entrant flowshops.

As a future work, positive variation, that is a type variation where the performance of a
system improves, can be considered beneficial. A measure could be designed that favours positive
variation. A designer might only want to disregard designs where the performance degrades. Any
improvement in performance, even due to deviations might be acceptable. Such a measure can be
useful where system performance is more important than predictability.

Variation can be classified as static and dynamic variation. Static variation is due to the
choices at the design time. Dynamic variation occurs due to the environment in which a system
operates as well as system configurations. Modelling the dynamic variation might increase the
accuracy of the variation measure.

The variation measure can be extended for continuous design parameters. Such an extension
will alleviate the requirement of a discrete step. Though the computation of the performance for
such a continuous design parameter might become compute intensive.
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“Every new beginning comes from some other
beginning’s end” - Seneca

Conclusions and Future work

This thesis has described techniques to schedule and perform variation-aware design of self-re-
entrant systems. Section 6.1 concludes this thesis. The future work is described in Section
6.2.

Conclusions

The problem of scheduling self-re-entrant flowshops with sequence-dependent setup times and
relative due-dates is known to be NP-Hard. This thesis has shown that the problem remains
to be NP-Hard even when the order of jobs is pre-determined. The proof of complexity is a
reduction of the source to target Travelling Salesman Problem (st-TSP) to the decision version of
the scheduling problem. In contrast, finding an optimal schedule for classical flowshops with a
fixed job order can be done in polynomial time. This work shows that finding optimal solutions
efficiently is highly unlikely due to self-re-entrancy together with sequence dependent setup times
and due-dates. Therefore, for such flowshops, a quick method to find good quality schedules is
required.

A heuristic approach to schedule self-re-entrant flowshops with sequence dependent setup times
and relative due-dates has been described in Chapter 2. The heuristic uses the scheduling-space
to find possible scheduling alternatives. The alternatives are assessed by two metrics, namely,
productivity and flexibility. Using these metrics, the heuristic finds a schedule by constructing
a path from the initial state to the final state in the scheduling-space satisfying the processing
time, setup time, relative due-date and ordering constraints. The performance of the heuristic
is assessed by testing over a randomly generated testset that is inspired from benchmarks from
the literature and industrial testcases. The experiments show that median ratio between the
schedules generated by the heuristic and the estimated lower bounds is 6%. A small fraction, i.e.
0.40%, of the schedules generated by the heuristic are between 0.85 times and 2.15 times longer
than the estimated lower bounds.

A specialized heuristic is presented in Chapter 3 that schedules an Large Scale Printer (LSP).
The heuristic finds, on average, better schedules than the general heuristic of Chapter 2. The
schedules are better because the heuristic explores the solution space differently. During the
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exploration of the solution space, for an operation, the specialized heuristic considers more
interleaving choices compared to the general heuristic. However, this increase in quality of
schedules comes over the price of increased runtime. The specialized heuristic is a greedy strategy
which ranks local scheduling decisions and enforces the choice that ranks the best. The ranking
is performed using three metrics, productivity, flexibility and distance. The performance of the
heuristic is evaluated by experiments on a testset consisting of schedule requests of industrial
relevance. The experiments show that the heuristic out-performs a greedy version of the state-of-
the-art Modified Nawaz Enscore and Ham (MNEH) heuristic in all cases. Moreover, the heuristic
out-performs the Eager scheduler, i.e. the scheduler of the LSP, for 92% of the cases. On average,
the specialized heuristic finds better schedules for all categories where significant number of
sequence dependent setups occur. The Eager scheduler outperforms the heuristic on the testcases
that do not have sequence dependant setups. Both the specialized and the general heuristics
contribute in finding better schedules for self-re-entrant flowshops.

Performance improvement for a self-re-entrant flowshop with setup times, due-dates and fixed
job order can also be achieved by exploring its design space. The design parameters of such
flowshop influence its performance. Traditional approaches to estimate performance are either
too slow or do not take sequence dependent setup times into account. The performance estimator
described in Chapter 4, for regular jobsets, allows to explore the relation between the design
parameters and performance without using compute intensive algorithms. As shown by the LSP
case study, the maximally productive length of the re-entrant loop highly depends on the jobsets
under consideration. For the LSP the estimator has an average compute time of 1.1 milliseconds
with an average accuracy of not less than 96%. The accuracy and the fast computation of the
estimator facilitate a designer to evaluate structural decisions during the design of self re-entrant
flowshops with sequence dependent setup times and due-dates.

The variation in the performance of self-re-entrant systems has several sources. The charac-
teristics of a jobset, the structure of the system and the scheduling algorithm used to compute
the schedules influence the performance and cause variation. The construction process might
deviate the design of a system from the desired structural parameters. Due to this deviation,
the neighbouring designs of a design may have very low performance. Thus the current design
may not be ideal. At the design time, upfront knowledge of these highly varying designs can lead
the designer of a self-re-entrant system to consider the variation. Chapter 5 describes a measure
of variation in the performance of a design due to changes in design parameters. The measure
utilizes the knowledge of the variation that occurs when the values of structural parameters are
increased or decreased. Using the measure, a case study was performed to explore the relation
between different sources of variation and performance over three self-re-entrant systems, namely,
a research platform called as eXplore Cyber Physical Systems (xCPS), a wafer scanner and an
LSP.

The case study is performed in a design space with 4 dimensions: total normalized makespan,
total normalized variation, minimum loop time and buffer time. The pareto-optimal designs in
the 4D space, for most of the designs, have a trend common across the self-re-entrant system
under study. The dominant trend is that a design operates at high performance when interleaving
of products is possible. The interleaved operation increases the system utilization. Many of the
designs, which do not follow the general trend, are cases where such an interleaved operation is
not possible. Those designs have low performance but also less variation. The variation is less
because such designs consistently perform poorly.
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Future work

The computational complexity of the LSP scheduling problem of Chapter 3 is unknown. The
reduction specified in Chapter 2 is not applicable to the LSP scheduling problem. Further research
is required to find out whether this case, where one machine processes the jobs twice has an
efficient algorithm to find optimal schedules or not. A starting point might be to reduce the set
partition problem to the LSP scheduling problem.

The development of dedicated heuristics, for self-re-entrant systems, is a necessity as the
algorithms to schedule such systems are usually compute intensive. However, the time that is
spent to create such heuristics is usually enormous. A person either requires tons of experience
to quickly develop practically viable solutions or simply needs a lot of time to master such a skill.
Re-use of heuristics can be performed, for example, when two scheduling problems are similar.
The question is how to assess the similarity? As a future work, it is proposed to compare the
scheduling-spaces of two scheduling problems to find out what are the differences in scheduling
choices. Once the difference is known, heuristics can be tuned to find schedules considering the
differences.

The Bellman-Ford algorithm is the core of the scheduling techniques presented in this thesis.
The algorithm is used to find a schedule, once an ordering of vertices is given. Additionally, the
algorithm is also used to verify the feasibility of the scheduling alternatives. In many experiments,
e.g. in [47], it is observed that the algorithm consumes between 60%-80% of the runtime. It
is of high interest to optimize the Bellman-Ford algorithm for runtime. Software optimization
techniques such as loop unrolling and the usage of dedicated hardware are candidates.

Computation of lower bounds over the makespan of a schedule for a self-re-entrant system
is proposed. These lower bounds can be used for assessing the performance of a scheduler over
the testcases for which the exact methods require intractable amount of time. One such lower
bound is to use the distances computed by the Bellman-Ford algorithm on the partial schedules.
However, such a lower bound is not tight as it ignores the possible setup times that may arise
when operations are totally ordered. There will be at minimum x — 1 number of setups if there
are z different sheets in a jobset. Thus, considering these setups together with the information
from the timing constraints will result in a tighter bound making it possible to better assess the
quality of schedules generated by the heuristic.

As an extension to the heuristic, back propagation can be added. Back propagation might
allow reversal of choices that the heuristic made after further exploration of the scheduling-space.
Such an extension might be very useful for the testcases where the heuristic aborts because no
feasible choice is found.

The scheduling-space can be extended to self-re-entrant flowshops without a fixed job order.
Such an extension will make the heuristic proposed in Chapter 2 applicable to other systems
where fixed job order is not a requirement.

Recently, the heuristic proposed in Chapter 3 was extended by [46] by addition of windowed
scheduling. The work schedules a part of a constraint graph and later on schedules the rest. In
this way, the runtime of the heuristic is less than scheduling the complete constraint graph. In
[47], with several runtime optimizations, the extended version of the heuristic of [46] is shown to
have a worst case runtime of 325ms. Furthermore, [47] has extended the heuristic to cases where a
job request comprises of simplex and duplex sheets. Due to this extension, jobs either have three
or four operations. At the moment, in this thesis and in work of [46, 47], it is assumed that the
timing constraints are given. As a future work, generation of timing constraints from an LSP at
runtime is proposed. The constraints depend on the characteristics of jobs and such information
only becomes available once the jobset arrives at the LSP. Moreover, the timing constraints need
to be acquired from different components of the paper path of an LSP. Generating the timing
constraints at runtime poses an additional challenge of extracting constraints in an efficient way.
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The performance estimator assumes that a jobset consists of repeating patterns of jobs. The
assumption holds in many industrial applications but estimation of performance for jobsets
without a pattern is left as a future work. Furthermore, the design parameters explored in
this work were the minimum loop time and buffer time because they significantly influence the
performance. The study of which other design parameters influence the performance is another
interesting topic for future work.

Positive variation, that is a type of variation where the performance of a system improves, can
be considered beneficial. A measure could be designed that favours positive variation. A designer
might only want to disregard designs where the performance degrades. Any improvement in
performance, even due to variation might be acceptable to some applications. Such a measure
can be useful where system performance is more important than predictability. This thesis has
assumed that predictability is important to save unexpected costs of storage and logistics of
products produced by self-re-entrant systems.

Variation in performance can be classified as static or dynamic variation. Static variation
is due to the choices at the design time. Dynamic variation occurs due to the environment in
which a system operates as well as system configurations. Modelling the dynamic variation might
increase the accuracy of the variation measure proposed in Chapter 5.

The variation measure described in Chapter 5 can be extended for design parameters with
continuous values. Such an extension will alleviate the requirement of a discrete step. Though the
computation of the performance for such a continuous design parameter might become compute
intensive.

The extensions proposed as future work will increase the applicability of the contributions in
improving the performance of self-re-entrant flowshops.



Flowshops with fixed job order

Finding optimal schedules for classical flowshops and self-re-entrant flowshops is known to be
NP-Hard. Chapter 2 has shown that self-re-entrant flowshops remain to be NP-Hard even when
the job order is fixed. However, when job order is fixed for classical flowshops, optimal schedules
for them can be found using a polynomial time algorithm. An intuitive argument is given through
the following example.

Three jobs x,y, z having two operations each, namely a and b, are executing over two machines
m1,mg in Figure A.1. Lets first consider the case in Figure A.la where the job order is not fixed.
In such a case, a scheduler needs to determine the order in which each machine processes the
operations. The scheduler on machine mi needs to determine the order in which the operations
az,0y,a, should be performed. Similarly, machine mg requires to order its operations.

The second case is when the job order is fixed as shown in Figure A.1b. The order in which
operations are performed on machines is also known and fixed. On machine mj the order of
operations is a; — ay — a.. The remaining task for the scheduler is to compute the start times.
Using Bellman-Ford algorithm, as described in this work, as soon as possible start times can be
computed. The as soon as possible start times are optimal because any delay in the start of any
operation will never decrease the makespan of the schedule.
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(a) Operations of jobs.
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(b) Operations of jobs with fixed job order.

Figure A.1: Operations over machines with non-fixed and fixed job order.



SMS-SDET is NP-Complete

Though Single Machine Scheduling with Sequence Dependent Ezxecution Times (SMS-SDET) is
accepted in literature [21, 29] to be NP-Complete, its proof of computational complexity is not
found. Therefore, for completeness, the proof is described in this appendix.

SMS-SDET consists of Tasks T'= {t1,...,t,}, Processors P ={p1} , Execution times E: T —
ZT where E(t;,t;) is the processing time of a task ¢; if ¢; is processed immediately after a task
t;. The problem is to find a schedule S such that every task t; has start time S(i) satisfying
with 1121?2(”5' (7) < d where d is a given integer. The problem is to decide whether a schedule can

be found that fits in d time units. The SMS-SDET is NP-Complete as st-TSP polynomially
transforms to SMS-SDET. st-TSP is defined as given a graph G = (V, A) with a set of vertices
|V | =n, a source vertex s and a target vertex t in V, is there a hamiltonian path starting from s
and ending at t? st-TSP is already known to be NP-Complete [29].

st-TSP is in NP as a path from the source to the target can be guessed non-deterministically.
A polynomial time verifier exists that given a path finds whether the path starts from the source
and ends in the target while visiting all nodes. Similarly, in case the path does not visit all nodes
or does not start at the source or does not end in the target node then such a path is rejected in
polynomial time.

st-TSP (G(V,A)) polynomially transforms to SMS-SDET. Given an arbitrary instance of st-

TSP problem a SMS-SDET instance is created as follows. T = {ts,t1,...,tn,t+}. P={p1} and
d=n+2. Ezecution time are E(ts,t1) =1, E(tn,t;) =1, E(t;,t;) =1 for all (i,j) € A and
E(t;,t;) =d+1 for others. Then a schedule with makespan < d only exists if and only if there
exists a hamiltonian path between s and t.






Benchmarks

Most of the testsets for experiments in this work have inspired from industrial testcases and
testcases from literature. In the research community, mainly, there exist 3 benchmarks to test shop
scheduling problems. Namely they are Taillard [74], Structured [75] and ORLib [76] benchmarks.
These benchmarks have different goals. The Taillard benchmark is the most used benchmark
in the literature. The benchmark targets permutation flowshop, flowshop, open shop and job
shop scheduling problems. The original benchmark does not have setup times though later on
researchers have extended the benchmark to add setup times. Similarly, the benchmark does not
have relative due-dates and nor it was extended for relative due-dates prior to our work. For
details and download of the benchmark refer to [74].

The second benchmark for shop scheduling problems is the structured benchmark. As the
name suggests, the goal of the benchmark is to have test instances having a structure additional
to the testcases with random instances. It contains all the instances from the Taillard benchmark.
Further details and the benchmark can be found at [75].

The third benchmark focuses on collecting test cases found difficult (time consuming, poor
quality) to solve in industry. We refer to this benchmark as ORLib benchmark. It contains
instances from Taillard benchmark and testcases from industry. Benchmark can be found at [76].

Taillard benchmark was the most used in the shop scheduling research community and therefore
it has served as the main source of inspiration. For example, the number of jobs, the interval in
which processing times are assumed and the number of machines in an shop environment are
considered when creating testcases for this work. However, for the testcases where industrial
application of this work is tested, for example in the LSP case, the benchmark focuses on the
testing for the application area.






Remarks over scheduling-space

Several observations over the structure of the scheduling-space of self-re-entrant flowshops are
described in this appendix. These observations can be used in extension of the future heuristics
for the problem. The observations are summarized in the following remarks.

) The total number of distinct orders of operations, for a given jobset, is a Catalan number
of n where n is the number of jobs in the jobset.

r) The structure of the self-re-entrant flowshop scheduling problem is the same as the Dyck
Paths problem. An order of operations is similar to a walk over a Dyck Path.

There are Catalan number of Dyck Paths (analogous to orders) for a scheduling-space of a
jobset but many of them are infeasible due to due-dates.

) With a fixed job order, a jobset with c distinct jobs will have at least ¢ setups even in the
optimal case.

If there are ¢ distinct jobs, there is a setup required when a machine starts processing another
job. Since all jobs need to be processed, ¢ setups are always required.

r) The Bellman-Ford algorithm has been used for infeasible schedule detection. Note that,
situations like cyclic orderings of operations and due-dates across machines will not always
be detected by the algorithm.

The cyclic orderings are not detected because Bellman-Ford is not a cycle detection algorithm.
There can be cycles, for which, the bellman algorithm might still terminate with no further change
in the distances.

The cross machine due-dates might arise in specific problems but not in the LSP scheduling
problem. Thus, for such problems explicit check of cross machine due-dates is required. The
Bellman-Ford algorithm does not detect infeasibility in case where the constraints are between
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two operations which are unreachable from each other. Therefore, they are not ordered leading to
the fact that there is no path between them. Having no path between them will not let a positive
cycle to be formed and thus the infeasibility will not be detected.

Rr) On small loops, the buffers might not be effective.

On loops that have their minimum loop times smaller than the setup time, processing all
operations of the same job and then processing the next job becomes a viable heuristic for a good
quality schedule. Such a heuristic does not utilize the buffer, thus, the impact of the buffer is not
observed over the performance of the system.
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A mini game version of a problem solved in this thesis, with rules:
i.  Start from the bottom and find your way till center.

ii. Collectas many coins (@) as possible.

iii. Avoid triangles (A ). You die if you get hit by three or more.
iv. Repeated visits to the same area are not allowed.
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The game lets you encounter one of the main problems solved in this thesis. Additional to the
challenges of the problem, in the research, it is solved quickly.
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