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Abstract Medical data aggregated at a national level can bring a large number
of insights to medical researchers and pharmaceutical companies.
Research on the aggregated data will allow improving patient care,
improving preventive healthcare, and measuring the effectiveness of
medications and medical treatment. Medworq has developed a so-
lution that aggregates medical data at a regional level from different
healthcare sources. The goal of this project is to design and imple-
ment a solution that will aggregate healthcare data at a national level.
Due to the fact that medical data is highly sensitive information, the
main challenge of the data aggregation is to preserve data privacy of
individuals. This report describes a project to analyze the data aggre-
gation process, its challenges and use cases within Medworq, and to
design a system that provides the data aggregation functionality. An
inventory and comparative analysis of existing data privacy preserv-
ing techniques are provided in the report. The main deliverable of
this project is a system that provides the data aggregation function-
ality together with a configurable choice of data privacy preserving
techniques. The system was verified based on real patient data. The
report also gives recommendations for future improvements.
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Foreword

Vera's project “Analytics infrastructure for aggregated data” has delivered a big data solution for col-
lecting and aggregating medical data. This is all done within very strict privacy legislation. The aim
of the project was to build an infrastructure to collect nationwide medical data, linking it on a patient
level while still keeping the data anonymous and complying to national and European regulations.

The assignment posed several challenges, for example, how to anonymize the data without losing the
patient level, how to collect large amounts of data and still getting reasonable performance and fur-
thermore how to fit the system in already operational regional data warehouses. The regional systems
working with a TTP for anonymization at the source, splitting the identifiers and medical data at the
earliest possible moment.

On top of that, when a subset of the data is delivered to a researcher additional measures were taken
to ensure the privacy of the patients. Because of the fact that in this use case the data is leaving the
organization, you lose full control and extra safeguards have to be in place resulting in an analysis of
the data leaving the organization on an array of privacy attacking strategies.

Vera addressed these challenges head on. She emerged herself into the various methods of anonymiza-
tion, comparing and in the end implementing the most suitable ones for the project. Vera managed the
project very well, stayed on top of surfacing issues, consulting the stakeholders and adjusting scope
when needed.

It was a pleasure working with Vera on a professional level as well as on a personal level. All other
team members learned a lot from her on anonymization and, for the company, other new technologies
as Hadoop and Spark. We wish her the best for the future and we are sorry to see her go.

Freek van Keulen
September 2017
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Preface

This report summarizes the “Analytics infrastructure for aggregated data” project carried out by Vera
Chembay as the final part of the Professional Doctorate in Engineering (PDEng) program in Software
Technology, provided by Eindhoven University of Technology, Stan Ackermans Institute. The project
lasted for nine months and was conducted in Medworq.

The report describes the architecture, design, and implementation of the solution based on the prob-
lem, domain, and requirement analysis. All design decisions are given with the explanation of the
rationale behind them. The report provides the description of the verification and validation and gives
recommendations for future work.

Vera Chembay
September 2017
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Executive Summary

Nowadays all medical organizations collect a large amount of patient data in their information sys-
tems. Data related to one particular patient can be spread between different healthcare centers, phar-
macies, and hospitals. The process of bringing all this data together at one place is called data aggre-
gation process. Research based on the aggregated data will allow recognizing patterns and trends in
the healthcare domain, improving patient care and preventive healthcare, and measuring the effective-
ness of medications and medical treatment.

Medworq has developed a solution, called “Population Database,” which aggregates medical data at
a regional level from different data sources such as general practitioners, pharmacies, and hospitals.
The “Population Database” allows conducting research on the regional level and creating aggregated
reports by required medical topic.

However, medical data related to a patient can be located in different regions. In this case, conducting
research at a regional level provides a limited overview. In order to create more complete input for
medical research, data should be aggregated at a national level.

Aggregating data at a national level brings several challenges:

1. There is large amount of duplicate information.

2. Records related to one particular patient have different regional identifiers.

3. Data privacy regulations require the data aggregated at a national level to be anonymous.

The goal of this project is to create a system that is able to aggregate medical data at a national level
from existing “Population Databases.” The solution is called “Cooperative Database.” Currently, there
is no solution for the aggregated data at a national level in the Netherlands. Therefore, our system is
innovational and will bring added value to the different stakeholders such as pharmaceutical compa-
nies, research institutes, and the Dutch society.

The system is delivered as a Java Enterprise Application. The “Population Database” uses Java pro-
gramming language as well. Therefore, it will be easy to integrate the “Cooperative Database” and
the “Population Database” solutions in the future. This integration was designed in the scope of this
project. However, it was not implemented due to the limited amount of time.

Below we describe how the system solves the mentioned challenges:

viii Analytics infrastructure for aggregated data
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1. The system handles duplicate information and removes redundant data.

2. The system links all records related to one particular patient to one common identifier. This
linking process is performed through the Trusted Third Party (TTP) which will generate new
identifiers for our system. The communication between “Cooperative Database” and the TTP
was designed. However, because of the functionality from the TTP was not implemented by the
end of the project, our solution used a synthetically generated response to link records.

3. The domain and problem analysis provide a research and comparison of existing data privacy
preserving techniques. The most appropriate for our solution data privacy preserving techniques
were chosen and implemented in the “Cooperative Database.”

The system was verified based on data exported from two regional Population Databases. To show the
added value of the system, data for medical research on Chronic kidney disease was exported from
the system. Before delivering research data to scientists, data was anonimyzed.

It is recommended that the system be further tested using real data from several regions in order to
verify the results, and, if necessary, modify the design and implementation accordingly.

ix Analytics infrastructure for aggregated data
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Glossary

AGB code National code for a health-care provider. This unique code for each
provider which is registered in a national database.

AIS Apotheek informatie systeem (Pharmacy Information System)
Anonymous data Data which cannot be related back to an individual patient
API Application programming interface
BSN Citizen Service Number. BSN is a unique personal number allocated to

everyone registered in the Municipal Personal Records Database in the
Netherlands.

CDS Cooperative Database System
Cooperative Pseudonym Pseudonym which is linking all medical records related one individ-

ual patient over all regions. It should be regenerated each time during
generation new dataset for Cooperative Database

CRUD Create, Read, Update, and Delete
CSR Certificate Signing Request
Data aggregation process of collecting data from several data sources or regions with

intent to expresse data in a summary form for statistical analysis later
on

Data source Source of medical data (such as general practitioner, hospital or phar-
macy)

ETL Extract, transform, load
JAR Java ARchive
IDE Integrated development environment
HDFS Hadoop Distributed File System. Data storage of Hadoop infrastructure
HIS Huisarts informatie systeem (General Practitioner Information System)
Metadata Description of Semantically Integrated Model, structure of source data,

and mapping between these two
POJO Plain old Java object
Population Database Database which stores medical data collected at a regional level
RBAC Role-based access control is an approach to restricting system access to

authorized users
SIM Semantically Integrated Model. This is a semantically integrated su-

perset of all the different domains (AIS, HIS, ZIS)
SQL Structured Query Language
TTP Trusted Third Party. TTP provides pseudonymization process
ZIS Ziekenhuis informatie systeem (Hospital Information System)
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1 Introduction

1.1 Project context

Medworq is an organization that offers solutions in the healthcare domain. In particular, Medworq has
developed different EHealth solutions, such as a tool for online communication between patients and
caregivers, which allows quick, effective, and efficient communication. Improvement of preventive
medical care is another direction of the company interests. Preventive medical care allows finding
patients at risk in an early stage to ensure that proper care is provided.

Preventive medical care requires medical data that should be analyzed. In different medical orga-
nizations, all kinds of data are available: about individual patients, groups of patients, diagnosis and
outcomes or effects of treatment. Aggregating all this data together and analyzing it can bring valuable
conclusions for healthcare. One example of the outcomes of the aggregated data is a risk dashboard
developed by Medworq. Figure 1.1 shows the risk dashboard, which allows early detection of patients
at risk of osteoporosis. Using an action-oriented dashboard, the General Practitioners can track risk
groups of patients. Therefore, patients at risk can receive proper medical treatment earlier, in order to
prevent more serious consequences for their health.

Figure 1.1: Osteoporosis risk dashboard

1 Analytics infrastructure for aggregated data
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Medical data is often distributed across different medical organizations, stored in different systems
in a variety of formats. The process of bringing all this data together at one place is called data ag-
gregation process. The larger the amount of medical data for research we have, the more precise the
conclusions we can make out of it. Therefore, in order to bring even more added value from different
medical data, this data should be collected and aggregated from all available medical data sources.

Aggregated data will allow:

• Improving patient care

• Improving preventive healthcare

• Measuring effectiveness of medications and medical treatment

• Processing regional benchmarking

1.2 Problem description

Medworq has developed a solution called “Population Database,” which aggregates data at a regional
level from different healthcare sources such as general practitioners, pharmacies, and hospitals. The
“Population Database” allows conducting research on the regional level and creating aggregated re-
ports by required medical topic. However, medical data related to a patient can be located in different
regions. Thus, conducting research at a regional level provides a limited overview. In order to create
more complete input for medical research, data should be aggregated at a national level, i.e. from all
Population Databases to one place.

The data collection and aggregation process at a national level brings several challenges:

• Collected data might contain large amount of duplicate information.

• Records related to one particular patient have different identifiers, because data is collected
from different systems.

• Data privacy regulations require the data aggregated at a national level to be anonymous.

The goal of this project is to design and implement Cooperative Database System (CDS), which
will aggregate healthcare data at a national level. This solution is technically possible, but was not
implemented so far in the Netherlands. The design and implementation of the CDS should address
all mentioned challenges. Moreover, the CDS should be integrated with Population Database solution
later on. Therefore, the design for this integration is in the scope of this project as well.

1.3 Outline

The remainder of the report is structured as follows:

Chapter 2 identifies and describes the main stakeholders of the project and explains their interests,
needs, and influence in the project.
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Chapter 3 discusses in more detail the problem that the project is focusing on and design criteria for
the solution.

Chapter 4 gives the analysis of the domain in which the project is conducted.

Chapter 5 presents the system requirements that were defined from the domain and problem analysis
as well as from the interviews with stakeholders.

Chapter 6 provides the system architecture.

Chapter 7 lists the main design and technology choices that were made during the design phase of
the project.

Chapter 8 identifies and discusses possible issues and risks.

Chapter 9 describes the implementation and the deployment process.

Chapter 10 presents the validation and verification process.

Chapter 11 formulates the results and provides the description of the remaining work.

Chapter 12 describes the management part of the project.

Chapter 13 gives the retrospective of the project from the author's perspective.
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2 Stakeholder Analysis

A project stakeholder is an individual, a group or an organization, who may affect or be affected by a
decision, an activity or an outcome of the project. Stakeholder analysis is the process of gathering and
analyzing information to determine whose interests should be taken into account during design and
implementation of a solution. In this chapter, we describe main stakeholder groups and their interests
for this project.

2.1 Medworq

Medworq is a company in the healthcare sector. Medworq develops solutions in eHealth (a solution
for communication between doctor and patient) and preventive healthcare (recognizing patients with
disease risk). The main interest of the Medworq is the design and implementation of an aggregation
infrastructure. Medworq acts as a facilitator of meetings/feedback sessions with important stakehold-
ers, such as pharmaceutical company representatives and Privacy Company (see Section 2.2).
Table 2.1 describes each stakeholder at Medworq in more detail:

Name Role Interests

Johan Ruiter Project Manager • The solution should be compliant
with regulations.

• The solution should present viable
business case.

• The solution should be able to op-
erate with other systems such as
new data providers and systems
which are going to use the data.

• The system should be based on
market and technology standards.

• Medworq should be able to track
project progress according to
schedule

5 Analytics infrastructure for aggregated data



Technische Universiteit Eindhoven University of Technology

Freek van Keulen Company Supervisor • The solution should not interfere
with data provider interests.

• The solution should use a data-
driven approach.

• The solution should reuse as many
as possible components from cur-
rent infrastructure.

Table 2.1: Medworq company stakeholder analysis

2.2 Privacy Company

Due to the fact that the Cooperative Database processes a large amount of patient medical data, data
privacy is a major requirement for the project. In particular, the Cooperative Database solution shall
comply with the privacy and data protection regulations in the Netherlands. Privacy Company pro-
vides advice on how the privacy requirements should be addressed in the design and implementation
of the proposed solution. The main interest of the Privacy Company is to ensure that solution meets
all legal requirements from data privacy and security prospective.

Name Role Interests

Arnold Roosendaal Legal expert • Ensure that solution is designed in
such a way that it ensures proper
level of data privacy and security

Table 2.2: Privacy company stakeholder analysis

2.3 Eindhoven University of Technology

TU/e (Eindhoven University of Technology) offers PDEng (Professional Doctorate in Engineering)
programs in Software Technology. As a graduation project, the university provides to a trainee a
design project in the industry field. The main interest of the university is to ensure a good quality
of design and report accomplished by the trainee and timely project deliverables to the company.
Table 2.3 describes each stakeholder of the University in more details:
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Name Role Interests

Vera Chembay PDEng trainee • Gain software design experience

• Apply design and professional
skills

• Complete project scope on time

Ad Aerts Software Technology
PDEng program director

• Quality of project and process

• Continuation of cooperation with
industrial companies

Nicola Zannone TU/e supervisor • Ensure that the project scope
meets the level of a PDEng project

• Validate that design, implemen-
tation, and final report meet the
standards of a PDEng project

Table 2.3: TU/e stakeholder analysis

2.4 Other stakeholders

There are some other stakeholders, who do not have direct influence to the project, but have an interest
in the final result.

2.4.1 Research Institutes

The main interest of the Research Institutes is to carry out high quality research that has a demonstra-
ble impact. The outcome of this research supports improvement of health and social care for patients
and healthcare system sustainability as a whole. With the Cooperative Database solution Research
Institutes get access to the data aggregated at a national level, which gives a wide area for research
directions.

2.4.2 General Practitioners and medical specialists

The General Practitioners and other medical specialists should be a source of medical knowledge, but
also takes into account changes and new methods in healthcare. General Practitioners who want to
improve quality and efficiency of healthcare services can find help in the research results. Based on a
nation-wide statistics, General Practitioners can encourage patients to follow healthcare advice.
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2.4.3 Policy makers

The World Health Organization has recognized the need to use results from the best available research
evidence in healthcare recommendations (see e.g. [2]). Therefore, policy makers can promote ef-
fective strategies how to bring these results into healthcare. With the Cooperative Database solution,
policy makers can have an overview of medical trends at a national scale.

2.4.4 Dutch society

Health research has a high value to society. It can provide important findings about disease and risk
factors, results of treatment, healthcare approaches, and healthcare costs. The Dutch society can
benefit from healthcare improvements based on these findings.

2.5 Stakeholder prioritization map

Figure 2.1 illustrates the stakeholder prioritization map where all stakeholders are classified by their
influence and interest. The stakeholder prioritization map is very important to identify key stake-
holders at the beginning of the project. In addition, it is possible to identify stakeholders that have
less influence on the project but have interest in the final solution and therefore can support the project.

Figure 2.1: Stakeholder prioritization map

The prioritization map also defines how much a stakeholder needs to be aware of project status and
progress. Different priorities of groups affect the style of communication. Below we describe different
communication scenarios for each prioritization group:
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• High interest/High power
It is very important to keep up to date stakeholders who have high interest and high power in
the project. Because they can easily influence the direction of the project so they need to have
the latest information. Therefore, the following scenarios were chosen for the communication
with this group:

– Face-to-face meetings

– Regular updates by email or technical document

– Demonstrations of current progress

• High interest/Low power
We can use knowledge and expertise from stakeholders who have high interest and low power
in the project. They can bring added value to the project by sharing their domain knowledge.
Therefore, the following scenarios were chosen for the communication with this group:

– Consultation by face-to-face meeting or email

– Updates about major decisions by email

• Low interest/Low power
For stakeholders who have low interest and low power in the project we do not have any specific
updates. They will obtain their added value from the project after the Cooperative Database
solution will be completed. Currently we do not take into account input from them.
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3 Problem Analysis

The analysis of the company context and stakeholder interests allows formulating the problem state-
ment that the project aims to solve. The high level goal of the project is to create framework for
aggregated data. In order to understand and analyze the problem deeper, this chapter describes use
case analysis, data privacy challenges, criteria for the solution, and the project scope.

3.1 Context

Aggregating data from different health organizations such as general practitioners, pharmacies, and
hospitals across several regions make it possible to measure effectiveness of medication and medical
treatment, create disease classifications, and improve preventive medicine. As mentioned in Chapter 2
different stakeholders will benefit from this solution: pharmaceutical companies, research institutes,
policy makers, general practitioners and the Dutch society as a whole.

Currently, a solution for aggregated data at a regional level has already been implemented by Med-
worq. This solution is called Population Database. Population Database collects medical data from
different medical sources such as general practitioners, pharmacies, and hospitals and aggregates this
data by different regions. Medical data related to one particular patient can be spread between differ-
ent medical organizations. Moreover, these organizations can be located in different regions. In this
case, in one region dataset related to one patient could be incomplete. Research based on incomplete
datasets could lead to wrong conclusions. In order to avoid this situation, there is a need to aggregate
data at a national level. Aggregated data at a national level will bring added value to the pharmaceuti-
cal companies as well. They can measure the effectiveness of medication and perform benchmarking
at a national scale.

The Population Database stores data collected from different healthcare sources such as general prac-
titioners, pharmacies, and hospitals. The goal of the project is to design and develop a system for
aggregating data from a regional level (from the available Population Databases) to a national level.
The solution is called Cooperative Database. Figure 3.1 shows a high level view how data is aggre-
gated from different Population Databases to the Cooperative Database. The Cooperative Database
will provide the ability to conduct research and generate aggregated medical reports at a national level .

Although a solution for aggregated data at a national level is technically possible, it has not been
implemented so far. The design and implementation of such a solution involves a number of legal
concerns, which is described in Section 3.3 and Chapter 4. One of these concerns is to preserve
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data privacy of individuals while aggregating medical data at a national level. Therefore, the data
access process should be defined to address this concern. Figure 3.2 shows an overview of the data
access process to the business, research institutes, and policy makers. Data is delivered in two forms:
aggregated reports and data subsets of the Cooperative Database dataset. According to the data privacy
regulations, aggregated data shall preserve privacy of individuals, i.e. data delivered to a third-party
company should be anonymous. Therefore, before delivering a dataset to a third-party company the
Cooperative Database performs an anonymization check. In case of aggregated reports data does not
reveal any personal identifiable information because it is presented in generalized statistics.

Figure 3.1: High level overview of the project goal

Figure 3.2: Data access process
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3.2 Use Cases

In order to understand the scope of the Cooperative Database it is important to analyze how the system
will be used by the relevant stakeholders. In the following sections we describe different use cases
that have been collected by interviewing different stakeholders. Table 3.1 provides the list of actors
which use the system.

Actor Role, Action or Responsibility

Operator • Controlling of data upload process

• Processing data through the system

Data Manager (Analyst) • Detecting and deleting inconsistencies in datasets

• Creating new classification based on domain knowledge

• Exporting data for research

Application Manager • Maintaining user accounts

• Processing of an authorization

System Administrator • Maintain data server availability

Privacy Officer • Checking how data processing complies with regulations.
In particular, configure anonymization methods and parameters

End User • Retrieve national statistics

• Carry out research at a national level

Table 3.1: Cooperative Database Actors

3.2.1 User Stories

Figure 3.3 shows a use case diagram representing user stories that involve an End User. The system
has one general End User actor, which can be specified as a pharmaceutical company or third-party
researcher.

Below we list user stories. Each user story provides information about which action the user can
perform and which added value this action brings to the user.

1. As a User (pharmaceutical company), I want to be able to get national statistics, so I can
measure the effectiveness of medicine or treatment.

2. As a User (pharmaceutical company), I want to be able to compare different statistics, so I
can compare results based on different treatments.

3. As a User (third-party researcher), I want to have access to exported data, so I can carry out
research.
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Figure 3.3: Use case diagram

3.2.2 Technical Stories

In order to accomplish the User Stories mentioned in the previous section we need to define several
Technical Stories. These Technical Stories give context to the User Stories from a system perspective.
Below we describe the actors that are involved in the technical stories, the importance of their role
and actions, and arising challenges.

Operator The Operator processes data through the system, i.e., he starts procedures that get data
from the Population Databases, anonymizes the data, and uploads it to the Cooperative Database
server. He is in control of the full data upload process. Then, he should react to all errors and incon-
sistencies in the process, restart procedures, or consult with more knowledgeable IT specialists. In
order to provide up to date medical information for the stakeholders, it was agreed that the Coopera-
tive Database should collect and aggregate data monthly. Therefore, the success of data aggregation
process depends on timely actions of the Operator.

Data Manager The Data Manager is a person who has knowledge about medical domain and
database model. Therefore, the Data Manager capable of:

• detecting and deleting inconsistencies in datasets;
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• identifying logic for classification based on existing data and domain knowledge. He can update
a dataset with new data based on this classification;

• exporting data for third-party research and creates unique pseudonym for each research purpose.

Considering that the Data Manager makes data from the Cooperative Database more precise and
meaningful, he brings the added value to all project stakeholders.

Application Manager The Application Manager supports user authentication and authorization
process. In order to provide a higher security level of application, the Cooperative Database allows
creating different user groups with different data access levels. The Application Manager is in charge
of:

• creating and updating user accounts on the server;

• creating different user roles;

• giving permissions/rights to the users to perform different operations.

Due to the fact that data in the Cooperative Database contains a large amount of sensitive medical
information, the system additionally protects data through role-based access control (RBAC) [3]. This
approach gives to each user group minimal required access to the data. Thus, the Application Manager
plays a very important role for the project.

System Administrator The System Administrator starts the data server and tracks the server avail-
ability. He should react in a timely manner on unexpected server stop or inaccessibility, which can be
harmful for stakeholder's needs.

Privacy Officer The Privacy Officer verifies how data processing complies with European (see [4])
and Netherlands (see [5]) data privacy regulations. Therefore, the Privacy Officer decides which
anonymization methods with which parameters the system uses in order to deliver fully anonymous
datasets. Because only the Privacy Officer has specific knowledge about both legal and technical sides
of the data delivery, his role is indispensable in this process.

3.3 Data privacy

Health research provides valuable benefits to society by improving healthcare. This research also
creates added values for different healthcare related organizations as well. However, medical data is
sensitive information. Thus, it is very important to preserve the privacy of individuals involved in
research.

When data is collected at a regional level, the privacy and data regulations in the Netherlands allow
storing this data in one place even though it can contain some re-identifiable information. This situa-
tion is allowed because of the connection of care between healthcare organizations and patients within
a region. The situation changes when we aggregate data at a national level. It is required by law, that
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data aggregated at a national level should not reveal any identifiable personal information. In order
to satisfy this requirement two approaches for preserving privacy exist [1]: pseudonymization and
anonymization.

Pseudonymization consists of replacing identifiable attributes (usually a unique attribute such as BSN)
in a record by another attribute. However, pseudonymization does not provide a high level of data pro-
tection. Due to the fact that an individual still has a unique identifier (pseudonymised value) it is still
possible to single out individuals’ from a dataset and link records related to one individual together.

Data anonymization is defined in [1] as “a technique applied to personal data in order to achieve irre-
versible deidentification.” Effective anonymization solutions should prevent singling out an individual
in a dataset, linking two records between two separate datasets, and inferring any information from
the dataset. Therefore, only removing directly identifying elements from a dataset is not enough to
ensure that the identification of the data subject is no longer possible.

However, data anonymization techniques can have some drawbacks as well. One of them is re-
identification. Data re-identification is the practice of matching de-identified data with other available
information in order to find out the individual which the data belongs to. Green et al.[6] define re-
identification as “the ability to learn information about individuals that would not otherwise be known.
In many cases this new information can lead to a variety of harms for the re-identified individuals.”
This is a concern related to all organizations that publish data contained sensitive information. Below
we consider several particular cases where individuals were re-identified from an originally supposed
anonymous dataset.

Social Networks It was shown in [7] that private information about individuals can be extracted
from a social network. A provider of a social network used nicknames as a pseudonymised attributes
for publishing data, which was clearly not enough for protecting data privacy.

Locations Montjoye, Hidalgo, Verleysen and Blondel [8] analyzed a pseudonymized dataset con-
taining spatial-temporal mobility coordinates of 1,5 million people spread over a territory within a
radius of 100 km. They showed that 95% of people could be singled-out with four location points,
and more 50% could be singled-out with two location points, which are most likely “home” and
“office” locations.

Individual re-identifications It was shown by Sweeney [9] that 87% of the population in the United
States can be uniquely identified based on ZIP code, gender, and date of birth information. Therefore,
a released dataset contained such information should not be considered as anonymous.

Sensitive information disclosure Another re-identification example was given in [6] which con-
sisted of the fact that in 2010 Latanya Sweeney merged a dataset released by the Massachusetts Group
Insurance Commission with publicly available voting registration records. By doing so, it was possible
to identify the individual referenced in many health records that were released under the assumption
of anonymity. Particularly, the health records of the Massachusetts governor were disclosed.
Figure 3.4 shows how data was merged from two datasets.
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Figure 3.4: Re-identification by data linking (adapted from [1])

All these examples show the importance of choosing the proper anonymization technique for each
particular case. There are two families of anonymization techniques: data randomization and gener-
alization. Both approaches with their advantages, disadvantages, and proper use cases are considered
in Chapter 4.

3.4 Criteria for the solution

Based on the problem statement described in the current chapter, the design criteria for the project
can be identified. Using criteria classification from [10], three design criteria were defined as the
important ones for this project:

Functionality. Ease of use The final product should be easy to use by Medworq and end users
(e.g.researchers, pharmaceutical companies). It should be easy to export data for further research.
Stakeholders who are going to conduct research from the Cooperative Database datasets currently use
either SQL for querying data or work with CSV data format. Therefore, the Cooperative Database
should provide the similar querying interfaces for them.

Maintainability It should be easy to maintain and extend the functionality of the Cooperative
Database by Medworq in the future. Therefore, the design should be modular, which makes the
application easier to test, maintain, detect errors, and extend.

Security Security and privacy are very important aspects in the project, because the datasets have
large amounts of sensitive medical information that shall not be disclosed. Thus, these aspects should
be addressed in the design and implementation phase of the project.
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4 Domain Analysis

The goal of this chapter is to provide a better understanding of the domain in which the project is
conducted. While the previous chapter has briefly introduced the domain, this chapter discusses it in
detail. The chapter describes the current infrastructure in which the project should be integrated and
other company projects that can influence the Cooperative Database solution. It also discusses the
challenges connected with the data aggregation process. At the end, the chapter provides anonymiza-
tion technique overview and a comparative analysis of different techniques.

4.1 Current Infrastructure

Medworq has developed a solution called "Population Database," which aggregates data from differ-
ent datasources (general practitioners, pharmacies, and hospitals) at a regional level. Figure 4.1 shows
an overview of the data aggregation process. Initially, data is collected from different information sys-
tems such as general practitioners, pharmacies, or hospitals. Further, data is pseudonymized through
Trusted Third Party (TTP) in order to remove all personal identifiable information except of four digits
of zip code, birth year, and gender. This information remains as necessary statistical information for
future research. After pseudonymization all data is standardized to a generic model and stored into the
Population Database. Thus, all data from different domains: general practitioners, pharmacies, and
hospitals is mapped to a one common model inside the Population Database. This common model is
called Semantically Integrated Model (SIM) and it is described in more detail in Chapter 6.

The Population Database provides the ability to conduct medical research and create reports at a
regional level. The data in Population Database can be non-anonymous, because data privacy regu-
lations allow storing non-anonymous datasets at a regional level. In the Cooperative Database case,
when all data comes to a national level, this situation is not allowed anymore. Therefore, data stored
in the Cooperative Database should be anonymous.
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Figure 4.1: Data collection process from different sources to Population Database

4.2 Interaction with other projects

The Cooperative Database has a connection with several other projects:

1. Opt-in/Opt-out
Opt-in policy means that a patient must clearly choose to have his/her data in the dataset for
any specific care provider, organization, or data purpose (e.g., research), which can be changed
at any specific time. On the other hand, Opt-out policy means that a patient has the ability to
forbid adding his/her data in any dataset. The goal of Opt-in/Opt-out project is to define use
cases for Opt-in and Opt-out data collection approaches. This project should also check how
proposed use cases satisfy data privacy regulations.

2. Authorization
The goal of the Authorization project is to define a role-based access control (RBAC) on the
data, which contains sensitive information.
Specifying dynamic access rights to the information is based on three aspects:

• Type of information (for example, information about specific disease)

• Source of information (region)

• Identity of requestor and purpose of data

3. Identifying and developing data model for the Regional Population Database
The goal of this project is to design SIM so that it will cost minimum effort to connect a new
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data source (general practitioner, pharmacy, hospital, or other medical data provider) to the
system.

Currently, Medworq supports Opt-out approach for the Population Database. Therefore, the Co-
operative Database should be designed only for Opt-out approach as well. The opt-out Cooper-
ative Database is aiming to collect data for research purposes, national benchmarking and deliver
anonymized datasets to the industry.

Although authorization is an important part of the security process in the access to the Cooperative
Database, it will be designed separately from the Cooperative Database solution and integrated in a
later moment. The design will be accomplished in the scope of “Authorization” project.

SIM is a data model from regional Population Database. The Cooperative Database uses the SIM as
a data model as well. The Cooperative Database takes the data description (tables, their fields and
purposes) from the SIM. Therefore, changes in the SIM can influence our solution.

4.3 Data aggregation process

In this section we list several challenges that appear during the data aggregation process.

4.3.1 Duplicated data

When data is collected from several regions, it may contain duplicate information. Pharmacies have
a mutual agreement between each other to share patient data. Thus, each patient has his data stored
at several pharmacies. Later on, when all this data aggregated at the Cooperative Database, we have
duplicated records. This situation can also occur when patients visit several medical organizations
with the same disease episode. In this case, different medical organizations can have records related
to the same patient with the same disease episode, which later on leads to the duplicate records in the
Cooperative Database as well. Duplicate information can lead to the wrong statistics obtained from
the Cooperative Database. In order to receive truthful results from the research using aggregated data,
our system should be able to detect and delete duplicates after data is collected from different regions.

4.3.2 Linking records related to particular patient

The Population Database does not contain a personal identifiable piece of information about pa-
tients. Instead, it requests pseudonyms from the Trusted Third Party (TTP) and further uses these
pseudonyms as patient identifiers. For each region the TTP returns a different set of pseudonyms,
which means that if the same person has his data in two or more regions his records will have dif-
ferent identifiers in the collected dataset. In this case reseacher will treat records related to the same
patient as records related to different patients. This situation can bring wrong outcomes from medical
research. Thus, a process for linking records related to a particular patient should be designed and
implemented within our solution.
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4.4 Literature review of anonymization techniques

As discussed in Section 3.3 privacy protection is a fundamental enabler for the adoption of technical
solutions in the project. In this section we consider effectiveness and limits of existing anonymization
techniques and determine which of technique is more suitable to our problem.

The major challenge in the anonymization process is the balance between data utility and the risks
of re-identification of an individual. In other words, the goal is to keep the data useful for research
as much as possible whilst lowering the risks of revealing the individual to whom the data refers.
However, several research studies [11], [12], [7],[9] have shown how difficult it is to create a fully
anonymous dataset whilst saving as much of the needed information for the required task.

Randomization and generalization are two families of anonymization techniques. Both of them are
divided in several particular techniques. Noise addition, permutation, and differential privacy belong
to the randomization family and k-anonymity, l-diversity and t-closeness belong to the generalization.
We consider each of these techniques, their strengths and weaknesses, and possible failures.

The data protection working party [1] suggests three criteria to assess the robustness of anonymization
techniques:

1. Singling out, which corresponds to the possibility to isolate some or all records which identify
an individual in the dataset;

2. Linkability, which is the ability to link at least two records concerning the same data subject or
a group of data subjects (either in the same database or in two different databases);

3. Inference, which is the possibility to deduce, with significant probability, the value of an at-
tribute from the values of a set of other attributes.

Knowing the main strengths and weaknesses of each technique allows choosing the proper design of
the anonymization process of our problem.

4.4.1 Randomization

Randomization is a family of techniques that alters the veracity of the data in order to remove the
strong link between the data and the individual [1]. Randomization by itself does not provide enough
protection against singling out and linkability, but may protect against inference attacks. Moreover,
it can be combined with a generalization technique to provide more privacy guarantees. We consider
several particular randomization techniques: noise addition, permutation, and differential privacy.

4.4.1.1 Noise addition

Noise addition technique adds noise into a dataset. It makes data less accurate (for example, measure-
ment of height is saved with predetermined inaccuracy instead of an exact height). However, it is still
possible to single out the records of an individual, even though the records are less reliable. Moreover,
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noise addition does not protect against linking records related to an individual, but this linking is less
reliable. Noise addition should be used in combination with other anonymization techniques.

4.4.1.2 Permutation

This technique consists of shuffling the values of attributes in a table so that some of them are ar-
tificially linked to different data subjects [1]. This technique is useful when it is important that the
distribution of attributes remains the same.

Similarly to noise addition, it is still possible to single out the records of an individual, but records are
less reliable. Permutation may prevent “correct” linking of attributes, if it affects both attributes and
quasi-identifiers1. Inference may still be possible especially if attributes are correlated. Therefore,
similarly to noise addition, permutation should be used in combination with other anonymization
techniques.

4.4.1.3 Differential privacy

Differential privacy [11] aims to provide maximum accuracy of queries from a dataset while mini-
mizing the chances of identifying its records. In case of differential privacy, datasets are provided to
authorized parties in response to a specific query rather than through the release of a single dataset.
Differential privacy requires that each query should return almost the same result (with some speci-
fied error) for every two datasets that differ on a single element. To better understand this statement,
assume we have two otherwise identical databases, one with information about particular person in it
and one without. Differential Privacy ensures that the probability that a statistical query will produce
a given result is nearly the same whether it is conducted on the first or second database. In order
to accomplish this requirement, noise addition technique applies to the dataset. This fact protects an
individual to be singled out from a dataset. Linkability and inference attacks still may be possible
using multiple requests and comparing responses.

4.4.2 Generalization

Generalization is another family of anonymization techniques. Generalization replaces individual
values of attributes with a broader category, such as region instead of city, or age category instead
of concrete age. This family of techniques gives high level of protection against singling out, but it
requires more specific approaches to prevent linkability and inference.

4.4.2.1 K-anonymity

K-anonymity, introduced by Sweeney [14], aims to prevent a singling out by grouping each data sub-
ject with at least k other individuals. In order to achieve this, attributes values are generalized so that
each individual in the dataset shares the same values with at least other k-1 individuals.

1Variable values or combinations of variable values within a dataset that are not structural unique but might be empiri-
cally unique and therefore in principle uniquely identify a population unit [13].
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As we mentioned already K-anonymity protects against singling out. K-anonymity makes a linkabil-
ity attack more difficult, because records can be linked only within the group of k-users. However,
k-anonymity is fairly weak against inference attack.

Sensitive information is data that must be protected from unauthorized access to preserve the privacy
of individuals. In our case all medical information, such as diseases, different measurements, and
medicine prescriptions, is considered as sensitive information.

Considering the following example, Figure 4.2 shows an initial dataset and Figure 4.3 shows 4-
anonymous generalized dataset. Each group of individuals contains at least four records. However, if
the attacker knows that a specific individual is in the dataset and knows that this person is in his 30s
and has “130” as his first digits of zip code he will easily find that this person has cancer.

Figure 4.2: Inpatient Microdata (adapted from [1])

4.4.2.2 L-diversity

The l-diversity model [12] is an extension of the k-anonymity model that provides protection against
inference attacks. L-diversity ensures that in each equivalence class every sensitive attribute has at
least L different values. In this situation, the attacker with background knowledge on a specific indi-
vidual still has a significant level of uncertainty in sensitive information.

Considering the dataset mentioned in the previous section (Figure 4.2), a 3-diverse dataset is shown
in Figure 4.4. There are at least three different values of sensitive attributes in each equivalence class.
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Figure 4.3: 4-anonymous Inpatient Microdata (adapted from [1])

Figure 4.4: 3-Diverse Inpatient Microdata (adapted from [1])

4.4.2.3 T-closeness

T-closeness is a further refinement of the l-diversity anonymization technique. The goal of t-closeness
is to create equivalence classes that resemble the initial distribution of sensitive attributes. The dis-
tance between the distribution of sensitive attributes in the initial dataset and in each equivalence class
should be no more than a threshold t.
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4.4.3 Comparative analysis

Figure 4.5 shows a comparative analysis of all mentioned anonymization techniques. As we can
see from the figure, the generalization techniques (k-anonymity, l-diversity, and t-closeness) provide
higher protection by themselves compared to the randomization family of techniques (noise addition,
permutation, differential privacy). As we can see from the overview of different anonymization tech-
niques the choice of techniques should be decided depending on a particular problem, possibly by
using a combination of different techniques.

Noise addition is not applicable to our problem because they can significantly harm results of fur-
ther medical research. For example, in COPD (chronic obstructive pulmonary disease) practice the
probability that a patient does not smoke is almost zero. If noise is added to the data, it can bring
wrong research results. Permutation can significantly affect veracity of data as well. For example,
exact type and number of medicine prescriptions for a patient with a given diagnosis is very important
information that should not be altered. Because we do not know in advance which queries researchers
will use, differential privacy is not a suitable approach in our case as well.

Generalization family of anonymization techniques does not require preliminary knowledge of future
data requests. It also protects data on a higher level. Therefore, generalization techniques seems to be
more appropriate for our case compared to randomization techniques.

Figure 4.5: Anonymization techniques comparative analysis
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5 System Requirements

After analyzing the problem and the domain and getting acquainted with stakeholders and their needs
a set of requirements is formulated. This chapter describes functional and non-functional requirements
of the system.
The priority of the requirements is defined using the MoSCoW [15] method:

• MUST – critical to the current delivery time box in order to consider project as a success.

• SHOULD – important, but not necessary for delivery in the current delivery time box.

• COULD – desirable, but not necessary.

• WILL NOT – not planned to be implemented in the current delivery time box.

5.1 Functional Requirements

The following requirements are the high level functional requirements of the project. The detailed
design of these requirements is presented in the System Architecture (see Section 6).

ID Description Priority

F01 System shall link all medical records concerning one individ-
ual patient to one Cooperative Pseudonym.

MUST

F02 Cooperative Pseudonym should be regenerated each time
during the generation of a new dataset for the Cooperative
Database.

SHOULD

F03 System shall not contain any personal data from free format
consult data files.

SHOULD

F04 System shall recognize and delete duplicate medical infor-
mation related to one individual patient.

MUST

F05 System shall provide the ability to compare the effectiveness
of different treatment.

MUST

F06 System shall provide statistics on a multi-regional and na-
tional level.

MUST

F07 System shall have SIM as a data model. MUST
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F08 System shall extend SIM model if the existing data model
does not satisfy needed statistics.

WILL NOT

F09 System shall not provide possibility to trace records back to
the regional level.

MUST

F10 System shall provide the ability to an individual patient to
request opt-out.

WILL NOT

F11 System shall provide the ability to export data for private
companies to conduct research.

MUST

F12 System shall perform an anonymization check on the
datasets, which will be exported for private companies.

MUST

The main goal of the Cooperative Database is to give an opportunity to conduct medical research
at a national level. Requirements F01, F04, F05, F06, F11, and F12 serve this main goal. As was
mentioned in Section 4.3 each patient should have one pseudonym in our system (requirement F01)
and system should not store duplicated records (requirement F04). Data aggregated at a national level
will allow comparing effectiveness of different treatment (requirement F05) and provide statistics at
a national level (requirement F06). In order to provide the possibility for other companies to conduct
research, the Cooperative Database will have an ability to export data (requirement F11). According
to the data privacy regulations all data delivered to third-party organizations should be anonymous.
Thus, our system will perform an anonymization check before the data delivery (requirement F12).

The importance of having a unique pseudonym for each particular patient was explained in Sec-
tion 4.3.2. However, it preserves less privacy for individuals. Therefore, the Cooperative Pseudonym
will be never the same for a particular person between several generations of Cooperative Database
(requirement F02) and it will be not possible to trace records back to the regional level (requirement
F09).

Some free text format medical notes, such as medicine prescriptions, can contain personal informa-
tion. When data is collected at a national level, data privacy regulations do not allow this situation.
Requirement F03 captures this domain constraint.

Requirement F07 defines the data model for the Cooperative Database. This model is described in
more technical detail in Chapter 6. As was formulated in requirement F07, the SIM is the data model
for the Cooperative Database. Therefore, if the SIM structure changes it affects our solution. How-
ever, the extension of the SIM is not in the scope of our project. Because of this requirement F08 has
“WILL NOT” priority. Requirement F10 states that each individual has the right to request opt-out,
i.e., to stop using his medical data for research purposes. This functionality is out of the scope of the
current project as well. Both these requirements (F08 and F10) will be designed and implemented in
the scope of other Medworq projects (see Section 4.2).
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5.2 Non-functional Requirements

Non-functional requirements are requirements that specify system qualities, rather than specific be-
haviours that are defined by functional requirements. In our report we use non-functional requirement
terminology based on the “ISO SQuaRe Product Quality” document [16].

ID Category Description Priority

NF01 Privacy/Security It must not be possible to identify an individual
from the dataset.

MUST

NF01.1 Privacy/Security System shall provide a configurable choice for
an anonymization technique (k-anonymity, l-
diversity, t-closeness).

MUST

NF01.2 Privacy/Security System shall provide an ability to configure
anonymization parameters.

MUST

NF01.3 Privacy/Security System shall provide metrics to measure the
level of anonymity.

MUST

NF02 Privacy/Security Data transfer process from the Population
Databases to the Cooperative Database should
be secured.

SHOULD

NF03 Security System shall control the authorization process. SHOULD

NF04 Interoperability System should be compliant with other systems/
data sources in the future.

SHOULD

NF05 Efficiency System should use data-driven design approach. MUST

As was already mentioned before, preserving data privacy is one of the major project requirements.
In order to satisfy this, requirements NF01, NF02, and NF03 were formulated. The Cooperative
Database should implement techniques for data anonymization (requirement NF01). Techniques and
their parameters should be configurable for the user of the system (requirements NF01.1 and NF01.2).
The system should provide metrics to measure the level of anonymity (requirement NF01.3). The data
collection process should be secured by design and implementation (requirement NF02). As was men-
tioned in Section 4.2 the authorization process will be designed and implemented as a separate project
inside Medworq and later on will be integrated in our solution (requirement NF03).

Currently, more and more medical organizations are collecting and sharing medical data. Thus, it is
very important that our system will be easy to extend in the case of connecting a new medical source.
In other words, our system should support interoperability (requirement NF04). With a growing num-
ber of Population Databases, the amount of data for the Cooperative Database will grow accordingly.
Therefore, it is desired that our system process data in an efficient way. Data-driven design approach
(requirement NF05) allows avoiding code duplication, which leads to errors and maintenance issues.

29 Analytics infrastructure for aggregated data





Technische Universiteit Eindhoven University of Technology

6 System Architecture

The requirements of the system, formulated in the previous chapter, are used to drive the definition of
the system architecture. In this chapter we define the main components of the Cooperative Database
and describe how these components interact with each other.

6.1 Architecture

The Cooperative Database System (CDS) was designed using a data-driven approach, as was for-
mulated in the requirement NF05 (see Section 5.2). That means that the system recognizes how to
process data from a metadata description, which is represented by the SIM in our system. The SIM
describes the tables used to store the data along with their fields and purposes. In order to understand
how the CDS process data, let us consider the structure of SIM. For each table SIM describes a list of
fields. Each field is described with the following information:

• name

• boolean value that identifies if it is a key value or not

• type of a field (pseudonym, string, integer, or other type)

• location of a field:

– local means that a field should be present at the data source location

– regional means that a field should be present in the Population Database

– national means that a field should be present in the Cooperative Database

The key value identifier allows distinguishing records in terms of duplicates. If two records store the
same information in key value fields it means that these records are duplicates. The type of a field
allows detecting a pseudonym field in order to link records by this pseudonym together. Due to the
privacy regulations discussed in Chapter 4 some of the fields are allowed to be stored at the Popu-
lation and Cooperative Database location whilst some of the fields are not allowed to leave medical
organization. In order to manage these restrictions each fields specifies a location list.

When the CDS starts any data process, it recognizes from the SIM which entities are needed to be
process and in which way. For example, for the data collection process the CDS gets only fields that
have national location. The data-driven approach serves for decreasing code duplication which leads

31 Analytics infrastructure for aggregated data



Technische Universiteit Eindhoven University of Technology

to errors and testing issues. It also makes the system easier to extend and maintain.

The core of the architecture of our system is the Extract, Transform, Load (ETL) process. The main
steps of the ETL process are:

• extract data from all Population Databases to our system

• transform data, i.e., link records, delete duplicates, anonymize data

• load data to one common storage

Figure 6.1 shows an overview of CDS architecture. Each component in the figure is explained in the
following sections. It is worth mentioning that CDS uses a big data technology stack because of the
large amount of aggregated data. All grounds for the technologies that we used in the project are
described separately in Chapter 7.

Figure 6.1: System architecture
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7 Design and Technology choices

This chapter describes design and technology choices that arose during the design phase of the solu-
tion. The chapter presents each choice and alternatives, and then provides arguments for and against
each alternative in detail.

The main criteria for the technology choice:

• It should be easy to export a subset of aggregated data into plain text or a relational database.

• It should be possible to conduct research on aggregated data.

7.1 Data storage

Due to the large amount of data that will be collected from all regional databases, we looked into two
distributed data storage solutions:

• Hadoop

• RIAK

The next sections describe arguments for and against each of the approaches.

7.1.1 Hadoop

Hadoop1 is an open-source software framework used for distributed storage and processing of big
data sets. Hadoop was designed to support scalability and be resistant to failures. The core of Apache
Hadoop consists of a storage component, known as Hadoop Distributed File System (HDFS), and a
processing component which can be written in different programming languages such as Java, Python,
C++, and Ruby.

Hadoop provides several additional software packages that can be installed on top of Hadoop. These
software packages provide functionality of data processing, data analysis, querying data. We describe
frameworks choices in Sections 7.2 and 7.3.

1http://hadoop.apache.org/
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Currently in the Population Database data is stored on Microsoft SQL Servers. We have two possible
options of how to extract data from the MS SQL Server to Hadoop:

• Sqoop streaming solution

• Extract the database to a file and stream the file to the Cooperative Database

Sqoop2 is a tool designed for efficiently transferring bulk data between Hadoop and structured data-
stores such as relational databases. This approach requires that at the data collection moment, all
regional servers will be available to connect. Open connection with the possibility to query all data
from the server is not reliable from a security perspective. In order to provide a higher level of secu-
rity, we chose the extracting database to file approach.

Considering strengths and weaknesses of Hadoop solution:

• Strengths:

– Distributed data storage

– Distributed data processing

– Possibility to load to HDFS extracted data from MS SQL

– SQL interfaces to query data (see more details in Section 7.2)

• Weaknesses:

– Complex configuration. Maintenance for Hadoop cluster from third-party needed.

– Compatibility of different software packages. Some packages depend on other packages
and require a specific version for compatibility.

Hadoop is released under Apache3 license, version 2.0, which allows the user of the software the
freedom to use the software for any purpose without concern for royalties.

7.1.2 RIAK

RIAK4 is a distributed NoSQL key-value database with advanced local and multi-cluster replication
that guarantees reads and writes even in the event of hardware failures or network partitions. RIAK
has official drivers for Ruby, Java, Erlang and Python. Riak provides a REST-ful API for basic PUT,
GET, POST, and DELETE functions. More complex queries are also possible using MapReduce jobs.
In order for the jobs to have high performance, RIAK schema should be adapted as necessary.

RIAK provides Spark connector which moves data from RIAK to Spark5 (see Section 7.2.3) for
in-memory analysis. Further, the results can be stored back in RIAK.

2http://sqoop.apache.org/
3http://www.apache.org/licenses/LICENSE-2.0
4http://basho.com/products/riak-kv/
5http://spark.apache.org/
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Functionality that allows retrieving data from the MS SQL Server and putting it into RIAK database
should be written explicitly; there is no ready solution for this purpose. Moreover, due to the face
that RIAK is a NoSQL solution database, schema should be structured in a specific way to support
complex queries.

Considering strengths and weaknesses of RIAK solution:

• Strengths:

– Distributed data storage

– Distributed data processing

– Easy to configure and maintain

• Weaknesses:

– There is no ready solution to stream data from MS SQL to RIAK.

– Data should be restructured from relational representation to NoSQL representation.

– In order to increase performance of data querying we need to know possible queries in
advance to create appropriate database schema.

– It is not possible to query data in a common SQL way.

RIAK is released under Apache license, version 2.0.

7.1.3 Data storage decision

Table 7.1 provides a comparison of Hadoop and RIAK data storage solutions based on several earlier
mentioned criteria. For each criteria we indicate either solution provides needed functionality (!) or
not (%). Due to the fact that Cooperative Database will be used by data analysts we need a widely
used interface for querying data. The most widely used interface is SQL. Hadoop solution provides
SQL interface for querying collected data. Hadoop also provides data analysis tools (with support
of several programming languages such as Scala, Java, Python) to conduct analysis on the Hadoop
cluster in a distributed way.

Data can be exported from Hadoop to plain text files such as CSV and be further analyzed by data
scientists who can use the tools that they are more familiar with. For the above mentioned reasons,
we chose Hadoop as a data storage for Cooperative Database.
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Criteria Hadoop RIAK

Distributed data storage ! !

Distributed data processing ! !

Out-of-the-box functionality for loading data from relational databases ! %

SQL (or SQL-like) interface for querying data ! %

Easy to configure and maintain % !

No need for restructuring data from original relational data format ! %

Table 7.1: Data storage comparison

7.2 Data processing frameworks

After we extract data from all regional databases and load it into Hadoop storage, we need to process
the data: link records, delete duplicates, and anonymize. This section discusses the possibilities
offered by Hadoop and Hadoop software packages.

7.2.1 Hadoop MapReduce

Hadoop by default contains a MapReduce component, which is an implementation of the MapRe-
duce6 programming model. A MapReduce program is composed of a Map() procedure (method)
that performs filtering and sorting and a Reduce() method that performs a summary operation. The
"MapReduce System" handles the processing by marshaling the distributed servers, running the var-
ious tasks in parallel, managing all communications and data transfers between the various parts of
the system, and providing for redundancy and fault tolerance. Hadoop provides interfaces in several
programming languages such as C++, Java, Python, Ruby, and Perl to write MapReduce jobs.

Considering strengths and weaknesses of MapReduce approach:

• Strengths:

– Parallel processing

– Scalability

• Weaknesses:

– MapReduce programs are not guaranteed to be fast.

– MapReduce is best suited to batch process huge amounts of data which is already at one
place, rather than handle streaming data.

– You need to rethink/rewrite trivial operations like Joins, Filter to fit it in MapReduce
paradigm.

6http://en.wikipedia.org/wiki/MapReduce

36 Analytics infrastructure for aggregated data

http://en.wikipedia.org/wiki/MapReduce


Technische Universiteit Eindhoven University of Technology

7.2.2 Spark

Apache Spark7 is a fast and general engine for large-scale data processing. Spark is designed for fast
computation. Spark provides API in Java, Scala, Python, and R. Spark has module for working with
structured data called Spark SQL8. Spark SQL can connect to any data source such as HDFS storage,
Hive (see Section 7.3.1), or JDBC in the same way. It allows query structured data inside Spark
programs, using either SQL or a DataFrame API. Spark SQL provides API in the same programming
languages as Spark.

Considering strengths and weaknesses of Spark framework:

• Strengths:

– Spark runs programs up to 100x faster than Hadoop MapReduce in memory, or 10x faster
on disk.

– Spark is easy to program as it has a lot of high level operators.

– Spark can process real time data i.e. data coming from the real-time event streams.

– Spark provides Spark SQL module.

• Weaknesses:

– Spark requires large amount of RAM to run in-memory (compared to MapReduce that
processed data from disk storage).

Spark is released under Apache license, version 2.0.

7.2.3 Data processing framework decision

Table 7.2 provides a comparison of MapReduce and Spark data processing solutions based on several
earlier mentioned criteria. For each criteria we indicate either solution provides needed functionality
(!) or not (%). Apache Spark is a more advanced cluster computing engine than MapReduce. Spark
can handle several types of requirements (batch, streaming, iterative) while MapReduce is limited to
batch processing. Accordingly, we chose Spark as the data processing solution for our system.

7http://spark.apache.org/
8http://spark.apache.org/sql/

37 Analytics infrastructure for aggregated data

http://spark.apache.org/
http://spark.apache.org/sql/


Technische Universiteit Eindhoven University of Technology

Criteria MapReduce Spark

Parallel processing ! !

Scalability ! !

Execution speed % !

Ready to use high level operators, such as Join, Filter % !

Uniform connection to different data sources, such as HDFS or JDBC % !

Table 7.2: Data processing framework comparison

7.3 SQL support frameworks

As was mentioned earlier aggregated data will be used for data analysis by Medworq. The Cooper-
ative Database should provide an interface for query data in a way that will be the most similar to
SQL because Medworq engineers are familiar with SQL. Therefore, they do not need to learn another
query language.

There are several frameworks offered by Hadoop that provide this functionality. We consider which
of them suits our purposes the best.

7.3.1 Hive

Hive9 is a data warehouse infrastructure built on top of Hadoop for providing data summarization,
query, and analysis. Hive gives an SQL-like10 interface to query data stored in various databases and
file systems that integrate with Hadoop. Hive converts an SQL query into a MapReduce job which
executes in a distributed mode.

The storage and querying operations of Hive closely resemble that of relational databases, which
will be convenient for engineers who are already familiar with relational databases and SQL. Hive is
released under Apache license, version 2.0.

7.3.2 Pig

Apache Pig11 is a platform for analyzing large datasets. The language for this platform is called
Pig Latin. Pig Latin syntax is less similar to native SQL syntax than Hive syntax which means that
engineers need to learn a new syntax for querying data. Pig is released under Apache license, version
2.0.

9http://hive.apache.org/
10http://cwiki.apache.org/confluence/display/Hive/LanguageManual
11http://pig.apache.org/
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7.3.3 HBase

Apache HBase12 is an open source, non-relational, distributed database. HBase runs on top of HDFS.
HBase is a column-oriented key-value data storage. Unlike relational databases, HBase does not sup-
port SQL scripting. Instead, user needs to write a Java application, which is similar to a MapReduce
application. By default HBase does not support joins, they are needed to be programmed specifically.
Due to the fact that HBase is a NoSQL solution a database schema should be considered in advance
(similar to RIAK, see Section 7.1.2).

7.3.4 SQL framework decision

Table 7.3 provides a comparison of Hive, Pig, and HBase SQL frameworks based on several earlier
mentioned criteria. For each criteria we indicate either solution provides needed functionality (!) or
not (%). Due to the fact that the Cooperative Database should provide interface as close as possible
to SQL, we chose Hive framework as the most suitable for our system.

Criteria Hive Pig HBase

SQL (or SQL-like) interface for querying data ! % %

Query execution in distributed mode ! ! !

Possibility of using SQL JOIN operator ! ! %

No need for restructuring data from original relational format ! ! %

Table 7.3: SQL support framework comparison

12http://hbase.apache.org/

39 Analytics infrastructure for aggregated data

http://hbase.apache.org/




Technische Universiteit Eindhoven University of Technology

8 Feasibility Analysis

After an analysis of the problem, domain, and stakeholder needs, a feasibility analysis is performed
in order to identify the issues and risks that may occur during the project. This chapter discusses the
issues and risks identified. It also describes mitigation strategies for the identified risks.

8.1 Issues and Challenges

This section describes issues and challenges that are encountered during the lifetime of the project.

As described in Chapter 3 and Chapter 4 the project is conducted at the combination of several do-
mains: healthcare, IT, and data privacy. This fact requires an input from different groups of stakehold-
ers such as medical specialists, IT specialists, and legal experts. It is a challenge to organize a meeting
between all of them. Moreover, it is a challenge to hold specialists from different domain on the same
page during the meeting. In our case organizing one common meeting between all stakeholders was
not possible. Thus, the trainee organized small local meetings between stakeholders from one domain
and after this updated others with the output from the meetings. This was more time consuming than
having one common discussion.

The healthcare domain was not familiar for the trainee. Having sufficient domain knowledge is very
important to analyze system requirements correctly. Therefore, it was very important to get domain
knowledge quickly by communicating with different domain experts.

8.2 Risks

During the project several risks are identified. Table 8.1 describes the risks identified together with
their impact on the project and corresponding mitigation strategy.

Risk The solution uses new technologies that the trainee and company specialists have
no experience.

Impact Becoming familiar with new technology stack is time consuming. This can affect
the fulfillment of the project scope.
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Mitigation
strategy

In order to become familiar with the new technology stack and make correct
choices for particular technologies the trainee performed prototyping in order to
analyze how particular technology will fulfill needed goal. This analysis requires
additional time in the beginning of the project, but later on allows economizing
time significantly.

Risk Communication interfaces that should be provided by third-party companies are
not ready by the end of the current project.

Impact We cannot test real integration.

Mitigation
strategy

Create and use synthetic response in order to test all steps of data aggregation
process. However, additional time for the generation of synthetic response is
needed.

Risk Not all requirements can be met given the limited time of the project.

Impact Deliverable of the project would not meet all list of initially formulated require-
ments.

Mitigation
strategy

• Prioritize requirements together with stakeholders along the lifetime
of the project. Some of the requirements with the “SHOULD” priority
will be accomplished as a future work.

• Make the design of the system easy to extend with more functionality.

• Provide detailed documentation for accomplished work, leave recom-
mendations for future work

Table 8.1: Risks and mitigation strategies
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9 Implementation and Deployment

Chapter 6 and Chapter 7 have provided the system architecture and design choices that were made.
This chapter focuses on the realization of the system.

The implementation of the Cooperative Database is part of the deliverable of this project. The imple-
mentation is based on the architecture presented in Chapter 6 and satisfies the requirements defined in
Chapter 5. The system is delivered as Java Enterprise Application.

9.1 Development Environment

For the development of the Cooperative Database the following technologies were used:

• Java1 as a main programming language

• IntelliJ IDEA2 as an integrated development environment (IDE)

• Maven3 a build automation tool

• Spring4 as a framework that helps building decoupled applications

IntelliJ IDEA is a Java IDE for developing software. It has a full support for developing Java Enter-
prise applications, i.e. complex business applications that used to satisfy the needs of an organization
rather than individual users. Figure 9.1 shows IntelliJ IDEA development environment. The left win-
dow shows the project structure. The center window shows the main development environment, where
different java classes or configuration files can be created. The right window shows a maven console
that is used for building the application.

1http://www.oracle.com/java/index.html
2http://www.jetbrains.com/idea/
3http://maven.apache.org/
4http://spring.io/
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Maven is a build automation tool used for Java projects. Maven addresses two aspects of building
software: first, it describes how software is built, and second, it describes its dependencies. Fig-
ure 9.2 shows an output of Maven packaging process. Maven packages our application into a Java
ARchive (JAR) file. This JAR file is used to execute our application on Hadoop server. Maven puts
all third-party libraries needed for application into a separate folder (*.lib). The configuration file that
allows configuring different parameters for our application, such as paths to Hadoop configuration
files, anonymization parameters, is located inside “config” folder.

Figure 9.2: Application build output

Spring is an application framework that helps building decoupled systems by implementing a depen-
dency injection technique. Decoupled systems are easier to maintain and extend in the future. De-
pendency injection means that the dependencies that a class needs are not fetched by the class itself,
but “injected” by a different component, called a container, when the instance is created. Dependency
injection technique provided by Spring helps to “wire” different components or processes together.
Possibility to wiring different components in different ways increases modularity of the system. In
our application we have different processes, such as data linking, data deduplication, that should be
combined in one process. However, the order of these steps can change. Therefore, Spring solution is
very beneficial for our application.

In addition to the aforementioned development environments, the following libraries are used in the
project:

metadata dependency from the Population Database used for retrieving the latest version of SIM.

hadoop as a data storage solution, as was decided in Section 7.1.

spark as a data processing framework, as was decided in Section 7.2.

spring framework for possibility to use dependency injection technique.

hive as an SQL framework, as was decided in Section 7.3.

jasperreports for generating reports.

antlr as a tool for auto-generating different SQL scripts based on SIM description.

javapoet as a tool for auto-generating plain old Java objects (POJO) based on SIM description. These
POJOs are data model objects that store data such as patient information, prescribed medicine,
or disease cases.

jackson for parsing JSON configuration files.

45 Analytics infrastructure for aggregated data



Technische Universiteit Eindhoven University of Technology

amazonaws for configuration with Amazon Web Services (AWS). More details about deploying ap-
plications on AWS can be found in next section.

junit for unit testing.

9.2 Deployment Environment

As mentioned in Section 7.1.1 Hadoop configuration is a complex task. There are several distributions
that provide configured version of Hadoop and other data processing frameworks. The most popular
and powerful distributions are provided by Cloudera5, HortonWorks6, and Amazon7. For deploying
our application we use Elastic MapReduce (EMR) provided by Amazon Web Services (AWS). EMR
contains already configured Hadoop, Spark, and Hive frameworks with their latest versions which
makes it suitable for the project.

However, the implementation of our solution is not coupled specifically to the EMR service. Later
on, if needed, our application can be deployed to any other Hadoop distribution platform, such as
Cloudera or HortonWorks.

5http://www.cloudera.com/products/open-source/apache-hadoop.html
6https://hortonworks.com/apache/hadoop/
7http://aws.amazon.com/emr/
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10 Verification and Validation

The previous chapter have described the implementation and deployment of the Cooperative Database
System. In order to ensure that the system is being built correctly, the process of verification and
validation processes have been performed. This chapter describes the process of verification and
validation.

10.1 Verification

The verification process answers to the question “are we building the system right?”. In other words,
the verification ensures that the system has been built according to the requirements and design spec-
ifications.

10.1.1 Unit testing

In order to verify our system during the development phase unit testing has been performed. Fig-
ure 10.1 shows the unit tests coverage for the system. Unit tests were created for every piece of
functionality that does not require integration with third-party systems. The remaining part of the
functionality was tested with integration tests. The following section describes integration testing in
detail.

As shown in the Figure 10.1 the following functionality is covered with unit-tests:

• nl.medworq.coopdb.etl.extract package is responsible for loading data to Spark.

• nl.medworq.coopdb.etl.transform package is responsible for linking and deduplicating pro-
cesses.

• nl.medworq.coopdb.metadata package is responsible for SIMs merging process that described.

• nl.medworq.coopdb.etl.load.hive package is responsible for loading data to Hive storage and
generating SQL requests.

Each time the system packages its functionality in a JAR file (see more details in Chapter 9), all unit
test are performed. The system does not allow packaging application into a JAR before all unit test
are passed.
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10.1.2 Integration testing

The goal of integration testing is to demonstrate that different modules of the system work together in
a proper way. Integration tests cover whole application functionality. During the integration testing
the complete functionality of the Cooperative Database was tested.

The system was verified based on two datasets exported from two different Population Databases. The
tests have been performed on an AWS EMR cluster with the following configuration:

• 3 instances (1 master, 2 workers). Each instance has the following configuration:

– 16 virtual Central Processing Units (vCPU)

– 32 GiB memory

Table 10.1 describes exported dataset characteristics, such data export size and number of records
to process. All data from both Population Databases has been processed (linked and deduplicated),
anonymized, and stored at the Cooperative Database.

Population DB region A Population DB region B Total

Data export size 11.2GB 12.6GB 23.8GB

Approximate no. records 150 million 152 million 302 million

Table 10.1: Integration test data input characteristics

All data was processed (linked and deduplicated), anonymized, and stored at the Cooperative Database.
The risks described in Section 8.2 related to integration between the Cooperative Database and TTP
occured. Integration from TTP side was not ready by the end of the project. Thus, synthetically
generated response from TTP was used in order to perform the linking process.

10.2 Validation

The validation process answers to the question “are we building the right system?”. In other words,
the validation process ensures that the system actually meets the stakeholders expectations and re-
quirements. The validation process usually is performed at the end of development of a system.

Table 10.2 summarizes how the system requirements defined in Chapter 5 were covered. The table
shows requirements with their priority, the status at the end of the project, and the future action (if
needed). All requirements with “MUST” priority were designed and implemented during the project.
Some of requirements with “SHOULD” priority were designed, but not implemented due to the time
limitation of the project. Requirements with “WILL NOT” priority were not in the scope of the project
and will be designed and implemented in other projects.
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Requirement ID Priority Status Future action

F01, F04, F05, F06, F07,
F09, F11, F12, NF01, NF01.1,
NF01.2, NF01.3, NF05

MUST designed and
implemented

—

NF04 SHOULD accomplished —

F02, NF02, NF03 SHOULD designed Implementation based on the de-
sign should be accomplished

F03 SHOULD not accom-
plished

Third-party library will be used for
this functionality

F08, F10 WILL
NOT

not accom-
plished

A design and an implementation
will be accomplished in the scope
of other projects.

Table 10.2: System requirements coverage

The main goal of the Cooperative Database is to give an opportunity to conduct medical research at a
national level. Therefore, in order to validate our system we have exported data from the Cooperative
Database for a medical research in area of Chronic Kidney Disease (CKD). Hence, the Requirement
F05, F06, and F11 are supported by the system.

Before exporting data to a researcher, data was anonymized. Therefore, Requirement F12 is supported
by the Cooperative Database. Another main requirement for the Cooperative Database is preserving
data privacy (Requirement NF01). After the anonymization is complete the system generates a report
with metrics on anonymity, data utility, and re-identification risks.

The solution allows configuring anonymization techniques together with the needed parameters as
was specified in Requirement NF01.1 and NF01.2. The solution provides metrics on anonymity, data
utility, and re-identification risks as well. According to all information described above our system
supports Requirement NF01.3.

The system links all medical records concerning one individual patient together based on the Cooper-
ative Pseudonym (Requirement F01). After the Cooperative Database finishes this linking process it
deletes all connections between Regional Pseudonyms (from Population Database) and Cooperative
Pseudonyms. Thus, the Requirement F09 is supported. In order to provide valuable data for medical
research, the system recognizes and deletes duplicate medical information (Requirement F04).

The communication process with the TTP in order to generate Cooperative Pseudonyms (Require-
ment F02) was designed within the project. However, the implementation based on the design should
be accomplished in the future from both sides: Cooperative Database and TTP.

The system uses the SIM from the Population Database as a data model as was specified in Require-
ment F07. The secure data transfer process from Population Databases to the Cooperative Database
(Requirement NF02) was designed. However, due to the time limitation of the project it was not im-
plemented. Therefore, it should be implemented based on the design in the future. The authorization
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process (Requirement NF03) was designed within the project. Nevertheless it should be implemented
based on the design as a future work as well.

A third-party library will be used and integrated in our system in order to delete personal data from
free format data files. Therefore, currently, Requirement F03 is not supported in our system.

As described in Chapter 6 the system uses data-driven approach. Therefore, the Requirement NF05
is supported. The system design is modular which makes it easy to connect new data sources to our
system in the future (Requirement NF04).
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11 Conclusion

This chapter elaborates the results achieved in this project as well as the added value to the stakehold-
ers.

11.1 Result

The end result of the project is an application that provides an opportunity to conduct medical research
at a national level. This opportunity creates benefits for different group of stakeholders such as in-
dividual patients and the Dutch society, pharmaceutical companies, and research institutes. Findings
from a medical research at a national level, such as risk factors, results of treatment, and healthcare
approaches, allow improving patient care and preventive healthcare. This is beneficial for both indi-
vidual patients and the society. Medical research at a national level allows pharmaceutical companies
to measure effectiveness of medication and medical treatment. Medical data aggregated at a national
level gives to the research institutes a wide area for research directions.

The main challenge of the system design was a trade-off between keeping data utility while preserving
privacy of individuals. In the beginning of the project problem and domain analysis was conducted.
This analysis provides an analysis and comparison of existing data privacy preserving techniques. The
most appropriate techniques were chosen and implemented in the system.

Other challenges are connected with data aggregation process. Data collected from different regions
may contain duplicate information. The Cooperative Database handles duplicates and remove redun-
dant data from datasets. Data related to one particular patient may have different identifiers at the
aggregated dataset. The Cooperative Database link records related to one individual patient to one
common identifier. Handling these two challenges allows avoiding wrong outcomes from medical
research.

The system was verified based on real data. To show the added value of the system, data for medical
research on Chronic kidney disease was exported from the system.

The application is easy to build and deploy on a cluster for further execution. The application demon-
strates quality attributes, such as modularity, which makes it easy to maintain the application and
extend with new functionality in the future.
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12 Project Management

This chapter describes how the project was carried our from a project management prospective. It
describes which methods and approaches were used in order to create the project plan and monitor the
project progress. The chapter provides a description of the work breakdown structure and the project
planning.

12.1 Introduction

The project was conducted for nine months. The trainee was the main responsible person for the
project management as well as for the realization of the project. The Project Steering Group (PSG)
helped the trainee to manage the project and provide the trainee with the needed domain knowledge
and contacts of specialists who have this knowledge. The PSG consisted of the supervisors from Med-
worq, Freek van Keulen and Johan Ruiter, and the TU/e supervisor Nicola Zannone. PSG meetings
were organized on a monthly basis. The goal of these meetings was to discuss the current status of
the project, check the progress since last meeting, define next actions, and discuss issues that need
input from all PSG members. The PSG group was involved in all main decisions made for the project
including both technical and procedural decisions.

The agile methodology1 based on Scrum2 approach was used for the project management. The agile
methodology suggests iterative development, where requirements and solutions evolve through col-
laboration between IT specialists and project stakeholders. This methodology is flexible and allows
adapting to requirements changing easily. As mentioned before the trainee was mostly responsible
for all project activities and was not part of the development team. Therefore, it was not suitable to
follow scrum approach completely. The following practices from scrum approach were used:

• defining backlog with user stories

• defining two weeks sprint3 as a development unit

• estimating project using planning poker4 approach

• reprioritizing features

1http://agilemethodology.org/
2http://www.scrum.org/resources/what-is-scrum
3http://www.scrum.org/resources/what-is-a-sprint-in-scrum
4http://www.mountaingoatsoftware.com/agile/planning-poker
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The project consists of two main parts. The first part focused on problem and domain study and
requirements specification. The second part of the project consists of the design and implementation
based on the outcomes of the first part. The following sections describe the work breakdown structure
of the project and elaborate the project planning.

12.2 Work Breakdown Structure (WBS)

Figure 12.1 shows the work-breakdown structure of the project. Two top-level packages are identified:
domain and problem analysis, and design, implementation, and validation of the system. Each pack-
age is further decomposed to smaller packages. These packages are included in the project planning
described in the next section.

The domain and problem analysis consists of three sub packages:

• Domain study: understand and analyze the healthcare domain, analyze use cases of data ag-
gregation at a national level.

• Data privacy research: research and analyze existing data privacy preserving techniques,
choose more appropriate techniques for our project.

• Requirements elicitation: collect, analyze, and formulate the requirements for the project.

The design, implementation, and validation consists of four sub packages:

• System Design: architecture and design of the Cooperative Database System (CDS).

• System Implementation: implementation of the CDS based on the design.

• System Deployment: deployment of the CDS on a cluster.

• Validation and Verification: validation and verification of the CDS based on real medical data.

12.3 Project Planning

Based on the breakdown structure defined in the previous section, a project plan was formulated (see
Figure 12.2). The project was conducted according to the initial plan with only adjustments in the list
of components that should be implemented in the scope of the project.

Initial list of components for the System Implementation phase includes the following components:

1. Set of data processing jobs serving ETL process.

2. CoopAdminDB implementation.

3. Integration with TTP.

However, due to the several factors, such as the time limitation, not accurate estimations (due to
the lack of knowledge about big data technology stack), not ready integration from the TTP side,
components 2 and 3 were left for future work.
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Figure 12.1: Work-breakdown structure of the project

Figure 12.2: The project planning
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13 Project Retrospective

This chapter provides the evaluation on the design criteria defined in Section 3.4 from the trainee
perspective.

13.1 Design opportunities revisited

In the beginning of the project three design criteria that are important for the project were identified.
Below for each of these criteria, it is verified how the system meets that criteria.

• Functionality

– The system satisfies the requirements defined in Chapter 5 that are validated and verified
in Chapter 10.

• Ease of use

– The system is easy to use. In particular, it is easy to export data for medical research
from the system to the familiar for the stakeholders data format. Hadoop and other frame-
works used in the project support exporting data to widely used formats, such as CSV or
relational database, by default. Thus, the export is performed in one command.

– The system is easy to configure and deploy. The cluster for the solution is already con-
figured by Amazon. Further execution of any data processing jobs is performed with one
command.

• Maintainability

– The system uses data-driven approach which makes the system design modular. Modular-
ity makes the system easier to test, maintain, detect errors, and extend with new function-
ality in the future.

– The system provides logging functionality, which means all main steps or exceptions that
are triggered are logged. Therefore, if an error occurred the logs can be used to find out
what is the problem.

• Security

– The system design satisfies the security and privacy requirements defined in Chapter 5.

– The system provides reports and metrics to measure anonymity level of datasets that
should be released to the stakeholders.
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– The design for secure communication between Population Databases and the Cooperative
Database is accomplished within the project scope.
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