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Abstract—This paper presents a Zero Voltage Switching (ZVS)
modulation strategy for the 3 Level – 5 Level (3-5L) Dual Active
Bridge (DAB) DC–DC converter. The DAB accommodates a full
bridge in the primary side and two 3-level T-Type bridge legs in
the secondary side, linked by a high-frequency transformer and
an inductor. A ZVS modulation strategy is presented, in which
commutation inductances are utilized to extend the ZVS region
to the entire operating range of the converter. The configuration
of the secondary-side bridge allows further flexibility, compared
to a full bridge configuration, to minimize the RMS current in
the inductor. The nominal power of the converter is 2.8 kW with
input voltage range from 8 V to 16 V, and output voltage range
from 175 V to 450 V. The RMS currents of the 3-5L DAB are
compared with those of a typical 3-3L full bridge - full bridge
DAB, by applying the proposed modulation strategy in the 3-
5L DAB, and a strategy proposed in literature in the 3-3L DAB.

Index Terms—DC–DC Converters, Dual Active Bridge, Zero
Voltage Switching, Modulation Schemes.

I. INTRODUCTION

Power converters are widely used in powertrains of plug-in
hybrid electric vehicles (PHEVs) and plug-in battery electric
vehicles (PBEVs). DC-AC converters transfer power from the
high-voltage (HV) batteries to the electric motors, an AC-DC
converter connects the HV batteries to the grid (i.e. battery
charger) and a DC-DC converter interfaces the low voltage
(LV) batteries with the HV batteries (LV2HV interface). High
power density and efficiency are required in such applications
in order to increase the driving range and space utilization.
Concerning the LV2HV interface, where a significant dif-
ference in the input and output voltage is imposed (12 V
→ 400 V), the Dual Active Bridge (DAB) converter is a
promising choice due to its soft-switching capability. The
DAB can bring advantages by equalizing the input and output
voltages using the transformer turns ratio (N). Moreover, the
DAB is operated more efficiently when the output voltage
referred to the primary side is equal to the input voltage
(N · VDC,2 ≈ VDC,1) [1], [2].

The DAB was introduced in [3] for the realization of
high-efficiency, high-power-density, isolated DC-DC convert-
ers with buck-boost operation and bidirectional power flow

TABLE I
CONVERTER SPECIFICATIONS

LV Side
VDC,1 8 V ≤ VDC,1 ≤ 16 V, nom. 14 V

IDC,1,max ±200 A

HV Side VDC,2 175 V ≤ VDC,2 ≤ 450 V, nom. 400 V

AC-link

n1/n2 = N 1/9

L 0.0683 µH

fs 120 kHz

capability. Since then, various modulation strategies have been
proposed for the traditional 3 Level - 3 Level (3-3L) full bridge
- full bridge DAB, where the main objective is to minimize the
RMS current of the inductor/transformer under full-operating-
range zero voltage switching [4]–[6]. The extra voltage levels
(±VDC/2) of the 3-5L DAB provide more flexibility in the
inductor/transformer current shaping, which leads to lower
RMS current [7]. On top of that, the extra switches used for
the extra levels need to be able to block only half the DC-bus
voltage, which requires devices with half blocking voltage and
typically less than half on-resistance.

In this paper, a 3-5L DAB [8] is considered for a Low-to-
High voltage DC-bus, DC–DC interface converter. The input
voltage range is 8 V ≤ VDC,1 ≤ 16 V, the output voltage
range is 175 V ≤ VDC,2 ≤ 450 V, and the maximum input
current is ± 200 A. Further details about the specifications
are listed in Table I. In Section II, a detailed explanation is
given for the DAB topology. Section III contains an analysis of
the different switching modes, the mode selection procedure,
as well as the derivations of the piecewise linear equations
and the soft-switching constraints. The proposed modulation
strategy is discussed in Section IV. In Section V, a comparison
is performed between the 3-5L DAB and the traditional 3-3L
DAB.

978-1-5090-2464-3/16/$31.00 ©2016 European Union
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Fig. 1. (a) Circuit schematic of the 3-5L Dual Active Bridge converter [8], (b) Equivalent circuit of the Dual Active Bridge, and (c) DAB phase leg with
parasitic capacitances.

II. 3-5L DAB CONVERTER TOPOLOGY

Fig. 1(a) shows the schematic of the considered 3-5L DAB
[8], consisting of a full-bridge at the primary side (LV-side)
and two T-Type bridge-legs at the secondary side (HV-side),
coupled by a high frequency (HF) transformer and series
inductor L. For the realization of the HV-side bridge, other
options are possible like the Neutral Point Clamped (NPC)
[9]–[12] or the flying capacitor bridge leg. However, this work
focuses on the modulation strategy and does not further discuss
implementation variants.

The operating principle of the 3-5L DAB is presented in
[8]–[12], and it is similar to the operating principle of the
traditional 3-3L DAB. Both active bridges produce phase-
shifted edge resonant square wave voltages v1 and v2 at the
terminals of the HF AC link (inductor and HF transformer),
resulting in an inductor current iL . Voltages v1 and v2 are also
applied to the commutation inductances (L1 and L2), resulting
in currents iL1 and iL2 , respectively, which enhance the ZVS
operation [5] by injecting reactive current into the bridges
without contributing to the power flow. The bridges transform
the iHF1 and iHF2 into DC currents iDAB,1 and iDAB,2, on the
primary and secondary side respectively. Fig. 1(b) shows the
equivalent circuit of the considered DAB, where all quantities
are referred to the primary side. The switching frequency is
chosen fs = 120 kHz in order to achieve compact converter
design without excessive high-frequency losses.

The main inductor L, is chosen to be L ≈ 0.75 · Lmax,
where Lmax is determined by the maximum input power of
the DAB. According to [13], maximum positive DAB power
is achieved when τ1 = τ2 = τ2B = π and φ = φB = π/2,
thus, the input current equation is (acc. to eqn. (14) of [13]):

IDC,1 =
N · VDC,2,min

8 · fs,max · L
,

IDC,1 ≥ IDC,1,max = 200 A.

(1)

The result of solving the inequality of eqn. (1) for L, is the
inequality L ≤ Lmax, where Lmax is:

Lmax =
N · VDC,2,min

8 · fs,max · IDC,1,max
. (2)

III. SWITCHING CONTROL ANALYSIS

In the 3-3L DAB, the inductor current iL is controlled by
three variables, i.e. the pulse-width of the voltages v1 and v2
produced by the primary and secondary side active bridges
and the phase shift between them. Depending on the sequence
of the voltage edges (falling or rising), 12 unique switching
modes are distinguished. In the 3-5L DAB, the extra voltage
levels (±VDC,2/2) of the secondary side bridge, increase the
control variables to five. This results in more flexibility for the
optimal shaping of the inductor current, but the total number
of modes is increased to 40 and the analysis of the DAB is
getting more complex.

Fig. 2 depicts general waveforms of v1, v2 and iL, iHF1,
iHF2 for the 3-5L DAB. The control variables are the pulse-
widths τ1, τ2 and τ2B for the primary bridge, the secondary
bridge half-DC voltage level and the secondary bridge full-
DC voltage level, respectively. The phase shifts are defined
with respect to the falling edge of the primary side voltage at
t = π/ωs, being φ for the first level and φB for the second
level. The physical limits of the control variables are,

0 ≤ τ1, τ2, τ2B ≤ π,
−π ≤ φ ≤ π,
−2π ≤ φB ≤ π,

(3)

and for valid waveforms the following conditions should also
apply:

φB ≤ φ,

φ− φB + τ2B ≤ τ2.
(4)

A. Switching Modes Selection Procedure

To determine the optimal mode for each operating point
and the corresponding control angles (τ1, τ2, τ2B, φ and
φB), an optimization algorithm (non-linear constrained min-
imization) is developed [14]. The constraints applied during
the optimization process are the inequality soft-switching
constraint (see section III-C), the physical limits of the control
variables (eqns. (3)-(4)) and the input current IDC,1 equality
constraint (IDC,1 = IDC,1,ref ). The soft-switching constraints
assure ZVS in every operating point and quasi zero switching
losses.
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Fig. 2. General waveforms of v1, v2 and iL, iHF1, iHF2 for the 3-5L DAB.
The waveforms were obtained for VDC,1 = 15.5 V, VDC,2 = 175 V, τ1 =
3π
4

, τ2 = 3π
4

, τ2B = π
4

, φ = π
5

, φB = π
10

, fs = 120 kHz, L = 0.0683 µH,
L1 = 0.77 µH and L2 = 62.1 µH. Fig. 2(a) focuses on the control variables
and the names of the edges and Fig. 2(b) on the currents in the inductors L,
L1 and L2.

Under ZVS operation, the conduction losses of the tran-
sistors account for the biggest part (≥ 50 %) of the total
converter losses [15]. Thus, the objective function used in the
optimization is related to the overall conduction losses and is
calculated using the equation:

fobj = I2RMS,HF1 +
I2RMS,HF2

N2
, (5)

where I2RMS,HF1 and I2RMS,HF2 are proportional to the primary
and secondary side conduction losses, respectively.

The outcome of this optimization procedure is depicted in
Fig. 3. By analyzing the outcome, only two modes (mode
21,11) are preferably used for positive power flow, and two
modes (mode 21,31) for negative power flow. Waveforms of
mode 21 and 11 are depicted in Fig. 4(a) and Fig. 4(b),
respectively. The transition from mode 21 to 11 (i.e. from
negative to positive phase-shift), makes using the commutation
inductances necessary because the injected current in each
bridge is contributing positively, in most cases, to meet the
soft-switching constraints (see Section IV-B).

For brevity, only positive power flow is considered (LV →
HV ) for the derivation of the analytical modulation strategy
of Section IV. The analysis for reverse power flow is similar,
since the secondary bridge waveform is mirrored for the

Fig. 3. Switching modes obtained from the numerical optimization algorithm.
The output voltage is VDC,2 = 175 V.

0

00

(a)

0

00

(b)

Fig. 4. Ideal voltage and current waveforms for (a) mode 21 and (b) mode 11.
The waveforms are derived for: VDC,1 = 8.5 V, and VDC,2 = 175 V.

corresponding operating point1. The strategy proposed in this
paper is for positive power flow and is based only on modes
21 and 11.

B. Piecewise Linear Analysis

The results obtained from the numerical optimization are
used as a basis to derive closed form analytical solutions for
the control angles (τ1, τ2, τ2B, φ and φB), which are presented

1If the control angles for the operating point (VDC,1, VDC,2, +IDC,1) are
known, the control angles for the operating point (VDC,1, VDC,2, −IDC,1)
are calculated using τ ′1 = τ1, τ ′2 = τ2, τ ′2B = τ2B, φ′ = −φ− τ1 + τ2 and
φ′B = φ′ + τ2B − τ2.



TABLE II
INPUT CURRENT (IDC,1) EXPRESSIONS FOR MODE 21 AND 11

Mode 21
N VDC,2 ((2φ+τ1−τ2) τ2+(2φB+τ1) τ2B−τ22B)

4L π ωs

Mode 11
−NVDC,2

4πLωs
[2φ2 − 2φ(−τ1 + τ2 + π)

+2φ2B − 2φB(−τ1 + τ2B + π) + 2τ21 − τ1τ2 − τ1τ2B

−4πτ1 + τ22 + τ22B + 2π2]

in Section IV. The respective inductor currents, induced by v1
and v′2 are depicted in Fig. 2(b) and derived by:

diL(t)

dt
=
v1(t)− v′2(t)

L
, (6)

diL1
(t)

dt
=
v1(t)

L1
, (7)

diL′
2
(t)

dt
=
v′2(t)

L′2
. (8)

Solving equations (6)-(8) in each interval within half the
switching period and assuming steady state operation (i.e.
iL(t) = −iL(t + Ts/2), iL1

(t) = −iL1
(t + Ts/2) and

iL′
2
(t) = −iL′

2
(t + Ts/2)), results in the expressions for the

currents at every switching instance θi = {α, β, κ, λ, µ, ν},
where θi = ωst and ωs = 2πfs. The bridge currents iHF1(t)
and iHF2(t) are calculated using:

iHF1(t) = iL(t) + iL1(t), (9)
iHF2(t) = N · i′HF2(t) = N · (iL(t)− iL′

2
(t)). (10)

The current expressions for mode 21 and mode 11, applying
the aforementioned procedure for each mode, are summarized
in Table V and in Table VI of the Appendix, respectively.
By analyzing the conduction state of the switches, currents
iDAB,1(t) and iDAB,2(t) can be derived from iHF1(t) and
iHF2(t), respectively. Averaging iDAB,1(t) over a switching
period Ts, yields the expressions for input current IDC,1.
Table II denotes the input current expressions for modes 21
and 11.

C. Soft-Switching Constraints

Zero-voltage-switching operation of the switches (acc. to
Fig. 1(c), Sx1, Sx2), is explained for a voltage transition that is
initiated by the turn-off of the transistor Tx1. The current iHFx

transfers the charge of the nonlinear parasitic capacitance Cx2

(discharge) to the respective nonlinear parasitic capacitance
Cx1 (charge). By the time instant the Diode Dx2 takes over
the current, the transistor Tx2 can be turned-on under ZVS. A
minimum turn-off current is needed to complete the resonant
transition within the dead-time interval and avoid voltage
transition delay. The current-based soft-switching constraints
for bridge currents iHF1 and iHF2 are summarized in Table III.
A minimum commutation current value of 2 A is used
for the primary and secondary side high-frequency switches
(ISS,Prim = ISS,Prim = 2 A).

TABLE III
SOFT-SWITCHING CONSTRAINTS

Critical ZVS
Constraints
per Region

Edge Current Constraint Type 1 2 3 4

α iHF1(α) ≤ −ISS,Prim Rising

β iHF1(β) ≥ ISS,Prim Falling x x x x

κ iHF2(κ) ≥ ISS,Sec Rising x

λ iHF2(λ) ≥ ISS,Sec Rising x

ν ≡ µ iHF2(ν) ≤ −ISS,Sec Falling x x x x

IV. ANALYTICALLY DERIVED MODULATION SCHEME

The results of the numerical optimization are presented in
Fig. 3. A close look into the results, shows that the optimizer
chooses to keep the edges µ and ν in the same switching
instant for both modes (21 and 11), leading to the constraint:

φ = φB, (11)

as shown in Fig. 4.
In order to derive an analytical modulation scheme, the

operating points were checked step-by-step and critical ZVS
conditions were identified. For each operating point, in total
three constraints should be identified, on top of the constraints
denoted by the equation (11) and the input power expres-
sion (Table II), in order to be able to solve the system of
equations towards the control variables (τ1, τ2, τ2B, φ and
φB). Following this procedure, five regions were identified,
where every operating point of the same region has the same
critical ZVS conditions, which are summarized in Table III2.
Fig. 5(a) depicts an overview of them and their boundaries. In
Fig. 5(c) and Fig. 5(b) the critical switch commutation currents
are shown as function of input current for VDC,1 = 9 V and
VDC,1 = 14.5 V, respectively. Dashed lines denote commuta-
tion currents for L1 = ∞, L2 = ∞ and solid lines for finite
L1 and L2. The resulting ZVS conditions of the commutation
currents that are not shown in Fig. 5(b) and Fig. 5(c) are
either less important (iHF2(x)� ISS,Sec) or identical to ZVS
conditions of another voltage edge ((iHF1(α) ≤ −ISS,Prim) ≡
(iHF1(β) ≥ ISS,Prim)).

A. Infinite L1 and L2

Starting from operating point 1 (OP1) of Fig. 5, the soft-
switching constraints (edges β, λ, and ν) are satisfied. As
it can be seen in Fig.5(b) (dashed lines), each commutation
current has the minimum required value for edges β and λ, and
the maximum required value for the edge ν. Thus, from every
soft-switching inequality constraint the equal part is true (”≤”,
”≥” → ”=”). The resulting system of equations for region 1

2Region 5 is separately discussed in the end of this section.
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Fig. 5. (a) Overview of the five regions detailed in Section IV. Every operating point of the same region has the same critical ZVS conditions. Switch
commutation currents as function of input current for (b) VDC,1 = 9 V and (c) VDC,1 = 14.5 V. Dashed lines denote switch commutation currents for
L1 =∞ and L2 =∞, and solid lines for finite L1 and L2 values. The output voltage is VDC,2 = 175 V.

is depicted in Table IV and the expressions for the control
variables are summarized in Table VII of the Appendix.

Using the region 1 expressions for the control variables and
following path 1 of Fig.5(a) (i.e. keeping the same voltage and
increasing the input current), at a certain operating point the
pulse-width of voltage v1, is getting > π, which is beyond
the physical limits and τ1 is clipped to its maximum value
(τ1 = π). This operating point (OP2) defines the boundary
between region 1 and 2. In Fig. 5(b), it can be seen that the
current iHF2(λ) is increasing as IDC,1 increases, meeting the
ZVS condition iHF2(λ) ≥ ISS,Sec until current IDC,1 reaches
its maximum value. The soft-switching constraint for edges
β and ν are still satisfied in the minimum and maximum
value, respectively. The system of equations for region 2 is
depicted in Table IV, where the ZVS condition of edge λ is
replaced with the condition τ1 = π. The resulting expressions
for the control variables are summarized in Table VIII of the
Appendix.

Fig. 5(c) (dashed lines) shows the switch commutation
currents for edges β, κ, and ν for regions 3, 4, and 5. The same
procedure is followed in region 3, starting from the operating
point 3 (OP3). The soft-switching constraints are satisfied in
their minimum required value for edges β and κ, and in the
maximum required value for edge ν. A system of equations is
solved (Table IV), resulting in the expressions for the control
variables of Table IX of the Appendix.

Following path 2 of Fig.5(a) (i.e. VDC,1 = 14.5 V and
increasing the input current), the control variables for every
operating point are calculated using the region 3 expressions.
At a certain operating point, the pulse-width of voltage v1
becomes bigger than its physical limit (τ1 > π), which
is impossible and thus, τ1 is clipped to π. This operating
point (OP4) defines the boundary between region 3 and 4.
The soft-switching constraint for edges β and ν are still
satisfied in the minimum and maximum value, respectively.
The current iHF2(κ) is increasing as IDC,1 increases, meeting
the requirement iHF2(κ) ≥ ISS,Sec until current IDC,1 reaches
its maximum value. The system of equations that corresponds

to region 4 is summarized in Table IV and the control variables
are calculated using the expressions3:

τ1 = π,

τ2 =
e7 −

√
e11

N2 VDC,1 V 2
DC,2

,

τ2B =
e7 +

√
e11

N2 VDC,1 V 2
DC,2

, (12)

φ = −Lωs (ISS,Prim + ISS,Sec)

VDC,1
.

which are also summarized in Table VIII of the Appendix. In
this point, it is observed that the resulting expression of region
2 and region 4 are identical, but they are treated separately for
practical reasons (distinction between VDC,1 ≤ N · VDC,2/2
and VDC,1 > N · VDC,2/2).

Following path 3 of Fig.5(a) and calculating the control
variables for every operating point using the expressions of
region 4 results in the operating point 5 (OP5). In this operat-
ing point, the e11 term of equation (12) becomes negative and
this causes the square root (√ ) to return a complex number.
OP5 defines the boundary between regions 4 and 5 and the
transition point from mode 21 to mode 11. Mode 21 is not
able to transfer more power (under ZVS) and the optimizer
selects to switch to mode 11.

In Fig. 5(c) (dashed lines, region 5), the soft-switching
currents are satisfied for edges β (iHF1(β) ≥ ISS,Prim) and
κ (iHF2(κ) ≥ ISS,Sec), while not for edge ν (assuming
ISS,Prim = ISS,Sec = 2 A). This problem can be solved using
finite values for commutation inductances (L1, L2) and is
discussed in Section IV-B. Another important consideration
is to conserve smooth transition of the control variables
from mode 21 to mode 11, because a sudden transition (i.e.
discontinuous function of one or more control variable) causes
an unwanted dynamic behavior of the DAB.

To calculate the control variables for region 5, the real part
of the τ2 and τ2B equations is used. In this way, it is verified

3Expressions for exx elements are summarized in Table XI of the Appendix.



TABLE IV
SYSTEM OF EQUATIONS

Regions

1 2 and 4 3

iHF1(β) = ISS,Prim iHF1(β) = ISS,Prim iHF1(β) = ISS,Prim

iHF2(λ) = ISS,Sec τ1 = π iHF2(κ) = ISS,Sec

iHF2(ν) = −ISS,Sec iHF2(ν) = −ISS,Sec iHF2(ν) = −ISS,Sec

that the resulting control angles are close to the optimal control
angles of the optimization procedure and smooth transition
from mode 21 to mode 11 is achieved. Finally, the φ for region
5 is calculated using the input power equation of mode 11,
while τ1 remains equal to π. The expressions for the control
variables used in region 5 are summarized in Table X of the
Appendix.

B. Finite L1 and L2

In Fig. 5(c) (dashed lines), a ZVS limit violation is observed
for edge ν (iHF2(ν) < ISS,Sec). Therefore, finite L1 and L2

are used to enhance ZVS. The resulting commutation currents
are depicted with solid lines in Fig. 5(b) and Fig. 5(c).

As discussed in [5], commutations inductances always en-
hance ZVS operation in the traditional 3-3L DAB. However
in the case of the 3-5L DAB, L2 depresses ZVS for edge λ, as
can be seen in Fig. 5(b) (solid line). A trade-off is introduced
for achieving ZVS in edge λ in region 1 and ν in region 5.
In this paper, edge λ in region 1, is chosen to violate ZVS,
because the resulting switching losses will be lower (lower
voltage and current). However, ZVS is achieved in the entire
operating range assuming ISS,Prim = ISS,Sec = 0 A.

Using the proposed strategy, soft-switching operation is
achieved in the entire operating range (ISS,Prim = ISS,Sec =
0 A) of the 3-5L DAB. The analytical solution for every sub-
region is available in the Appendix. The complete algorithm
derived during this process is depicted in Fig. 6, showing
how every operating point (VDC,1, VDC,2, IDC,1) results in the
appropriate region and solution set. The control variables τ1,
τ2, τ2B and φ are depicted in Fig. 7, as function of the input
current for nominal and minimum input voltage. A continuous
waveform can be seen for every variable which is necessary
to avoid undesirable dynamic behavior.

V. COMPARISON TO 3-3L DAB

In order to demonstrate the advantages of the 3-5L DAB,
a comparison is performed between the 3-5L DAB and the
traditional 3-3L DAB. For the latter, the analytically derived
modulation scheme from [5] is used. The basis for this com-
parison is the RMS value of the currents iHF1(t) and iHF2(t)
over the entire operating range, using common system specifi-
cations (Table I). First, the maximum value of the commutation
inductances that assures ZVS (ISS,Prim = ISS,Sec = 0 A)
in the entire operating region is identified for each topology.

Fig. 6. Diagram of the calculation algorithm for the control angles τ1, τ2,
τ2B, φ and φB, given the operating point (VDC,1, VDC,2, IDC,1).

Fig. 7. Control angles τ1, τ2, τ2B and φ, for nominal (14 V, solid line) and
minimum (8 V, dashed line) input voltage. The output voltage is VDC,2 =
175 V.

Using these values, Fig. 8 is derived. Fig. 8(a) and Fig. 8(b)
show the RMS values of the primary and secondary bridge
currents for the traditional 3-3L DAB. Fig. 8(c) and Fig. 8(d)
show the RMS values of the primary and secondary bridge
currents for the 3-5L DAB, respectively. Fig. 8(e) depicts
the percent difference between Fig. 8(a) and Fig. 8(c), and
Fig. 8(f) depicts the percent difference between Fig. 8(b) and
Fig. 8(d). For the derivation of Fig. 8(e) and Fig. 8(f) the
following expression is used:

RMS% = 100%·
I2RMS,HFx,3−5L(v, i)− I2RMS,HFx,3−3L(v, i)

I2RMS,HFx,3−3L(v, i)
.

(13)
The advantage of the 3-5L DAB is mainly observed in the low-
voltage, low-current region, where the squared RMS currents
for both primary (Fig. 8(e)) and secondary (Fig. 8(f)) side
bridges are up to 70% lower. On the contrary, in the high-
voltage, high-current region there is no significant advantage
because the secondary bridge is operated as a full bridge (τ2 ≈



(a) (b)

(c) (d)

(e) (f)

Fig. 8. RMS current of (a) LV-side bridge (IRMS,HF1) and (b) HV-side bridge
(IRMS,HF2) of the 3-3L DAB topology. (c) and (d) show the RMS current
of LV-side bridge (IRMS,HF1) and HV-side bridge (IRMS,HF2) of the 3-5L
DAB topology, respectively. Figure (e) shows the percent difference of (a)
and (c), and figure (f) shows the percent difference of (b) and (d), according
to eqn. (13).

τ2B).

VI. CONCLUSION

In this paper a modulation strategy for the 3 Level –
5 Level (3-5L) Dual Active Bridge (DAB) DC–DC converter,
achieving ZVS in the whole operating range, is presented. An
analysis of the possible switching modes is provided, as well
as, a selection procedure to select the optimum mode for every
operating point. Two modes are selected and by interpreting
the results of the numerical optimization, a final switching
control strategy is derived. Both bridges use commutation
inductances in order to assure ZVS in the transition between
modes. The proposed strategy is compared with a similar
strategy derived for the traditional 3-3L DAB in literature.
The comparison shows the advantage of the 3-5L DAB in the
low-voltage, low-current region.
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APPENDIX



TABLE V
CURRENT EXPRESSIONS FOR MODE 21

iHF1(0) =
L1 N VDC,2 (τ2+τ2B)−2 τ1 VDC,1 (L+L1)

4L L1 ωs

iHF1(α) =
L1 N VDC,2 (τ2+τ2B)−2 τ1 VDC,1 (L+L1)

4L L1 ωs

iHF1(β) =
2 τ1 VDC,1 (L+L1)−L1 N VDC,2 (τ2+τ2B)

4L L1 ωs

iHF1(κ) =
2VDC,1 (L+L1) (2φ+τ1−2 τ2)+L1 N VDC,2 (τ2+τ2B)

4L L1 ωs

iHF1(λ) =
2VDC,1 (L+L1) (2φ+τ1)−L1 N VDC,2 (τ2+τ2B)

4L L1 ωs

iHF1(µ) =

2VDC,1 (L+L1) (2φB+τ1−2 τ2B)

4L L1 ωs

+
L1 N VDC,2 (2φ−2φB−τ2+3 τ2B)

4L L1 ωs

iHF1(ν) =
2VDC,1 (L+L1) (2φB+τ1)−L1 N VDC,2 (2φB−2φ+τ2+τ2B)

4L L1 ωs

iHF2(0) =
N VDC,2 (L+L2) (τ2+τ2B)−2L2 τ1 VDC,1

4L L2 ωs

iHF2(α) =
N VDC,2 (L+L2) (τ2+τ2B)−2L2 τ1 VDC,1

4L L2 ωs

iHF2(β) =
2L2 τ1 VDC,1−N VDC,2 (L+L2) (τ2+τ2B)

4L L2 ωs

iHF2(κ) =
N VDC,2 (L+L2) (τ2+τ2B)+2L2 VDC,1 (2φ+τ1−2 τ2)

4L L2 ωs

iHF2(λ) =
2L2 VDC,1 (2φ+τ1)−N VDC,2 (L+L2) (τ2+τ2B)

4L L2 ωs

iHF2(µ) =

N VDC,2 (L+L2) (2φ−2φB−τ2+3 τ2B)

4L L2 ωs

+
2L2 VDC,1 (2φB+τ1−2 τ2B)

4L L2 ωs

iHF2(ν) =
2L2 VDC,1 (2φB+τ1)−N VDC,2 (L+L2) (2φB−2φ+τ2+τ2B)

4L L2 ωs

TABLE VI
CURRENT EXPRESSIONS FOR MODE 11

iHF1(0) =
L1NVDC,2(−2φ−2φB+τ2+τ2B)−2τ1VDC,1(L+L1)

4LL1ωs

iHF1(α) =

L1 N VDC,2 (−2φ−2φB−4 τ1+τ2+τ2B+4π )

4L L1 ωs

− 2 τ1 VDC,1 (L+L1)

4L L1 ωs

iHF1(β) =
2 τ1 VDC,1 (L+L1)+L1 nVDC,2 (2φ+2φB−τ2−τ2B)

4L L1 ωs

iHF1(κ) =
2VDC,1 (L+L1) (2φ+τ1−2 τ2)+L1 N VDC,2 (τ2+τ2B)

4L L1 ωs

iHF1(λ) =
2VDC,1 (L+L1) (2φ+3 τ1−2π )−L1 N VDC,2 (τ2+τ2B)

4L L1 ωs

iHF1(µ) =

2VDC,1 (L+L1) (2φB+τ1−2 τ2B)

4L L1 ωs

+
L1 N VDC,2 (2φ−2φB−τ2+3 τ2B)

4L L1 ωs

iHF1(ν) =

2VDC,1 (L+L1) (2φB+3 τ1−2π )

4L L1 ωs

−L1 N VDC,2 (2φB−2φ+τ2+τ2B)

4L L1 ωs

iHF2(0) = −N VDC,2 (L+L2) (2φ+2φB−τ2−τ2B)+2L2 τ1 VDC,1

4LL2 ωs

iHF2(α) =
N VDC,2 (L+L2) (−2φ−2φB−4 τ1+τ2+τ2B+4π )−2L2 τ1 VDC,1

4L L2 ωs

iHF2(β) =
N VDC,2 (L+L2) (2φ+2φB−τ2−τ2B)+2L2 τ1 VDC,1

4L L2 ωs

iHF2(κ) =
N VDC,2 (L+L2) (τ2+τ2B)+2L2 VDC,1 (2φ+τ1−2 τ2)

4L L2 ωs

iHF2(λ) =
2L2 VDC,1 (2φ+3 τ1−2π )−nVDC,2 (L+L2) (τ2+τ2B)

4L L2 ωs

iHF2(µ) =
N VDC,2 (L+L2) (2φ−2φB−τ2+3 τ2B)+2L2 VDC,1 (2φB+τ1−2 τ2B)

4L L2 ωs

iHF2(ν) =
2L2 VDC,1 (2φB+3 τ1−2π )−N VDC,2 (L+L2) (2φB−2φ+τ2+τ2B)

4L L2 ωs

TABLE VII
EXPRESSIONS FOR CALCULATION OF CONTROL VARIABLES FOR REGION 1

τ1
e5 e4−

√
e44 e3 L N VDC,2 ωs

e42 VDC,1 (2VDC,1−N VDC,2)

τ2
2
(√

e44 e3 L N VDC,2 ωs+e6

)
e42 N VDC,2 (N VDC,2−2VDC,1)

τ2B − 2 ISS,Sec Lωs

e4

φ −Lωs (ISS,Prim+ISS,Sec)

VDC,1

TABLE VIII
EXPRESSIONS FOR CALCULATION OF CONTROL VARIABLES FOR REGION 2

AND 4

τ1 π

τ2
e7−
√
e11

N2 VDC,1 V
2
DC,2

τ2B
e7+
√
e11

N2 VDC,1 V
2
DC,2

φ −Lωs (ISS,Prim+ISS,Sec)

VDC,1



TABLE IX
EXPRESSIONS FOR CALCULATION OF CONTROL VARIABLES FOR REGION 3

τ1
e13−

√
e12 VDC,1

e4 VDC,1 (2VDC,1−N VDC,2)

τ2
ISS,Sec L ωs (3N VDC,2−4VDC,1)−

√
e12

e4 (2VDC,1−N VDC,2)

τ2B
√
e12+ISS,Sec L N VDC,2 ωs

−e4 N VDC,2

φ −Lωs (ISS,Prim+ISS,Sec)

VDC,1

TABLE X
EXPRESSIONS FOR CALCULATION OF CONTROL VARIABLES FOR REGION 5

τ1 π

τ2 <
(

e7−
√
e11

N2 VDC,1 V
2
DC,2

)

τ2B <
( √

e11+e7
N2 VDC,1 V

2
DC,2

)

φ
−
√
e15+e16+2N τ2 VDC,2+2N τ2B VDC,2

8N VDC,2

TABLE XI
EXPRESSIONS FOR exx ELEMENTS

e1 2 ISS,Prim + ISS,Sec

e2 I2SS,Sec L N VDC,2 ωs

e3 e2 + 2π IDC,1 VDC,1 (N VDC,2 − 2VDC,1)

e4 VDC,1 −N VDC,2

e5 L ωs

(
e1N2 V 2

DC,2 − 3 e1N VDC,1 VDC,2 + 4 ISS,Prim V 2
DC,1

)
e6 e4 ISS,Sec L N VDC,1 VDC,2 ωs

e7 N VDC,1 VDC,2 (π VDC,1 − 2 ISS,Prim L ωs)

e8 4 ISS,Prim L2 ω2
s (N VDC,2 (ISS,Prim + ISS,Sec)− ISS,Prim VDC,1)

e9 N VDC,2 (e1 + IDC,1)− 2 ISS,Prim VDC,1

e10 −π 2 e4 V 2
DC,1

e11 N2 VDC,1 V
2
DC,2 (e8 − 2π e9 L VDC,1 ωs + e10)

e12 LN VDC,2 ωs (e2 − 2π e4 IDC,1 (2VDC,1 −N VDC,2))

e13

Lωs

(
−3 e1N VDC,1 VDC,2 + 2N2 V 2

DC,2 (ISS,Prim + ISS,Sec)
)

+Lωs

(
4 ISS,Prim V 2

DC,1

)
e14 4π IDC,1 L ωs

e15 (−2N τ2 VDC,2 − 2N τ2B VDC,2)
2

e16

−16N VDC,2

(
e14 +N τ22 VDC,2 − π N τ2 VDC,2 +N τ22B VDC,2

)
−16N VDC,2

(
−π N τ2B VDC,2

)
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Abstract— The standard bootstrap circuit consists of three 
important external components (diode, resistance and capacitor) 
for a PWM standard application. However, bootstrap circuits 
have shown some weakness such as having adequate components 
to allow a high performance. This article shows a bootstrap 
driver circuit using IR2112 to drive a power IGBTs inverter with 
a low energy consumption. In this paper, the PWM signal is 
generated by using a PIC24FJ128GA010 microcontroller and 
interfaced to the bootstrap circuit. The paper discusses the 
advantage and disadvantages of the bootstrap circuits. 

Keywords— Bootstrap components, PIC24FJ128GA010, IGBT, 
driver circuit, IR2112. 

I.  INTRODUCTION  

In driver circuits, it is necessary to turn ON/OFF and 
protect the power switches (MOSFETs, IGBTs, ..etc) from a 
shoot through current. The gate driver circuit consists of driver 
IC (IR2112) and a bootstrap circuit. Many papers have dealt 
with the bootstrap application circuit to drive the upper 
transistor [1][2][3][4].The bootstrap gate drive circuit is an 
useful element for  many converters. A block diagram of the 
IR2112 integrated circuit and external components are 
presented in  Fig. 1. 

The working  principle of a bootstrap capacitor is as 
follow: (CBoot) has to be charged from the Vdc supply and 
store sufficient charge to provide power to the upper side 
driver circuit transistor [5]. The minimum capacitance value 
can be calculated by equation 1. 
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Fig.1. Bootstrap circuit (driver IC IR2112 and external element) 

The gate drivers are fundamental for power electronic 
system in converters (DC/DC, DC/AC .... etc.). However, 
adequate techniques are needed to generate a suitable PWM to 
driver them. In this paper, A PIC24FJ128GA010 
microcontroller has been employed to generates the control 
signals that are used as inputs to the IGBT driver circuit[6] 
because of its low power consumption. 
 

II. BOOTSTRAP GATE DRIVER CIRCUIT 

A. Bootstrap Driver IC (IR2112) 

    After considering the different options of IGBT driver 
ICs, the IR2112 in   Fig.  2 was chosen. The rated voltage 
of the selected IC  is up to 600V, with a gate driving 
current(+/-)  of  200 mA / 420 mA and a gate driving 
voltage of 10-20V respectively, The turn ON time is 125ns 
whereas turn OFF time is 105ns [7]. 

 



 
Fig. 2 IR2112 Block Diagram 

 

B. Bootstrap External Conponent 

      The bootstrap circuit consists of three external components 
(RBoot , DBoot and CBoot ) as shown in Fig. 1. 

1) Bootstrap Resistance(RBoot):The first element in the 
bootstrap circuit is a bootstrap resistance as a small value 
connected in series with bootstrap diode(DBoot) ,This resistance 
(RBoot)  is used to limit charger current flowing to bootstrap 
capacitor(CBoot) [2] . 

 

       
Boot

on
Boot C

lowerIGBTT
R

×
≤

4
)(

                                       (2) 

 
2) Bootstrap Diode(DBoot): The bootstrap diode (DBoot)  

provide route to charge bootstrap capacitor (CBoot)  and it 
must be able to have a fast recovery time to block the fed back 
voltage from this capacitor to driver power supply. There are 
some parameter that must be considered when choosing diode 
[8]. 

• TRR =Reverse Recovery Time  

• VRRM = Maximum Repetitive reverse Voltage 

• IF(AV) = Average Rectified Forward Current  

3)  The main principle of bootstrap capacitor (CBoot) is 
to store sufficient charge to supply the enough power 
exhaustion of IGBT gate driver and necessary gate charge to 
turn the upper side transistor ''ON'', The minimum bootstrap 
capacitor required can be calculated using the equation 1. 
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Where, 
 
Qg        : IGBT Turn on Required Gate Charge 
QLS     : Charge required by The Internal Level Shifters 
ILK,CAP : Capacitor Leakage Current 
ILK,GC   : Gate Leakage Current of The IGBT 
IQBS       : High Side Floating Supply Leakage Current 
ILK         : Bootstrap Circuit Leakage Current 
ILK,DS   : Bootstrap Diode Leakage Current 
�VBS : Minimum Voltage Drop 
VDC : Section logic voltage source  
VF : Bootstrap Diode Forward voltage 
VLS :Low – Side IGBT Drop Voltage 
VCE(ON) : Minimum voltage Between VC and VE  
TON : Turning on Interval of lower IGBT   
 

III.  PROGRAMMABLE PWM CONTROLLER 

 
        PIC24FJ128GA010 microcontroller is the main unit used 
in the implementation to control the Half-Bridge. It is 
programmed by C language and using a MPLAB X IDEV3.15 
software compiler for programing[6][9][10]. 
      

        The control signals that are used as inputs to the IGBT 
driver circuit are generated by PIC24FJ128GA010 
microcontroller. This controller was used because of its low 
power consumption, Pin terminals and the salient features are 
observed in Table 1. 

TABLE I. Specifications of PIC24FJ128GA010 

 

     PIC24FJ128GA010 is often used in industry, automotive 
applications, medical electronics applications and consumer 
electronics. The signal levels are directly compatible but they 
are not galvanic separated. Some applications do not need it. 
Therefore, in this case the bootstrap circuits have advantages. 

IV.  CALCULATION AND EXPERIMENTAL RESULTS 

A. Mathematical Results 

 
      To accurately calculate the value of the bootstrap capacitor, 
equations 1,3 and 4 and following bootstrap circuit 
components, an switching frequency of 10kHz have been. 
(IRG4BC10UD  Power IGBT[11] ,bootstrap diode DO-204AL 
(DO-41),Driver IC 2112). 
 
Table 2 shows all the equations parameters used to calculate 
the  bootstrap capacitor value. The values are from the 
datasheets. 
 
 
 
 



 
TABLE 2. Bootstrap Component Parameters 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The (Cboot) used in the present paper has been calculated as 
follows: 
 

VVBS 7.06.2157.120 =−−−=∆    based on eq.  (4) 
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                                                                 based on eq. (1) 
 

Hence, a (Cboot ) of 100nF can be used for the bootstrap driver 
circuit. 
 
      Fig. 3. Illustrates the minimum value of bootstrap capacitor 
depending on the switching frequency. Once the switching 
frequency varies from 5KHz to 50KHz, 100 times more, the 
used electrolytic capacitor ageing is (2 – 200)times more. 
 

 
Fig. 3. Minimum Bootstrap capacitor  

 
 

B. Experimrntal Results 

    The Final circuit diagram of the bootstrap circuit and Half-
Bridge topology are shown in the Fig. 4. 
 

 
Fig. 4. Complete Half-Bridge Circuit 

 
 
 
     The practical circuit in the Fig. 5 explains the final bootstrap 
circuit , Half-Bridge IGBT and 5 volt voltage regulator are 
used to supply the driver IC(IR2112). However, if ON time of 
(10 ms) are considered, much higher values for charging are 
required. 
 
   Large electrolytic capacitor is connected in parallel with the 
bootstrap capacitor to improve the charge of the upper gate 
only and cope with long ON time of the upper transistor. The 
value of electrolytic capacitor can be calculate by multiply the 
bootstrap capacitor by factor 20 depended to the transistor and 
high DC link Voltage 
 
 

 
Fig. 5. Final Driver Circuit 

 
    Figures 6 through 8 show the experimental results for the 
bootstrap circuit of IGBT Half-Bridge without load. 
 

Parameter was selected parameter of the data sheets 

Element Value Device Notes 
IQBS 60 uA IR2112 Driver        

IC ILK 50uA IR2112 
QLS 5nC 

20nC 
 500-600V 

/1200V 
QG 15 nC IRG4BC10UD  

IGBT   
Transistor 

IGES 100 nA IRG4BC10UD 
VCE(on) 2.6v IRG4BC10UD 
VGE 15v IRG4BC10UD 
Vf 1.7 V DO-204AL 

(DO-41) 
Bootstrap 

Diode  
IKL,DIODE 10 uA DO-204AL 

(DO-41) 
ILK_CAP 0  Typical 



Fig. 6 shows the PWM waveforms of the PIC24FG128GA010 
and gate driver circuits without connect IGBT transistor,Ch1 
and Ch2 output PWM of the microcontroller Ch3 and Ch4 the 
output PWM of the bootstrap driver circuit . 
 

 
Fig. 6. Bootstrap capacitor depending on the  

 
 
  Fig. 7 shows the PWM waveforms of the PIC24FG128GA010 
and gate driver circuits with IGBT transistor (half-bridge 
circuit),Ch1 and Ch2 output PWM of the microcontroller Ch3 
and Ch4 the output PWM of the driver circuit. The main 
deferent between Fig 6 and Fig 7 is voltage of Ch4 (lower 
transistor) is lease than the voltage of Ch3 due to drop voltage 
across the freewheel diode . 
 
 
 

 
Fig. 7.  PWM waveforms with connect IGBT 

 
 
 
 
 
 

   The voltage of the output of the driver circuit and  half-
bridge circuit is shown in the Fig. 8 , Ch1 and Ch2 is the 
PWM of the driver circuit and Ch3 is the output voltage of 
half-bridge circuit 
 
 

 
Fig. 8. Output waveform of Half-Bridge and driver circuit 

The experiment shows that they are some advantages and 
disadvantages of the bootstrap circuits. 

A. Advantages /Steght  

• Low power consumption,  

• No  inductive components , 

• Low number of internal supplies. 

B. Disadvantages /Weakess 

• No galvanic separation,  

• High reach current occurs in internal supplies,  

• A long pulse is needed to charge the upper 
bootstrap capacitor. 

       

V. conclusion 

    This paper present to design a bootstrap circuit based on 
power IGBT and IR2112 driver IC. The bootstrap resistance is 
first parameter of bootstrap circuit, series with bootstrap diode 
to limit charger current flowing to bootstrap capacitor. Then 
the paper showed how to calculate the bootstrap capacitor for 
different switching frequency.  It presented  the technique of 
connecting electrolytic capacitor in parallel with film capacitor 
in order to improve the of the upper gate. Moreover, the paper 
discussed the advantage and disadvantages of the bootstrap 
circuit. PIC24FJ128GA010 was used to generate control 
signals that are used as inputs to the IGBT driver circuit 
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Abstract—A digital control method combining primary-side
sensing, observer and model-predictive-control techniques is
proposed. A conventional isolated Flyback converter is chosen
for demonstrating the method. The only measured signal is the
drain-source voltage over the switch. Following a procedure
of signal processing, state estimation and constraint problem
formulation, the controller determines the optimal duty cycle
ratio. The advantages of the proposed method include minimal
overshoot and fast stabilization, converter state restriction, and
measurement network simplification.

Keywords— Flyback, observer, primary side sensing,
model predidtive control, model mismatch

I. INTRODUCTION

Because model-predictive-control (MPC) deals with con-
straints and optimizes stabilization trajectories, it is gaining
increasing attention in power electronics as an alternative to
traditional analog control [1]. An observer is adopted for
state estimation when a plant faces difficulties or complex-
ities in state measurements. It measures a part of the plant
state variables and accordingly estimates the plant state [2].
The primary-side-sensing (PSS) technique requires no opto-
coupler-based circuits and is commonly used in isolated power
electronics [3], [4].

The work in this paper continues the research in [5], [6] and
experimentally demonstrates the control method measuring the
primary voltage in a Flyback converter. It measures the switch
drain-source voltage, and by means of signal processing the
output capacitor voltage is calculated. From that, an observer
module estimates the state of the magnetizing inductor. Know-
ing the state of the converter, the model-predictive-control
scheme can be applied.

The paper demonstrates the importance of taking into ac-
count measurement errors and model-mismatch while design-
ing an observer. The state estimation is given based on a
derived plant model. Mismatch between the model and how
the actual plant behaves, influences the estimation accuracy. In
addition to this, measurement error is inevitable in experiments
and it adds up to the estimation error.

II. FLYBACK CONVERTER AND THE CONTROL DIAGRAM

A. Flyback Converter Model Derivation
It is assumed that the Flyback converter is ideal (no parasitic

components) and lossless, as it is shown in Fig.1. The con-
verter is therefore represented by three differential equations

Signal 
Processing

MPC 
Algorithm

Observer

1) Primary Current

2) DS voltage

Microcontroller

Fig. 1: System diagram

given in Table II, where iL, vC and Dt are the inductor current,
capacitor voltage and duty cycle ratio value, respectively.

TABLE I: Flyback converter parameters

Definition Symbol Value Unit

Magnetizing inductance L 1.4 mH

Output capacitance C 10 µF

Source voltage Vs 100 V

Transformer transfer ratio n 3

Switching frequency Tsw 10 µs

Load resistance R 100 Ω

The converter parameters are summarized in Table I. It is
presumed that the Flyback converter operates around a duty
cycle ratio of ue = 0.6 and it will result in a corresponding
converter state given by xe =

[
0.2083A 25.00V

]T
, in

continuous conduction mode (CCM). The first and second
elements denote the averaged inductor current and the aver-
aged capacitor voltage, respectively. They form the converter
equilibrium point quantities:

ue =0.6,

xe =
[
0.2083A 25.00V

]T
. (1)

Following a process of state space averaging, model lin-
earisation and discretization illustrated in [6], we can get a



TABLE II: State space representation of the Flyback converter,
switched model.
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simplified model of the converter, given by

xk+1 =Adxk +Bduk,

yk =Cmxk, (2)

where Cm is the measurement matrix, yk the measured value,
and Ad, Bd are constant matrices represented by the Flyback
converter parameters and the equilibrium point quantities, and
xk and uk are discrete small signals given by

uk =Dt − ue
xk =xt − xe. (3)

Because the capacitor voltage is the only measured variable
fed into the micro-controller, as highlighted in Fig.1, the
inductor current (associated with the first element of xk) has
no contribution to the measured value yk. The measurement
matrix is therefore given by

Cm =
[
0 1

]
. (4)

B. Observer-Based Model Predictive Controller

1) Capacitor Voltage Calculation from DS Voltage : When
the switch is OFF and the diode is ON, the switch drain-source
voltage is

vDS = Vs + nvC , (5)

where Vs is the source voltage and n the transformer primary-
to-secondary transfer ratio. Accordingly the capacitor voltage
is calculated.

2) Converter State Estimation by Observer: Now that the
capacitor voltage is known, we are able to estimate the
converter state accordingly. The observer elaborated on in [2]
is adopted, described by

x̂k+1 = Adx̂k +Bduk + Lm(yk − Cmx̂k), (6)

where x̂k is the estimation of xk, and Lm is the observer
feedback gain. Comparing (2) and (6) yields

xk+1 − x̂k+1 = (Ad − LmCm)(xk − x̂k). (7)

Therefore, the observation design turns out to be a classic
pole-placement problem, and that is, to place the eigenvalues
of (Ad −LmCm) within the unit cycle in the complex plane.
The tunable parameter is Lm and Ad and Cm are constant
matrices.

3) MPC for Trajectory Restriction: The algorithm is de-
signed to fast stabilize the converter while considering the
converter constraints and input efforts. Its mathematical de-
scription is to minimize the cost function defined by

F (x0, U) =xTNPxN +

N−1∑
i=0

(xTi Qxi + uTi Rui),

with U =
[
u0 u1 · · · uN−1

]T
,

xi =Adxi−1 +Bdui−1, i = 1, 2,· · ·N, (8)

where ui−1, xi are subjected to

ulow,i ≤ui−1 + ue ≤ uhigh,i,
and xlow,i ≤xi + xe ≤ xhigh,i, (9)

and N is the prediction horizon; ulow,i,i=1···N and
uhigh,i,i=1···N are constraints about the input (associated with
the duty cycle ratio); xlow,i,i=1···N and xhigh,i,i=1···N are
constraints about the state (associated with the inductor current
and the capacitor voltage); P,Q,R are the weights on terminal
state, the rest state, and the input, respectively [7].

III. IMPACTS OF MEASUREMENT ERROR AND MODEL
MISMATCH ON OBSERVATION

The work in [5] demonstrates that the observer convergence
time selection influences its performance. This section elabo-
rates on additional criteria to assess an observer’s performance:
its abilities to deal with inevitable model mismatch and
measurement errors.

A. Measurement Error

The analysis of measurement error is performed in absence
of model mismatch. The normalized measurement offset error
is defined as

δy =
∆y∞
xe(2)

, (10)

where ∆y∞ is the static measurement error of the capacitor
voltage, and xe(2) denotes the second element of xe (the
capacitor voltage at the equilibrium point). According to
the analysis in section II-A, xe(2) can be also written as



xe(2) = Cmxe. The normalized observation offset error is
defined as

δx̂ =


1

xe(1)
0

0
1

xe(2)

∆x̂∞,

with

∆x̂∞ =
[
∆x̂∞(1) ∆x̂∞(2)

]T
(11)

where ∆x̂∞ is the state estimation error when the observer is
in steady state. The observation error gain from the measure-
ment error is defined as

Gmag =
δx̂
δy
. (12)

Next, we show a procedure to derive the algebraic expression
of the observation error gain. When the observer is in steady
state, equations

x̂k+1 =x̂∞

x̂k =x̂∞

yk =y∞, k →∞ (13)

hold for (6). When there is no measurement error, yk and x̂k
are zero. Therefore, the offset errors are ∆y∞ = y∞ − 0 and
∆x̂∞ = x̂∞ − 0. Substituting x̂k+1 = x̂k = x̂∞ = ∆x̂∞ and
yk = y∞ = ∆y∞ into (6), and by comparing (11) and (10) ,
we get the explicit algebraic expression of the error gain

Gmag =


1

xe(1)
0

0
1

xe(2)

 (I −Ad + LmCm)−1

LmCmxe. (14)

This gain is independent of the measurement offset error ∆y∞
and dependent on the chosen equilibrium point.

B. Observer Design by Pole Placement

The function of an observer is to estimate a system state in
a certain time interval. The observer design by pole placement
is simple and effective for linear models, as it is illustrated in
[2]. Bessel Polynomials further simplify the observer design
by indicating the pole locations. However, practical systems
have imperfect models and are therefore sensitive to model
derivation errors and measurement inaccuracies. Consequently,
the effectiveness of observer design by pole placement can be
compromised.

1) Closed Loop Observer Design by Pole Placement: the
observer settling time 650µs is borrowed from [6] which
demonstrated an effective current observer with the same
observer settling time. Bessel polynomials are adopted for
pole placement. The resulting observer gain matrix and its
corresponding error gain factor are

Lm,1 =
[
−0.1056 1.1494

]T
,

Gmag,1 =
[
−39.5568 0.1876

]T
(15)

respectively. The error gain indicates that -1% offset error in
measuring the voltage will lead to an estimation offset error
of 39.5% in current, -0.187% in voltage, as highlighted by the
blue small solid sphere in Fig.2.

Since the estimation error is linearly proportional to the
measurement error, the observer becomes more inaccurate
when the measurement error increases (see Fig.2 for the
example of -5% measurement error). Please note that the
observation error gain discussed here is oriented to the chosen
equilibrium point given in (1).

2) Open Loop observer: An open loop observer (not fea-
sible in practice) is obtained by setting the observer gain
Lm,0 =

[
0 0

]T
. It means the observer disregards the infor-

mation from the measurement, and there is no communication
between the converter and the controller. Consequently, the
measurement error has no influence on the estimation and from
(12) we have Gmag,0 = 0 .

C. Observer Design Adaptation

An observer designed by pole placement is confined to
coordinate the convergence speed. The tolerance to measure-
ment and model derivation errors is not regarded or promised
by this method. The observer obtained by the method of
pole placement in section III-B1 is very sensitive to the
measurement error. A open loop observer discards converter
measurement information and makes itself very dependent on
the correctness of the derived converter model. Hence, the
observer is heuristically adjusted towards a small error gain
Gmag (not a zero gain). The extreme design is to set the
observer gain matrix L =

[
0 0

]T
(resulting in a zero error

gain). It is not feasible in practice, but it indicates that an
observer gain matrix whose elements are close to zero could
be a solution. Please note that a small observer gain matrix
(not zero) will prolong the observer convergence time from
(7). This means that the MPC algorithm cannot give reasonable
response in time and overshoots are possible.

An observer with a relatively small error gain is found after
a series of manual attempts. The resulting observer gain matrix
and its corresponding error gain factor are

Lm,2 =
[
−0.0106 −0.0460

]T
,

Gmag,2 =
[
1.0698 −0.0612

]T
, (16)

respectively. The observer with the adapted observer gain
matrix is chosen because it yields a relatively small error
gain. As a consequence, the observer becomes more tolerant to
the measurement error compared to the one obtained by pole-
placement. Despite the fact that this observer results in 122ms
observation settling time, it is adopted for the experiments and
we have Lm = Lm,2.

D. Model Mismatch

1) Switched Model and Simplified Model: The premise for
an observer design is an accurate model of the converter.
Regardless of power loss and parasitic components, the most
accurate model for the Flyback converter is the switched model



described in Table II. However, adopting this switched model
makes an observer design very complex. A common solution is
model simplification by means of averaging and linearisation.

As a consequence, the simplified linear model is not equal
to the original switched model. According to the parameters
in Table I, the pairs of the converter steady state (inductor
current and capacitor voltage) and a given duty cycle ratio
with these two different models are plotted in Fig.2: Switched
model refers to the one described in Table II; Simplified model
denotes the one in (2) given by (x∞ + xe). Please note that
the Switched model takes into account both continuous and
discontinuous conduction modes, while the simplified model
is the small signal model linearised at Dt = 0.6.
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Fig. 2: Visualization of model mismatch and observation error

2) Model-Based Observation: The pairs of the converter
steady state (inductor current and capacitor voltage) and a
given duty cycle ratio with different observers are plotted
in Fig.2: Observer indicates the estimated converter state
(x̂∞ + xe) with Lm = Lm,1 and Adapted observer refers
to the state with Lm = Lm,2. Both observers give estimation
based on equation (6).

IV. EXPERIMENTAL RESULTS

A. Set-up Description and Implementation

Fig.3 shows the Flyback converter system. The type of the
DSPACE is DS1104 R&D Controller Board associated with
software Control Desk 5.1. The oscilloscope is HDO 4024,
200MHz high definition oscilloscope 2.5Gs/s. The parameters
for the MPC algorithm are summarized in Table III.

B. Results and Discussion

Fig.4 and Fig.5 display the experimental results captured
by the digital controller and by the oscilloscope, respectively.
The converter initial state is set by feeding a constant duty
cycle ratio value to the plant (in open loop). The reference is
set in advance by the digital controller. At a certain moment,

DSpace connection interface

Power supply

Transformer DiodeSwitch

Capacitor

Load

(a)

(b)

Fig. 3: Experimental set-up description: (a) Flyback converter
board; (b) system connection diagram.

TABLE III: Controller parameters

parameter value
weight on iL

1
xe(1)

weight on vC
100

xe(2)

weight on u 1
ue

ulow,i=0 ...N−1 0.1
uhigh,i=0 ...N−1 0.7

xlow,i=0 ...N−1

[
0 0

]T
xhigh,i=0 ...N−1

[
0.6A 34V

]T
sampling time Ts 330µs

prediction horizon 5
control horizon 1

a button is pressed to close the control loop and the controller
becomes active.

As it is shown in Fig.4, the red arrow points out the instant
when the controller is activated. The reference is plotted in
bold solid black line; the blue solid line with discrete dots
refers to the observed trajectory of the converter.

The top curve of Fig.5 shows the trace of the Flyback
converter primary current which is detected by a current probe
in series with transformer primary side. The middle one is
the averaged primary current which is obtained by using a
shunt resistor with an analog low-pass filter. The bottom one
is the capacitor voltage measured by a voltage probe placed
in parallel with the load.

It can be seen in both figures that the converter state ap-
proaches the pre-set reference and the convergence trajectory
stays in its pre-set margins. No objectionable overshoot is
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Fig. 4: Experimental results when using the adapted observer,
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are duty cycle ratio, averaged inductor current and capacitor
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Fig. 5: Experimental results when using the adapted observer,
captured by the oscilloscope. From the top to the bottom are
primary current through the switch, averaged primary current
and capacitor voltage.

visible. Because the measurement takes place on the converter
primary side, no sophisticated feedback network is needed.

V. CONCLUSION AND RECOMMENDATIONS

The aim is to design an observer which is both fast
and tolerant to measurement error and model mismatch. A

simple pole-placement method is not sufficient to design a
decent observer because it only takes into account observation
speed and disregards the existence of modelling error and
measurement error. It is essential to check the observer error
gain before experiments. This paper demonstrates an effective
voltage observer measuring the switch drain-source voltage in
the Flyback converter.

It is recommended to use an observer which can compensate
the mismatch between original and simplified models, at
least not to enlarge the difference. Due to the existence of
measurement errors, it is necessary to check the observer’s
tolerance to the measurement errors before applying it in
practice.
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Abstract—In electric power processing converters for high-
precision voltage supply, usually correction amplifiers are con-
nected in series with a main low-accuracy power amplifier. As
such, conventional switched-mode correction amplifiers have also
to process the total current as delivered by the main amplifier.
Therefore, switching semiconductors with high current rating
have to be selected for implementing correction amplifiers. This
paper proposes a solution this problem by separating the major
part of the current delivered by the main amplifier from the
current part that flows through the switches in the correction
amplifiers. As a result, the switching semiconductors used in the
correction amplifiers have a much reduced current rating, and
the overall system efficiency can be increased.

I. INTRODUCTION

Cascading power amplifiers is a well-known method in high
precision applications. In this method, the power amplification
system consists of a main power amplifier supplying the
bulk power, while other converters are connected in series
or in parallel, and operating as correction amplifiers, aiming
at achieving a high-quality output waveform. The correction
amplifiers only process a small portion of the bulk load [1].
The cascading connection of two or more converters is also
known as composite amplifiers, and the dependence on the
passive filters is much less compared to single-stage power
amplifiers. The fundamental idea for improving voltage output
through composite amplifier realizations based on Voltage-
Source Converters (VSC) or Current-Source Converters (CSC)
is shown in Fig. 1. Systems that employ a shunt or series active
power filters are notable examples of composite amplifiers.
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+
−VM VC

VC
IMVOUT

+

-

VOUT

+
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(a) (b)

Fig. 1: (a) Series connection of a main VSC (VM ) with a
correction VSC (VC), and (b) a parallel connection of a main
CSC (IM ) with a correction VSC (VC) for voltage output
composite amplifiers.

Even though the low efficiency of linear power amplifiers
is a drawback, they are still used as amplifiers where high-
fidelity is a priority, since a conventional switching power

amplifier cannot ensure this property. The composite power
amplifier idea arose with the demand on a high efficiency
and high-bandwidth AC power source by combining linear
power amplifiers and switching power amplifiers. In this case
switching converters are used as main amplifiers and amplifiers
are used to perform the correction [2]. However, composite
amplifiers may also employ another switching amplifier as the
correction amplifier, aiming at even higher efficiency [3].
In view of Fig. 1, correction amplifiers have to process the
full rated current if they are connected in series with the
main amplifier (Fig. 1(a)), or they have to process full rated
voltage if they are connected in parallel (Fig. 1(b)). As a result,
conventional composite amplifiers are good for high precision
and reduce the necessity to passive components, nonetheless
they have to process the rated current or rated voltage.

II. BASIC CROSSOVER CELL OPERATION

Basic Crossover Correction Cell is a new electronic circuit
for providing a high-precision voltage supply for electric
loads, which operates with a main amplifier together with an
arbitrary number of cascaded-connected correction amplifiers.
In this new concept the correction amplifiers, referred to as
Basic Crossover Correction Cells (B3Cs) in the following,
are realized in such a way that the majority of the current
delivered by the main amplifier does not circulate through the
switches of the correction cells. As a consequence, B3Cs can
be implemented with simpler (therefore cheaper) low-current
rated semiconductor switches.
A Basic Crossover Correction Cell combines a shunt inductor
in parallel with a VSC, as described in the following. For the
sake of illustration, a cascaded connection of a main amplifier
with two B3Cs is given in Fig. 2.
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Fig. 2: Transformation of a composite amplifier from us-
ing conventional series correction amplifiers to using Basic
Crossover Correction Cells (B3C).



A. System Structure

As part of a B3C, the VSC may be implemented with any
kind of power electronic converter, under the condition that the
average voltage provided by the VSC is zero (since there will
be an inductor connected in parallel with the VSC terminals).
The VSC internal impedance should be high for low-frequency
harmonic current components (for instance, by deliberately
placing a capacitor in series with the current path through
the VSC).
Since the B3Cs are connected in series with the main amplifier,
the shunt inductors (L1 and L2 in Fig. 2) create a low-
impedance path between the main amplifier and the load
output terminals for the low-frequency harmonic components
of the current delivered by the main amplifier to the load.
Therefore, by placing a VSC with high low-frequency input
impedance in parallel with the shunt inductor, the major part of
the load current will be naturally diverted to the shunt inductor,
alleviating by this way the requirements for the semiconductor
devices in the correction VSCs.
The resulting output voltage supplied to the load will be the
summation of the momentary voltages of the main amplifier
and correction VSCs (VM+VC1+VC2 in Fig. 2). The voltage
waveform patterns of the correction amplifiers are constructed
such that together all the VSCs in series correct the distorted
ripple voltage generated by the main amplifier. Voltage drops
in the shunt inductors due to intrinsic resistance do not
interfere on the resulting output voltage. As a consequence,
the shunt inductors do not degrade the quality of the generated
output voltage.
As an aside, the B3C inductors connected in series will
also help to increase the filtering effect of eventual inductors
already present in the load. That is to say, the current filtering
requirements at the output will be less, and the total losses in
the system will be reduced.
The crux of B3C is the parallel current path introduced
by the shunt-inductors. There are already many solutions in
the published literature on how to implement the required
correction voltage patterns for the connection in series of the
VSCs as correction amplifiers, such that the resulting output
voltage presents high quality [4].
Altogether, B3Cs propose a novel approach for an arbitrary
number of series-connected correction amplifiers leading to
high precision, very low power consumption and quite modest
requirements for the semiconductor devices.

B. Voltage Pulse Patterns

Considering the composite amplifier in Fig. 1(a), a possible
method to improve the quality of the switched output voltage is
sketched in Fig. 3, where the generated voltage pulse patterns
for the B3C is detailed. It goes without saying that the desired
voltage waveforms can be achieved by various alternative
ways.
In Fig. 3 the switched voltage levels of the correction amplifier
are shaped and synchronized with switched voltage levels of
the main amplifier such that it reduces the pulsation gap of
the output voltage by half at each correction stage. As a side

benefit, the effective frequency of the output waveform is
increased by a factor of two, as also shown in Fig. 3.
Higher precision can be obtained by cascading more correction
cells. In order to achieve the same benefits as in Fig. 3 with an
arbitrary number of B3Cs in series, each correction amplifier
should produce a symmetric voltage waveform with half of the
magnitude and in same frequency of the voltage waveform at
its input. This is illustrated in Fig. 4, where five correction
cells are applied. It is possible to see that the amplitude of
voltage ripple is reduced by half while ripple frequency is
doubled at the output of each correction stage.

(a)

(b)

(c)

Fig. 3: (a) Output main switching converter, (b) voltage output
of the correction amplifier, and (c) output voltage waveform.

III. BASIC CROSSOVER CORRECTION CELL
IMPLEMENTATION

B3C is a concept that can be realized by any three-
level switching power amplifier. For instance, a phase-shift-
controlled Class-D amplifier can be used as B3C if capacitors
are added in series in the current path of the amplifier, or any
other method which ensures that only AC current will flow
through the correction amplifier switches.
Another possible realization is a three-level converter that is
shown in Fig. 5(a), which features zero-voltage switching
for the switches over the full operation range for further
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Fig. 4: (a) A composite amplifier with five B3Cs, and (b) voltage waveforms of the main amplifier (Vm) and output voltage
levels after each correction stage (V1...V5) along with differential node voltages (Vc1...Vc5)

improvement in efficiency [5]. The B3C inductors, which
create a low-impedance current path for the low-frequency
components of the load current through the cell, are split in
two parts, in order also to allow internal capacitor charge
balance in the correction cell. Therefore, the topology in Fig. 5
requires few magnetic components.
A skilled person in the field can conceive other circuit imple-
mentations for the B3Cs. The essential aspect of the invention
is the parallel current path introduced by the shunt-inductors
in the correction cells.
It should be noticed in Fig. 5 that the internal floating DC
voltage in the B3C is obtained from available AC sources
through isolation transformers and simple diode rectification.
The internal power consumption of the correction cells is much
less than the load power since the correction cell only process

the ripple current. Moreover, the bigger the number of a cell in
sequence, the less power it consumes since the rated voltage
of the correction cells are reduced by half at each stage.

IV. CONCLUSION

In conclusion, B3C is an approach to reduce the output
voltage ripple for high precision switching power amplifica-
tion with very low power consumption, employing voltage
source converters with very low current ratings compared to
conventional correction amplifiers. It reduces the dependence
on passive filtering with its multilevel operation with an
uncomplicated cascading method that improves overall system
efficiency. Key feature of B3Cs is the current divider, a shunt
inductor connected to a VSC, which lets the VSC built with
low-current semiconductors as it yields a low-impedance path



(a)

(b)

Fig. 5: (a) Phase-Shift-Controlled Three-Level Converter, and
(b) B3C application of the converter. Note the low-impedance
current path created by the inductors for low-frequency com-
ponents of the load current Io.

for the low-frequency component of the load current. A B3C
can be built with any VSC topology whose average output
voltage is zero.
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Abstract—In this paper, the motivation to develop microgrids
as an effective solution for the control of distribution networks
with high level penetration of Distributed Energy Resources
(DERs) is discussed. As many different control methods for
microgrids can be found in literature, this paper proposes
a classification from highly centralized to distributed peer-to-
peer control architectures. A peer-to-peer control paradigm is
proposed as a way to control the distribution network with a high
penetration of distributed energy resources. Different control
algorithms suited for the proposed peer-to-peer control strategy
are discussed.

Index Terms—Microgrid Control, Distributed Energy Re-
sources, Peer-to-Peer Control, Distributed Coordination and
Control.

I. INTRODUCTION

Growing concerns about energy sustainability, security of
supply and an increasing penetration of renewable energy and
other distributed energy resources (DERs), such as storage
systems and electrical vehicles, are impacting the operation
and the architecture of the electricity system. While currently
placing a burden on the distribution grid, it is generally agreed
that DERs could also be used for active grid control, thereby
contributing to a stable and secure grid. To accomplish this,
new control systems have to be designed that are able to fully
harness the potential of the installed DERs [1]. This active
monitoring and control of the distribution grid is commonly
referred to as an essential part of the smart grid, which is
regarded to be key in the future integration of electricity
consumers, generators and those that do both (prosumers).

Current distribution networks are not designed to accom-
modate a large amount of DERs. A large penetration of DERs
may create problems to maintain the quality of supply to
all customers connected to the distribution network. Besides,
the intermittent nature of DERs can create issues with the
second-by-second balance of demand and supply. However, by
coordinating the DERs, these issues could be resolved without
the need for additional investments in grid infrastructure [2].

In the literature [3], the idea of a microgrid is an often
mentioned alternative to controlling the whole distribution
grid with a large amount of DERs. The main idea is that,
when there are many DERs in a wide network, it can be

This work is partially supported by H2020-LCE-2014-3 Peer to Peer Smart
Energy Distribution Networks (P2PSmartTest) project (European Commis-
sion).

very complex and difficult to control. Thus, a potential way to
manage this complexity is by breaking down the entire grid
into a smaller microgrids, containing only a limited amount
of DERs. This paper elaborates this idea and proposes an
operational control paradigm for the future distribution grid,
based on the concept of microgrids.

When considering such a microgrid and the coordination of
multiple microgrids, different control methods can be found in
literature [4]. This paper proposes a taxonomy of these control
methods, from fully centralized to completely decentralized. A
highly decentralized control method, the peer-to-peer control
architecture, is further elaborated in this paper, as it is a
promising way for future control of the distribution grid.
Since the DERs are typically highly distributed, operated by
many different owners and with different objectives, it is
desirable that the microgrid control system operates in a highly
distributed way as well. Besides, a robust control system is
needed that does not depend on a single point of failure, as
most of the more centralized control methods do.

The rest of the paper is organized as follows: section II
introduces the most prominent issues with regard to the
integration of DERs in the electrical grid, together with an
elaboration of the microgrid concept that would be able to
overcome these issues. Section III proposes a categorization
for the different architectures of microgrid control. Section IV
then proposes a new control paradigm for the distribution grid,
based on the microgrid concept and the previously identified
peer-to-peer architecture. Finally, the paper is concluded in
section V.

II. ISSUES WITH THE INTEGRATION OF DERS IN THE
ELECTRICAL GRID

This section summarizes the most prominent issues with
regard to the integration of DERs in the current electrical
grid. Both voltage issues and frequency or stability issues are
discussed. Other type of issues, such as harmonics, security
issues and power fluctuations are not discussed here. The
microgrid concept is presented as a possible solution that is
able to overcome these issues.

A. Voltage Issues

A large penetration of DERs may create problems to main-
tain the voltage quality of all customers connected to the
same part of the distribution network. Up till now, voltage



quality in the distribution grid is achieved based on the lay
out of grid infrastructure that is capable of operating within
limits even in worst case scenarios, with the assumption of
unidirectional power flows. The planning of the infrastructure
is quite straightforward: minimum and maximum load condi-
tions are considered and minimum and maximum voltages in
the grid are examined. The network is dimensioned in such a
way that the minimum voltage is near the lower limit of the
allowed voltage range and the maximum voltage is near the
upper limit of the allowed voltage range. When connecting
significant amounts of distributed generation to the network,
the assumption of unidirectional power flows is not always
valid any more and the voltage profile of the network can be
quite different than in the case without any generation. With
maximum load conditions, distributed generation increases the
voltage level in the network and, hence, enhance the voltage
quality in the grid. However, when the load on the network is at
a minimum, the generated power of the distributed generation
can reverse the power flows in the grid, what could lead to a
rise of the voltage profile beyond its allowed limits.

Therefore, the hosting capacity for renewable generation
of many traditional distribution networks is limited by the
voltage variations that occur between maximum and minimum
load conditions. The traditional solution to this problem is to
reinforce the local distribution grid by installing more cables.
However, generally this is quite expensive, as new infrastruc-
ture has to be installed in residential neighborhoods. Another
approach is by using the already installed infrastructure in a
more optimal way, by coordination of the local generation, on-
load tap changers or other equipment used to control voltage
in distribution networks. This is the purpose of the smart grid
[5].

B. Frequency and Stability Issues

The consumption and generation in the electricity system
has to be balanced on a second-by-second basis. Traditionally,
this balance is maintained by flexible generation units that are
standby and are able to regulate their generated amount of
electricity as required. However, the intermittent and unpre-
dictable nature of new renewable energy sources creates issues
with this traditional approach, as these new sources are usually
not dispatchable.

Any deviation from the demand and supply balance results
in a deviation of the system frequency from its nominal value,
while large frequency deviations will affect the system stabil-
ity. Therefore, the system operators maintain frequency within
strict limits by using ancillary services for balancing of the
grid, that are able to respond within various time frames [6].
Up till now these balancing services are exclusively organized
by the transmission system operator (TSO). However, with the
high penetration of DERs, maintaining the supply and demand
balance and thus the system frequency within limits becomes
more challenging. Spinning reserves or energy storage can
address this problem but with a considerable cost. Therefore,
power system operators are increasingly seeking new reserves
for frequency response from demand flexibility, instead of

supply. As most of the demand is connected to the distribution
grid, this means that the distribution system operators (DSOs)
will be involved in this process.

C. Towards a New Control Paradigm for the Distribution Grid
One of the key solutions to overcome the above mentioned

challenges of integrating DERs in the distribution grid is the
design of a smart grid, containing control systems for the
coordination of these DERs, thereby ensuring a reliable, secure
and economical operation of the distribution network at all
times.

Controlling the distribution network to be able to utilize the
emerging diversity of DERs at significant levels of penetration,
means that the control system has to be able to manage a
wide and dynamic set of resources. Controlling such a complex
network is not a trivial task. A potential way to manage this
complexity is by breaking the entire grid down into smaller
microgrids, containing only a limited amount of DERs. These
microgrids should be able to control their local resources as
optimal as possible, while being connected to the rest of the
grid through a point of common coupling (PCC) [7].

These microgrids can be coordinated on a higher level into
a system of multi-microgrids. The main idea is to design the
control of the microgrid in such a way that the microgrid is
perceived by the main grid as a single element responding
to appropriate control signals. There are different possible
architectures of operating such a microgrid, for which this
paper proposes a classification ranging from fully centralized
methods to fully distributed in section III.

A conventional way of controlling such a microgrid, is by a
hierarchy of three control levels, each operating on a different
timescale and with a different priority: primary, secondary and
tertiary [8], [9]. Primary control is focused on keeping the grid
stable in all circumstances, thus it needs the largest priority
and should act on the smallest time scale. A robust control
method is needed, so that in case e.g. the communication
network fails, the primary control is still able to maintain
stability of the microgrid. Therefore, as little communication
as possible is desired. As primary control is often implemented
as some kind of proportional controller, a steady state error
remains, that shall have to be eliminated with the use of
a secondary control method. Secondary control is activated
on a slower time scale, e.g. every 15 minutes, and with a
lower priority than primary control. Finally, tertiary control is
implemented as the slowest level of control, with as purpose
the economically optimal operation of the microgrid. Both
secondary and tertiary controls usually require at least some
kind of communication, as knowledge about the state of the
entire system is needed.

These three control levels can be implemented through
various organizational architectures of the microgrid. In the
following section, this paper proposes a classification for these
different architectures.

III. ARCHITECTURES OF MICROGRID CONTROL

The control of the DERs in a single microgrid can be
organised according to many different control architectures.



They can range from fully centralized control where all
decisions are made by a single central controller, to completely
decentralized controls where all decisions are made by the
local DERs. The required communication architecture changes
accordingly. In most practical cases, a hybrid architecture
exists, where e.g. primary control is implemented locally, and
secondary control centrally.

This paper identifies five different approaches, shown in
figure 1: (a) centralized control, (b) hierarchical control,
(c) distributed control, (d) fully decentralized P2P control and
(e) local control.

A. Centralized Control Architecture

In an fully centralized design shown in figure 1(a), all
available measurements of the considered microgrid are gath-
ered in a central controller that determines the control actions
for all units. Reference [10] presents an implementation of
a centralized controller based on Wide Area Monitoring and
Control system (WAMC) that can be used to implement a
centralized secondary and tertiary control. In [11] WAMC
has been used to implement a centralized secondary voltage
controller.

When looking at a single microgrid, the centralized con-
troller is often referred to as a Microgrid Central Controller
(MGCC). The advantage of a centralized control system is that
the central system receives all necessary data of the microgrid,
and based on all available information the multi-objective
controller can achieve globally optimal performance. As there
is only one controller, this results in a high controllability
of the system. However, this high performance comes at a
cost. First of all, the computational burden is heavy, as the
optimization is computed based on a large amount of infor-
mation. Moreover, a centralized controller is a single point of
failure and redundancy of the central controller is expensive.
The loss of communication with the central controller may
cause a shutdown of the overall system. Besides, as all system
states and boundary conditions have to be known at the central
point, this requires a high quality of communication from
all DERs to the central point of control. There is also the
concern that the owners of the different DERs are not willing
to hand over control of their resources to a third party. Finally,
central systems are usually regarded as not being very scalable
and system maintenance requires complete shutdown [12]. To
overcome these issues, more distributed control architectures
are developed, as described in the sections below.

B. Hierarchical Control Architecture

A first step towards a more decentralized control architec-
ture is the introduction of a hierarchical system, as shown in
figure 1(b). In this case, there exists some kind of aggregation
of the local DERs towards the central controller. Typically, the
characteristics of the DERs are represented by a few heuristics
or parameters that are combined by an aggregator, who is
able to offer these aggregated resources to a central optimizer.
The central controller is then able to dispatch the necessary
resources, through a hierarchical system of aggregators, who
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determine which DERs should be used at which moment.
Therefore, these methods are also referred to as aggregate
and dispatch methods. As the resources are offered to the
central optimizer in an aggregated way, there is considerably



less information needed at the central controller, which results
in a more scalable system. However, the single point of failure
remains, and the points of aggregation might even become new
points of failure.

Nowadays, this approach is used for exploiting demand re-
sponse resources. Examples are the Intelligator algorithm [13],
or the demand response reserves offered by aggregators to
a TSO for e.g. automatic or manual frequency restoration
reserves (aFRR or mFRR). The coordination of multiple,
centrally controlled microgrids can also be organized in a
hierarchical way. In that case, a central coordinator coordi-
nates multiple microgrids, each controlled by a local MGCC.
The MGCC of a single microgrid tries to reach an optimal
operation point using only its local resources. If the internal
resources are not sufficient, the MGCC shall ask the microgrid
central coordinator for external resources from other micro-
grids [14].

C. Distributed Control Architecture

In both architectures described above, the DERs are con-
trolled by a third party. However, since the owners of the
DERs impose the operational boundary conditions, one can
argue that it might be better to keep the control of the DERs
locally. Besides, not all DER owners want to exchange all their
information with a third party for privacy reasons. However,
to reach a (near) optimal operation of the grid, these DERs
should be coordinated. It is at this point that distributed control
architectures come into play. The idea behind distributed
control is to divide the centralized problem into a certain
number of local controllers or agents. Therefore, each agent
does not have a global vision of the problem [15], but by
means of correct coordination they can reach a globally (near)
optimal state.

Coordination is organised by a central agent that is able
to communicate global constraints, such as the power limit
of a transformer, or exceeding voltage limits. This can be
done by the communication of Lagrange multipliers. Examples
of algorithms that are suited for this approach are dual
decomposition methods or the alternating direction method
of multipliers (ADMM) [16]. Both are based on the dual
ascent method, where price vectors are sent iteratively from
the central controller to the DERs. The DERS optimize their
consumption towards such a price vector and return demand
vectors to the central agent. The central agent then analyses
the demand vectors with regard to operational grid constraints,
and updates the prices when constraints are being violated.
The DERs optimize again according to this new price vector.
This iteration goes on until a steady state solution is found.
Figure 1(c) represents such a distributed control scheme,
consisting of local DERs that optimize and a central agent
that controls the global constraints.

Distributed approaches have important advantages that jus-
tify their use. As the global optimization problem is divided
into several sub-problems, the computational requirements are
lower. Besides, the information exchange between local and
central agents is limited, which relaxes the requirements of

the communication system. This approach results in a very
scalable method. As the local DERs perform an optimization
by themselves, they do not need to hand over private informa-
tion to a third party that controls their resources. However, a
central agent still exists, inherently resulting in a single point
of failure.

D. Peer-to-Peer Control Architecture
To eliminate the problems that a more centralized control

method possesses, having a single point of failure, the idea
of peer-to-peer microgrids has been developed. This type of
architecture, inspired by P2P computer networking [17], is
characterized by the complete absence of a central controller.
All local DERs or agents, are equally important and can
communicate to other agents [18], in a peer-to-peer fashion, as
shown in figure 1(d). The absence of a central controller leads
to the term of autonomous control.Peer-to-peer communication
is used for dissemination of the grid state to all required
agents in the microgrid. The grid-supporting agents can then
act according to the received information, in cooperation with
each other. In this way they should be able to reach a (near)
optimal operation of the considered microgrid. Examples of
algorithms that could be used for such P2P communication
are gossiping [19] and consensus algorithms [20]. This archi-
tecture will be elaborated further in section IV.

In this architecture, there is a clear absence of a single point
of failure. In the case a single agent fails, the other agents
can still operate the grid in a stable way. Also when a single
communication channel fails, the required information can
still reach all necessary participants, via other agents. These
properties makes this architecture a robust way of controlling
a microgrid. Besides, all information is kept local, eliminating
possible privacy concerns. On the other hand, all agents need
a considerable amount of local intelligence, as they need to
be able to execute the necessary optimizations.

E. Local Control Architecture
Finally, there also exist control architectures without any

form of communication, as shown in figure 1(e). This paper
classifies them as local control architectures. In this case,
optimal operation of the microgrid is rather difficult, as it
is impossible to know the complete state of the grid and all
operational boundary conditions of the DERs. However, this
method is robust against all communication failerus, as the
absence of any communication will ensure that the grid is still
controlled when all communication channels fail. As primary
frequency control should be able to operate even when com-
munication fails, this is often implemented as a local control
architecture. Thereby it uses droop characteristics that vary
active power with variations in locally measured frequency.
Another example is local voltage control, implemented by a
voltage-reactive power droop [21].

IV. PROPOSED PEER-TO-PEER BASED CONTROL
PARADIGM FOR THE DISTRIBUTION GRID

As the new DERs are typically highly distributed in the
grid, operated by a lot of different owners and with different
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objectives, it is desirable that the microgrid control system
operates in a highly decentralized way as well. Plug and play
of new resources in this microgrid is a crucial to allow for
seamless integration over time. In this perspective, a peer-
to-peer control architecture, as introduced in section III-D,
seems to be a good method for controlling DERs in the
distribution grid. It is a robust method and is able to work
in a distributed way, without the need for a central controller,
having inherent plug and play characteristics. Each agent
communicates directly with other agents in the microgrid,
without having to go through a central server [22].

It is impossible to impose this architecture on the whole
distribution grid, as it incorporates thousands of DERs that are
geographically very dispersed. To deal with this, breaking the
complete grid down into a smaller microgrids, containing only
a limited amount of DERs, can be a solution. These microgrids
operate then according to the presented peer-to-peer control
architecture. Points of common coupling are used to connect
the different microgrids.

The proposed scheme is shown in figure 2. The distribution
network is divided into several microgrids, hierarchically or-
ganized on different voltage levels. A microgrid can consist of
a couple of low voltage feeders, physically connected to the
same transformer, or a part of the medium voltage network on
the same voltage level, for example. Each microgrid consists
of several autonomous agents. Such an agent could be a renew-
able generation unit, a group of intelligent controllable loads,
a substation, or any other form of DERs. On the connection
points of two microgrids there is a coupling agent which
serves as gateway of one microgrid to the other microgrid, the
point of common coupling. As the microgrids represented in
this figure are separated by transformers or substations, these
would be good candidates for such a coupling agent. Such
a coupling agent represents the characteristics of the whole

lower level microgrid (e.g. a low voltage feeder) on the higher
level microgrid (e.g. a medium voltage distribution grid).

The agents are each able to communicate with some other
neighbouring agents in a peer-to-peer way, creating possibili-
ties to disseminate data about the state of the grid without the
need for one central point of information. Certain algorithms
from the field of distributed computing, epidemic [23], gossip-
ing [24] and consensus [20] algorithms seem to be particularly
appropriate for this goal. These algorithms are designed to
disseminate and aggregate data in distributed networks in a
quick and robust way, making them good candidates for P2P
microgrid control.

Each agent should have some local intelligence that deter-
mines the action of the agent based on the perceived state
of the grid. The agents decide their own actions, that will
result in a new state of the grid. The agents obtain new
information about the new state of the grid through the peer-
to-peer communication, and decide on a new action based on
this new state. The successive grid states should converge to a
desired steady state of the grid. Appropriate control algorithms
are needed to achieve this.

A. Epidemic Algorithms Suited for Peer-to-Peer Control

Epidemic or gossiping algorithms are used for scalable
and efficient data dissemination in distributed P2P networks,
without a central controller [25]. They mimic the spread of a
contagious disease. Each agent in the distributed system sends
new information it has received to other agents rather than to
a server or cluster of servers in charge of forwarding it. In
turn, each of these agents forwards the information to other
selected agents, and so on [23]. Gossiping [19] is often used
as a synonym for epidemic algorithms. In [26], a gossip-like
distributed P2P optimization algorithm is presented for optimal
reactive power flow control in a microgrid. In this method, the
agents iteratively take actions that minimize the power losses
in the grid, when communicating only with their neighbours.
In [27], a P2P gossiping algorithm is presented for active and
reactive power sharing in a microgrid, based on frequency and
voltage droop control.

Consensus algorithms can be seen as a specific type of
epidemic algorithms, where the goal is for all agents to reach
an agreement on a certain quantity that depends on the states
of all agents [20]. In practice, many consensus algorithms are
used to calculate an average value of the states of all agents in
a distributed way. This can easily be used for P2P economic
dispatch of the DERs in a microgrid, where all agents have to
agree on the same marginal cost [28], [29]. In [30], a consensus
algorithm is used for global information discovery for peer-to-
peer based load restoration to isolate faults. Consensus algo-
rithms are applied for peer-to-peer control of DC microgrids
in [31], [32].

V. CONCLUSION

This paper discussed the major issues with regard to the
integration of DERs in the electrical grid and the concept
of microgrids as a possible solution to these problems. As



there are different methods for organizing the control of
these microgrids found in literature, this paper presented a
classification of these methods, from highly centralized to fully
decentralized architectures. The drawbacks of the centralized
control and the advantages of the distributed control architec-
ture have been discussed as a motivation to propose a new
control paradigm for the distributed grid, based on peer-to-
peer controlled microgrids. Coupling agents are introduced to
establish a connection between two microgrids.

The absence of a central point and peer-to-peer communica-
tion are found to be key elements in this control method. Epi-
demic algorithms, such as gossip and consensus are proposed
as suited algorithms for peer-to-peer control, as they are able to
disseminate data in a distributed way. Finally, a short literature
review on peer-to-peer microgrid control based on gossiping
and consensus algorithms is presented as an illustration of
possible algorithms for peer-to-peer controlled microgrids.

Future work may consist of validation and demonstration of
a peer-to-peer controlled microgrid, as well as a comparison of
the performance of the different algorithms found in literature.
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Abstract—In this paper, the penetration of grid-connected pho-
tovoltaic systems is studied, experimentally tested and compared
to simulation results. In particular, how the inverse current flow
and unbalance situations affect the voltage in the low-voltage
grid. Thus, a test platform has been developed for obtaining
experimental results with grid-tied commercial inverters. Photo-
voltaic arrays are emulated and subjected to different irradiance
profiles and the inverters are controlled to produce at different
power conditions. A model has been developed in order to repro-
duce the same operating conditions and working environment.
Simulations are performed with the software PowerFactory and
the results compared to the experimental ones.

Index Terms—distributed power generation, photovoltaic sys-
tems, power distribution, reactive power.

I. INTRODUCTION

The operation of grid-tied photovoltaic (PV) units is charac-
terized by several uncertainties due to the number of currently
operating units, the points where they are connected, and the
delivered power. Due to the historical design of low-voltage
(LV) feeders, PV generation (PVG) can have adverse effects
and cause voltage deviations due to reversed power flow [1].
Some authors have also studied the overvoltage in low-voltage
grids based in probabilistic models [2], [3]. In this context, a
scheme that controls the active and reactive power of inverters
was previously designed and numerically tested [4]. The first
step toward the validation of the control scheme in a real
setting is to reproduce in a laboratory the behavior of a LV
feeder under different voltage and unbalance conditions.

In previous research, the impact of the penetration of PV
units in the low-voltage network with dispersed loads was
investigated [5], [6]. The former presents modeling and field
measurements and addresses the problems of increasing PV
installations in these networks. In the latter, a benchmark
LV microgrid network is presented, which is suitable for
steady state and transient simulations. In validation, laboratory
reproduction allows time-, cost- effective and repeatable tests

of overvoltage conditions of the grid without need of deploying
expensive equipment close to large concentrations of PV
systems.

In this paper, we present the test platform (Fig. 1) emulating
a LV feeder, and the voltage and power variations for several
operation scenarios. The effect of active and reactive power
variations on the voltage profile is studied. The lab feeder is
modeled numerically and simulations are performed for each
operation scenarios. The results from the measurements and
the simulations are then compared.

II. TEST PLATFORM AND MODEL IN POWERFACTORY

A LV feeder is composed of several elements: the main
ones are the external grid, the distribution transformer, the
cables, the PV systems and the loads which represent houses
consumptions. In our study, loads are not considered. Since
they would be connected at the same point as the PV systems,
they would reduce the power injected into the network and thus
decrease the voltage variations, a behavior that we specifically
want to exhibit in our simulations. In this section, every
part of the test platform in Fig. 1 is described and its lab
implementation explained. The network reproduced in the lab
is modeled in PowerFactory, a power system analysis software,
with the electrical and hardware characteristics of the external
grid, cables and inverters to allow a meaningful comparison.

A. External grid
In a typical setting, the external grid would be the medium

voltage network at a voltage close to 15 kV and the distribution
transformer would bring this voltage down to 400 V. In the
lab setting, the external grid is the low voltage network. In
PowerFactory, it is modeled as a slack bus with a constant
voltage.

B. Distribution transformer
The transformer that feeds the reproduced LV-grid has the

following characteristics: ∆-Y configuration, Strafo = 100
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kVA, the Primary (380 V, three-phase, delta) and the Sec-
ondary (400 V, three-phase, four-wire). In particular, abnormal
grid conditions can be emulated with e.g. undervoltage or
overvoltage in order to test the behaviour and the compen-
sation features of the inverters. The impedance is estimated
considering the standardized short-circuit voltage for distribu-
tion transformers (where ω = 2 ·π ·f is the angular frequency
and f = 50 Hz) [10], as follows:

VCC = 4% Vph−n = 0.04 · 230V = 9.2V (1)

Where the short-circuit current is

ICC =
Strafo√
3 VNom

=
100kV A√

3 400
= 144A, (2)

and the value of the reactance and inductance is calculated:

XL,trafo =
VCC

ICC
= 64mΩ (3)

Ltrafo =
XL,trafo

ω
= 204µH (4)

In PowerFactory, the transformer is modeled considering its
short-circuit voltage, copper losses, iron losses and magnetiz-
ing impedance.

C. Cables

The impedance characteristics of the feeder are important
as they will determine the actual voltage variations inside the
feeder (see section III). The cables are reproduced in the test
bench placing impedances between the transformer and the
points of connections of the inverters (PCC) as in Fig. 1. The
values of the impedances are gathered in Table I.

D. PV systems

1) PV array emulator: The PV array emulator allows the
reproduction of the characteristics of a standard PV installation
in a flexible manner [7]. It uses the single-exponential model
of the solar cells [8] with an adjustable number of panels
in parallel and series in function of the output characteristics

TABLE I
CABLE PARAMETERS

Symbol Description Value Units

R Phase line resistance 0.1 Ω

X Phase line reactance 65.97 mΩ

RN Neutral line resistance 0.165 Ω

XN Neutral line reactance 370.7 mΩ

required and takes into account the influence of the in-plane
irradiance and the PV cell temperature. The characteristic
parameters of the PV panels used for the PV array emulation
are grouped in Table II. The emulator is able to reproduce re-
alistic atmospheric conditions either with the clear-sky model
or actual recorded data. In addition, shading can be easily
set in the Graphical User Interface (GUI) of the emulator in
order to test the Maximum Power Point Tracking (MPPT)
capabilities of the PV inverters under these conditions [7],
[9]. In particular, shading results in several local maxima on
the instantaneous Power-Voltage (P-V) curve of the PV array,
which requires an appropriate algorithm for proper MPPT.

TABLE II
PARAMETERS OF ONE PV PANEL

Symbol Description Value Units

VOC Open-circuit voltage 37.3 V

ISC Short-circuit current 8.52 V

VMPP MPP voltage 30.5 V

IMPP MPP current 8.04 V

PMPP MPP power 245.22 W

TABLE III
CONFIGURATION OF THE PV ARRAYS

Array N. of panels Vmax (V) Peak power (W)

Array 1 11 410.3 2697.42

Array 2 20 746 4904.4

2) Commercial inverter: The inverter, through which the
PV array is connected to the LV grid, is commonly designed
to comply with the latest grid standards. For this reason,
compensation features to help support the grid are more and
more often implemented by the manufacturers. In commer-
cial inverters, this includes mainly power regulation through
active power reduction (w.r.t. the default maximum power
production) and reactive power compensation. The former is
introduced in order to limit the power delivered for a specific
section of the grid and the latter to correct locally some power
quality issues such as voltage fluctuations.
Depending on the inverter, the reactive power compensation



can be set in different ways; it can be adapted to the needs
of the system (so-called static or dynamic cosϕ setpoint) or
to the country grid codes. For example, the German grid
codes require the reactive power setpoint to be either fixed or
adjustable by a signal from the network operator. The setpoint
value is either a fixed displacement factor (static cosϕ), a
variable displacement factor depending on the active power
(cosϕ(P )), a fixed reactive power value in VAr (dynamic
cosϕ) or a variable reactive power depending on the voltage
Q(U) [11]. These features have been previously tested and
the voltage compensation capabilities of the inverters assessed
[12]. In order to adjust the power setpoints, it is necessary
to allow the communication between the user (e.g. network
operator) and the inverter. This is done using the RS485
communication protocol, setting absolute values of the active
and reactive powers or the cosϕ parameter.

TABLE IV
PARAMETERS OF THE SINGLE-PHASE INVERTER

Symbol Description Value Units

VDC−MPP DC-voltage MPPT range 350 - 600 V

PDC−Max Maximum DC input power 3200 W

VAC AC rms voltage (ph-N) 230 V

PAC Nominal AC power 2600 VA

cosϕ Power factor -0.8..1..0.8 -

TABLE V
PARAMETERS OF THE THREE-PHASE INVERTER

Symbol Description Value Units

VDC−MPP DC-voltage MPPT range 245 - 800 V

PDC−Max Maximum DC input power 5150 W

VAC AC rms voltage (ph-ph) 400 V

PAC Nominal AC power 5000 VA

cosϕ Power factor -0.8..1..0.8 -

The characteristics such as the configuration of the PV
arrays and the peak power for the single- and three-phase
inverters are specified in Table III, IV and V.

E. The Graphical User Interface

ControlDesk software is used together with the dSPACE
ds1104 platform for the GUI. The user can observe the relevant
system variables, such as the grid voltages and currents,
and the DC-side voltage and current. Also, the instantaneous
characteristic curves of the PV array for the adjustable meteo-
rological conditions set are displayed, so that the evolution of
the working point can be observed. This is especially useful
for evaluating the MPPT capability of the inverter.

III. VOLTAGE FLUCTUATION

The validation of the results obtained in the simulation are
of relevant importance in order to ensure the reliability of
a simulation model. For that purpose, the power exchange
between the PVGs and the LV feeder will be tested here to
see how it affects to the grid voltage. The relation between
power exchange and voltage fluctuation is discussed hereafter
[13].
As shown in Fig. 1, any current flow will generate a voltage
drop and a phase shift between two arbitrary points on the
feeder. In LV feeders, to which distributed generation units are
commonly connected, the inductive and resistive components
have to be considered [13]. Considering no load connected at
any PCC, the complex power flowing through that section is
the one coming from the PV inverters: Sinv = Pinv + jQinv .
The voltage at the PCC1 is here considered as reference with
V1 = V1 6 0◦ while the one at the transformer Vtr = Vtr 6 δ and
the grid current I = I 6 ϕ are phase-shifted by angles δ and ϕ,
respectively. The complex power at the PCC1 is, therefore, the
sum of the powers delivered by the inverters and expressed as
SPCC−1 = PPCC−1 + jQPCC−1.

In unbalanced condition for this LV feeder configuration,
the existing neutral impedance displaces the neutral voltage
VN1 from the one at the transformer (VN ). Represented in
Fig. 2, VA, VB and VC (in dark blue) are the line voltages at
PCC1. The single-phase inverter is connected between phase
C and the neutral point, where the inverter voltage is in phase
with VC (Fig. 3).

The voltage drop at the impedance between the transformer
and the PCC1 is:

∆V 1 = Z1 · I (5)

considering the feeder impedance Z1 = R1 + jX1. The phase
A voltage at the transformer is, therefore:

V AN = V A −∆V 1 (6)

and its neutral point voltage:

V N = V N1 + ∆V LN (7)

where V N1 is the neutral voltage at PCC1 and ∆V LN is the
voltage drop at the neutral impedance ZN1, caused by the
current IN flowing through the neutral line:

∆V LN = IN · ZN1 (8)

considering the neutral impedance ZN1 = RN1 + jXN1. The
neutral voltage at PCC-1 satisfies the following expression:

V N1 = V N −∆V LN (9)

and the phase A to neutral voltage at PCC-1 is:

V AN1 = V A − V N1 (10)



The displacement of V N1 from the neutral point of the
transformer V N causes a decrease in the magnitude of the
vector in phase A and the resulting effect on the voltages (in
light blue) at PCC1.
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IV. RESULTS AND COMPARISON

The testing is done for single- and three-phase inverters, fo-
cusing on their power regulation functionality and the resulting
voltage compensation capability. The general parameters of the
platform are shown in Table I.

The simulations are performed in two different phases:

A. Static production values

The different operating scenarios are:
1) Operating scenario 1 (OP1): all PV inverters produces

their maximum active power.
2) Operating scenario 2 (OP2): all PV inverters produce

half their maximum power.
3) Operating scenario 3 (OP3): all PV inverters produce

half their maximum active power and absorb the maxi-
mum reactive power. This last operating scenario allows
us to observe the influence of reactive power on the
voltages at the LV level.

TABLE VI
ACTIVE AND REACTIVE POWER PRODUCED BY THE INVERTERS IN EACH

SCENARIO

Single-phase inverter Three-phase inverter

P (W) Q (var) P (W) Q (var)

OP1 2317 0 4810 0
OP2 1200 0 2460 0
OP3 1200 -1700 2460 -2500

The three OPs show the voltage fluctuation in a LV feeder
in presence of dispersed generation, where the consumption is
null. The goal of these simulations is to put in evidence the
phenomenon by which a overvoltage can occur. In that regard,
power consumption was not considered as it would reduce the
power injected in the different PCCs and diminish the effect
of power on voltage.

Figs. 4-6 show the voltage profile evolution for simulation
(dashed lines) and experimental (solid lines) results for the
different scenarios and the impact of PVG and reactive power
on voltage.

1) OP1: In Fig. 4, all the inverters are producing at their
maximum power, without reactive power compensation. The
figure shows the influence of the injected power on the grid
voltage for each PCC. The furthest the PVG is from the LV
feeder transformer, the highest is the voltage level at the PCC
for Vbn and Vcn. In this situation, the generators linked to
it are the first to disconnect from the grid if an overvoltage
occurs. However, the same does not apply to Van, affected by
the displacement of the neutral voltage VN1 from the neutral
point of the transformer VN , as explained in section III.

2) OP2: In Fig. 5 the inverters are working at half their
maximum active power with a lower influence in the voltage
increment.

3) OP3: For this scenario, the voltage at phase C decreases
more notably than at the others due to the two inverters’
reactive power consumption.

According to (5)-(10), the voltage drop (∆V ) at the line
impedance depends on the feeder characteristics, the direction
of the current and the amount of this current. The behavior
of the voltage profile along the different points of the feeder
is, in most of the cases, the same for both simulation and
experimental results. The differences between the numerical
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results and the measured ones (e.g. measured Van = 231.7
V and simulated Van = 233.9 V in Fig. 4) are due to the
voltage differences in the real transformer, not reproducible
in software reliably. However, these divergences need to be
studied more deeply to bring the simulations and the real
environment measurements closer.

Table VII gathers the values of Figs. 4-6 for the three
different operation scenarios: OP1, OP2, and OP3, where the
added letter ”L” means ”Laboratory” and ”S” ”Simulation”.

TABLE VII
VOLTAGES MEASURED AT THE LV FEEDER

Operation scenario OP1L OP1S OP2L OP2S OP3L OP3S

Van,Tr (V) 231.7 233.9 232 233.5 233.5 233.3
Vbn,Tr (V) 233.9 234 233.4 233.6 233.2 233.3
Vcn,Tr (V) 233.1 234.7 232.5 234 230.2 233

Van,PCC1 (V) 228.7 230.8 230 231.7 229 231.8
Vbn,PCC1 (V) 235.3 237.2 234.4 235.4 235.5 237.1
Vcn,PCC1 (V) 236.7 237.6 234.9 235.7 230.5 231.3

Van,PCC2 (V) 228.7 231 229.8 232 228.7 231.8
Vbn,PCC2 (V) 238.4 237.9 237 235.8 238.1 237.2
Vcn,PCC2 (V) 238.7 238.3 236.8 236.1 232.2 231.4

B. Dynamic production values
The PV array emulators follow predefined irradiance pro-

files to simulate realistic behavior of the inverters during a day.
The irradiance profile used for the simulations is the one of
a sunny day in Belgium and its acquisition time is 1 minute.
The variation of the irradiance is reproduced in the laboratory
every 2 seconds, accelerating the execution 30 times. This way,
faster experimental results than in field measurements can be
obtained, as can be seen in Fig. 8. The variation of voltages,
active and reactive power flows are studied and compared
to the numerical results to validate them thanks to the real
hardware emulation.
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Fig. 7. Irradiation profile during a sunny day

Fig. 9 shows the evolution of the output voltages of the
inverters, as well as the active and reactive power flows that
corresponds to the irradiance profile for a sunny day (Fig.
7). The output behavior of the inverters is analyzed in the
PowerFactory model, as for the static production values, with
the same predefined parameters as in the test platform. The
results obtained also present a similar evolution, although the
voltage differences between phases cannot be reproduced with
PowerFactory due to an small initial unbalance in the test
platform.

V. CONCLUSIONS

In this manuscript, an unbalanced LV feeder caused by
the grid-tied inverters has been studied for different values
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of active and reactive power production. A test bench that
reproduces an specific LV feeder has been designed for this
study and its behavior compared to its numerical model.
This comparison has illustrated the reproduction of a similar
behavior between the experimental work and the simulated
model but also the difficulties of obtaining reliable results
in simulations, due to the lack of information for some of
the parameters of the system. In addition, the effect of local
neutral point displacement has been exhibited and explained.
It changes the shape of the phase-to-neutral voltages in mag-
nitude and phase and can aggravate the unbalance situation.
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Abstract—This paper presents the modelling approaches used
to simulate the transfer function of a typical electrical network
composed with cables, transformers and photovoltaic panels.
More specifically, it takes place in the context of evaluating the
capacity of the power network infrastructure to support PLC
technologies. In this way, cables and transformers are modelled
based on the two-port network approach. In order to simulate the
behavior of the photovoltaic panel and the associated converter,
a single diode model is proposed. A comparison between model
results and measurement is performed to show the coherence of
the results. Finally, in order to evaluate the impact of the network
devices on the transfer function, a classical distribution system
topology is studied.

I. INTRODUCTION

Concerns about the worldwide energy crisis are obvious. In
this context, the use of green energies stands out as a possible
alternative to fossil fuels whose resources are dwindling. As
part of electrical networks, these so-called renewable energies
are characterized by a fluctuating voltage-delivery behaviour
difficult to predict. Therefore, in order to maintain the effi-
ciency of these networks (voltage support within the limits rec-
ommended by the European standard EN-50160, limitation of
network congestions...), power line communications (PLC) are
a means to make the electrical system smarter by improving its
observability and ensuring a communication between control
devices [1]. Within these networks, many voltage and current
control equipment exist such as capacitor banks, tap-changer
transformers or reactive power compensation equipment based
on power electronics. Their presence can have a non-negligible
impact on the operation of PLC technologies due to specific
transient operations that those control devices can generate.
In this context, we propose to study the impact of some
specific devices (transformers, photovoltaic panel, cables...)
on the powerline transmission channel transfer function in
the case of LV and MV networks [2]. Indeed, the transfer
function of a transmission channel is highly dependent on
the impedances encountered on the whole line which tends
to induce a frequency-dependent attenuation of the network.
In addition, power fluctuations generated by the PV panels
lead to potentially large variations of the impedances within
the network, involving constant changes in the transmission

channel transfer function. Therefore, it seems essential to
consider the frequency dependence of generation and control
equipment in order to estimate and to ensure a given reliability
of data communications. In particular, the injection of power
from PV panels, wind turbines, micro-cogeneration units, etc.
on the distribution network tends to intensify this phenomenon.
Let us insist on the industrial purpose of this project, which
is to allow the network operator to have an estimate of
the PLC communication robustness in the current operating
environment of distribution networks. This information is vital
to ensure reliable ”real-time” coordination of control devices
and modern network monitoring. In this contribution, the focus
is set to the study and the modelling of photovoltaic panels,
transformers and cables.

Power Line Communications are grouped into two families:
Narrowband and Broadband PLC. Narrowband PLC is prac-
tically used for low bandwidth communication applications
as control, command and monitoring. The frequency range is
between 9 - 148.5 kHz in Europe (CENELEC standard) and
150 - 450 kHz in the USA. Broadband PLC uses a much
wider frequency band (between 1.6 MHz to 100 MHz [3])
and is mainly employed for in-home high-speed data transfer
applications.

In this paper, the modelling approaches used to model a
typical electrical network are firstly introduced. In the case
of cables and transformers, it is usually based on the two-
port network model from which any device can be described
by its transmission matrix parameters, which are frequency
dependent. These parameters can be obtained by performing
some specific measurements. The photovoltaic panel and the
associated converter are represented using a model based on
their physical characteristics. In fact, each photovoltaic cell
can be modeled using a single diode model. Hence, a PV
conversion chain is modelled as a current source in parallel
with a diode. The PV parameters are extracted from a manu-
facturer datasheet. The converter and the LCL filter are both
simulated using MatLab/Simulink. Secondly, the measurement
equipment and a methodology to obtain the modelling param-
eters of the transmission matrix (for transformers and cables)
are presented. A method based on the measurement of the



reflection coefficient at the input of the device when the output
is successively open and short-circuited is used. Another
measurement equipment and a methodology to measure the
performance of the PV unit are also proposed. For each equip-
ment, a comparison between each model and measurements
is performed in order to conclude about the efficiency of the
modelling approaches. Finally, a representative topology of LV
systems is simulated and a time dependant transfer function
is evaluated in the PLC frequency range.

II. MODELLING APPROACHES OF ELECTRICAL NETWORK
DEVICES

A. Power cables modelling

1) Transmission Line Theory: In the literature, most of the
methods proposed to study a transmission line are based on
the transmission line theory ([4]-[10]). Following this theory,
an elementary line transmission cell can be represented as in
Fig.1 and the time dependent telegraphers equations can be
applied as follows:

−∂u(z, t)

∂z
= ri+ l

∂i(z, t)

∂t
, −∂i(z, t)

∂z
= gu+ c

∂u(z, t)

∂t
(1)

Fig. 1. Elementary line transmission cell

In these equations z represents the position on the line, t the
time and the linear resistance r (Ω/m), inductance l (H/m),
capacitance c (F/m) and conductance g (S/m) are the primary
line parameters.

A transmission line can also be described by its secondary
parameters, the characteristic impedance Zc and the propaga-
tion constant γ, which depend on the primary parameters and
are given by:

Zc =

√
r + jωl

g + jωc
, γ =

√
(r + jωl)(g + jωc) (2)

where ω represents the angular frequency.
2) ABCD matrix: The knowledge of the secondary param-

eters allows to describe the relationship between the input
voltage U1 and current I1, and output voltage U2 and current
I2 of a two-port network using the frequency dependent chain
parameters matrix A, B, C and D as represented in Fig. 2:

[
U1

I1

]
=

[
A(f) B(f)
C(f) D(f)

] [
U2

I2

]
(3)

Fig. 2. Two-port network connected to a source and a load

The transfer function of the two-port network can then be
given by:

H =
U2

US

=
Zr

AZr +B + CZrZs +DZs

(4)

where Zs is the source impedance, Zr the load impedance
and A, B, C and D are calculated as follows, x being the
length of the line:

Tj =

[
A B
C D

]
=

[
cosh(γx) Zc sinh(γx)
1
Zc

sinh(γx) cosh(γx)

]
(5)

3) Derivations on the line: The chain matrix that we have
considered previously does not take into account the eventual
presence of derivation branches on the line. Fig. 3 shows a
branch of length xbranch located at a distance x1 of the source
and x2 of the load and terminated by load impedance Zbranch.

Fig. 3. Transmission line with one branch

In this context, this branch can be replaced by an equivalent
impedance Zeq placed on the main line (Fig. 4) and given by
the following expression:

Zeq =
AbranchZbranch +Bbranch

CbranchZbranch +Dbranch
(6)

where Abranch, Bbranch, Cbranch and Dbranch are the
transmission matrix parameters of the branch and Zbranch is
the load at the end of the branch.

Once this step is done, we can split the transmission line
into four areas when dealing with the representation given in
Fig. 4, each zone being characterized by its own chain matrix
(x1 and x2 inside Tj matrices are related to Fig. 3):

T1=

[
1 Zs

0 1

]
T2=

[
cosh(γ

1
x1) Zc1 sinh(γ

1
x1)

1
Zc1

sinh(γ
1
x1) cosh(γ

1
x1)

]

T3=

[
1 0
1

Zeq
1

]
T4=

[
cosh(γ

2
x2) Zc2 sinh(γ

2
x2)

1
Zc2

sinh(γ
2
x2) cosh(γ

2
x2)

]
(7)



Fig. 4. Equivalent representation of a transmission line with one branch

The transmission matrix T from the source to the load is
then simply the product of the transmission matrices of each
zone, n being the total number of zones:

T =

n∏
j=1

Tj (8)

4) Equipment and methodology: In order to carry out the
measurements of the parameters needed for the modelling
procedure an HP 4195A Network Analyzer was operated in
the frequency range 20 Hz to 10 MHz. The accuracy of the
Network Analyzer is ± 1 dB for frequencies under 200 MHz.
The number of points taken by the Network Analyzer is 401
which means that the frequency step between two points is
24.94 kHz. Post processing is performed by MatLab.

In the literature, a couple of methods for measuring sec-
ondary parameters of a cable exist [2]. Most of them are based
on the determination of the cable impedance with load in open
circuit Zopen and short-circuit Zshort:

Zc =
√
ZopenZshort, γ =

1

l
tanh−1

√
Zshort

Zopen

(9)

The determination of Zopen and Zshort can be realized by
two different methods. The first one is based on a direct
measurement of each impedance thanks to an impedance
measurement kit. The second one uses the measurement of
the reflection coefficient at the input of the cable when the
output is opened and short-circuited, S11open and S11short

respectively. Indeed, it can be shown that Zopen and Zshort

can be obtained in that case as follows:

Zshort = ZV NA

1 + S11short

1 − S11short

(10)

Zopen = ZV NA

1 + S11open

1 − S11open

(11)

where,

- S11open is the reflection coefficient at the input of the
two-port network when its output is opened;

- S11short is the reflection coefficient at the input of the
two-port network when its output is short-circuited;

- ZV NA is the access impedance of the network analyzer
considered to be equal to 50 Ω;

B. Transformers modelling
The transformer is one of the most important device used

in the power network infrastructure. It is employed to increase
or decrease the voltage and do the interface between medium
voltage (10 or 15kV) and low voltage (230/400V) distribution
systems or between two low voltage networks. In order to
simulate the behavior of transformers, the same approach as
for cables is considered. Indeed, in the literature, this approach
has already been established up to 50 Hz [11]. In [12], the
validity of the model has even been validated up to 10 MHz
for LV(400V)/LV(230V) transformers. Thereby, it is possible
to show that a transformer can be modelled, with a good
approximation, by an equivalent circuit that has a similar form
compared to the one of a transmission line model (Fig. 1).

C. Photovoltaic unit modelling
Since a decade, the installation of photovoltaic units, that are

characterized by a fluctuating generation difficult to predict,
is increasing especially to ensure the recommendations of the
Horizon 2020 programme. Practically, the associated conver-
sion unit generates harmonics that can disturb the network and,
in the context of data transmission, induces variations in the
impedance spectral content. As a consequence, it can add some
changes in the transfer function of the PLC channel. Thereby,
it is crucial to give a particular interest to this device in order
to study its impact on the PLC channel. Figure 5 shows a
typical PV unit scheme which is composed of a photovoltaic
panel followed by a buck-boost converter in order to adapt
the voltage at the input of the DC/AC converter followed
by a LCL filter. A Maximum Power Point Tracking (MPPT)
algorithm is used to generate the maximum power from the PV
chain. In this section, a single diode model is firstly proposed

Fig. 5. PV unit scheme

to simulate the photovoltaic panel. Secondly, the associated
conversion unit is simulated using MatLab/Simulink.

1) Single diode model: A photovoltaic panel is composed
of photovoltaic cells connected in parallel and in series. In the
literature, some models exist in order to simulate the behavior
of a photovoltaic cell ([13]-[17]). In this paper, the focus has
been set on the single diode model [13]. This model is based
on the statement that a photovoltaic cell is composed of a
single p-n junction and can thus be modelled as a current
source in parallel with a diode (Fig. 6).

The current at the output of the PV cell is given by [14]:

Ipv = Iph − exp ((Vpv + Ipv ·Rs) ·K1 +K2) (12)



Fig. 6. Single diode model

considering that the thermal voltage VT is very small compared
to the voltage across the diode. In this equation, K1 = q

nkBT
and exp (K2) = Io. n is the diode factor, kB the Boltzmann
constant [J/K], T the temperature [K] and q the electron charge
[C]. Iph is the photocurrent [A], Io the diode saturation current
[A], ID the current through the diode [A], Vpv the PV cell
voltage [V], Ipv the PV cell current [A] and Rs the series
resistance which represents the resistive losses [Ω]. There are
four unknowns in these equations: K1, K2, Rs and Iph that
can be obtained by the knowledge of the short-circuit current
(Isc), the open circuit voltage (Voc) and the PV current and
voltage at the Maximum Power Point (Im and Vm)([14][15]):

K1 = − Im
Vm(Im − Iph)

Rs =

log(
Iph − Im
Iph

) − VmK1 + VocK1

ImK1
K2 = log(Iph) − VocK1

Iph = Isc + exp((IscRs)K1 +K2)

(13)

In these equations, Voc and Isc are dependent on the irradiance
Ei (W/m2)and the temperature Ti(◦C):

Voc = Voc(stc) + TCv(Ti − TN ) (14)

Isc =
Ei

EiN
Isc(stc)(1 +

TCi

100
(Ti − TN )) (15)

where EiN and TN represent respectively the irradiance and
the temperature in the standard test conditions stc (EiN =
1000W/m2, TN = 25◦C). TCi is the temperature coefficient
of Isc (%/◦C) and TCv is the temperature coefficient of Voc
(V/◦C).

2) PV Conversion unit and MPPT algorithm: Once the
photovoltaic panel has been modeled, the associated conver-
sion unit has to be defined. Fig.7 shows the complete chain
composed of the photovoltaic panel, the buck-boost converter,
the DC/AC converter, the LCL filter and the electrical network
(modeled here as an ideal 230V voltage source). In order to
generate the maximum power from the photovoltaic panel, a
MPPT algorithm has been implemented in MatLab/Simulink
[18].

III. EXPERIMENTAL RESULTS

A. Comparison between measurements and model for the
cables and transformers

The power cables and transformers are both modelled
using the transmission line theory and, more specifically, the
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Fig. 7. Complete chain of a photovoltaic unit

transmission matrix. As we have shown in section II-A1, the
advantage of modelling these elements by using the same
approach allows to simulate complex topologies by a cascade
of transmission matrices. In order to conclude about the
efficiency of the method, a validation topology composed
of a 100 m XFVB-F2 3x1.5 mm2 cable, a 80 m XVB-F2
3x1.5 mm2 cable and a 100 kVA Belgian transformer is
proposed (Fig.9). The 100 kVA transformer shown in Fig.8
is connected from two phases of the three phase 400 V LV
side (phase b1 and neutral) to a 100 m XFVB-F2 3x1.5 mm2

cable. Two phases of the three phase 230 V LV side (phases
b2 and c2) are also connected to a 80 m XVB-F2 3x1.5 mm2

cable.

a2

b2

c2

c1

b1

a1

n
A

B

C

Fig. 8. Typical 100 kVA belgian transformer with the two LV sides (three
phase 230 V (a2-b2-c2) and 400 V (a1-b1-c1-n) respectively) and the MV
side

Fig. 10 shows the comparison between the directly mea-
sured and the modelled transfer functions of the complete
chain. Note that the model of the global chain is obtained by
the product of the three transmission matrices (T1xT2xT3). The
transmission matrices parameters have been obtained thanks to
S parameters measurements.

We can see a fairly good agreement between the simulations
and measurements in our frequency range of interest (10 MHz
max due to the baluns of the measurement setup), particularly
in the NB PLC range. Consequently, it can be concluded on the
efficiency of the two-port network model. Indeed, the modeled
transfer function appears to be very good up to 1 MHz which
includes the narrowband frequency range (between 30 kHz
and 500 kHz) and in the frequency range 3 MHz - 7 MHz. In



Fig. 9. Topology proposed to validate the two-port network model for a global
LV chain
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the other frequency ranges, some differences appear and can
be due to the limits of the 50 Hz transformer model when
working in the narrowband PLC frequency range.

B. Comparison between measurements and model for the PV
module

The measurement setup used to validate the single diode
model is illustrated in Fig.11. It is composed of four PV units
connected in series from the DROBen Energy company. The
entire structure charges a variable load. A multimeter (Agilent
34401A) is used to measure the current and voltage at the
load position. By varying the load value, the evolutions of
current, impedance and power versus voltage are obtained. The
characteristics of a PV module are given in [19]. An irradiance

Fig. 11. Measurement setup

of 750W/m2 and a temperature of 40◦C were measured via
a probe. Fig. 12 a, b and c show a comparison between the
measured evolution of current, power and impedance versus
voltage respectively and the simulated ones. The simulations
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Fig. 12. Comparison between the simulated performance of the PV unit and
the measurements

and measurements are very close to each other. In the studied
configuration, the installation provides a power of around
360 W at the Maximum Power Point. The model has then
been implemented in MatLab/Simulink and completed by
its conversion stage (Fig.5) in order to obtain the access
impedance of the global unit. The parameters values used for
the simulation are given in table I [20][21].

Component Value Component Value
ffund 50Hz L1, L2, L3 500µH
fDC/ACconv 10kHz L4, L5, L6 130µH
R1 1Ω Rd, Rd1, Rd2 0.3Ω
L 100mH Rd3, Rd4, Rd5 0.1Ω
C1 500µF Cf1, Cf2, Cf3 99µF
C 10mF AC voltage sources 230V
R 500Ω

TABLE I
COMPONENTS VALUES OF THE PV CONVERSION UNIT (CF. FIG.7)

C. Simulation of complex topology

Now that we have validated a model for transformers, cables
and PV units it is possible to simulate the behavior of a
complex topology including each element. An example of
topology that takes into account the presence of a photovoltaic
unit is proposed (Fig.13) and its transfer function is simulated
(Fig.14) in the Narrowband PLC frequency range (between
0 Hz and 500kHz) for a constant irradiance of 750W/m2

and a constant temperature of 40◦C. Note that each house
is taken into account by the way of an impedance of 100Ω in
the proposed simulation. It can be seen in Fig. 14 that the
presence of the PV unit in the network leads to variations in
the transfer function evolution. Some important variations are
observed at the time corresponding to the end of the transient
due to the MPPT algorithm (t = 0.22s). Consequently, the
higher the PV units number in the topology, the higher the
attenuation. It is an important observation for the study of the
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Fig. 13. Example of a topology with 4 branches
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Fig. 14. Transfer function for a topology with 4 branches and terminated
with a PV unit

PLC communication performance which can change according
to these variations.

IV. CONCLUSION

In this paper, a method for transfer function modelling of
power cables based on the two-port network model is applied.
The estimation of parameters needed for the model has been
realized by determining secondary parameters of XVB-F2 and
XFVB-F2 3x1.5 mm2 power cables. A method based on the
reflection coefficient measurement at the input of the cable
has been proposed to obtain these parameters.The application
of the modelling method to transformers has shown a good
agreement between the measurements and the model and
seems to be a good method to be investigated for transformers
modelling. Consequently, a simulation tool using the two-
port network model can be easily developed to simulate
an elaborate power network topology including transformers.
Also, a method for modelling the performance of a PV module
based on a single diode model was applied. The parameters
needed for the model have been extracted by the way of the
manufacturer datasheet. The model has shown a good agree-
ment between the measurements and the simulation. Then,
the PV model has been implemented in a MatLab/Simulink
simulator taking into account a buck-boost converter, a DC/AC
converter and a LCL filter in order to simulate the global
chain impedance of a PV unit. The component values of the
model have been taken according to some references in the
domain. Finally, the resulting impedance has been used in the
transfer function model based on a two-port network model in
order to simulate the impact of this impedance versus time and
frequency on a simple topology composed with 4 branches. It

has been concluded that the higher the PV units number in
the topology, the higher the attenuation.
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Abstract—With the shift in renewable energy production to far 

offshore locations, the need for HVDC solution is inevitable. A 

number of point-to-point links are being commissioned or planned 

for the near future. Interconnection of such point-to-point links 

offers additional economic and security incentives. However, the 

links in operation today are not all compatible, due to differences 

in voltage levels, grounding schemes, etc. DC-DC converter offers 

the possibility of interconnecting these incompatible links to create 

a multi-terminal/meshed system.  With this drive, DC-DC 

converters are gaining more and more attention. This paper 

presents a review of research on DC-DC converters considering 

aspects like requirements, topologies, and modeling in system level 

studies. 

Keywords—DC-DC Topology; Model; HVDC 

I.  INTRODUCTION  

In December 2015, The United Nations Climate Change 

Conference was held in Paris where 195 countries unanimously 

adopted the Paris Agreement [1]. This will likely fuel the 

already blooming renewable energy industry. To meet this new 

target, the boundaries of renewable energy production will 

expand to remote areas where the resources are abundant. An 

enabling technology for remote renewable integration is HVDC 

transmission, which is expected to evolve the traditional power 

system into a hybrid AC/DC grid [2]. However, each HVDC 

link is individually optimized. There are a number of technical 

choices in the implementation of an HVDC link. Among the 

choices are the converter technology, grounding scheme, and 

operating voltage. Converter technology is, currently, either 

Line Commutated Converter (LCC) or Voltage Source 

Converter (VSC) in its broadest sense. Grounding schemes 

include monopole, symmetric monopole, and bi-pole, which are 

further classified based on whether ground or metallic return is 

used. To date, there is no regulation on the operating voltage, 

although research groups like the Cigre-B4/C1.65 are working 

to develop recommended voltage levels. The combination 

aforementioned choices lead to many possible end designs for 

the Point-to-Point (P2P) links limited, currently, by the number 

of major players in the industry. The first multi-terminal grid is 

expected to be offshore, particularly in the North Sea [3]. A 

recent study showed that there is a possibility to connect the 

P2P links in the North Sea [4]. Table 1, taken from [4] and 

adapted to include the grounding schemes, shows the existing 

HVDC links in southern part of the North Sea. The table shows 

that there are five different voltage levels in the area. This case 

is a good example of the challenges of interconnecting P2P 

links because it exhibits most of the possible combinations; it 

has converter technology incompatibility, DC voltage 

difference, and different grounding schemes. There is a 

possibility to connect the ones operating at +/-320kV given 

other technical challenges are overcome. In [4], a topology 

utilizing hubs is proposed with the aim of benefiting from the 

Table 1 HVDC Links in the North Sea [4] 

Name Country Length (km) Power (MW) Voltage (kV) Year Converter Type Pole Configuration 

NorNed NL-NO 580 700 ±450 2009 LCC Sym. Mono 

BorWin1 DE 200 400 ±150 2012 VSC Sym. Mono 

DolWin1 DE 165 800 ±320 2015 VSC Sym. Mono 

BorWin2 DE 200 800 ±300 2015 VSC Sym. Mono 

SylWin1 DE 205 864 ±320 2015 VSC Sym. Mono 

HelWin1 DE 130 576 ±250 2015 VSC Sym. Mono 

HelWin2 DE 130 690 ±320 2015 VSC Sym. Mono 

DolWin2 DE 135 900 ±320 2016 VSC Sym. Mono 

DolWin3 DE 160 900 ±320 2017 VSC Sym. Mono 

BorWin3 DE 200 900 ±320 2019 VSC Sym. Mono 

COBRAcable DK-NL 350 700 ±320 2019 VSC Sym. Mono 

NordLink DE-NO 623 1400 ±525 2020 VSC Bi-pole 

 

mailto:abel.taffese@ntnu.no
javascript:linkTo_UnCryptMailto('pdlowr-h1f1z1gh1mrqjCwxh1qo');
mailto:elisabetta.tedeschi@ntnu.no


geographical proximity of the farms. Although the final 

decision will be based on economic benefits, DC-DC converters 

provide the technical solution for interconnecting the remaining 

links. However, such converters are not well established for 

high voltage, high power applications. Moreover, limited 

research effort is put into the development of correct models for 

system level studies.  This paper presents a review of the DC-

DC converter for HVDC application. The rest this paper is 

organized as follows. The next section outlines requirements for 

DC-DC converters followed by a review of selected few 

topologies that are considered suitable for high power HVDC 

applications. Section IV discusses the models for DC-DC 

converters for system level studies. 

II. REQUIREMENTS FOR DC-DC CONVERTERS 

There are different sets of requirements placed on DC-DC 

converters for solving each of the challenges mentioned in the 

previous section. Ref. [5] addresses requirements for DC-DC 

converters under different applications. The major 

requirements, which vary with the type of application, are 

input-output voltage ratio or stepping ratio, need of galvanic 

isolation, and bi-directional power flow capability. In the 

remainder of this paper, stepping ratio is defined as low when 

it is below 1.5 and high when it is above 5 [5]. In order for the 

DC-DC converter to become economically sound, it also has to 

offer additional features such as fault blocking and isolation. 

This is very important since the current difficulty in the 

implementation of MTDC is partly due to absence of DC circuit 

breakers at acceptable ratings and price. High-level 

requirements for selected application are presented in 

subsequent sections. 

A. Power Flow Control 

Power flow controller is required in a DC system with more 

lines than converters [6]. For this application, the primary role 

of the DC-DC converter is to adjust the DC voltage on the two 

sides in order to achieve the desired power flow on the link. The 

converter plays the role of phase angle regulator in AC system. 

The stepping ratio is normally close to one unless the converter 

is also used for voltage matching.  Therefore, a low ratio 

converter with bi-direction power flow capability is required in 

this application. 

B. Voltage Level Matching 

If the sole purpose of the converter is to match the voltage on 

the two sides, the main requirements are to produce the proper 

voltage ratio and meet the isolation needs of the application. Bi-

directional power flow might be required depending on 

application. 

C. Interconnection of Different Converter Technologies 

Interconnection of LCC and VSC technologies poses a special 

set of challenges because the converter on one side is a current 

source and on the other side is a voltage source [5]. The most 

important difficulty is handling power reversal. For LCC, 

power is reversed by reversing the voltage; while for the VSC, 

it is done by reversing the current. Therefore, the DC-DC 

converter should be able to emulate an LCC behavior with 

bipolar voltage on the LCC side while maintaining VSC 

behavior with bipolar current in the VSC side. 

III. CONVERTER TOPOLOGIES 

Over the past couple of years, a number of DC-DC converter 

topologies have been proposed for high voltage DC-DC 

converter. A comprehensive review of these topologies is given 

in [7].  They can be broadly grouped into two categories: those 

with single stage conversion and those with double stage 

conversion. These groups are described in the next sections. 

This section also discusses the double-Π and the diode rectifier 

dual active bridge converter which are not included in [7]. 

A. Single Stage DC-DC Topologies 

Single stage topologies convert a DC input to a DC output 

without an intermediate AC stage [8–10]. Although these 

topologies do not involve an AC stage, balancing of arm and 

sub-module energies is facilitated by an AC circulating current 

commonly known as the secondary current. The main 

advantage of these topologies is reduced component count, and 

hence footprint. These advantages, however, come at the cost 
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Fig. 1 Modular Multilevel DC Converter 

 
 

Fig. 2 Single String DC-MMC [9] 

 



of being limited low ratio applications for efficient, cost 

effective operation. Some of the most promising topologies in 

this class are briefly described below. 

1) The Modular Multilevel DC (M2DC) 

The M2DC, proposed by Ferreira [8], is a topology based on 

push-pull configuration [11], (Fig. 1). It introduced the concept 

of a secondary current which opened the door for a new class 

of non-isolated DC-DC converter topologies [9,10]. This 

topology has four arms for single pole operation. For bi-polar 

configuration, four more arms are needed. In Fig. 1, the current 

directions indicate a step down operation. In order to achieve 

power balance between the input and output sides, the output 

current has to be greater than the input current. The two upper 

arms carry the input current to the output while, the two lower 

arms supply the current difference between the input and 

output. This upsets the power balance in each arm causing the 

arm energy to drift. The secondary current transfers power in 

the opposite direction establishing average power balance in 

each arm. This principle is common to all the topologies in this 

class. The difference is on how secondary current is established 

and circulated in the circuit. For this purpose, the M2DC has 

two coupled inductors, per pole, used to direct the different 

current components in the system.  The secondary current is 

forced to stay within the loop formed by the four arms as 

indicated in Fig. 1. The lower arms are rated for the output 

voltage (half in the case of bi-polar) if the secondary voltage is 

neglected. The remaining arms are on average rated for more 

than half the difference between the input and output voltages. 

Fault blocking capability can included in this topology by using 

full bridge modules.   

2) The DC Modular Multilevel Converter (DC-MMC) 

A single stage converter that uses less number of arms, only two 

per pole, is the DC-MMC [9]. It has a similar structure to the 

M2DC with one of the legs removed. The operation principle is 

also similar to the M2DC.  The two outer arms, labeled k in Fig. 

, have full bridge sub-modules. This choice enables step-up 

operation and fault blocking capability. Step-up operation is 

implemented by reversing the polarity of the outer arm voltage 

in effect causing a negative voltage drop.  The secondary 

current serves the same purpose as for M2DC. The secondary 

current is blocked from the output side by a coupled inductor 

filter. However, this current component is allowed to flow 

through the input side. Additional filtering on the input side is, 

therefore, required in order to avoid possible issues in the circuit 

upstream. Multi-string versions have also been proposed in [12] 

with added benefit of increased power capacity. Similar to the 

M2DC, the two inner arms are approximately rated for half the 

output voltage while the two inner arms are rated for half the 

difference between input and output voltages.  

 

3) The Double-П Topology 

The last topology in this class, (Fig. 3), is the double-π 

configuration [10]. This topology does not require the coupled 

output filter as the previous ones. It has three arms per pole, 

input shunt, output shunt, and series arms. The input, and output 

shunt arms are rated for half the input and output voltages, 

respectively. The series arms are rated for half the difference 

between the input and output voltages. Fault blocking capability 

can be incorporated in to this topology by making the sub-

modules full bridge type. The main shortcoming of this 

topology is the fact that the secondary voltage appears as 

voltage ripple in the pole to ground voltage.  

 

4) Summary of Single Stage Topologies 

The M2DC has the highest arm count among the topologies 

presented above. However, the current shared by each arm is 

half of the one taken by a corresponding arm in the DC-MMC 

topology. Both of these topologies have coupled inductor to 

block the secondary current from reaching the output. The DC-

MMC allows the secondary current to flow in the input side. 

Additional filtering might be required to cope with this 

challenge. The double-π, on the other hand, contains the 

secondary current within the converter without the need for 

coupled inductor filter. However, the ripple in the pole to 

ground voltage is the major limitation of this topology. 

 

B. Double Stage DC-DC Topologies 

This group of topologies has an AC intermediate stage linking 

the two DC sides. These can be with or without coupling 

transformer, (Fig. 4). The transformer’s purpose is twofold, to 

provide additional voltage stepping, and galvanic isolation. The 

additional stepping makes these topologies suitable for high 

ratio applications. Galvanic isolation helps stop DC fault from 

propagating to the healthy side [5]. Additionally, having a 

 
Fig. 3 Double-П Topology [10] 

 

AC

DCAC

DC

VSC1 VSC2

AC

DCAC

DC

VSC1 VSC2

Fig. 4 Font to Front Connected Topologies 

 



transformer isolated topology offers the possibility of extension 

to multiport operation with a modification to the transformer 

design. A few isolated topologies were presented in [5,13,14]. 

Among these, the Front-to-Front (F2F) converter, the Dual 

Active Bridge (DAB) system, the Autotransformer, and DAB 

with thyristor rectifier are found to be promising and hence, 

described briefly in this section. 

1) The F2F Topology 

The F2F is the interconnection of two full power AC-DC 

converters on their AC sides. The major difference from back-

to-back arrangement is that the AC side is internal and its 

quantities can be optimized for cost, size, and efficiency. 

Operation frequency of 350Hz was suggested in [13] as a result 

of a tradeoff between size and efficiency. Different 

technologies can be used for each AC-DC converter depending 

the application and voltage level. Candidate topologies include 

Modular Multilevel Converter (MMC), Alternate Arm 

Converter (AAC), and even passive rectifiers when bi-

directional power flow is not required. The F2F is well suited 

for bulk power applications and DC hubs [15].  

 

2) The Dual Active Bridge Topology 

The DAB is modular converter with a leg formed by series 

connection of F2F building blocks, Fig. 5. It offers a very 

compact and modular design since the transformer is also 

distributed. The submodules can be connected in series on the 

high voltage side and in series and parallel on the low voltage 

side in order to increase the power capacity. The DAB 

submodule is normally operated in soft-switched mode for 

improved efficiency [16].  In [16], the DAB is extensively 

compared with the M2DC under different operational 

scenarios. The results show that the DAB performs better under 

most scenarios in terms of size, efficiency, and cost. On the 

contrary, the M2DC was found to be more efficient in the 

scenario where the ration is unity and the converter was used 

for power flow control. 

 

 

3) The DC Auto-transformer 

The DC autotransformer, proposed in [17], is a special case of 

F2F converter based on MMC. It is made up of full bridge sub-

modules. Its operation is equivalent to an AC autotransformer 

where the output is adjusted in discrete levels. This topology 

offers high efficiency operation. However, it results in poor 

utilization factor when comparing the number of components 

with the functionality gained. 

 

4) DAB with Thyristor Rectifier 

The thyristor rectifier DAB [5] is an adaptation of the DAB 

where the one side of the AC-DC stages is replaced by the 

thyristor bridge and the other side is a full bridge MMC, Fig. 6. 

Each thyristor bridge can be bypassed by the parallel switch in 

case of failure. This type of converter is particularly suited for 

wind farm interconnection where the power flow is 

predominantly unidirectional. When wind power is not 

available, active parts of the farm should be supplied from the 

connected AC grid to keep functioning properly [5]. The 

thyristor rectifier can reverse the power flow direction, by 

reversing the DC voltage, and supply the auxiliary demand. 

This solution might not be optimal from cost perspective 

considering the fact that the auxiliary demand is very low 

compared the rating the rectifier.  

 

Siemens AG recently released a new solution, based on a 

similar topology, using diode rectifier instead of the thyristor 

[18]. Since the diode bridge is unidirectional, other means of 

supplying this auxiliary power is needed. Siemens has proposed 

the use of umbilical cable to supply the auxiliary demand from 

shore. As per the press release, the solution can potentially 

reduce the total topside volume by up to 80% compared to the 

traditional AC collection grids. 

 

In summary, the double stage converter topologies provide 

better flexibility with the penalty of added cost. Therefore, 

selection of the best topology for a given application is a 

tradeoff between cost and functionality. 

 
Fig. 5 Dual Active Converter System [16] 

 

 
Fig. 6 DC-DC Converter Topology for Wind Farm Integration [5] 

 

 



IV. MODELS OF DC-DC CONVERTERS 

The DC-DC converters are going to be part of a larger system, 

the multi-terminal DC grid. Therefore, it is of  high importance 

that the whole system, the grid, be studied in detail. System 

level studies are performed to investigate interactions between 

components or sub-systems that are individually designed and 

optimized. With emergence of new DC-DC converter 

topologies, new tools are needed for analyzing, and studying 

these topologies at the system level. For such studies, models 

with varying level of detail are required.  For instance, transient 

studies require high level of detail compared to small signal 

interaction studies, which normally utilize simplified models 

[19]. With these applications in mind, models for other 

components of the DC grid have been developed [19,20]. 

However, DC-DC converter models have not been developed 

at the same level.  A simplified model proposed by Cigre is 

shown in Fig. 7 [21]. This kind of models can accurately 

describe the high-level features but do not correctly capture the 

internal dynamics of most of the topologies presented in this 

paper. Therefore, there is a need for development of dynamic 

models of these emerging topologies. The following section 

discusses the requirements placed on such models. 

A. Model Requirements 

There are two major requirements for models to be used in 

system level studies.   

 Accuracy/Detail: The models should be accurate 

enough for the type of study under consideration. 

Accuracy, in this context, is defined as the ability of 

the model to predict the system behavior of interest. 

The level of detail is also dependent on the available 

degree of detail in the models of other components.  

 Simplicity: The models should be simple enough for 

the system to be simulated as fast as possible.  

These two requirements are contradictory leading to a tradeoff 

between speed and accuracy. For small systems, accuracy is 

given priority since the difference in simulation speed achieved 

by using simplified models is not significant. On the other hand, 

in large systems, these requirements are equally important. 

Therefore, specific applications should be considered for 

selection of model detail. The following three example cases 

emphasize this point. 

 

1) Electromechanical Interaction Study Over DC Grid 

Electromechanical interaction between AC generators over a 

DC grid are normally studied using simplified models [22]. 

These type of interactions typically range in time from few 

milliseconds to tens of seconds [23]. In this time range, the 

dynamics of different elements such as AC lines and other 

elements with similar or faster time constants are normally 

ignored without significant loss of accuracy. The DC grid is 

represented by the DC link capacitance and cable resistances.  

 

2) DC Grid Interaction Study 

In contrast to the previous case, DC grid interaction studies 

require detailed models [24]. These interactions normally span 

the range from few microseconds to hundreds of milliseconds. 

Therefore, simplification adopted in the electromechanical case 

lead to loss of accuracy possibly resulting in wrong conclusions 

about system stability [24].  

 

3) DC Grid Transient Study 

Transient studies investigate response of the system to fast 

changes in the system, such as faults. These phenomena usually 

span a few microseconds, which is typically in the same range 

or faster than the time constants of almost all the system 

components. In the previous two cases, AC signals are 

represented by phasors; this is commonly known as RMS 

simulation. Transient studies, on the other hand, are performed 

in time domain using instantaneous values. Therefore, the 

models used in such studies should be more detailed that the 

other two cases. In general, the choice of model detail should 

be based on: objective of the study, size of the system, and 

desired level of accuracy. 

 

The other difficulty with these requirements is that they are 

subjective. The terms accurate and simple may mean different 

things for different persons. Ref. [19] is an effort to objectify 

these definitions based on experience of experts in the field. 

Guides like this should be continuously updated to 

accommodate new components and types of study.    

B. Modeling Approaches 

There are two categories of modelling approaches, analytic and 

black-box [25]. There are also approaches that lie between the 

two extremes, called gray-box modelling. Analytic modelling 

requires knowledge of the system dynamics. Although, the 

development of analytic models is difficult for large system, 

once developed, they give powerful insight into the system. 

Black and gray-box models come in handy when there is little 

or no knowledge about the system. For the case of DC-DC 

converters, analytic models are easy to develop with the level 

of detail required by most system level studies. Analytic models 

are also easy to simplify since they are based on equations. 

Once models are developed, they should be validated against a 

reference system. The reference system can be an experimental 

setup or a more detailed model. 

C. Available Models 

There is a very limited number of models developed for the 

topologies presented in this paper. The first one is dynamic 

model for the DC-MMC [9] which gives average and small 

signal models based on phasor modelling of the AC qualities. 

The model was validated against the full detailed model. While 

this model is accurate enough for different studies, it has to be 

 
Fig. 7 Simplified DC-DC Converter Model [21] 

 



simplified in order for it to be better suited for large system 

studies. Other available models are for the double stage 

converters which can utilize existing MMC models [26–28]. 

Once again, these models should also be simplified. As can be 

seen, all of the converters, except the DC-MMC, do not have 

accurate dynamic model so far.  

V. CONCLUSION 

A review of ongoing research around the DC-DC converter was 

presented in this paper. The need and requirements of DC-DC 

converter in HVDC transmission was presented with focus on 

a potential DC grid in the North Sea. DC-DC converters can 

make it possible to connect existing HVDC point-to-point 

schemes that are already in service to create a multi-

terminal/meshed HVDC grid. A number of different topologies 

have been proposed recently. Although, isolated topologies are 

attractive in high ratio application, the single stage converters 

might be economically attractive in low ratio application such 

as power flow control. Despite the emergence of a number of 

DC-DC converter topologies, development of their dynamic 

models is yet to be undertaken for system level studies; such 

studies are needed for the design and performance assessment 

of the completer system. 
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Abstract—This work describes a centralized control for Multi-
Terminal Direct Current (MTDC) grids. It is based on Model
Predictive Control (MPC) whose aim is to satisfy a desired
schedule, while avoiding or correcting any system limit violation.
The central controller collects voltage and power measurements
from the converters of the system in regular intervals and sends
back converter power setpoints. The latter are calculated by
solving a quadratic programming problem subject to linear
constraints and using a simplified model for the DC system. In
addition, the overall MTDC grid control structure including the
local and the centralized controllers is described.

Index Terms—Model Predictive control, Multi-terminal DC
grids, Voltage Source Converter.

I. INTRODUCTION

The increasing need for bulk power transfer over long dis-
tances driven by the shift to renewable energy production and
the gradual replacement of conventional power plants has led
to the development of HVDC systems, whereas MTDC grids
are the next step envisaged [1]. One of the biggest challenges
that have to be addressed is the secure and robust operation
of such grids. To achieve this, a control structure has to be
devised, which will ensure system stability without relying on
extensive communications, smoothly drive the system between
two operating points, respect the operating limits of the MTDC
system and the constraints imposed by the surrounding AC
areas, and correct or prevent any possible limit violation.

The control of MTDC grids has recently received significant
attention. Various methods have been proposed in order to
control the DC grid power flows and the DC voltages. In
[2] the authors are proposing a control structure based on the
DC voltage droop control at the lower level and an Optimal
Power Flow (OPF) at a higher level. The droop control ensures
the robust operation of the MTDC grid while the higher
level sends new DC voltage setpoints to the Voltage Source
Converters (VSC) in regular intervals, aiming to minimize the
losses of the MTDC grid and the VSCs.

The work in [3] proposes a three-level control structure
inspired from the AC frequency control practice, i.e. primary,
secondary and tertiary control. The primary control includes
a simple current-based droop scheme. The secondary control
consists of a slow PI controller, whichaims at restoring the
powers of all VSCs to their reference values, and a central
power redispatch scheme which sends new power references
in regular intervals. The tertiary controller is not detailed, but
it is noted that it will be based on an OPF. In [4] a coordinated

control is proposed for a droop controlled MTDC grid. The
method calculates new voltage and power setpoints using a
DC load flow algorithm and sends them to the converters in
regular intervals. Similarly, in [5] and [6] the authors propose
a method to estimate the changes in the setpoints that have
to be sent to the VSCs so that the power flows of selected
terminals are restored.

In [7] an analysis and comparison of various redispatch
schemes is reported. The aim was to define new DC voltage
setpoints that will be sent to the converters in order to cancel
the voltage offset caused after a disturbance due to the droop
effect. Moreover, the ability of the various schemes to track
the desired power setpoints is evaluated.

Reference [8] introduces the concept of the pilot voltage
droop for DC grid control. In this case, a common DC voltage
is communicated to all converters of an MTDC grid to make
the power sharing between the converters more efficient. In
addition, two methods were employed to achieve power set-
point tracking, one based on using a simple PI controller and
the other by redispatching setpoints calculated by a centralized
entity.

A different approach is described in [9]. The authors
propose the direct current matching control which uses fast
communication in order to match at each time the sum of
the DC currents injected by the WFs to the sum of the DC
currents of the grid side converters. However, it is noted that
this method requires fast communications in order to work
properly.

This paper focuses on a hierarchical control structure for
an MTDC grid inspired of MPC [10]. MPC has been also
proposed as a secondary control in [11]. However, the focus
was on minimizing the losses in the MTDC grid while
satisfying some operational constraints and the performance of
the controller after a contingency or in alleviating violations
was not reported.

The rest of the paper is organized as follows. Section II
describes the first level, acting locally on the converters. Sec-
tion III describes the centralized control. Illustrative simulation
results are provided in Section IV. Finally, concluding remarks
are offered in Section V.

II. FIRST LEVEL: LOCAL CONTROL

Proper operation of an MTDC grid requires keeping the
voltages at all its nodes stable and in acceptable ranges. This



is achieved by balancing the active powers injected in and
extracted from the MTDC grid. As shown in [4], a power
deficit/surplus in a DC system leads to a DC voltage drop/rise
in the same way a power deficit/surplus leads to a frequency
drop/rise in an AC system.

The rate of change of AC frequency is inversely proportional
to the total inertia of the synchronous machines connected to
the system, and is usually in the order of several seconds. On
the contrary, the DC voltage response is much faster because
it depends only on the electrostatic constant of the DC grid,
which is proportional to the total DC capacitance connected to
it and is usually in the order of some hundreds milliseconds.
This renders the DC voltage control a very challenging task,
for which various methods have been proposed (e.g. [5], [12]
and [13]).

The DC voltage droop method is generally considered the
most appropriate for multi-terminal MTDC operation due to its
redundancy, good dynamic performance and its direct analogy
with the AC frequency control practice. It allows multiple
converters to share any power imbalance in the MTDC grid. In
a droop-controlled MTDC grid, some of the VSCs are given
a P − V characteristic defined by a power setpoint (P set),
a voltage setpoint (V set) and a droop gain (KV ). The power
(P ) of the VSC then follows the variation of the DC voltage
(V ) according to the relation:

P = P set −KV (V − V set) (1)

where positive power corresponds to rectifier operation.
The DC voltage droop control results in a voltage offset after

an imbalance in the MTDC grid, as is the case for primary
frequency control in an AC system.

III. SECOND LEVEL: CENTRALIZED CONTROL

A. Principle

The primary objective of the centralized control is to
smoothly drive the system between different operating points
in a coordinated way. Meanwhile, it corrects any DC voltage
violation to ensure the reliable operation of the grid and
alleviates any DC branch current violation. In addition, a
closed-loop control system is needed to account for model
inaccuracies and react to unscheduled events.

The controller proposed in this work is based on MPC.
MPC is a multi-step, optimization-based, closed-loop control
scheme. It relies on the determination of an optimal sequence
of control actions using a (simplified) model of the system
under concern, in order to satisfy an objective in the future. Its
basic principle is recalled in Fig. 1. At the current time instant
k, the controller receives the latest available measurements and
calculates the optimal Nc control changes from k up to the
end of the control horizon k+Nc−1, so that the system meets
a desired target at the end of the prediction horizon k + Np.
After the calculation, only the first control action ∆u(k) is
applied. Then, at the next time instant k+ 1, the procedure is
repeated for the updated control and prediction horizon based
on the new measurements received.

Fig. 1. Definition of MPC control and prediction horizons

B. MPC Formulation

This work focuses on MTDC grids consisting of dispatch-
able and non-dispatchable VSCs. The former correspond to
VSCs that have been assigned a P −V droop characteristic as
discussed in Section II. These VSCs are either participating
in DC voltage control (if assigned a positive KV ) or keep
their power to a constant value as specified e.g. by market
agreements. It generally includes VSCs connected to strong
AC areas. The non-dispatchable VSCs, on the other hand, have
their power determined by external factors. For instance, a
VSC connecting an offshore wind farm to the MTDC grid
is considered a non-dispatchable terminal, since its power
injection will match the power produced by the WF, usually
operating in Maximum Power Point Tracking (MPPT) mode.

The centralized controller should mainly act on the dis-
patchable terminals. Control actions can also be sent to non-
dispatchable terminals (e.g. decrease of WF power), although
they should be reserved for emergency cases.

The proposed control structure is shown in Fig. 2. The
lower level includes a total of Nterm terminals, out of which
ND are dispatchable and the rest non-dispatchable. The upper
level consists of the centralized (or supervisory) controller and
the Power Rescheduler, whose function is described in the
following.

The MPC objective is to satisfy a specific schedule at each
time instant, given by the Power Rescheduler. Meanwhile, it
should ensure that the wind farm power is directed to specific
AC areas or shared between the areas according to a pre-
specified ratio. This should be done in a smooth manner
avoiding any constraint violations. These constraints include:

• DC voltage limits,
• limits on the rate of change of VSC power because large

changes of power injection into an AC area could cause
unacceptable frequency excursions,

• maximum and minimum power of each VSC,
• HVDC branch current limits, etc.

Based on the aforementioned, the optimization problem at
the heart of the MPC is formulated as follows:
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min
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ND∑
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(
∆P set
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)2)

+

Nc−1∑
j=0

(
rND(k + j)
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i=ND+1

(
∆P set

i (k + j)
)2)

+ w
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i=1

ζ2i + v

Nc∑
j=1

Nterm∑
i=1

ε2i (k + j)

+ q

Nc∑
j=1

Nterm∑
i=1

η2i (k + j)

(2)

where Nc is the control horizon (taken equal to the prediction
horizon Np), ∆P set

i (k+j) is the change of the power setpoint
of converter i at time k+ j, εi and ζi are relaxation variables
to prevent infeasibility, rD is the weighting factor of control
actions on the dispatchable VSCs, rND is the weighting factor
of control actions on the non-dispatchable VSCs, and v, w, q
are weighting factors for the relaxation variables.

By choosing to minimize the L2 norm the total control
effort is distributed throughout the whole control horizon and
a smooth response is achieved.

The optimization is subject to the following constraints:

For i = 1, . . . , Nterm, j = 1, . . . , Nc, m = 1, . . . , Nterm

−δP − ζi ≤ P ref
i − Pi(k +Nc) ≤ δP + ζi (3)

V min
i (k+j)−εi(k+j) ≤ Vi(k+j) ≤ V max

i (k+j)+εi(k+j)
(4)

Pmin
i ≤ Pi(k + j) ≤ Pmax

i (5)

∆Pmin
i − ηi(k + j) ≤ Pi(k + j) − Pi(k + j − 1)

≤ ∆Pmax
i + ηi(k + j)

(6)

Imin
i,m (k + j) ≤ Vi(k + j) − Vm(k + j)

Ri,m
≤ Imax

i,m (k + j) (7)

εi(k + j) ≥ 0, ζi ≥ 0, ηi(k + j) ≥ 0 (8)

Constraint (3) is the schedule constraint which states that the
power of VSC i at the end of the control horizon Pi(k+NC)
should be equal (inside a tolerance δP ) to its reference power
P ref
i . Non-satisfaction of this constraint is heavily penalized

in the objective function through the relaxation variable ζi.
Constraint (4) sets the normal operating range of the DC

voltage Vi at each converter bus i. At each time step the
(predicted) DC voltage must remain between the minimum
and maximum limits (V min

i and V max
i , respectively). In order

to prevent infeasibility the relaxation variable εi is introduced,
which is also heavily penalized in the objective function.



Constraint (5) relates to the maximum capacity of each
VSC, which cannot be exceeded.

Constraint (6) stems from the AC networks. Too fast
changes in the power injections into or from the AC areas
could cause unacceptable frequency deviations. Therefore, this
constraint limits the power change of each VSC i between two
discrete time steps to ∆Pmin

i and ∆Pmax
i . The relaxation

variable ηi is introduced for the same reason as εi.
Finally, constraint (7) keeps the current in the DC branch

between nodes i and m between Imax
i,m and Imin

i,m (normally
equal to −Imax

i,m ). Ri,m is the DC branch resistance.
The measurements received at each time step are the powers

and DC voltages of all the converters (i = 1, . . . , Nterm):

Pmeas
i = Pi(k) (9)

V meas
i = Vi(k) (10)

The predicted DC voltage evolution due to the changes in
the power setpoints is found from the following equality
constraints:

∆P set
i (k+j−1) =

Nterm∑
l=1

[Sp]i,l[Vl(k+j)−Vl(k+j−1)] (11)

where Sp is the sensitivity matrix that relates the DC voltage
changes to power setpoint changes:

Sp = Jdc + diag(Kv) (12)

where Jdc is the Jacobian matrix of the DC grid power flows
and diag(Kv) is a diagonal matrix with the (i, i) term equal to
the droop gain Kv,i of VSC i. Obviously, for non-dispatchable
terminals the corresponding droop gain is equal to zero. The
analytical derivation of (12) has been detailed in [5].

Following the DC voltage predictions, the power prediction
of each VSC is given by

Pi(k + j) =Pi(k + j − 1) + ∆P set
i (k + j − 1)

−Kv,i[Vi(k + j) − Vi(k + j − 1)].
(13)

C. Power Rescheduler - Determination of reference power

The Power Rescheduler is provided with a power schedule
P sch
i for each VSC i. This schedule corresponds to a specific

non-dispatchable VSC power and may satisfy various criteria.
Due to the non-dispatchable VSC power variability, it is
necessary to make the power references of the dispatchable
VSCs to also vary. This can be made by following specific
rules, indicating how the deviation of the non-dispatchable
VSC power should be distributed over the dispatchable VSCs.
One simple option is to introduce a participation factor ρi for
each VSC, as discussed in the following.

First, for non-dispatchable VSCs (e.g. WFs), the reference
power is taken equal to the last available measurement, i.e.

P ref
i = Pmeas

i . (14)

A better prediction could be used (e.g. based on wind speed
forecast), if available. However, due to the short-term horizon
considered here, this is not obvious.

Then, the power references of the dispatchable VSCs are
adjusted as follows (i = 1, . . . , ND):

P ref
i = P sch

i − ρi


ND∑
m=1

P sch
m︸ ︷︷ ︸

disp. schedules

+

non-disp. references︷ ︸︸ ︷
Nterm∑

l=ND+1

P ref
l


(15)

where ND the number of the dispatchable VSCs,
∑ND

i=1 ρi = 1
and ρi ≥ 0.

If the losses are neglected, the first term in the brackets
in (15) is constant and opposite of the total non-dispatchable
VSC power at the schedule, i.e.:

ND∑
l=1

P sch
m = −

Nterm∑
l=ND+1

P sch
m (16)

As a result, the total sum in the parentheses in (15) accounts
for the deviation of the non-dispatchable VSCs from the P sch

values. In addition, (15) also accounts for the case the power
schedule of a VSC has been updated, e.g. after the tripping
of another VSC. An example will be given in the simulation
results of Section IV.

Equation (15) is used to correct the power references of
the dispatchable VSCs. If the setpoints of the VSCs were not
varied according to the change of the wind power, the MPC
would try to track an infeasible operating point, leading to a
steady-state which would be decided by the relative values of
the weighting factors rD, rND, v, w in the objective function
(2), which is not desirable.

D. Treatment of limit violations

It is possible that after a disturbance the DC voltage and/or
branch current limits are temporarily violated. The MPC
should alleviate this violation before it leads to equipment
tripping or damage. On the other hand, abrupt corrections
should be avoided. To this purpose, a progressive constraint
tightening has been chosen in order to remove the violation.
Therefore, if the DC voltage of terminal i violates one of
the limits V min

i , V max
i the latter is progressively enforced by

specifying for j = 1, . . . , Nc:

V min
i (k + j) = V meas

i +
(
V min
i − V meas

i

) j

Nc
(17)

V max
i (k + j) = V meas

i + (V max
i − V meas

i )
j

Nc
(18)

Similarly, for the DC current of branch i:

Imin
i,m (k + j) = Ii,m(k) +

(
−Imax

i,m − Ii,m(k)
) j

Nc
(19)

Imax
i,m (k + j) = Ii,m(k) +

(
Imax
i,m − Ii,m(k)

) j

Nc
(20)

This is also illustrated in Fig. 3, where the dash-dotted line
shows the progressive tightening of the V min

i constraint at
time instant k. After the new measurements are collected at
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time instant k+1, a new dash-dotted line is calculated, which
brings the DC voltage above the limit at the end of the updated
control horizon k +Nc + 1.

This way of alleviating the violations is inherited from
AC system practice, where limit violations can usually be
tolerated for a brief period. However, in HVDC systems the
violations may not be tolerated at all. For example, as far as
the DC voltage limits are concerned, they have to be chosen
with a sufficient security margin from their real technical
limits because too low a DC voltage may immediately lead
to converter tripping, while a high voltage can damage the
insulation materials. In any case, the soonest the MPC can
alleviate a violation is after a delay of one step. If it is required
to act faster, other methods (i.e. depending only on local
information, or event-based schemes) should be considered.

IV. SIMULATION RESULTS

The proposed control has been tested on the simple system
shown in Fig. 4. It consists of five VSCs (T1-T5); four (T1-
T4) are connected each to an AC area and T5 connects a
wind farm to the HVDC grid. The four AC areas are modeled
as Thevenin equivalents, while the wind farm is modeled as
a constant power injection. The four VSCs connected to the
AC areas are modeled in detail including their phase reactor
dynamics, the VSC capacitor and the inner and outer control
loops [4], [14]. The DC lines are represented by their series
resistance, ignoring the series inductance and accounting for
their capacitance in the DC capacitors of the VSCs at their
neighboring buses, as also described in [15]. T5 imposes
constant voltage and frequency on its AC side, thus acting as a
slack bus for the wind farm [16]. T1-T4 are operating in DC
voltage droop mode with droop gains Kv and participation
factors ρ as defined in Fig. 4. The remaining parameters
(controller gains, phase reactor, etc.) are the same for all VSCs.

A control horizon of Nc = 3 steps has been considered for
the MPC with a sampling time T = 5 s. The measurements
are collected 1 s before each control action, to account for
the time needed to process them, solve the optimization
problem and send the control actions. The weighting factors
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Fig. 4. Five terminal HVDC test system

rD, rND, v, q and w are taken equal to 1, 107, 109, 103 and
107, respectively.

The limits involved in constraints (4)-(7) are listed in
Table I. The base power is Pb = 100 MW.

TABLE I
MPC LIMITS VALUES

Limit Value (pu) Limit Value (pu)

Pmin −10 ∆Pmin −10
Pmax 10 ∆Pmax 10
V min 0.95 Imin −10
V max 1.05 Imax 10

Initially there is no power flowing in the system and all the
DC voltages are equal to 1 pu. The test scenario includes the
following events:

• From t = 1 s until t = 11 s gradual (although accelerated)
increase of the WF power by 300 MW.

• At t = 71 s update of the scheduled powers P sch
i for the

dispatchable VSCs. The new schedule corresponds to the
WF production of 300 MW and is shown in Table II.

• At t = 141 s, T4 is suddenly tripped.

TABLE II
SCHEDULE CHANGE AT t = 71 S

Terminal Initial schedule Final schedule

T1 0 500
T2 0 400
T3 0 −500
T4 0 −700

Figure 5 shows the DC powers of the VSCs. Immediately
after the WF power increase all converters share its power.
The sharing depends on the droop gains of the VSCs and the
topology of the system. When the MPC starts acting (after
t = 5 s), the power of T1 and T3 gradually return back to 0,
while T2 and T4 share the WF power equally, in accordance
with the selected participation factors (see Fig. 4.

Following the schedule change at t = 71 s, the powers of
the VSCs are smoothly adjusted in order to satisfy the new
schedule. The MPC settling time is approximately 40 s.

Following the tripping of T4, the parameters of the Power
Scheduler have to be updated. Specifically, the schedule P sch

4

and the participation factor ρ4 of T4 become equal to zero, and
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so does P ref
4 . Meanwhile, it is chosen to direct the whole lost

power of T4 to T2 by specifying ρ2 = 1 (ρi = 0 for the other
VSCs). The P ref values of the remaining dispatchable VSCs
remain unchanged. As can be seen in Fig. 5, immediately
after the tripping of T4 all the VSCs react according to their
droop gains in order to stabilize the DC voltage. Then, the
MPC restores the powers of T1 and T3 to their schedule and
redirects the lost power to T2.

The HVDC grid voltages are presented in Fig. 6. At the
beginning, the voltages rise due to the increased injection by
the WF. At t = 71 s, the difference between the DC voltages
increases to accommodate the larger power flow in the HVDC
grid. Finally, following the tripping of T4, there is a sudden
increase of all voltages stabilized by the local droop control
of the remaining VSCs. This increase causes a violation of the
upper DC voltage limit which is corrected by the MPC.

V. CONCLUSION

This paper has presented a novel centralized control scheme
for MTDC grids. The control scheme relies on the concept of
MPC and is intended to act on MTDC grids including VSCs
operating in DC voltage droop control and non-dispatchable
VSCs, such as those of offshore WFs.

Simulation results on a simple test system have shown the
efficiency of this formulation to track the desired power ref-
erence while maintaining the system between security limits.

Ongoing research investigates the coordination of the cen-
tralized controller with other local control schemes that change
the behavior of the DC grid, such as the activation of frequency
support by one terminal. Furthermore, the implementation of a
third level is considered, to adapt the parameters of the lower
levels and refine the rules defining how to distribute the power
after a disturbance.
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Abstract—This paper presents a two-level real-time voltage
control scheme to address the voltage violations in distribution
grids hosting a significant number of Dispersed Generation Units
(DGUs). The proposed scheme consists of a centralized and
a local reactive power control. The local control provides fast
response after a disturbance, reducing its impact and enhancing
voltage quality. The centralized control relies on Model Predictive
Control (MPC). It uses measurements collected throughout the
network to bring the voltages inside desired limits. To do so, it
adjusts in a coordinated way the reactive power set-points of the
DGUs taking into account the local controls. The control method
effectiveness has been evaluated on a 75-bus 11-kV test system
hosting 22 DGUs.

Index Terms—distribution network, model predictive control,
real-time control, voltage correction.

I. INTRODUCTION

The progressive growth of renewable energy sources con-
nected to medium-voltage distribution systems is expected to
create new operational problems. Over- or under-voltages are
some of the main issues caused by intermittent production
of Distributed Generation Units (DGUs). Although excessive
voltages can be tolerated for a short period of time, it is
required to alleviate the violations fast enough. In the context
of active distribution networks, the network equipment and the
DGUs must be controlled in real time to obey the operational
constraints.

Over the last decade, a lot of efforts have been devoted to
real-time voltage control of distribution network with different
control architectures. For example, in [1] a local approach
was proposed for the correction of voltage violations and
thermal overloads, using voltage and apparent power flow
sensitivities to identify the most effective control actions.
Using an Optimal Power Flow, Ref. [2] discussed the im-
pact of centralized and distributed voltage control schemes
on potential penetration of dispersed generation, while the
authors in [3] developed an agent-based system to control the
DGUs of a low voltage test grid in a decentralized manner.
The work has been complemented by considering different
local reactive power characteristics and comparing the cor-
responding system behaviours. References [4], [5] proposed a
centralized voltage control scheme inspired by MPC relying on
appropriate measurements and communication infrastructures.
The problem was formulated as a receding-horizon multi-
step optimization using a simple sensitivity model (justified
by the speed of actions of the power-electronics interfaces

of DGUs). The controller coordinates the power output of
DGUs and the voltage set-point of the transformer Load Tap
Changer (LTC) to smoothly bring the unacceptable voltages
back within their limits. A combined centralized and local
control scheme was proposed in [6] where the local controllers
provide a fast reaction. The centralized controller, using power
injection prediction for the following hours, updates the droop
parameters of the local controllers to ensure the voltages are
kept within the admissible limits in the forecasted range.
Although it is achieved at different operating points, the local
controller tuning is highly dependent on the accuracy of the
forecasts. The latter can cause the network operates not close
to the optimum.

In this paper a real-time two-level control scheme is pro-
posed in which both local and centralized controllers exist
and interact with each other. With the purpose of exploiting
the benefits of both control schemes, the two-level controller
is able:

• at the local level, to provide a first, fast response after
any limit violation;

• at the central level, to coordinate the DGUs in order to
adjust and complement the actions taken locally;

• globally, to improve network reliability, since the local
controllers still act in case of communication problems
between the DGUs and the centralized controller.

The paper is organized as follows. Section II introduces
different control architectures for voltage correction while
Section III details the proposed two-level control scheme.
Simulation results are reported in Section IV, and concluding
are offered in Section V.

II. VOLTAGE CONTROL ARCHITECTURES

Different control schemes can be considered in a distribution
system taking into account the practical needs, the technical
limitations of the controllable devices (mainly DGUs and
LTCs) and the regulatory policies. Two broad categories are
the centralized and the local architectures. The local control
is implemented inside the equipment and adjusts the reactive
power of each DGU based on the local measurements, essen-
tially equipment terminal voltage. Unlike the centralized con-
troller, the measurements are collected instantaneously. Thus,
a fast reaction is obtained while communication infrastructure
is not required. The centralized control detects the voltage vio-
lations by periodically collecting measurements and smoothly
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driving the system inside the prescribed limits. Having a wide-
area view of the system, this controller is able to share the
corrective efforts between DGUs based on market objectives
and technical limits. The two aforementioned schemes are
depicted in Figs. 1.a and 1.b, respectively.

As a variant or due to practical constraints, a control archi-
tecture could be implemented where the centralized controller
and the local controllers are acting on separate DGUs in the
same distribution network. This leads to the hybrid control
shown in Fig. 1.c. The challenge in this case is to enable the
centralized controller to take into account the action of local
controllers on network voltages.

A more attractive scheme consists of appropriately combin-
ing the local and centralized controllers, which yields a larger
flexibility. This approach, shown in Fig. 1.d, will be the main
focus of this paper, and is explained in detail in the following
section.

III. TWO-LEVEL CONTROL SCHEME

In this section a two-level control architecture is presented
which relies on DGUs equipped with local controllers at the
lower level, and a centralized controller at the upper level.
The latter observes the voltage evolution and interacts with the
local level in order to improve the overall system behaviour.
To do so, some parameters of the local controllers are adjusted
in discrete steps by the upper level, if needed.

A. Lower level: local controller

The output reactive power of each DGU is locally controlled
according to a piecewise linear Q(V ) characteristic [7], as
depicted in Fig. 2. As long as the measured terminal voltage
is within the dead-band [V loc

min1, V loc
max1], the produced reactive

power is kept at zero aiming at minimizing the DGU internal
losses. Outside the above mentioned dead-band, the DGU
reacts to over or under-voltage by consuming or producing
reactive power, respectively. The DGU remains at its highest
level of reactive power production (consumption), if the termi-
nal voltage is lower (higher) than V loc

min2 (V loc
max2). Furthermore,

we assume that there is a possibility for the centralized
controller to communicate its desired reactive power correction
Qcor to the local controller. Then, the Q(V ) characteristic is
adjusted accordingly to satisfy the received command. Further
detail on this adjustment is provided in Section III-B.

Figure 3 presents the reactive power control loop in each
DGU. The DGU measured reactive power, Qmeas , is driven

Qg

V

Qmin

Qmax

V loc
max2

V loc
min2

V loc
max1

V loc
min1

Fig. 2. Local Q(V) control characteristics
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Fig. 3. Reactive power control loop with local Q(V) characteristic

towards the desired reactive power Qr, using a PI controller.
The output of the control loop can be used as reference
field voltage Vf , for synchronous generators, or as reference
terminal voltage Eord, for power-electronics based DGUs.

The change of reactive power output of one DGU affects
the voltages at other buses, including DGU buses. Assuming
that these DGUs are not operating in the dead-band of their
Q(V) characteristics, they will react to the voltage change by
also adjusting their reactive powers. The interactions between
locally controlled DGUs is such that the reactive power
increase of one DGU causes reactive power decrease of other
DGUs. Due to the fast response of local controllers they reach
their final values in the order of a few seconds.

B. Upper level: centralized controller

The correction Qcor received from the centralized controller
is aimed to adjust the Q(V ) characteristic, as depicted in
Fig. 3. Namely, the piecewise linear characteristic of Fig. 2
is shifted horizontally until the desired reactive power output
is obtained. This is better explained with an example. Figure 4



shows an over-voltage situation and consecutive actions of
both levels to clear the violation. The initial operating point
of the DGU, shown with the black disk, is at the intersection
of the network and the local control Q(V) characteristics.
In the example shown, the voltage falls in the dead-band
(Fig. 4.a). Therefore, initially the DGU is operating at unity
power factor. Under the effect of a disturbance, the network
characteristic changes and the voltage at the DGU terminal
exceeds the upper local limit V loc1

max . The gray disk in Fig. 4.b
corresponds to the terminal voltage if there was no control.
Although the violation is partly alleviated by a first and fast
reaction of the local controller (black disk in Fig. 4.b), the
voltage is still above the network admissible upper voltage
V cnt
max monitored by the centralized controller. In the coming

control steps, the latter collects measurements and observes
the violation. It computes the required correction Qcor and
communicates the latter to the local controller. At the lower
level, Vcor, which is linearly related to Qcor is used to shift
the piecewise linear characteristic Q(V ) to the left. The new
operating point, shown by the black disk in Fig. 4.c, is back
below the centralized controller limit V cnt

max.
As shown in Fig.3, Vcor and Qcor are related through:

Vcor =
Qcor

R
(1)

where R is the droop coefficient of the Q(V ) characteristic.
In this work the same value is considered for both high and
low voltage conditions in Fig. 2.

As seen in Fig. 4.c, the DGU effective reactive power
change, i.e. the difference of Qg between the black and
the gray disk, is different from the correction Qcor received
from the centralized controller. There is a linear relation
between both of them though. This relation will be detailed
in subsection III-D.

It should be noted that two different voltage limits can be
specified for the local and centralized controllers. Since in
this scheme the objective of the local controller is to mitigate,
but not fully remove the violation in the very first moments,
a relaxed range of voltage is considered (V loc

max1 > V cnt
max)

in the above example. This range is further modified by the
centralized controller to smoothly adjust the operating point.
A similar response can be illustrated for an under voltage
problem.

Coming back the reactive power control loop of Fig.3, the
expression of Qr as a function of V and Vcor can be detailed
as follows:

Qr =



Qmax if V− Vcor≤ V loc
min2

R(V loc
min1 + Vcor − V ) if V loc

min2 <V−Vcor< V loc
min1

0 if V loc
min1 ≤V−Vcor≤ V loc

max1

−R(V − V loc
max1 − Vcor) if V loc

max1 <V−Vcor< V loc
max2

Qmin if V− Vcor≥ V loc
max2

(2)

For very high (resp. very low) voltage the desired value of
reactive power is saturated at its maximum (resp. minimum)

Qg

V

Qmin

V loc
max1

V cnt
max

Network
characteristic

Qg

V

Qmin

V loc
max1V cnt

max

Network
characteristic

a. Initial operating point b. Overvoltage due to change of
network characteristic corrected

by local control

c. Final operating point with adjusted
local Q(V) characteristic

Qg

V

Qmin

V loc
max1+Vcor V cnt

max

Network
characteristic

Qcor

Vcor

Fig. 4. Over voltage correction with combined control

value, while it is kept at zero if the measured voltage is within
the dead-band. And, in the remaining two voltage intervals, the
variation is linear according to the droop R. Having Vcor in
the right-hand side of the Eq. (2) causes the shift of voltage
intervals when needed.

C. Formulation of upper-level Model Predictive Control

As mentioned before, a multi-time step optimization is at
the heart of the MPC used at the centralized level. The control
variables are the corrections Qcor to be communicated to the
lower level, and the controlled variables are DGU reactive
power outputs Qg .

The objective of the centralized control is similar to the one
used in [5]. However, some modifications to account for the
local controller impacts are required.

Since the focus is only on reactive power of the DGUs, the
objective is:

min
Qcor,ε

Nc−1∑
i=0

‖Qg(k + i)−Qmeas(k)‖2R + ‖ε‖2S (3)

The first term in (3) aims at minimizing the deviations of
DGUs reactive powers from their measured values Qmeas(k).
The diagonal matrix R is the weight assigned to those devia-
tions. The second term involves the slack variables ε aimed at
relaxing the inequality constraints in case of infeasibility; the
entries of the diagonal matrix S are given very high values. k
is the given time step and Nc is the control horizon in which
the objective function is minimized.



The above objective is satisfied subject to the linearized
system evolution at the future Np discrete steps:

for i = 1, . . . , Np:

V (k + i | k) = V (k + i− 1 | k) +

+SV [Qg(k + i− 1)−Qg(k + i− 2)] (4)

where V (k + i | k) are the predicted bus voltages, and SV

is sensitivity matrix of those voltages with respect to DGU
reactive powers. The prediction is initialized with V (k | k)
set to the last received measurements.

Next, the following inequality constraints are imposed:

for i = 1, . . . , Np:

−ε11 + V cnt
min1 ≤ V (k + i | k) ≤ V cnt

max1 + ε21 (5)

and for i = 0, . . . , Nc − 1:

Qmin
g ≤ Qg(k + i | k) ≤ Qmax

g (6)

∆Qmin
g ≤ Qg(k + i |k)−Qg(k + i−1 |k) ≤ ∆Qmax

g (7)

where Qmin
g , Qmax

g , ∆Qmin
g and ∆Qmax

g are the lower and
upper limits on DGU outputs and on their rate of change. ε1,
ε2 and ε3 are the components of ε, and 1 denotes a unit vector.
Constraint (6) includes the limits on reactive powers of DGUs,
which are updated at each time step based on the measured
active power and terminal voltage.

The main difference with respect to formulation shown in
[5] is that Qg(k) is linearly related to the control variable op-
timized by the centralized controller Qcor(k). The sensitivity
of DGU reactive power changes ∆Qg(k) with respect to the
control variable changes ∆Qcor(k) is derived in the following
subsection.

D. Sensitivity matrices

Figure 4.c is redrawn with additional information in Fig.5
showing the effective change of reactive power, ∆Qg , and the
correction sent by the centralized controller, Qcor. Hereafter,
the relation between these two variables is derived.

Qg

V

Qmin

Network
characteristic

Qcor

Vcor

∆V

∆Qg

1

2

Fig. 5. Comparison of requested and effective reactive power adjustments

Assuming Ri is the already defined droop of the i-th DGU
Q(V ) characteristic, the equation of the dashed line in Fig. 5
is:

Qgi −Qcor,i = −Ri(Vi − V loc
max) (8)

Considering small deviations denoted with ∆, Eq. (8) gives:

∆Qgi −∆Qcor,i = −Ri∆Vi (9)

In matrix form, this equation can be rewritten as:

∆Qg = ∆Qcor −R∆V (10)

where R is a diagonal matrix whose entries are the droop
coefficients Ri.

The variation of the bus voltages with the DGU reactive
power is given by:

∆V = SV ∆Qg (11)

The sensitivity matrix SV can be obtained from the transposed
inverse of the power flow jacobian matrix. As an alternative,
each column of the sensitivity matrix can be computed by
running a power flow calculation with one DGU reactive
power slightly modified, and simply dividing the variation of
the monitored bus voltages by the reactive power variation.
Interested readers are referred to [5] for more detail.

By substituting (11) in (10), one easily obtains:

∆Qg = (1 + RSV )−1∆Qcor = SQ∆Qcor (12)

where 1 is a unit matrix. SQ = (1+RSV )−1 is the sensitivity
matrix of the DGU reactive powers to the reactive power
controls.

Equation (12) can be rewritten at time k + i as:

∆Qg(k + i) = (1 + RSV )−1∆Qcor(k + i)

= SQ∆Qcor(k + i) (13)

Finally by substituting ∆Qg(k+i) as Qg(k+i)−Qmeas(k)
and ∆Qcor(k+ i) as Qcor(k+ i)−Qcor(k), the sought linear
relation is:

Qg(k + i)−Qmeas(k) = SQQcor(k + i)− SQQcor(k) (14)

This relation is added to the set of constraints (4 -7) treated
in the optimization problem.

IV. SIMULATION RESULTS

A. Test system

In this section the performance of the combined control
architecture, is illustrated on a 75-bus, 11-kV distribution
network whose one-line diagram is shown in Fig.6 [8]. It is
connected to the upper voltage level (referred to as external
grid) through a 33/11 kV transformer.

The network hosts 22 DGUs, consisting of 3.33-MVA dou-
bly fed induction generators driven by 3-MW wind-turbines,
and 3-MVA synchronous generators driven by 2.55-MW tur-
bines, respectively. The DGU models and parameters were
taken from [9], [10], and simplified in accordance with the
type of dynamics considered in this work.

The network feeds 52 loads, of which 38 are modelled as
constant current for active power and constant impedance for
reactive power, and 14 with induction motors.

It is assumed that the terminal voltage and the active/reactive
power outputs of the 22 DGUs are measured, as well as the
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Fig. 6. 75-bus test system

terminal voltage of the transformer on its 11-kV side. These
measurements are sent to the centralized controller every 10 s.
The DGUs respond to the corrections Qcor with time constants
in the order of a few seconds, due to their internal dynamics.

In all simulation results, the following limits on voltages
were considered V cnt

max = V loc
max1 = 1.03 pu, V cnt

min = V loc
min1 =

0.97 pu, V loc
min2 = 0.92 pu and V loc

max2 = 1.08 pu. Furthermore,
the DGUs are assumed to operate between the power factor of
0.9 when consuming and 0.9 when producing reactive power.

The simulations were carried out with RAMSES, a detailed
time simulation program developed at the University of Liège
[11].

B. Scenario 1: Local control only

In this first scenario, the voltages are initially within the
dead-band (0.97-1.03 pu) defined for the controller. As it is
shown in Fig. 7, the network voltages drop at t = 30 s,
under the impact of 4% voltage drop on the HV side of the
transformer. The value was chosen to push the operating point
outside the dead-band. Therefore, as clearly seen in Fig. 8,
those DGUs whose measured terminal voltage is lower than
V loc
min1 = 0.97 pu begin to produce reactive power immediately

after the voltage disturbance. The remaining DGUs keep
operating at unity power factor. The light gray rectangle at
the bottom of Fig. 7 indicates the bus voltage range if there
were no local controllers. The voltages are partly but rapidly
corrected, leading to fewer buses in under-voltage situation.

Depending on the DGU active power productions, shown in
Fig. 9, and constraints on their power factor, different values of

Fig. 7. Scenario 1: Bus voltages

Fig. 8. Scenario 1: Reactive power produced by the units

Qmin
g and Qmax

g are imposed to the DGUs. However, in this
scenario none of the units is limited by its maximum reactive
power.

It is worth mentioning that the steady state values of
voltages are highly dependent on the choice of the parameters
V loc
min1, V loc

min2, V loc
max1 and V loc

max2 as well as limits on DGU
reactive powers.

C. Scenario 2: Both control levels acting

It is now assumed that the centralized controller detailed
in Section III-C sends the Qcor corrections to the local

Fig. 9. Scenario 1: Active power produced by the units



Fig. 10. Scenario 2: Bus voltages

Fig. 11. Scenario 2: Reactive power produced by the units

controllers every 10 seconds. Moreover, the voltage drop
on the HV side of the transformer is increased to 5%. By
comparing the light gray rectangle at the bottom of Fig.
10 with the voltages in the time interval from t = 30 to
t = 40 s, the fast corrective action of the local controllers
can be verified. However, the voltages at some buses are still
below the lower admissible limit. Thus, at the next discrete
time step, the centralized controller senses the unsatisfactory
voltages and, consequently, applies the necessary corrective
actions. It adjusts the local controller Q(V ) characteristics,
steering them to produce the desired reactive powers. The goal
is achieved after three successive discrete steps.

Figure 11 shows the variations reactive power generations
of various DGUs. The evolution between t = 30 and t = 40s
is produced by the local controllers, while the response after
t = 40s is due to the higher level sending the Qcor corrections.
Similar to the Scenario 1, in the time interval from t = 30 to
t = 40 s, the DGU reactive powers are either increased or
kept at zero. While from t = 40 to t = 50 s, the centralized
controller increases some and decreases other DGU reactive
powers in order to control the voltages in a coordinated way.

V. CONCLUSION

In this paper four control schemes have been briefly intro-
duced aiming at voltage control of medium-voltage distribu-
tion networks by DGUs. Out of these four configurations, the

combined control scheme has been considered in detail in the
rest of the paper.

At the lower level, DGU output reactive powers are locally
controlled according to a piecewise linear Q(V ) characteristic.
This local control provides a fast response to disturbances. A
dead-band has been considered in the latter to keep DGUs
operating at unity power factor as far as possible.

At the higher (centralized) control level, model predictive
control is used to compute and send reactive power corrections
to the local controllers, with the effect of shifting their Q(V )
characteristics. This multi-step optimization uses linearized
models in which the sensitivity matrices take into account the
slope of the local Q(V ) characteristics.

The reported simulation results clearly show the combina-
tion of a fast but partial correction by the local controllers,
followed by the smooth, coordinated control of the DGU
reactive powers by the upper-level control.
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Abstract—A generic approach to model the position control
of an electromechanical system is described that includes several
potential error mechanisms originating from the power amplifier,
independent of the actual amplifier implementation. The simpli-
fied outline of a mechatronic system is given to which models
of the power amplifier are added in order to emulate the error
mechanisms. Analysis of the impact of each error mechanism on
the position accuracy of the mechatronic system is given from
which boundary specifications for the power amplifier can be
obtained for a certain required position accuracy.

I. INTRODUCTION

Industrial applications using fast-moving high precision
stages require power amplifiers with high precision output
current generation. The errors produced by the amplifier with
respect to the current setpoint input can have a significant
influence on the positioning accuracy of a high precision
mechatronic system [1].

Combining (simplified) models of the mechanical, electrical
and control systems can provide insight in the significance
of each error mechanism incorporated in the amplifier. For
a given required maximum allowed position error for the
complete system, boundary specifications for the amplifier can
be deduced, resulting in a more efficient design process of the
power electronics.

This paper describes a generic approach to model the
position control of an electromechanical system [2], to which
models for the amplifier are added in order to emulate the
corresponding error mechanisms. The starting point is the ideal
amplifier represented by a gain of 1, to which the respective
error mechanisms are added: offset current, gain error and non-
linearity error, of which the latter is modelled using spatial
frequencies [3]. Furthermore, a model of a current-controlled
current amplifier with load, comprising closed-loop output
current control, is used to simulate the bandwidth limitation
and corresponding phase-shift of the amplifier [1]. For each
error mechanism, the resulting influence on the positioning
accuracy of the mechatronic system is evaluated. Boundary
specifications for the performance of the power amplifier can
then be deduced for a given required position accuracy.

Model definitions of the mechanical, electrical and control
systems are given in section II and section III, together
with the respective error mechanism definitions. The resulting
simulation results are discussed in section IV, and finally the
conclusions are drawn in section V.

Fig. 1. Global outline of the position control of the analysed electromechan-
ical system.

II. POSITION CONTROL OF ELECTROMECHANICAL SYSTEM

The global outline of the position control system of the
electromechanical system analysed in this paper is shown
in Fig. 1. The electromechanical plant P (s) consists of a
(simplified) linear motor model with a motor constant km to
calculate the force from the current generated by the amplifier,
and a mass m and damping c to which the force is applied
(see (1)) [4].

The actual position xout of the moving mass, obtained from
the transfer function of P (s), is fed back to the position
controller C(s) that, together with a feed forward transfer
function HFF(s) (see (2)) consisting of estimates of the actual
electromechanical plant, generates the current setpoint iset for
the amplifier [2]. The position controller C(s) is a standard
PID controller of which the transfer function (including the
inverse of k̂m) is given by (3), which is designed for a closed-
loop bandwidth fbw,pos.

P (s) =
km

ms2 + cs
(1)

HFF (s) =
1

P̂ (s)
=
m̂s2 + ĉs

k̂m

(2)

C(s) =
KDs

2 +KPs+KI

k̂ms
(3)

The values of the estimated parameters m̂, ĉ and k̂m, are taken
equal to the actual parameter values as the aim is to assess
amplifier error impact only.

To obtain very high positioning accuracy, it is essential
that the input position setpoint xset is delayed with the same
amount as the total time delay in the feed forward path,
comprising of HFF(s), the amplifier and P (s) [5]. In order
to achieve this when the system is transformed to the discrete



Fig. 2. Outline of the discrete position control model including delays
Hdelay(z) and z−β .
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Fig. 3. Normalized representation of the 3rd order motion profile used as
position input.

domain with a sample frequency of fs,pos, the input of the
feedback subtracter is delayed with a fixed integer number
of samples β and the input of HFF(s) is delayed with a
tunable natural number of samples α using an interpolating
delay function, see (4). Fig. 2 shows the resulting discrete
position control model with the added delays Hdelay(z) and
z−β , and a Zero-Order Hold (ZOH) block to convert the actual
position from the continuous domain to the discrete domain
with sample frequency fs,pos.

Hdelay(z) = α+ (1− α)z−1 (4)

A 3rd order motion profile is used for the position input
setpoint xset of which a normalized representation is shown
in Fig. 3. The parameters of the position control system used
in this paper for a generic high-speed high precision moving
stage are given in Table I.

III. AMPLIFIER ERROR MODELLING

A model for implementing additive current errors (offset,
gain error and non-linearity) is described in subsection III-A,

TABLE I
POSITION CONTROL PARAMETERS

Parameter Value Unit
km 200 N/A
m 75 kg
c 200 Ns/m
v∗ 3 m/s
a∗ 200 m/s2

j∗ 3 · 104 m/s3

fs,pos 20 kHz
fbw,pos 500 Hz

Fig. 4. Schematic representation of additive current errors.

and an implementation of a current-controlled current ampli-
fier with closed-loop current control for modelling bandwidth
limitation is given in subsection III-B.

A. Additive current errors

The potential current generation errors discussed in this
paper that give an error current ierror that can be added
to obtain the modelled output current iout of the amplifier,
are offset current, gain error and non-linearity error [3]. A
schematic outline of the amplifier error model is drawn in
Fig. 4 which does not contain any details concerning the actual
implementation of the amplifier. The respective error currents
ioffset, igainerror and inonlin are added, resulting in ierror which
is added to iset. A ZOH block is added at the input to convert
the sample rate of iset from fs,pos to fs,cur = 1 MHz, which
corresponds with the fixed-step size at which the discrete
amplifier and mechanical plant models are simulated.

While the implementation of the offset current and gain
error is straightforward, for the generation of inonlin a dimen-
sionless spatial frequency fspat [A/A] is used to obtain non-
linear components as a function of iset. The equations for even
and odd functions respectively are given in (5) and (6), where
ˆiNL is the non-linearity current amplitude and imax defines the

applicable current range.

inonlin,even = ˆiNL · cos
(
2πfspat

iset

imax

)
(5)

inonlin,odd = ˆiNL · sin
(
2πfspat

iset

imax

)
(6)

Example plots of both equations for fspat = 0.5 A/A and
fspat = 3 A/A are shown in Fig. 5 and Fig. 6 for the even and
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Fig. 5. Example plot of inonlin as a function of iset for fspat = 0.5 A/A
and fspat = 3 A/A, regarding even non-linearity.
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Fig. 6. Example plot of inonlin as a function of iset for fspat = 0.5 A/A
and fspat = 3 A/A, regarding odd non-linearity.

TABLE II
NON-LINEARITY PARAMETERS

Parameter Value Unit
ˆiNL 0.04 A

imax 100 A

odd functions respectively. The parameters of the non-linearity
error description used in this paper are given in Table II.

Fig. 7. Outline of the amplifier current control model.

B. Bandwidth limitation

The generic control outline of a current-controlled current
amplifier is shown in Fig. 7 with an electrical plant Pe, an
output current controller Ce with a direct feed forward path,
and an anti-aliasing filter HAA [1]. The anti-aliasing filter is
required in a practical implementation, and since it influences
the closed-loop control characteristics of the system, it is
therefore included in the model. Furthermore, a ZOH block is
added at the input to convert the sample rate of iset from fs,pos

to fs,cur, the fixed-step size at which the model is simulated.
An equivalent electrical circuit schematic of Pe is shown

in Fig. 8 with output capacitor Cf , load characteristics Ro,
Lo and a voltage source emulated EMF . The resonance of
Cf and Lo is actively damped to a Butterworth characteristic
by subtracting the measured capacitor voltage vCf , multiplied
with damping factor K, from i∗set:

iamp = i∗set −K · vCf (7)

K =

√
2 · Cf

Lo
. (8)

A state-space model is derived from the differential equa-
tions of the actively damped circuit in Fig. 8 (see (9)). The
current controller Ce is of the PID type, see (10), which is
tuned such that the open-loop bandwidth fbw,cur is 10 kHz
for the example in this section. The Bode diagrams of the
discrete-time models with sample frequency fs,cur = 1 MHz
for the electrical plant Pe, current controller Ce, anti-aliasing
filter HAA, and resulting open-loop gain HAAPeCe are shown
in Fig. 9. The anti-aliasing filter is a 2nd order Butterworth
low-pass filter with a cut-off frequency of 4 · fbw,cur.[

˙iLf

˙vCf

]
=

[
−Ro

Lo

1
Lo

− 1
Cf

− K
Cf

][
iLf

vCf

]
+

[
0
1
Cf

]
i∗set (9)

Ce(s) =
KDs

2 +KPs+KI

s
(10)

IV. SIMULATION RESULTS

To obtain insight in the influence of amplifier errors on
positioning accuracy, the mechanical, electrical and control
system models are combined into a single simulation platform.
The resulting position error xerror is determined after a settling
time of tsettling = 3 ms when acceleration a = 0 m/s2 and



Fig. 8. Schematic representation of electrical plant Pe.
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Fig. 9. Bode diagram of the discrete-time models with sample frequency
fs,cur = 1 MHz for the electrical plant Pe, current controller Ce, anti-
aliasing filter HAA, and resulting open-loop gain HAAPeCe.

TABLE III
PARAMETERS FOR OUTPUT CURRENT CONTROL

Parameter Value Unit
Ro 5 Ω
Lo 20 mH
Cf 10 µF

jerk j = 0 m/s3 after accelerating from standstill to constant
speed. For imaging applications, two aspects of the position
error of the moving stage are critical to its performance: low
frequency position error defined by MA (Moving Average)
determining the absolute error, and a high frequency part
defined by MSD (Moving Standard Deviation) determining
image contrast loss. The respective position errors MA(t) and
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j[m=s3]
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Fig. 10. Motion profile with designated tsettling and tMA/MSD.

MSD(t) are defined as follows:

MA(t) =
1

T

∫ t+T/2

t−T/2
e(τ)dτ (11)

MSD(t) =

√
1

T

∫ t+T/2

t−T/2
(e(τ)−MA(t))

2
dτ, (12)

where T represents the imaging expose time window, and e(t)
the stage position error xerror as function of t [4]. When
determining the MA and MSD positioning error, the peak
value of the respective definition is taken after the settling
time tsettling until deceleration, designated with tMA/MSD (see
Fig. 10).

When an ideal amplifier is used in the simulation platform
with no additional errors introduced and the feedforward delay
factor α is properly tuned, the MA and MSD position errors
are determined by the numerical accuracy of the simulation run
in MATLAB Simulink: MA = 0.968 fm and MSD = 0.691
fm.

For each individual error mechanism discussed in
section III, a diagram is made of maximum MA and MSD
position errors as a function of the corresponding error, and
the results are discussed in the next paragraphs.

A. Offset error

The current offset error range for which the simulation is
run, is set from −1 A to +1 A, corresponding with 1% of a
±100 A output current range, for which the results are shown
in Fig. 11. It can be seen that for even relatively large offset
currents, the position controller is able to compensate and
the maximum MA and MSD position errors remain in the
femtometer range.
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Fig. 11. Maximum MA and MSD position error vs. offset current error.
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Fig. 12. Maximum MA and MSD position error vs. gain error.

B. Gain error

Fig. 12 shows the maximum MA and MSD position er-
rors for a modelled gain error ranging from −0.01 A/A
to +0.01 A/A. As can be seen from the graph, gain error
originating from the amplifier has a significant influence on
the position accuracy of the mechatronic system, increasing
to the nanometer range for even relatively small gain errors.

C. Non-linearity error

Both even and odd non-linearity error functions are simu-
lated for a spatial frequency fspat range from 0 A/A to 50 A/A,
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Fig. 13. Maximum MA and MSD position error for even non-linearity as a
function of fspat.

and the respective graphs are shown in Fig. 13 and Fig. 14. The
resulting maximum MA and MSD position errors are again in
the nanometer range. From the waveforms in both graphs can
be concluded that distinct spatial frequencies are dominant
and determine the potential position error, and thereby the
acceptable upper limit for ˆiNL. A correlation exists between
fspat and the spectral content of iset depending on the specific
system that is analysed. Extensive application-specific analysis
might be required to obtain a proper value for the upper limit
for amplifier non-linearity.

D. Bandwidth limitation

In order to obtain the bandwidth limitation of the current-
controlled amplifier in the positioning system, the model
for the current-controlled current amplifier as described in
subsection III-B is simulated for an open-loop bandwidth
fbw,cur ranging from 5 kHz to 20 kHz. The resulting maximum
MA and MSD position errors for each simulated fbw,cur are
shown in Fig. 15, and the values increase significantly for a
decreasing bandwidth from 8 kHz and lower. The minimum at
around 7.75 kHz was not expected and is probably around a
frequency for which most error frequency components cancel
out and are compensated by the current controller. For a
bandwidth of 7 kHz or higher, the resulting maximum MA
and MSD position errors remain in the order of 10 pm −
50 pm, which is relatively small.

V. CONCLUSION

In order to obtain specifications for the performance of
a power amplifier in a mechatronic system with position
accuracy requirements, a model containing electrical, me-
chanical and control systems is presented. An amplifier error
model is incorporated to simulate potential error mechanisms
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Fig. 14. Maximum MA and MSD position error for odd non-linearity as a
function of fspat.
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Fig. 15. Maximum MA and MSD position error vs. bandwidth of the current-
controlled current amplifier.

originating from the amplifier. A model for additive error
components, i.e. current offset, gain error and non-linearity of
the output current, is presented together with a generic model
for a current-controlled current amplifier to emulate bandwidth
limitation. For a 3rd order motion profile, the maximum MA
and MSD position error is determined for a range of values
of each individual error mechanism in order to determine its
significance.

The added offset current has no significant influence on the
resulting position error for a mechatronic system actuated by

a linear motor, as it is compensated by the position controller.
On the contrary, even a slight gain error results in a significant
position error. The same holds for introduced non-linearity
errors, though from the simulation results can be concluded
that it might differ per specific mechatronic system. Regarding
bandwidth limitation, an optimal bandwidth for the current
controller seems to exist for the analysed system. Decreasing
the bandwidth below the optimum results in a significant
increase in position error.

A generic platform has been presented on which extended
amplifier error analysis can be conducted and from which
boundary specifications can be derived when the required
position accuracy of the complete mechatronic system is
known. The platform can be extended with increased level
of detail in e.g. mechanical model and amplifier electrical
model to obtain results that are more correlated to practical
applications.
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Abstract— The classic design- and simulation methodologies,
that are constituting today’s engineer main tools, fall behind with
industry’s ever increasing complexity. The strive for technological
advancement heralds new performance requirements and opti-
mality remains no longer a concern limited to regime operation.
Since the corresponding dynamic optimization problems incorpo-
rate accurate system models, the current techniques are plagued
by the high computational weight these multi-disciplinary and
highly dimensional system models bear with them. This imbal-
ance advocates for the need to adapt the existing approaches. In
this study we propose an algorithmic framework as an extension
of the direct transcription method, which has already proven its
usefulness concerning this matter. It is suggested to construct
a surrogate model of the derivative function that is iteratively
refined in a region of interest. Thereafter the method will be
illustrated on an academic yet nonlinear example.

Index Terms— Direct transcription, Dynamic optimization,
Nonlinear mechatronic systems, Surrogate models

I. INTRODUCTION

Optimality of regime operation no longer suffices and
transient phenomena are gaining fast importance in nowadays
industry, even more for those applications where regime oper-
ation loses all meaning and operation merely entails transient
behaviour. Optimality has now direct bearing to the realised
state trajectory and therefore they should be addressed within
the corresponding optimality formulation. Techniques that
cope with such problem formulations require the availability
of a dynamic model. Whilst dynamical accuracy benefits from
increased model complexity - by including multiple modelling
disciplines, and considering high dimensionality and nonlin-
earity - the solution techniques do not and the designated
influence can no longer be evaluated analytically; especially
when no analytical expression is available and evaluations
correspond with numerical computer experiments [1], [2].

For the purpose of fast and reliable dynamic optimization
of yet complex and accurate systems, it is necessary to
accommodate this computational burden without affecting op-
timality. From the successful and repeated application within
several engineering disciplines, the computational strength of
surrogates already appeared [3]. To that end, we will try to
incorporate these surrogate modelling techniques within the
framework and methods addressing dynamic optimization.

This article provides a brief introduction to these separate
research areas and proposes an algorithm to bridge the gap.

II. TRAJECTORY OPTIMIZATION

Whenever it is one’s desire to optimize a system in such
manner that the time evolution of states - governed by the
system dynamics - is of significance to the interpretation of
optimality, it is classified as a dynamic optimization problem
[4], [5]. A special class of dynamic optimization problems
is referred to as trajectory optimization [6]. Whilst closely
related to optimal control problems, trajectory optimization
is most often practiced offline and before actual system
operation, as part of the design process. The online problem
addressing the realisation of the optimized trajectory, as in
a tracking problem, is then referred to as the corresponding
optimal control problem. So while the input sequence will be
considered within trajectory optimization in general, it does
not embody its main result.

A. General formulation

A general formulation is presented in (1), where x ∈ Rnx

and u ∈ Rnu , represent state- and input variables respectively.
Each state- and input combination is related to an instanta-
neous cost L(·), the term E(·) expresses a possible additional
cost related to the end state of the system. The total cost
related to a specific time evolution of u(t) over the time
interval [t0, tf ] is denoted by J . Moreover, the state- and input
variables can be subject to constraint functions g(·) and h(·).
It is assumed that dynamics are governed by the derivative
nonlinear function f(·) and matrix B(·).

min
u(·)

J =

∫ tf

t0

L(x(τ),u(τ))dτ + E(x(tf ))

s.t.


ẋ = f(x) +B(x)u

g(x,u) = 0

h(x,u) < 0

(1)

This mathematical formulation can be moulded to fit a vast
amount of existing and powerful optimization algorithms; yet,
dynamic optimization of physical plant and control system
of today’s mechatronical applications remains a challenging
problem for which the availability of an assessable dynamic
system model, and thus function f(·) and B(·), is of vital
essence.
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B. Direct Transcription
Direct transcription (DT) has proven to be a helpful instru-

ment for solving nonlinear dynamic optimization problems.
Its principle is founded on the idea of transcribing the infinite
into a finite dimensional problem, resulting into a discretised
problem that can be approached as a Nonlinear Program
(NLP). The NLP is solved thereafter by practice of an effective
nonlinear programming technique.

Transcription is achieved by partitioning and successively
parameterizing the continuous problem, leading to the desired
discrete equivalent representation. Agreement with dynamics
is governed by a set of nonlinear constraints that wards
continuity of the time evolution of states.

The technique sets off by partitioning the time interval into
nt time segments, Ik, for which the boundaries are denoted
by tk and tk+1, respectively:

Ik = [tk, tk+1], k ∈ χ = {0, ... , nt − 1}
For each time interval we introduce a parameterized zero-

order hold representation of the control variables, uk(t), t ∈
Ik, that is uniquely defined by the parameters, qk. Such is
an accurate approximation of realistic control scenarios. More
elaborate representations exist yet would distract more than
they would contribute.

uk(t) = qk

The major trick entails the parameterisation of the state
trajectory by introducing nt + 1 state node values, sk, as
additional function handles and considering an initial value
problem for each time segment. Numerical solution yields the
trajectory pieces, xk(t|sk, qk):{

ẋk = f(xk) +B(xk)qk, t ∈ Ik
xk(tk) = sk

Continuity of the state trajectory is enforced by introducing
nt constraints, ζk, demanding that the propagation of the state
trajectory starting at time instant tk is equal to the state value
at time instant tk+1:

ζk(sk+1, sk, qk) ≡ sk+1 − xk(tk+1|sk, qk) = 0

Arranging these ingredients to our liking allows to cook up
a formulation of the problem, that can be approached as a
NLP. For a more extensive elaboration of the family of direct
dynamic optimization methods, we refer to [7].

min
sk,qk

nt∑
j=1

∫ tj+1

tj

L(xj(τ),uj(τ))dτ + E(snt
)

= min
sk,qk

nt∑
j=1

Lj(sj , qj) + E(snt)

s.t.


ζk(sk+1, sk, qk) = 0

g(sk, qk) = 0

h(sk, qk) < 0

(2)

We end this section by noting that the numerical propagation
can be as simple as trapezoidal quadrature, simplifying the
computation of constraints yet at the cost of an increased
discretization error [8].

III. SURROGATE APPROXIMATIONS IN DIRECT
TRANSCRIPTION

The direct transcription methodology offers a powerful
instrument to handle challenging optimization problems and
opens the door to dynamic optimization of systems that exhibit
strong nonlinearity. Nonetheless, is does not omit evaluation of
the derivative function which is often found to be computation-
ally cumbersome; when for example function evaluations cor-
respond with a finite element analysis. Moreover, algorithms
that deal with the resulting NLP, such as Sequential Quadratic
Programming (SQP), depend inherently on reliable gradient
evaluations of the nonlinear constraints; and thus by action of
the chain rule, the gradient of the derivative function.

To accommodate both of these challenges we suggest to
replace the functions f(·) and B(·) by means of the approx-
imated but computationally beneficial models f̂(·) and B̂(·):

ẋ(x,u) = f(x)+B(x)u → ˆ̇x(x,u) = f̂(x)+B̂(x)u (3)

In this way evaluations of the derivative function and its
gradient are computationally effortless albeit with a loss of
accuracy. Subsequently, the NLP can be solved at lower
computational cost, thus resulting in shorter computation
times, therewith making the direct transcription methodology
applicable for computationally burdened problems.

A. Surrogate modelling

Surrogate modelling techniques address the approximation
of computationally cumbersome computer models that effec-
tuate a deterministic input-output relation, ω → φ; based on a
limited number of known input-output couples. The techniques
aim to construct an elementary model that mimics the generic
relation whilst omitting its complex underlying structure, such
that the complex model can be evaluated at untried parameters
sites with less extensive computational force.

φ = φ(ω) → φ̂ = φ̂(ω)

The overarching principle originates from the notion that the
distance between input sites is a measure for the correlation
between the resulting output values. This dissertation considers
the Kriging predictor and it is assumed that we have a set of m
training sites Ω =

[
ω1 ... ωm

]′
, ωi ∈ Rn, and responses

Φ =
[
φ1 ... φm

]′
, φi ∈ Rq , to our disposal.

The predictor is premised on a model that expresses the de-
terministic response, φ(ω), as the superposition of a regression
model, F(ω), and stochastic process, z(ω). The regression
model embodies a linear combination of base functions, ψ(ω),
whilst the stochastic process is characterised by a mean value
equal to zero and the following covariance expression:

F(ω) = ψ(ω)′β and E(zi(v)zi(w)) = σ2
iRθ(v −w)

Where σ2
i expresses the process covariance for the ith com-

ponent of the response andRθ(v−w), defines a parameterized
correlation model. As was noted the correlation model depends
explicitly on the distance between parameter sites. Further, we
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introduce following notations for the design matrix, Ψ, the
correlation matrix, Π, and correlation function, π(s):

Ψ =
[
ψ(ω1) ... ψ(ωm)

]
,

Πij = Rθ(ωi − ωj) and

π(s) =
[
Rθ(ω1 − ω) ... Rθ(ωm − ω)

]
Kriging considers the linear predictor:

φ̂(ω) = α(ω)′Φ

A definition for the function, α(ω), can be obtained by
expressing the error ε(ω) = φ̂(ω)−φ(ω). Given the stochas-
tic interpretation of φ(ω), we can define the mean squared
error (MSE): E

(
ε(ω)2

)
. Minimization of this expression to

the designated model parameters, yields the desired expression
for α(s), and thus φ̂(s):

φ̂(ω) = ψ(ω)′β̃ + π(s)′Π−1(Φ−Ψβ̃)

Where β̃, σ̃2 and θ are determined by means of a maximum
likelihood estimation. It is easily seen that the predictor entails
the superposition of the regression model, and a distance based
weighing of the observed deviation between output values and
the regression model at training sites. For a more extensive
elaboration of the methodology and an exposition of typical
regression and correlation models, we refer to [9].

B. Sketch of an algorithmic architecture

Since the surrogate model has to be initiated with no
prior knowledge available about the solution nor the generic
dynamical behaviour, a space filling approach ought to be pre-
ferred. Amongst these space filling methods Latin Hypercube
Sampling (LHS) is most common practice [10].

The resulting surrogate solution, {x̂∗}, will in general,
however optimal under the surrogate dynamics, not be in
agreement with the simulated trajectory, xsimû∗ , - that is the
trajectory resulting from simulation of the optimized control
sequence with real dynamics - since the surrogate dynamic
model is only an approximation, and as such only reliable
close to sampled sites. This clearly indicates that the sampling
strategy is of crucial importance when surrogate models are
included within the trajectory optimization framework.

An iterative solution approach (Fig. 1) is proposed that
assesses the surrogate performance along the momentary tra-
jectory. Whenever it is found necessary, the surrogate model
shall be refined in the neighbourhood of the optimal trajectory
resulting from the optimization with the current surrogate
model. A similar approach has been suggested by Allison and
Deshmukh [11] but has not yet been elaborated.

IV. THE ADAPTIVE SURROGATE REFINEMENT ALGORITHM

The proposed algorithm starts by initialising ns training
sites - by application of the LHS strategy - in the training set,
Dini, where we evaluate the functions {f ,B}. These evalua-
tions are used to construct initial surrogate models {f̂0, B̂0}
by use of Kriging. Each step is illustrated unambiguously
hereafter:

x3

x2

x1

{x∗}

{x̂∗}i

{x̂∗}i+1

Fig. 1: Illustration of the iterative solution approach through the
feasible solution space. The white dots denote the evaluation sites

whilst the yellow present a possible refinement sampling plan.

1) Acquire momentary solution: Solve the NLP of (2) with
the current surrogate dynamics using a standard NLP
solver, resulting in a momentary optimum {x̂∗, û∗}i.

2) Generation of validation sites: We generate nv time
instants tj , j ∈ ϑi = {1, ... , nv} by sampling from
a piece wise linear distribution px̂∗(tk) that relates to
the surrogate’s accuracy along the current solution, and
such that samples are more likely to be drawn at sites
where accuracy is lowest. The authors propose:

{tj}j∈ϑi
∼ px̂∗(tk) =

max(MSEf (x̂∗(tk)),MSEB(x̂∗(tk))

The accuracy of the matrix B is assessed by considering
each column individually.

3) Error estimation: Evaluate the surrogate dynamics along
the solution by defining an error estimate that compares
real derivative function evaluations with surrogate eval-
uations at the time instants tj . The authors propose:

max

 tf−t0
nv

nv∑
j=1

∣∣∣ẋ (x̂∗(tj), û
∗(tj))− ˆ̇x(x̂∗(tj), û

∗(tj))
∣∣∣


With ẋ(·) and ˆ̇x(·) defined as in in (3), x̂∗(tj) a spline
interpolation of the discrete vector function x̂∗(tk), since
generally the sampled time instants tj will not coincide
with the time nodes tk, ∃j ∈ ϑi : tj /∈ {tk}k∈χ; and
û∗(tj) an evaluation of the parameterized input.

The corresponding value can be interpreted as the
maximum integrated mean derivative error over the con-
sidered time interval, which functions as an estimate for
the expected absolute surrogate induced error between
the optimal end state, x̂∗(tnt), and xsimû∗ (tf ). As such
we will be able to define an intuitive and generic value
for the convergence threshold.

4) Surrogate refinement: As long as the convergence con-
dition has not been met, construct {f̂i+1, B̂i+1} by
adding the function evaluations from the previous step,
to the training set Di+1 = Di ∪ {x̂∗(tj)}j∈ϑi and
repeat steps 1:4. As such dynamics will become more
accurately from iteration to iteration, in that region
seems to contain the true optimum. Crucial is to initialize
the next iteration with the solution of the prior.
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The algorithm will generate a solution whose proposed tra-
jectory will be in agreement with simulation of the suggested
control sequence. That is, the trajectory resulting from the
optimization will be in a vicinity of the trajectory resulting
from simulation of the optimized control sequence and the
real dynamics, assuring practical feasibility of the optimum.

However, the solution will be optimal under the final
surrogate dynamics; which only approximate the real dy-
namics accurately in the vicinity of the surrogate optimum.
This self-referencing property will result in an optimum that
may deviate from the real optimum. For the time being no
measures are taken to drive the surrogate optimum to the real
optimum and it is assumed that the initial sampling delivers
a sufficient approximation of the global dynamics to assure
correspondence with the real optimum.

V. ILLUSTRATIVE EXAMPLES

In this section we will address a mechatronic problem to
illustrate the applicability and performance of the proposed al-
gorithm. For this problem an analytical expressions is available
and therefore no real urge is present to apply the algorithm. Yet
the example has the specific property that it exhibits heavily
nonlinear dynamics, and is as such an ideal candidate to
demonstrate the potential benefits of the algorithm. It should
be noted that for this problem no reduction of computation
time shall be observed and performance will be quantified by
examining the total number of derivative function evaluations.

The problem considers a trajectory optimization of a
whirling pendulum, to demonstrate the working principle
and iterative character of the algorithm and its handling of
nonlinear dynamics. We assumed a piecewise constant control
scenario. The resulting NLP was solved by use of fmincon,
a standard function provided by the software package MAT-
LAB (R2013a; Mathworks, Natick, MA, USA).

A. Dynamical model

The whirling pendulum can be represented by a nonlinear
4-dimensional state space model. Rotation about the z-axis
of the observers frame is denoted by φ. A coordinate frame
was fixed to the pendulum’s point of suspension and rotation
about the pendulum’s x-axis is denoted by θ, consequently the
pendulum’s state can be represented by x = [ θ θ̇ φ φ̇ ]

′. The
state space model has been derived through application of the
Euler-Lagrange principle.

L(q, q̇) = T + D− V (4a)

∂L(q, q̇)

∂q
− d

dt
∂L(q, q̇)

∂q̇
= Υ =

[
uθ
uφ

]
(4b)

Expressions for kinetic, potential and dissipative energy, are
given respectively by T, V and D:

T =
1

2
[ θ̇ φ̇ ]diag(Ix, Iy sin2 θ + Iz cos2 θ)[ θ̇ φ̇ ]

′
,

V = −mg
2
r cos θ and D =

1

2
[ θ̇ φ̇ ]diag(bθ, bφ)[ θ̇ φ̇ ]

′

The moments of inertia are defined in the coordinate system
fixed to the pendulum and located at the suspension point

parameter m r Ix = Iy = 2Iz bθ = bφ

value 10 [kg] 1 [m] 4.44
[
kgm2

]
0.5

[
kg·m

s

]
TABLE I: Parameter values of the whirling pendulum model.

with the z-axis according to the longitudinal dimension of the
cylindrical pendulum. The length of the cylindrical pendulum
is denoted by r, the mass of the system by m and the
gravitational constant by g. Values are noted in table I.

B. Optimization problem

We defined an illustrative minimal input cost problem for
which the optimal control sequence had to be determined over
a predefined time span of 1.5 seconds. Optimality had to be
achieved for the quadratic cost, Lj(qj), and was subject to the
following boundary states:

Lj(qj) = q′jqj ,

x0 =
[
π
2 0 0 0

]′
and xnt =

[
π
4 0 π

2 0
]′

Dynamics were discretised using trapezoidal quadrature
with nt = 80 steps, resulting in a step size of about 19 ms.

C. Results

The iterative character of the algorithm is illustrated in Fig.
2. As anticipated, the algorithm gradually forces the optimal
trajectory towards the true optimum. Despite the considerable
increase of necessary iterations before a feasible solution was
attained, the overall number of derivative function evaluations
is drastically diminished. A reduction of 97.57% was achieved,
having evaluated the derivative function 2880 times to obtain
the real optimum compared to 70 evaluations using ASR.
Included are 30 evaluations to initialize the surrogate models
and 5× 8 additional refinement evaluations.

The final control sequence has been simulated with the real
dynamics as a visual validation of the measure that was taken
to guarantee practical feasibility.
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Fig. 2: The true optimal trajectory, x∗, the iterative trajectories, x̂∗
i ,

and the simulated trajectory for the final control sequence, xsimû∗ ,
which coincides with x̂∗

5. (nt = 80, ns = 90, nv = 8).
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VI. CONCLUSIONS AND FUTURE DEVELOPMENT

In this treatise we proposed to tackle computational un-
wieldiness, introduced by derivative function evaluations in a
dynamic optimization context, by exploitation of the compu-
tational grace of surrogate models. The proposed algorithmic
framework managed to enforce reductions in evaluations up
to 97.57%, when applied on a highly nonlinear mechatronic
problem, and thus exhibits large potential for future appli-
cations where derivative function evaluations correspond with
extensive computation time and as such offer a lever to extend
the applicability of trajectory optimization to highly accurate
models. For the time being a self-referencing mechanism
is still inherent to the algorithm and partially subverts the
global optimization, moreover due to its stochastic nature the
solution may differ for each run. Therefore further sculpting
of the algorithm shall be required before a robust and wide
applicability will be possible. Yet the authors are confident
that within a reasonable timespan such improvements can be
obtained.
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2D Harmonic Modeling of Eddy Currents in
Segmented Rectangular Conductors
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Abstract—The paper concerns the semi-analytical modeling of
eddy currents in segmented structures of electromagnetic devices.
A Fourier series is used to describe the spatial distribution of
the conductivity and included in the magnetic field solutions. By
incorporating multiple time harmonics in the solution, transient
behavior of forces due to eddy currents can be obtained. To
validate the developed method, it is applied to a coreless linear
motor and compared to finite element results. The eddy currents
in segmented conducting structures of motors, such as permanent
magnet arrays, can be accurately determined with this method.

I. INTRODUCTION

In synchronous permanent magnet (PM) machines, the static
field of the magnets interacts with a time varying field caused
by a set of coils. Besides the intended force, also parasitic
forces are produced, for instance due to eddy currents induced
in non-laminated conducting parts of the machine, such as the
magnets. These currents and their associated force and losses
depend on the structure of the magnets and can be reduced
by segmentation [1]. Hence, to accurately predict the eddy
current behavior in the magnets, their finite dimensions and
segmentation has to be taken into account.

The 2D Fourier analysis technique [2], [3], is a fast alterna-
tive for finite element analysis for the design and analysis of
electromagnetic devices. With this semi-analytical technique,
eddy currents and their reaction field can be modeled. A lim-
itation of this method as described in [2], [4] is that the eddy
currents are only calculated in a infinitely long electrically
conducting slab with homogeneous material properties, and as
a result, segmentation is not taken into account. To overcome
this limitation, in [5] the eddy currents in a conducting plate
with finite length are approximated with the method of images.
However, for problems in which the conducting part is smaller
than the source of the magnetic field the results are inaccurate.

In this paper, the Rigorous Coupled Wave Analysis (RCWA)
technique [6] is applied to 2D quasi-static magnetic field
modeling of motor topologies with a variable conductivity
in the Cartesian domain. In [6], the diffraction of a high-
frequent electromagnetic wave by a planar grating with a
position dependent permittivity and permeability is modeled.
With this technique, inhomogeneous material properties are
included in the solution of electromagnetic field quantities. By
incorporating a position dependent conductivity function in the
Fourier based field analysis, eddy currents in segmented parts
are modeled. The developed method is applied to a coreless
motor model of which the top half of a periodic section is
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B− B+ A− A+ C− C+

wcb
wc

wmhc

2

hm
hg

1 2 3 4

Magnet region: magnet - air

Coil regionAir gap region

Back-iron

v

xz

y

Fig. 1. Top half geometric model of a periodic section of a linear coreless
motor.

shown in Fig. 1. The back-iron is assumed to be infinitely
permeable and nonconductive because the focus of the paper
is on the eddy currents induced in the segmented region.

II. MAGNETIC FIELD MODELING

The model of the coreless motor of Fig. 1 is divided into
three horizontal regions, respectively the magnet region, air
gap region and coil region. To obtain the solutions of the
magnetic field quantities, the vector potential formulation is
used. The magnetic vector potential ~A is defined as ~B =
∇ × ~A, where ~B is the magnetic flux density. Because a
two-dimensional problem is treated, the vector potential is
reduced to the z-component. Based on Maxwell’s equations
and the constitutive relations, the Poisson equation is derived
for nonconducting regions

∂2Az
∂x2

+
∂2Az
∂y2

= −µ0
∂My

∂x
− µ0µrJ

ext
z , (1)

where µ0 is the permeability of vacuum and µr is the relative
permeability. My is the remanent magnetization and Jextz is
an externally imposed current density.

In the magnet region, eddy currents are induced, which can
be obtained from the vector potential by

Jeddyz = −σ(x)∂Az
∂t

, (2)

where σ(x) describes the position dependent conductivity
of the magnet array. Generally, the vector potential of a
conducting region has to satisfy the diffusion equation

∂2Az
∂x2

+
∂2Az
∂y2

= −µ0
∂My

∂x
+ µ0µrσ(x)

∂Az
∂t

. (3)

III. SEMI-ANALYTICAL SOLUTION

The magnetic field solutions are expressed in terms of
Fourier series. The model is assumed to be periodical in the
x-direction. As a result, the x-dependent solution is described



by a complex Fourier series. To model the movement of the
coil array, also the time dependent solution is described by
a Fourier series. Because there is no correlation between the
different time harmonics the principle of superposition is ap-
plicable. As a consequence, the vector potential solution can be
determined for each time harmonic separately and the results
can be superimposed. The solution to the vector potential
is found by applying the method of separation of variables
and has the following general form with a homogeneous and
particular solution respectively

Az(x, y, t) =
∞∑

m=−∞

∞∑
n=−∞

(
Pm,n(x, y, t) + Ym,n(y) e

j(knx+ωmt)
)
.

(4)

The spatial frequency, kn, is defined as kn = nπ
τ , where τ

is half of the periodic width of the model and ωm = m2π
T ,

where T is the time period. The y-dependent solution Ym,n(y)
is equal to

Ym,n(y) = am,n e
√
λm,ny + bm,n e

−
√
λm,ny, (5)

where am,n and bm,n are unknown coefficients for each
harmonic which will be determined by applying boundary
conditions between the regions. The eigenvalues λm,n of the
y-dependent solution are derived in section III-B and III-C.
Pm,n(x, y, t) in (4) is the particular solution that is related to
the source terms and will be derived in the following section.

A. Particular solution

For the magnet region the following holds for the particular
solution

P0,n(x) =

{
µ0

1
kn
My0,n e

jknx for |n| > 0,

0 for n = 0,
(6)

where My0,n are the Fourier coefficients describing the spatial
distribution of the magnetization which does not depend on
time. For the coil region with the source current density the
following holds

Pm,n(x, y, t) =

{
µ0µr

1
k2n
Jextzm,ne

j(knx+ωmt) for |n| > 0,

−µ0µr
1
2J

ext
zm,ny

2ej(knx+ωmt) for n = 0.
(7)

where Jextzm,n are the Fourier coefficients that describe the
spatial and time distribution of the externally imposed current
density. The three-phase current density in the coil array, de-
scribed by Jextzm,n , is sinusoidal and synchronously commutated
for maximum propulsion force. This means that the frequency
of the current is equal to f = v

τ , where v is the speed of the
coil array. The time varying behavior of the current density is
written as the complex form of a cosine function

Jph(t) = Ĵ
1

2

(
ej(2π

v
τ t+θph) + e−j(2π

v
τ t+θph)

)
, (8)

τ1
2τ

x0

σ

Fig. 2. Varying conductivity as a function of position in the magnet region.

where Ĵ is the peak current density, ph denotes the phase and
θA = 0, θB = − 2π

3 and θC = 2π
3 . The coefficients Jz,phm,n

of phase ph are calculated by performing the integral

Jz,phm,n = ĴKphn

1

2T

∫ T

0(
ej(2π

v
τ t+θph) + e−j(2π

v
τ t+θph)

)
e−jknvte−jwmtdt,

(9)

where Kphn are the coefficients of the spatial distribution of
the current density of phase ph. The coefficients Jextzm,n are
obtained by Jextzm,n = Jz,Am,n + Jz,Bm,n + Jz,Cm,n .

B. Homogeneous solution for nonconducting regions

For the nonconducting regions the eigenvalues λm,n are
determined by

λm,n = k2n. (10)

In the nonconducting region, the eigenvalue of harmonic
number n depends only on spatial frequency kn. This means
that the spatial harmonics are uncorrelated. The matrix repre-
sentation of (10) is given by

Λm =K2, (11)

where K is a diagonal matrix containing the spatial frequen-
cies k. The matrix Λm is also diagonal and contains the
eigenvalues λm of time harmonic m.

C. Homogeneous solution for conducting regions

The conductivity σ in the magnet region varies as function
of position. A Fourier series is introduced that represents the
spatial distribution of σ inside the region

σ(x) =

∞∑
n=−∞

ψn e
jknx. (12)

The coefficients ψn in (12) are obtained by calculating the
Fourier transform of the function shown in Fig. 2. For this
function it holds that σ > 0 for positions where conductive
material is present and σ = 0 for positions where air is located.
Up on substituting (12) and homogeneous solution of (4) in
the diffusion equation of (3) and performing the derivatives,
the following is obtained

∞∑
n=−∞

λm,nYm,n(y)e
jknx =

∞∑
n=−∞

k2nYm,n(y)e
jknx+

jωmµ0µr

( ∞∑
n=−∞

ψne
jknx

)( ∞∑
n=−∞

Ym,n(y)e
jknx

)
.

(13)

This equation contains the product of two series with the
same spatial frequencies. A new series with the same spatial
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Fig. 3. Eddy current density in the magnets calculated by FEA.

frequencies can be calculated, according to Laurent’s multi-
plication rule [7]

jωmµ0µr

( ∞∑
n=−∞

ψne
jknx

)( ∞∑
n=−∞

Ym,ne
jknx

)
=

jωmµ0µr

∞∑
n=−∞

∞∑
q=−∞

ψq Ym,n−q e
jknx.

(14)

This multiplication can be written in matrix form

Ψ ym, (15)

where ym is a vector containing the coefficients of the y-
dependent solution. The matrix Ψ is a Toeplitz matrix con-
taining the coefficients of σ(x). Using Laurent’s multiplication
rule, the solution of Λm is given by

Λm =K2 + µ0µrjωmΨ. (16)

Contrary to Section III-B, the eigenvalue λm,n of harmonic
number n depends on multiple spatial frequencies and a
coupling of different spatial harmonics occurs. As a result,
the matrix Λm is not diagonal and the eigenvalues of the y-
dependent solution are not directly obtained. To determine the
eigenvalues, an eigenvalue decomposition is performed on Λm

Λm = QmΛ′mQ
−1
m , (17)

where Λ′m is a diagonal matrix containing the eigenvalues and
Qm is the matrix containing the corresponding eigenvectors.
After performing the decomposition, the solution of Az is
equal to

Az(x, y, t) =

∞∑
m=−∞

( ∞∑
n=−∞

Pm,n(x, y, t)

)
+

(
ejωmtQm

(
Eym(y)am +Eym(−y)bm

))>
ejkx,

(18)

where
Eym(y) = diag

(
e
√
λ′
my
)
. (19)

The unknown coefficients, which are determined by applying
boundary conditions between regions, are collected in vectors
denoted by am, bm. The vectors λ′m and k contain the
diagonal entries of Λ′m and K respectively.

IV. MODEL VERIFICATION

The coreless motor of Fig. 1 is modeled to verify the
developed method. Because the model is symmetric with
respect to the x-axis a Neumann boundary condition is applied
in the center of the coils and no forces in the y-direction

TABLE I
DIMENSIONS OF THE CORELESS MOTOR

Dimension Symbol Value Unit
Half periodic width τ 56.0 mm
Air gap height hg 1.0 mm
Magnet width wm 24.0 mm
Magnet height hm 9.0 mm
Coil width wc 36.0 mm
Conductor bundle width wcb 12.5 mm
Coil height hc 8.0 mm

are considered. The dimension of the simulated motor are
listed in Table I. The force exerted on the segmented magnet
array are calculated using the Maxwell Stress tensor. To only
model the eddy current force acting on the magnet array, the
magnetization of the magnets is set to 0 A/m and their relative
permeability µr is set to 1. The back-iron is assumed to be
infinitely permeable and nonconductive, and therefore, it is
replaced by a Neumann boundary condition.

The results of the developed semi-analytical method are
compared to results obtained from a transient FE analysis
performed with Cedrat Flux 2D [8]. The back-iron is also
replaced by a Neumann boundary. The current density in the
coils is commutated on the q-axis and has a peak value of
Ĵ = 5 A/mm2. A second order triangular mesh is applied to
the model. The mesh size throughout the entire model is equal
to 0.5 mm, which results in a total number of 15826 mesh
elements. Assuming that at least three mesh elements per skin
depth are required for simulation of eddy currents, results of
the FE analysis are accurate up to a frequency of 5.6 kHz for
σ = 2 · 107 S/m. Fig. 3 shows the eddy current distribution in
the magnets at one time instant, calculated by FEA.

A. Modeling multiple conducting segments

In the model, eddy currents are induced in four separate
magnets. When the conductivity function describes the con-
ductivity of multiple segments as shown in Fig. 2, the obtained
results are incorrect because the segments are modeled as if
they are connected while they are in fact electrically isolated.
This is illustrated by the solid line in Fig. 4, where the
calculated eddy currents are shown in the center of the magnets
(dashed line in Fig. 1) as a function of the position. In this
steady-state simulation, the coils are stationary and excited
with a frequency of 50 Hz. The sum of currents inside one
magnet is not equal to 0 A. To approach the correct result, the
conductivity function has to describe the conductivity of one
segment only and the eddy currents are calculated for each
segment separately. Afterwards the results are superimposed.
This result is shown in Fig. 4 by the dashed line, which is
in good agreement with the FE simulation. The error with
respect to the FE analysis result is less than 1 %. The method
of calculating the eddy currents in each segment separately is
used in the remainder of the paper. The disadvantage of this
method is that the effects of the eddy currents in the individual
segments on each other are not modeled.
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B. Modeling transient behavior

To verify the transient forces during movement obtained
with the developed semi-analytical model, a simulation is
performed in which the coil array moves in the positive x-
direction with a constant speed of v = 1 m/s. The conductivity
of the magnets is set to 1 · 106 S/m, which is a typical
conductivity value for sintered NdFeB magnets. The results are
obtained using 61 spatial harmonics and 61 time harmonics.
The eddy current force is shown in Fig. 5. The error at the
peak values of the force is less than 3 % with respect to the
FE result.

To analyze the accuracy of the method of calculating eddy
currents in individual segments and superimposing the result-
ing force, a transient simulation is performed at several speeds
and for three values of the conductivity. Two different cases are
studied. Firstly, a simulation is performed in which magnet 1
of Fig. 1 is conducting, while the other magnets are not. The
mean force due to the eddy currents of both the developed
semi-analytical method and FE analysis is shown in Fig. 6a.
The figure shows that for all conductivity values the results are
in good agreement and the maximum error with respect to the
FE result is less than 4 %. Secondly, a simulation is performed
in which all four magnets are conducting (Fig. 6b). For a
conductivity value of 1 · 106 S/m, the maximum error is 2 %.
However, for conductivity values higher than 1 · 107 S/m the
error significantly increases, especially at high speeds. This is
caused by the influence of the eddy current distribution in one
magnet on another magnet, which is larger at high conductivity
values.

V. CONCLUSION

In this paper a 2D magnetic field modeling technique
has been presented that is capable of modeling the spatial
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Fig. 6. Mean eddy current force versus speed for 3 different values of
the conductivity. (a) Resulting force when only magnet 1 is conducting. (b)
Resulting force when all magnets are conducting.

distribution of the conductivity. The conductivity has been de-
scribed by a Fourier series and incorporated in the solution of
magnetic field quantities. With this method the eddy currents
in segmented structures are modeled. The inclusion of multiple
time harmonics to the solution makes it possible to model
transient eddy current forces.

With the presented method it is not possible to model
the spatial conductivity distribution of multiple conducting
segments at once. When multiple conducting segments are
considered inside a region, the conductivity of each segment
has to be separately modeled and the results have to be
summed. As a consequence, the effects of the eddy currents
in the individual segments on each other is not modeled.
However, for typical conductivity values of NdFeB magnets,
accurate results (less than 3 % error with respect to FE) have
been obtained with superposition.
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Abstract—Developing technological solutions for the develop-
ing nations is more than simply re-sizing a prevalent solution
from the developed world. Not only the environmental condi-
tions, but also the technology usage varies greatly between the
developing nations in sunnier latitudes around the world and the
developed nations of north-western Europe. This paper sheds
light on the various technical and non-technical factors to be
considered for designing a standalone PV system for low-income
households in developing nations. The importance of battery in a
low-cost PV system is examined and the role of power electronics
in such a system design is highlighted. Finally, the paper proposes
a system design methodology.

I. INTRODUCTION

Nearly one-fifths of the global population still lacks access
to electricity, with around 85% of them living in the rural areas
[1]. Figure 1 shows the distribution of the electricity-starved
population around the world.

China 
8 million

Latin America
31 million

Rest of Asia
387 million

India
404 million

Africa
587 million

Fig. 1. Global population lacking electricity [2]

Due to the remote location of the unelectrified villages and
unstable electricity-grid in many of these developing nations,
grid-based electrification is certainly not an immediate solution
to eradicate energy poverty. Therefore, the attention of this
work was focused on off-grid energy solutions. Since most of
these locations also happen to lie in the latitude-belts blessed
with abundant sun (refer to Figure 2), the choice of standalone
PV-battery energy system is quite obvious.

In an effort to technically contribute towards mitigating the
growing problem of energy poverty, this work was formulated

Fig. 2. Global solar irradiation [SolarGIS c©2014 GeoModel Solar]

as a low-cost PV system design project tailored for developing
nations, with an emphasis on the power electronics develop-
ment in the system. Due to the social impact-based nature
of this project, it is essential to first get a good grip on the
technical requirements from the energy system, understand the
user needs and usage environment, and envisage the relation
between the two. It is also necessary to identify the scientific
contribution in this project that can not only optimize the
primary metric of cost, but also serve as a significant addition
to the field of photovoltaic based energy storage systems.

II. LOW-COST PV SYSTEM DESIGN

Since this project is aimed at helping the unelectrified
communities in developing nations, care should be taken that
it does not fall under some of the typical traps, like [3] [4]:

• ‘Designs for developing world’ being no better than quick
resizing of prevalent western technology solutions.

• Not understanding the needs of the people who are
eventually going to be using the technology.

• Lack of correlation between income of the target groups
and the cost of the system or electricity.

• System designed such that intensive maintenance being
needed by users who lack even the most basic of technical
skills.

Therefore the first steps taken were to understand the current
state of rural electrification initiatives with respect to PV-
storage systems.



A. Understanding the rural off-grid solar market space

As part of this project, a 2-month extensive literature survey
was carried out to understand the progress of various solar
powered electrification initiatives in developing nations [4].
Several present day rural lighting/electrification projects were
studied, mainly in Africa and South-Asia. Figure 3 shows
some of the projects that were looked into.

It was observed that the low power (sub 100 W) space
is quite crowded, with scores of products and initiatives,
especially in the portable solar (sub 10 W) segment. This
is illustrated in Figure 4. The portable solar products seem
to outnumber the Solar Home Systems (SHS), like the ones
from Rural Sparks, Onergy and SolarNow. There are relatively
fewer community level initiatives in comparison that look at
higher power levels (0.5 kW to 1.5 kW). For example, the
IEEE SunBlazer from the IEEE Smart Village initiative. For
various socio-economic as well as technical reasons, there is
no one single solution ubiquitous enough to cause a significant
impact to the energy poverty problem as discussed in section
I.

Between the portable products and the community level
initiatives, there is a dearth of dedicated household level low-
cost solutions, and this is where (around 200 W) the project
discussed in this paper aims to fill the gap.

B. Impact of user-environment on system development

Developing a system to be used in emerging economies
in Africa and the Indian subcontinent, for example, requires
taking into account factors that are beyond the electrical realm.
For instance, understanding the socio-economic needs of the
target user groups not only gives the expected electrical load
profile to be satisfied by the proposed energy system, but also
highlights the cost-constraints that the system has to eventually
satisfy. While some of these factors have a direct bearing
on system design, some of the factors affect system choices
indirectly.

Examples of social/environmental factors that may have
a direct impact on system design include: social needs of
the people as translated to an electrical load profile, climate
endemic to the target region, façade /roofing infrastructure or
community space available for PV system implementation,
etc. Examples of socio-environmental factors that may have
an indirect impact on the system choices include: need for
tamper-proof robustness, modularity requirement for future-
needs, preferred way of implementation in the community,
need for aesthetics, etc.

There are interesting anecdotes from the field that remind
us that it is the user that ultimately decides how to use a
product, while the designers, engineers and scientists have to
tailor their specs and solutions accordingly. One such anecdote
tells of men using solar based lighting (initially given to their
homes) not for their homes but for their shops - the justification
being longer illumination after dusk would ensure a bustling
business for their shops over their competitors’. In another
incident, households in a part of rural India felt more secure
to have the solar panels on the ground in front of their houses

where they can always see them, instead of mounting on the
roof where one can’t always have a watchful eye. This is
imperceptible to the regular PV system architect, who would
only want the panels to be mounted in the highest, shade-free
area of a building. These anecdotes were recalled in a personal
interview (December 2015) of a student who interned with a
solar-based startup in India in 2014.

These incidents from the field go to show that the socio-
environmental factors are inseparably linked with the system
design conundrum.

III. ROLE OF TECHNOLOGY

Technology of course has the primary role to play in such
a project, but its development is a complex mix of several
factors.

Figure 5 shows a basic block diagram schematic of a
standalone PV system. Each block additionally lists various
parameters needed for the electrical design of the PV system.
Most of these parameters have a direct or indirect dependency
on the socio-environmental factors as discussed above. For
instance, the local climate will have an impact on the thermal
behaviour of PV modules, battery and power electronics,
which would need to be designed accordingly. Similarly, the
load profile of the communities will have a direct impact
on the required system and components sizing. An accurate
knowledge of the load demand and the load priority may
yield extra room in incorporating features like Demand Side
Management (DSM).

A. Battery in a low-cost PV system

A battery is by-far the most expensive part of a standalone
PV system. Although indispensable, it can account for more
than 50% of the total system costs while having the least
lifetime among all PV system components [5]. Therefore the
challenge would lie in minimizing the costs associated with
the battery while increasing its lifetime. There are two kinds
of battery costs incurred in an off-grid PV system: upfront
costs and running costs.

Upfront costs are directly related to the size of the battery
used. Larger the battery, higher the upfront costs. Therefore,
if the battery size can be reduced for a given load profile,
there can be considerable costs savings. Running costs are
associated with the battery having a limited lifetime, and
generally far shorter than the other components. Some of the
more efficient batteries may last 8 to 10 years in comparison to
the 25-30 years of a PV module. Therefore the battery would
need occasional replacement [5] [6].

Ensuring a longer battery life is technically quite demand-
ing. Battery performance is a complex interplay of various
battery parameters, like Depth of Discharge (DOD), C-rate,
temperature, and cycle life, amongst others. For example,
the energy capacity of a typical Valve Regulated Lead Acid
(VRLA) battery is enhanced with temperature due to increased
chemical activity [7]. However, increase of temperature has
a detrimental effect on the battery lifetime. This effect is
shown in Figure 6, where the high temperature seems to take
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Fig. 3. Some of the projects covered in the survey.
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the apparent capacity beyond 100%. However, this is only
temporary, and severely damaging to the battery life.

Similarly, the energy generation and consumption mismatch
along with the particular battery size can lead to a range of
DOD values encountered during the battery operation. For the
same VRLA battery mentioned above, high DOD values lead
to a reduced cycle life. This effect can be worse for higher
temperatures. This can be seen in Figure 7.

Additionally, although a certain load might demand a higher
C-rate from the battery, it may be very bad for the battery
lifetime to go exceed certain C-rates [6] [7]. In general, a
battery lasts the longest if it is operated in the ‘sweet spots’ of
these parameter curves. However, given the intermittent nature
of solar energy and priority of load demand, it is tough to
maintain the battery operations always limited to the optimal
regions.

B. Role of power electronics

Power electronics forms the backbone of the PV system. In a
PV system design such as this one, the role of power electron-
ics is even more accentuated. The additional challenge in this
project lies in optimal battery management, which needs to be
ensured through efficient power electronics implementation.

The power converter for such an application would serve
multiple purposes: Firstly, it will serve as a regular solar power
converter with Maximum Power Point Tracking (MPPT).
Secondly, and more importantly for the low-cost PV system, it
will maximize battery life and performance so as to minimize
running battery costs. Thirdly, it will optimize power flows
so that as often as possible, the PV can directly power the
load instead of the PV charging the battery and the battery
powering the load.

The battery upfront and running costs are intrinsically
linked. For a given application, an over-sized battery will
lead to lesser DOD states in operation, thereby increasing
its lifetime. On the other hand, a smaller battery would have
lesser upfront costs, but the larger DOD states would cost the
cycle life dearly, as was seen in Figure 7. Ceteris paribus, the
battery size in itself forms an interesting trade-off between
the upfront and running costs. The power electronics in such
a case will play a vital role in determining how much it can
help with reducing the running costs, so that it gives more
room to reduce the upfront costs by choosing a lower battery
size than what would have otherwise been possible.

C. Need for Modularity
Most rural off-grid initiatives fail to take into account

the future needs of the people. Electricity access raises the
standard of life of people by directly and indirectly affecting
socio-economic factors like education, employment, health and
women empowerment [9] [10] [11]. This in turn leads to
greater number of electric loads a household enjoys.

This begs the system architecture to be modular in nature.
While this leaves an important option of scaling up of the
system if needed later, it also adds an extra constraint on
the system design. Additionally, the authors envisage that the
houses of the future, 20 years from now, no matter how remote
and decentralized in terms of power generation, will still be
connected to other houses. This may not even be in the strict
definitions of mini- and micro-grids as being talked about now,
but could be more asymmetric and organically evolving in
time. Thus the system needs to have the added capability of
inter-connectivity if needed.
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Fig. 5. Block diagram of a standalone PV system, showing various design parameters
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IV. METHODOLOGY

As shown in Figure 5, the standalone PV system design for
this project has to account for myriads of parameters. Each
component of the system needs to be design individually to
the best performance-to-cost ratio, while taking into account
the overall system constraints.

The methodology for approaching such a complex project
cannot efficiently work with a linearly planned system design
or even a simple pipelined approach. Figure 8 shows a linear
system design cycle, which would involve the following phases
in serial occurrence:

1) Understanding user needs.

0 20 40 60 80 100
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

 

 
Cy

cl
es

 (-
)

DoD (%)

 20oC
 25 oC
 30 oC
 35o C
 40 oC
 45 oC

Fig. 7. Effect of temperature and DOD on a VRLA Battery life. [Data sourced
from [7]]

2) Drawing system constraints and system-level design
(system architecture).

3) PV-Battery sizing.
4) Power electronics design.

A linear methodology is inadequate to handle the intricacies
linked to a multi-faceted project like this one. The simple
pipelined approach also falls short because each phase and
aspect of the design may need to be revisited, based on the
influx of user input or field data.

The Spiral Design Approach

A spiral system design cycle is proposed for this project.
Spiral design incorporates the added benefits of iteration and
feedback from different phases. This concept is already in use
in software design as well as human interaction based system
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developments [12]. Figure 9 illustrates this concept as applied
to this project.
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The spiral shows 4 main phases:
1) User domain.
2) System level constraints and architecture.
3) PV-Battery sizing.
4) Power electronic design.

These phases would be iteratively visited, while feedback from
each phase would interact with and impact every other phase.

In reality, not all phases would last the same duration as
shown in the concept illustration (Figure 9). Also, based on the
maturity of the project and other constraints, some phase may
have to be revisited ‘out of turn’. Therefore, robust design-
flows need to be ensured so that the design cycle can take in
more data in its different phases.

V. CONCLUSION

A dedicated PV-storage energy system design for commu-
nities in developing nations can be a complex task, especially
if the emphasis is on a low-cost, affordable solution that
takes current and (foreseeable) future needs of the people

into account. Both technical as well as non-technical or socio-
economic factors have a huge bearing on the way the system
should be designed and developed.
From a technical design perspective, much of the challenge in
optimizing costs in a low power PV system revolves around the
successful optimization of battery. In this respect, the power
electronics in such a standalone PV system needs to be more
than just a charge-controller with MPPT. The power converter
needs to also efficiently manage the battery operation so as to
maximise its lifetime while requiring the least possible battery
size for a given system power rating.
A spiral design methodology is suggested that is flexible to
evolve as more data comes in at various stages of the project.
Lastly, developing technological solutions for the developing
world calls for a different mindset from the researcher than
what maybe usually seen in his or her field of expertise. The
authors are confident that as more socially inclined scientists
endeavor down this path, technology can indeed become the
solution that transcends socio-economical, geopolitical and
other man-made boundaries prevalent today.

Future recommendations

In the future it is important to be able to quantify the social
impact of this project. Even though the system development
may be successful purely based on the project deliverables,
i.e., a low-cost, robust PV system built taking into account
the current and future needs of the target communities, it has
to have a measurable social impact. The sooner this ‘impact
assessment tool’ is developed, the more useful this and other
socially driven technical projects can become.
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This paper is concerned with the analytical calculation of the interaction force between two permanent magnets (PMs) under
relative rotation by means of the surface charge method, taking into account the non-unity relative permeability of the PMs. This
model combines high accuracy and a short calculation time. As the considered PM configuration is a free-space, unbounded problem,
the results from the surface charge method are compared to its numerical counterpart, the boundary element method. The analytical
expressions were validated by means of the measurement results obtained from a 3-D printed test setup.

Index Terms—Analytical models, electromagnetic fields, electromagnetic forces, permanent magnets.

I. INTRODUCTION

THE increasing interest in wireless sensors and wearable
electronics has encouraged the research into renewable

battery-replacement technologies, as to reduce the mainte-
nance and resource cost inseparably related to batteries. An
attractive alternative is to harvest energy from natural vibration
sources, as they are widely available, and potentially contain
a high power density. The conversion of the kinetic energy
in vibrations into electrical energy has been achieved using
many different types of transducers, such as mechanical [1],
magnetoelectric [2], electrostatic [3], electromagnetic [4], and
piezoelectric [5]–[7].

In piezoelectric cantilever beam energy harvesters [6], [7],
the beam fundamental resonance frequency is usually matched
with the system excitation frequency, as to yield the largest
harvested energy. However, to allow for a range of excitation
frequencies, the interaction forces between permanent magnets
(PMs) are applied to tune the beam resonance frequency.
In [7], the PM interaction forces result from an approxi-
mation function. The optimization of the energy-harvesting
capabilities requires an improved accuracy with respect to the
determined interaction forces. Hence, a PM modeling method
is desired which provides a 3-D magnetic field solution,
works well in free-space unbounded problems, handles relative
rotations between PMs, and does not require periodicity of
the considered magnetic structure. Moreover, to allow for
fast optimization and geometry selection, an analytical model
is preferred over numerical alternatives. Both the surface
charge method [8]–[13] and the Boundary Element Method
(BEM) [14] satisfy the above conditions.

This paper provides an improved calculation of the inter-
action force between two PMs under relative rotation with
respect to existing cantilever beam vibration energy harvesters.
The analytical surface charge method and the BEM simulation
results are compared to the results from the Finite Element
Method (FEM). Additionally, an experimental setup is de-
signed to validate the simulation results.

permanent magnet

mass

piezoelectric cantilever beam

attractive force

repulsive force

∆t

∆b
∆c

adjustable
height

ŷ

ẑ

x̂

l

environmental vibrations

Fig. 1. Energy-harvesting piezoelectric cantilever beam.

II. CONSIDERED GEOMETRY

An implementation of the considered energy harvesting
cantilever beam is shown in Fig. 1. Environmental vibrations
are transferred to the beam structure, where minor vibrations
of the tip mass are amplified by the forces between the PMs.
The beam oscillates at its resonance frequency, fr, which is
partially determined by the height and length of the beam,
∆c and l, respectively, and the distances between the PMs,
∆t and ∆b. Energy is generated by the deformation of the
piezoelectric elements in the beam. This is illustrated on
an energy-harvesting cantilever beam in Fig. 1, where the
energy harvester consists of a non-magnetic beam to which
piezoelectric elements, PMs, and a non-magnetic free end tip
mass are attached. A simplified representation of the cantilever
beam PMs is shown in Fig. 2, where only two PMs are
considered. The PM dimensions are summarized in Table I.

III. SURFACE CHARGE METHOD FOR ROTATED PMS

Simplified two-dimensional (2-D) analytical models to ob-
tain the interaction force between magnets in radial bearings
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TABLE I
PERMANENT MAGNET DIMENSIONS

2a1 17 mm 2a2 17 mm α 0 mm
2b1 11.5 mm 2b2 11.5 mm β 60 (cos θ − 1)mm
2c1 3.5 mm 2c2 3.5 mm γ 60 sin θmm
Br 1.18 T µr 1.02

x̂

ẑ

ŷ

θ

γ
β

2b1

2c1

2b2

PM1

PM22c2

2a1

2a2

α

Fig. 2. Two permanent magnets under relative rotation. In the system under
investigation, the center of rotation lies at a distance to the magnet center,
leading to changes in displacement with changes in rotation.

and couplings were initially proposed using superposition of
the interaction force [15]–[19]. Using the magnetic imaging
technique [20], a soft-magnetic slotless back-iron was incorpo-
rated in the models of the PM coupling [18]. Investigation into
3-D solutions performed in [21] resulted in semi-analytical
equations requiring a numerical integration of the logarithmic
terms. The current sheet model used in [21] and [22] employed
the Lorentz force calculation for a simple topology.

The surface charge method has been a research topic since
1984, when Akoun and Yonnet [8] analytically expressed the
magnetic field and the interaction force between two axially
displaced PMs with parallel magnetization. Several researchers
have contributed to the model advancement, for instance, by
developing equations for interactions between perpendicularly
magnetized PMs for multi-axial displacements [11]. More
recently, a comprehensive overview of the surface charge
method was composed [13], in which the force equations for
rotated permanent magnets were stated, based on [9].

A short derivation of the surface charge method, resulting in
expressions for the interaction force between relatively rotated
permanent magnets, will be presented now [10]. Starting with
the magnetostatic Maxwell equations for current-free regions,

∇× ~H = 0, and ∇ · ~B = 0,

the magnetic scalar potential, ϕm, is introduced by means of
the vector identity ∇× (∇ϕm) = 0,

~H = −∇ϕm. (1)

To relate the magnetic scalar potential to the PM magnetization
vector, ~M , substitute the constitutive relation ~B = µ0( ~H+ ~M)
and (1) into ∇ · ~B = 0 to obtain

∇2ϕm = ∇ · ~M.

If ~M only exists inside a volume V , bounded by S, then the
solution to this equation is represented by means of the free-
space Green’s function as

ϕm (~x) = − 1

4π

∫
V

∇′ · ~M (~x′)

|~x− ~x′|
dv′ +

1

4π

∮
S

~M (~x′) · n̂
|~x− ~x′|

ds′,

in which the volume charge density, ρm = −∇ · ~M
(
A/m2

)
,

and the surface charge density, σm = ~M · n̂(A/m). The
magnetic flux density for a uniformly magnetized PM, i.e.,
where ρm = −∇ · ~M = 0, is calculated with

~B (~x) =
µ0

4π

∮
S

σm (~x′) (~x− ~x′)
|~x− ~x′|3

ds′.

Usually, the relative magnetic permeability, µr, is assumed
unity in the charge method. This introduces a deviation be-
tween the analytical results, and the results from FE sim-
ulations. The correct value for µr is taken into account by
adjusting the remanent magnetization, Br, using [23]

σ =
Br/µ0

µr
(
3
2 −

µr

2

) , and Br = σµ0.

Consider the magnets PM1 and PM2 in Fig. 2 of dimensions
[a1, b1, c1]

T and [a2, b2, c2]
T , respectively. Their centers are

displaced by [α, β, γ]
T , and PM2 is rotated with respect to

the x-axis by an angle θ. As α is zero, and only a rotation
around the x-axis is considered, Fx is zero. If θ is an integer
multiple of π rad, the magnetization directions of the PMs are
(anti-)parallel and Fz is calculated according to [8], [11], [13]

Fz|θ=kπ =
Br1Br2 cos (θ)

4πµ0
×

1∑
i,j,k,l,m,n=0

[−1]
i+j+k+l+m+n

f3z (x′, y′, z′) , (2)

where

x′ = α+ (1− i) a1 − (1− j) a2,

y′ = β + (1− k) b1 − (1− l) b2 +
1

2
c2 sin (θ),

z′ = γ + (1−m) c1 − (1− n− cos (θ)) c2 −
1

2
b2 sin (θ),

and, using r =
√
u2 + v2 + w2,

f3z (u, v, w) = uv arctan
( uv
wr

)
− wr

− 1

2
uw ln

(
r − u
r + u

)
− 1

2
vw ln

(
r − v
r + v

)
. (3)

The limit cases for these expressions have been derived in [24].
Complementary, for θ 6= kπ, Fz follows from [9], [13]

Fz|θ 6=kπ = −Br1Br2
4πµ0

1∑
i,j,k,l,m,n=0

[−1]
i+j+k+l+m+n×(

f3 (U, V,W, θ, b1k, 0, b2l, 0)

tan θ

+
f3 (UU, V V,WW,−θ, b1k, 0, b2l, 0)

sin θ

)
, (4)
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where

U = α− (i− 1) a1 + (j − 1) a2,

V = β + b1 − b2 cos θ + (1− n) c2 sin θ,

W = γ − (m− 1) c1 + (n− 1) c2 cos θ − b2 sin θ,

UU = −α− (i+ 1) a1 + (j + 1) a2,

V V = −V cos θ −W sin θ,

WW = V sin θ −W cos θ,

and

f3 (u, v, w, θ, b, c, y, z) = uf5 [ln (f4 − u)− 1] +

uf6 arctan

(
uf4 − f26 − u2

f5f6

)
+

1

2
πu sgn f5 |f6|+

1

2
f4f5 +

1

2

(
f26 − u2

)
ln (f4 + f5), (5)

where

f4 =
√
u2 + f25 + f26 ,

f5 = y + (v − b) cos θ + (w − c) sin θ,

f6 = z − (v − b) sin θ + (w − c) cos θ.

For both considered cases, the y-component of the force,
Fy , is calculated according to

Fy =
Br1Br2
4πµ0

1∑
i,j,k,l,m,n=0

[−1]
i+j+k+l+m+n×

f3 (U, β + b1 − b2 cos θ + c2 sin θ,

γ + (1−m) c1 − b2 sin θ + c2 (cos θ − 1 + n) ,

θ, b1k, c1m, b2l, c2n) . (6)

IV. SIMULATION SETUP

Contrary to the analytical surface charge method, a numer-
ical approach to model the PM configuration in Fig. 2 is
the BEM. The BEM is well suited for the problem, as the
considered configuration is a free-space, unbounded problem,
in which the material properties are assumed linear and
homogeneous. In the following, the results from the analytical
surface charge method and the BEM will be compared with
each other as well as with FE simulation and experimental
results. The applied BEM is the software package Faraday 3-D
Eddy Current Solver Version 8.0, 2009 by Integrated Engineer-
ing Software. In the simulation, 972 2-D quadrilateral elements
have been taken into account. The solving process of a single
step takes less than a second. The applied electromagnetic 3-D
FEM is Flux Version 12 Service Pack 2, 2015 by Cedrat. In the
simulation, 3 621 184 volume elements have been taken into
account. The solving process takes approximately 24 hours.

V. COMPARISON AND VALIDATION

The measurement results that were obtained on the 3-D
printed test setup shown in Fig. 3 are used to validate the
results from the charge method. The PMs were in a repul-
sive configuration; hence, PM1 was pushed to the load cell,
whereas PM2 retained its position because of the slotted con-
struction. A six degree-of-freedom (6-DoF) ATI F/T Mini40

PM1

PM2

3-D printed test setup

Load cell

dSPACE

Logging
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Fig. 3. Experimental setup.
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Fig. 4. Comparison of the simulation and measurement results, where ANA is
the analytical surface charge method, BEM is the Boundary Element Method,
FEM is the Finite Element Method, and EXP is the experimental result.

load cell was used, whose output was logged by means of
a dSPACE module and a logging computer. Multiple runs
were performed, and the filtered average results are displayed
in Fig. 4 together with the simulation results.

Very close agreement between the charge method and the
BEM is found, as the results deviate on average 0.63 %, as
shown in Fig. 5. This deviation is attributed to numerical
inaccuracies in the assignment of the PM dimensions. The
results from the FEM are less accurate, which is attributed to
numerical noise resulting from an insufficiently dense mesh.
The requirement of the FEM for such a dense mesh for this
type of free-space unbounded problem makes the FEM less
suitable than both the BEM and the charge model.

The measurement results confirm the simulated force de-
velopment in both the y- and z-directions. However, for the
smallest θ-value, the measurement results deviate, and espe-
cially the y-component deviates largely, as shown in Fig. 5.
This is attributed to inaccuracies in the test setup, which are
composed of deviations in the remanent magnetization and
magnetization angle of the PMs, 3-D printer manufacturing
tolerances, and deviations in the alignment of the test setup
with respect to the xy-plane of the load cell.

VI. DISCUSSION

A close agreement between the results from the surface
charge method and the BEM was found, despite the distinct
differences between the methods. The BEM employs a densely
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Fig. 5. Percentage deviation between the analytical surface charge method
and the BEM (top), and the experimental results (bottom).

populated, non-symmetric system matrix that elevates mem-
ory usage and could, potentially, increase computer times to
the level of the FEM. Additionally, material properties are
assumed linear and homogeneous, which renders the BEM
unsuitable for configurations involving soft-magnetic material.
A major asset of the BEM surfaces when considering free-
space, unbounded problems, as it only requires field source
boundaries to be discretized, resulting in faster solutions than
the FEM. Contrary to the BEM, the surface charge method
is analytically formulated, resulting in faster solutions. As a
result of recent developments, the applicability of the surface
charge method has improved with the introduction of (semi-
)analytical solutions to include the relative permeability of
soft-magnetic materials [25].

For now, the applicability of the surface charge method is
limited to rotations around the non-magnetized axis, in combi-
nation with a translation with respect to the magnetized axes.
Therefore, the method does not serve as a FEM-replacement
yet [13]. Model extensions include the forces between cylindri-
cal PMs with single-axis rotation. Subsequently, the forces and
torques between pairs of cuboidal and pairs of cylindrical PMs
with arbitrary rotation should be considered. Then, force and
torque expressions between pairs of spherical, triangular, and
differently-shaped permanent magnets should be developed.

VII. CONCLUSION

In this paper, the analytical surface charge method is ap-
plied to two relatively rotated permanent magnets (PMs). The
calculated interaction force is compared with results from
the Boundary Element Method (BEM), and validated against
experimental results. Although the surface charge method
already shows superior applicability and computational time,
compared with the BEM, great promise lies in the extension
of the method to allow for multi-axial rotations to provide
a 6-DoF PM interaction model, which can serve as a fast,
analytical replacement to the finite element method.
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Abstract—This work represents the progressing efforts towards
grid hybridization and provides an overview of the evolving
concept of reconfigurable ac-dc links. The motivation for re-
furbishing ac infrastructure to operate under dc conditions
is also offered. The possibility of power transmission capacity
enhancement with dc links is highlighted. Finally, the objective
of dc link control and grid integration is presented.
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link, electric fields, flexibility, grid integration, hybrid, modular-
ity, redundancy, reconfigurable, refurbishing.

I. INTRODUCTION

Increasing integration of dispersed renewable energy
sources in existing electricity supply systems have enabled
bidirectional power flows in the distribution networks [1].
Looking at the current grid structure, it is possible that dc
distribution has some operation advantages over ac [2]. New
energy consumers like electric vehicles have changed the
localized energy consumption patterns, introducing more
complexity to the grid operability [3].

Infrastructural complexity and investment costs are required
for maintaining sufficient and optimized power flow to
cope with localized demand deficits and quality of supply
at acceptable voltage deviations [4]. Distribution network
operators (DNOs) should have adequate flexibility and control
on grid operation‘.

A. Research Objectives

It is anticipated that reconfigurable dc links employing
power electronic devices with advanced controls and
protection algorithms can serve as a flexible backbone to
existing distribution systems.

Possible research directions to be explored in using
reconfigurable dc links are as follows:

• Economical interconnectivity between grid sections en-
suring efficient power balancing using interactive power
flow optimization algorithms.

• Maintaining voltage parity at desired level between inter-
connected sections using advanced control algorithms.

• Enabling smart integration of renewable energy sources
operating at different output voltage levels.

• Protection algorithms to improve safety of operation and
isolation in case of fault conditions.

• Exploring different architectures and constraints involved
in utility interactive power balancing, voltage control and
protection algorithms employed in proposed system.

B. Impact Overview

Current solutions like demand response at end users or
electrical storage offer limited flexibility to the distribution
network operators. The proposed reconfigurable dc links as
utility interactive power electronics offer a possibility to inde-
pendently control the power and voltage profiles within the
network. The concept of reconfigurability is highlighted in
Section II.

In Section III, aspects associated with refurbishing ac cables
to operate under dc conditions are explored.

Reconfigurable dc links can increase the existing capacity,
without which the network operators will be forced to expand,
incurring additional costs. This thought is further expanded in
Section IV.

Furthermore, undesired smart grid phenomena like in-
creased dynamic behaviour due to greater fluctuations in load
and generation, decreased power quality, increased harmonic
distortion, reactive power demand and decrease of system
inertia may be mitigated. Section V explores the control and
integration of the dc link with the existing ac distribution
network in order to achieve the final goal of grid hybridization.

Finally, Section VI concludes the ideas and research study
presented in this paper.

II. RECONFIGURABLE AC-DC MODULAR OPERATION

Reconfigurability of the underground medium voltage cable
link is considered as central concept around which this project
revolves. By this way, not only can the operational and techni-
cal benefits of the dc transmission be exploited, but the utility
operators have the option of reverting back to ac operation, if
need be, in case of contingencies. The concept of hardware
and software reconfigurability of the ac-dc underground cable
link in order to achieve adequate redundancies, modularity and
flexibility in the distribution grid is expanded in [5]. In [5],
the authors have described the concept of reconfigurable dc
links and discussed the different control functionalities that
can be incorporated in the dc link in order to obtain a flexible
operation.

Fig. 1. depicts one of the hardware system reconfiguration
that can work as a bipolar dc link as well as revert back to 3



phase ac operation during converter faults by modular repair
scheme.
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Fig. 1. Hardware reconfiguration for modular and flexible ac-dc operation of
underground cables.

In this scheme, the 3 core cable operates as a bipolar dc link
under normal operational conditions. Two of the cables can be
fully loaded while one is either redundant or acts as a return
path as shown in Fig. 1. (a). During converter faults, which
are the least reliable part of the system, the circuit breakers on
the ac side open and the faulted components can be modularly
removed as shown in Fig. 1. (b). The system can revert back to
3 phase 3 line ac operation as shown in Fig. 1. (c), by closing
the isolator and reclosing the circuit breakers at both sides.

In this way, we not only achieve a flexible and modular
ac-dc operation by re-using the same underground cable
infrastructure, but also, save costs by common use of the
circuit breakers for both operating modes. The isolators are
cheaper and used only for ac connection, and remain normally
open during dc operation. These isolators are not operated to

make or break cable current, which is done using the common
connected circuit breakers.

III. REFURBISHING AC TO DC CABLES

In the previous section, reusing the same underground cable
for ac as well as dc operation is offered as a solution to achieve
greater modularity, flexibility and redundancy. In practical
sense, such an operational requirement has technical impli-
cations for the underground cable. Therefore, the subject of
refurbishing ac medium voltage underground cables to operate
under dc conditions in terms of aspects such as component
lifetime, electric fields, temperature dependence, protection,
capacity and efficiency enhancement is discussed extensively
in [6].

For example, the electric fields imposed on the cable
insulation are very different in ac and dc conditions. The
approximated expression for temperature dependent electric
field stress E(x) on the cable insulation under dc operating
conditions is given by (1) [7], [8].

E(x) =
δU0

(
x
ro

)(δ−1)

ro

(
1−

(
ri
ro

)δ) (1)

U0 is the nominal operating voltage imposed on the cable,
ri and ro are the inner and outer radius of the insulation
respectively and δ is a dimensionless quantity given by (2).

δ =

α∆T
ln(ro/ri)

+ bU0
r0−ri

1 + bU0
r0−ri

(2)

Herein, b is the stress coefficient in mm/kV, α is the tempera-
ture coefficient in ◦C−1 and ∆T is the temperature difference
between outer and inner surfaces of the insulation.
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Fig. 2. Temperature dependence of electric field stress on insulation of the
standard cable.

Fig. 2 shows the resistive electric field distribution in the
cable insulation for different ∆T for standard impregnated
paper type cable with 450 kV rated voltage, α = 0.1◦C,



b=0.03 mm/kV, ri = 23.2 mm and ro = 42.4 mm [8].

As the temperature difference increases, the electric field
starts reducing at the inner insulation surface and increasing
at the outer until it is completely inverted. It can be observed
that for ∆T = 10◦C the electric field distribution in the
insulation is almost flat. It follows that at specific temperature
distributions, it is possible to increase the operating voltage
of the cable to obtain the same maximum field.

The electric field distribution for cables operating under
dc voltage illustrated here are for a high voltage XLPE
standard cable used in [8]. However, the same principles ably
for medium voltage XLPE cables. In [6], the novel idea of
temperature dependent dynamic voltage rating is established
that takes into account the varying electric field distribution
for a medium voltage 11 kV XLPE cable.

IV. CAPACITY ENHANCEMENT

Higher power transfer capacity can be achieved with a dc
link as compared to ac due to enhanced voltage rating [9],
[10], atleast by

√
2. In [9], it is offered that the dc cable

transmission capacity enhancement is 294% as against the
existing three phase double circuit ac system. The current
rating enhancement due to thermal proximity is also taken
into account to reach this number.

While it can be recognized that some capacity gains can
realistically be achieved, a more comprehensive study may be
required [6]. For example, different system configurations can
lead to different capacity gains, and sometimes even reduction.

Table I highlights the impact of system topology on capacity
enhancement. In this only voltage rating enhancement is
taken into account.

TABLE I
TOPOLOGY DEPENDENT CAPACITY ENHANCEMENT AT UPF

AC Circuit DC Topology Ground Return Enhancement %

Single, 3 line Monopolar Yes
√
2 41

Double, 3 line Monopolar Yes
√
2 41

Single, 3 line Bipolar No (2
√
2)/3 -7

Double, 3 line Bipolar No
√
2 41

Therefore, for DNOs to ascertain the gains of shifting to
dc using the existing ac infrastructure, influence of initial and
final system topology, the consequences of the choice such
as ground return and voltage enhancement and the associated
trade-offs such as component lifetime reduction must be
known [11]. The subject of this discussion is explored in [6].

Furthermore, an accurate representation of the realistic
capacity gains must also include factors other than voltage
rating enhancement and topology, such as:

• Current rating enhancement: skin effect, dielectric losses,
thermal proximity effect and capacitive current.

• Voltage regulation with varying line lengths and cable
cross-sectional area.

• Power Factor at load side
Equations meticulously taking into account all the asso-

ciated factors while imposing the rated cable current at the
sending end of the transmission link have been derived in [12].
The results describing the capacity enhancement taking into
account all the listed factors with different system topologies,
varying cable lengths and cross-sectional areas are presented
in [13].

V. DC LINK CONTROL AND GRID INTEGRATION

Since the objective of this project is to finally benefit from
grid hybridization using reconfigurable dc links at medium
voltage level in existing ac distribution networks, interfacing
infrastructure, converter topologies, control functionalities and
ancillary services are an integral part of the research study. The
following research aspects are important from this context:

• Interfacing options for dc link integration with predom-
inantly ac distribution grid based on converter topology,
efficiency, costs, protection and reliability of the system.

• Point to point dc link connection feasibility and whether
opportunities exist to extend the infrastructure to a
meshed dc grid with integrated renewable energy sources.

• Power balance, bi-directionality and voltage support us-
ing the dc link during normal operation and its subsequent
impact on the stable ac grid operation.

• Protection mechanism during a short circuit at different
grid locations, both at ac and dc side.

The converter topology itself can be voltage source converters
(VSC) of two level, three level neutral clamped or multilevel
converters, controlled using dq transformation of the measured
grid voltage, output converter current and the dc link volt-
age [14].

VI. CONCLUSIONS

In this document, the concept of reconfigurable dc links is
described. The benefits corresponding to flexibility, modularity
and redundancies is highlighted. The aspects associated with
refurbishing ac cables to operate under dc conditions are also
mentioned. The idea of capacity enhancement as a possible
advantage of employing dc links in distribution networks is
put forth. Finally, control functionalities and grid integration
of the dc links is expressed as an important research direction
towards realizing a working reconfigurable dc link technology
in the existing ac distribution grid in order to achieve hybrid
operation.
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APPENDIX

Based on the author’s research, the following handout
with discussion points for the workshop feedback with utility
operators was prepared:

1) What can reconfigurable dc links offer in terms of
operability and flexibility to the DNOs? The impact of
installing such links on conventional grids must also be
explored.

• What are the benefits associated with research pur-
poses?

• How and what kind of flexibility and redundancies
be incorporated using reconfigurability?

• What are the possibilities of grid voltage support,
active and reactive power injection?

• What are the protection and integration aspects to
be looked into?

2) What kind of dc link configurations can be employed
(monopolar/bipolar/homopolar) according to the existing
systems?

3) What specific situations DNOs may have encountered
in which reconfigurable dc links can be advantageous,
for example, in terms of network de-congestion and
addressing local power deficits?

4) Is refurbishing ac to dc lines relevant in context of
capacity enhancement?

5) What control functionalities should the dc link converter
have?
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Abstract—This paper deals with the context and objectives of
the long-term planning of industrial microgrids. A first flowchart
for the development of a tool helping to the setting up of industrial
microgrids is presented. The imagined methodology allows taking
into account the different (possibly conflicting) objectives of
the microgrid stakeholders, by seeking an equilibrium from
a game theoretical perspective. Beforehand, the role of each
stakeholder as well as the decisions they can take have to be
well-defined through an interaction model. The description of
such an interaction model is developed in this paper.

I. INTRODUCTION

In order to respond to the plan ”20-20-20” decided by
the European Union and to the current society willingness
of moving towards a greener environment thanks to the
reduction of nuclear electricity production, recent years
have witnessed a large deployment of Renewable Energy
Systems (RESs). The network has therefore undergone a
change of paradigm in which the electricity production is not
centralized anymore but distributed in the network. However,
the proliferation of RESs is limited because of the intermittent
operation of some of them, such as solar photovoltaic (PV)
and wind generation units. Those fluctuating energies may
cause troubles in transmission and distribution networks.
Moreover, the fixed loads of the network have to be fed
continually and may not face a lack of supply. Those reasons
involve that the proliferation of RESs is not possible without
a smart management [1] and the use of Energy Storage
Systems (ESSs) to allow flexibility. In order to integrate
new productions and load management in the network, the
notion of microgrid is more and more widespread. According
to [2], a microgrid is ”a group of interconnected loads and
distributed energy resources (DERs) with clearly defined
electrical boundaries that acts as a single controllable entity
with respect to the grid and can connect and disconnect from
the grid to enable it to operate in both grid-connected or
island modes”. In this definition, DERs include distributed
generations (DGs), RESs and ESSs. Microgrids are more
than simple backup generation because they can provide a
wide range of benefits at a larger scale and they are more
flexible [2]. Indeed, microgrids can be used as a support
for the distribution network performance such as reliability,
resiliency and power quality. The installed microgrid world’s
capacity was about 1.1 GW in 2012 and is estimated to

be 4.7 GW in 2017 [2]. In Europe, microgrids that are
often developed in existing networks must be adapted to
the existing configuration and are connected to the general
network. However, the microgrid development is also more
and more intended in emerging countries without initial
infrastructure such as in Africa. In this case, they are built
from nothing and operated in island mode [3].

In this work, grid-connected microgrids are considered at a
Medium Voltage (MV) industrial level and not at a residential
one. A motivation for industrial microgrids development is
to decrease the electricity bill for companies which take part
to the microgrid. Indeed, the MV electricity purchase price is
more and more expensive for industries, especially in Belgium.
A survey conducted in 2016 showed that, for belgian industrial
companies, their electricity bill is 16 to 40 % more expensive
than the mean one of the neighbour countries (France, Holland
and Germany) taking into account taxes and network costs
which are also consequent in Belgium, as shown in Fig. 1 [4].

Fig. 1. Electricity Price in 2016 (e/MWh) (profil baseload 100 GWh) [4].

Therefore, investing in decentralized generation such as
wind or PV may become interesting for industrial companies.
The industries which install those kinds of productions want
to improve their self-consumption, i.e. to make profitable their
investment by trying to consume locally all their generated
electricity and, consequently, to avoid selling it at a cheaper
price than the one paid for direct consumption from the grid.
Indeed, the excess of generation is sold to the distribution
network at a very low price (market price) compared with the
purchase price (market price + taxes + network price).



As an example, the company partially funding this work
previously invested in a PV installation of 250 kWp. However,
after a few years of operation, the objective of 100% self-
consumption has not yet been achieved due to the high
variability of sunshine in Belgium. Indeed, PV generation
was sometimes not sufficient to fully supply the consumption,
whereas reverse power flows occurred at other times. For
such an installation, the residual produced electricity has to
be sold to the distribution network, but the selling price is
very low compared to the purchasing one. Such a difference
represents a shortfall for the company. One way to reduce it
is to consider electricity storage facilities. However, a first
study has shown that storage batteries are still too expensive
to be cost-effective for a single company [5].

At a larger scale, in an industrial estate, the consumption
profiles of the companies can be complementary. The
installation of a single storage unit shared among several
companies could therefore be more profitable. In such
an industrial estate, in which several companies would
massively invest in RESs, a pooling of the production units
could be considered in a microgrid framework. However,
the companies would like to know if such a microgrid
could be profitable over the years considering their wish
to keep a connection with the distribution network and the
costs that this involves. In order to meet this demand, it is
necessary to plan at a long-term horizon (typically up to
20 years) the evolution of the microgrid. In this context,
the present work aims at providing a tool for the setting
up of industrial MV microgrids with a minimization of
the electricity costs while taking into account the individual
(possibly conflicting) objectives of the microgrid stakeholders.

This paper is organized as follows. In section II, the method-
ology of the long-term planning tool is described, including
the management of the microgrid and the costs objective
functions formulation. Section III then presents a first model
of interaction in detail i.e. the role of each stakeholder and
the decisions they can take. Finally, conclusions are drawn and
perspectives for future work are given.

II. METHODOLOGY OF THE LONG-TERM PLANNING TOOL

In an industrial microgrid, several parties have to be con-
sidered. These are the individual prosumers (which are the
consumers who possibly own their local RESs), the Dis-
tribution System Operator (DSO) and the Industrial Estate
Operator (IEO). In this contribution, the microgrid is managed
by an aggregator. One of the goals of this work, which is
also one of its originalities, is to put as aggregator each
stakeholder of the microgrid alternately. Depending on the
aggregator, the management strategy of the microgrid will be
different. In addition, two additional strategies are considered
in which the aggregator is, respectively, an independent entity
or a state organization. Those strategies are detailed in this
paper. Moreover, for each stakeholder of each strategy, an

annual objective function VaN is written and a global objective
function NPV for Net Present Value is written over Ntot years.

A. Costs objective function formulation

The annual objective function VaN for each stakeholder is
the net Value for year N, which is defined by Eq. (1) as the
difference between the revenues and the expenses during the
year N. This expression (inspired from [6]) has two parts: an
hourly part (terms in parentheses) and an annual part.

VaN =

(
h=8760∑
h=1

(Rh,N − Ch,N )

)
− CmN − CsN − CiN (1)

where Rh,N and Ch,N are, respectively, the revenue and cost
per hour, CmN is the annual maintenance cost, CsN is the
annual additional cost and CiN is the annual investment cost.

In order to analyze the profitability of the microgrid over
Ntot years, the NPV is used because costs and revenues in
year 1 are not equivalent to those of the future, as time
has an impact on the value of cash flows. After computing
VaN for year N, the Present Value (PVN ) is computed taking
into account the discounting of future cash flows through the
discount rate i and they are cumulated over the planning time
horizon of Ntot years to obtain the NPV (2):

NPV =

Ntot∑
N=1

PVN =

Ntot∑
N=1

1

(1 + i)N
VaN (2)

Thus, a positive NPV indicates that the project is making
benefits over the planning period.

B. Strategies

The goals pursued by each aggregator are described in this
part. They differ by the direct benefits they expect from the
microgrid (sign of the NPV).

Strategy I (aggregator = DSO): The DSO intends to
make benefits by decreasing transmission costs, even if the
microgrid client electricity bill is expected to decrease. Its role
is also to maintain or improve the quality of the electricity
in the distribution system and in the microgrid and to ensure
their stability ⇒ NPV > 0;

Strategy II (aggregator = a single or a group of
prosumers): They want to make benefits thanks to a
reduction of the difference between the actual purchasing
price of electricity to supply their needs and the actual
selling price of the excess of electricity produced by their
RESs. In that way, an improvement of their self-consumption,
i.e. a decrease of the electricity amount exchanged with
the distribution network, is pursued. They can also provide
services to the DSO to obtain an extra revenue ⇒ NPV > 0;

Strategy III (aggregator = IEO): IEO wants to optimize
the proper operation of the microgrid by promoting the
RESs of the prosumers. Its first interest is not to make direct



benefits but to provide a social global welfare and to develop
its industrial estate by attracting new companies in the area
thanks to an attractive price of electricity (socio-economic
dimension) ⇒ NPV <,= or > 0;

Strategy IV (aggregator = an independant entity): Its
objective is to make pure benefits thanks to a maximization of
the revenues coming from the microgrid and the optimization
of its proper operation ⇒ NPV > 0;

Strategy V (aggregator = a state organization): Its
objective is to manage the microgrid with the goal of
optimizing its proper operation and keeping a social global
welfare between all the stakeholders without making any
benefits ⇒ NPV = 0.

In conclusion to this point, it is obvious that the choice of
the aggregator will influence the decisions to be undertaken in
the management process of the microgrid.

C. General organization of the decision-making tool
Each management strategy described above is studied under

a large number of scenarios [7] which represent possible
evolutions of the microgrid in terms of consumption and
production profiles, as well as in terms of new RESs by the
prosumers (note that RESs are supposed to be only placed
by the prosumers and not by the DSO). Each scenario is
created on a planning period of 20 years (which approximately
corresponds to the life time of RESs). For each hour of
each scenario, a load flow is performed and the state of the
microgrid is defined through technical [8] and reliability [9]
indicators. At the end of the load flow, the flowchart presented
in Fig. 2 is applied. The aggregator and the stakeholders re-
cover all those indicators and analyze them. Each one will have
to choose between several decisions among the possibilities
arising from the interaction model of the concerned strategy,
such as investments or flexibility services. Every decision is
associated with a price that has to be taken into account in (1)
and, thus, in (2) over 20 years. Following the level of benefit,
those decisions are classified in a preference order. Pratically,
the final decision will be found thanks to the computation
of an equilibrium between all the stakeholders using a game
extracted from the Game Theory [10].

Fig. 2. Flowchart for each microgrid stakeholder (including the aggregator).

Fig. 3. Interaction model for strategy I.

III. A FIRST INTERACTION MODEL

For each strategy, it is necessary to define the interaction
model between all the stakeholders (with their roles and
decisions), as well as to establish the cost terms in detail.
In this paper, an interaction model for the first strategy
(aggregator = DSO) is presented (Fig. 3). There are three kinds
of interactions: cyan arrows represent interactions related to
the cost of electricity exchanged through the External Market
(EM) and the Internal Market (IM), the red double arrow
represents flexibility services and the purple arrows depict the
microgrid development.

A. Electricity exchanges

The privileged electricity exchanges are those inside the
microgrid. The prosumers who own a RES use their own
generation in the first instance. Three cases can then appear
for each prosumer. In the first situation, the production and
the consumption are equal and the balance is respected. In the
second case, there is more generation than consumption and,
consequently, the prosumer needs to sell its electricity surplus
(prosumer = seller). In the last configuration, generation
is lower than consumption and the prosumer has to buy
electricity through the aggregator (prosumer = buyer). For
the first case, there are no exchanges but, in the two other
cases, exchanges have to be managed by the aggregator in the
IM. As shown in Fig. 4, each seller gives a minimal price
at which he accepts to sell its electricity surplus and each
buyer gives a maximal purchase price at which he accepts to
purchase the electricity to fully provide its own consumption.
Those bounds are then centralised by the aggregator. In this
work, the optimization part done in the IM is not handled and
will be considered as a ”black box”. The outputs of this black
box are purchase (Prpurchase,µ) and sale (Prsale,µ) prices
at which prosumers can buy and sell electricity inside the
microgrid. Those prices are computed in such a way that the
aggregator is paid for its operator role by a fee Prfee,IM ,
which is a percentage of the difference between Prpurchase,µ
and Prsale,µ.



Fig. 4. Electricity exchanges inside the microgrid.

When the exchanges inside the microgrid are done, there
are three possibilities: either there is a balance (all the gener-
ation is used and all the consumption is provided inside the
microgrid), or there is still an electricity surplus (more global
generation than the global consumption) or there is a lack of
electricity (the global consumption is higher than the global
generation). In the two last cases, it will be necessary to have
exchanges between the microgrid and the distribution network.
Fig. 5 shows how the costs of those exchanges are defined.

Fig. 5. Electricity exchanges between the distribution network and the
microgrid.

The case with a lack of electricity in the microgrid is
presented using the green arrows (on the right part of Fig.
5). In the EM, Prfixed is the base price of electricity with
the transmission costs and state taxes. To that price, the
DSO adds the distribution cost (PrDSO,in), but since the
aggregator is the DSO here, it can be imagined that this price
will be flexible (the DSO can decide to put it equal, higher
or lower than the classical actual price). Then, in the IM, as
one objective of the IEO is to make electricity price more
interesting for the prosumers, IEO could help to reduce the
electricity purchase price thanks to a contribution PrIEO,in.
As a result, the electricity purchase price Prpurchase,grid is
paid by the aggregator. The aggregator then grants himself
with a fee Prfee,in and sells the electricity to the prosumers
according to their needs (Prpurchase,grid,pros).

Consider now the case in which there is an electricity
surplus from the microgrid. This exchange is presented by
the blue arrows in Fig. 5. First, the prosumers give to
the aggregator their selling price (Prsale,grid,pros). Then the
aggregator puts its fee (Prfee,out) and the selling price of
electricity is defined (Prsale,grid). Afterwards, the IEO takes
back a flexible part of its contribution through the increasing
of the selling price with the value PrIEO,out. Finally, in this
particular strategy with the DSO as aggregator, the DSO adds
its distribution cost PrDSO,out in the EM. Note that the prices
in red on Fig. 5 are flexible, i.e. their values depend on the
decision of the concerned stakeholder.

B. Flexibility services

In reference [11], the flexibility is defined as a ”modification
of injection or consumption in reaction to an external price
(from the DSO) or to the activation of a signal in order to
provide services”. The red double arrow in Fig. 3 represents
the flexibility services exchanges between all the stakeholders
from the distribution network and from the microgrid. For an
easier understanding of those services, they are summarized
in tables inspired from [12] and are divided between the
microgrid needs (Table I) and the distribution network needs
(Table II). In those tables, the second column indicates which
service(s) can be done to cater the needs. The third column
indicates how the service is managed and the last two columns
specify the provider and user of the service, respectively.
Note that when the provider or the user is the aggregator,
it can be either on its behalf or on behalf of prosumers. In
the second case, the aggregator charges a fee as operator of
flexibility service and the costs or the revenues are shared
between the concerned prosumers. In the economical record,
the costs linked to flexibility services have to be compared
with investment costs to make the more profitable choice.

From the microgrid point of vue (Table I), the first need
is obviously the electricity which can be provided either by
the distribution network or by other prosumers inside the
microgrid. The exchange mechanisms are those explained in
section III. A. The second need is to avoid congestion and an
oversize of the microgrid. There are several ways to supply this
need such as the adjustment of the RES generation and the load
shifting of some prosumers. The goal of this service is to allow
the aggregator to avoid investments inside the microgrid such
as line reinforcement or reconfiguration. A special contract
is done between the prosumers and the aggregator in order
to fix the cost and the conditions of that service. Another
service is the voltage control inside the microgrid. Indeed,
overvoltage can damage prosumer’s equipments. This voltage
control is done locally by prosumers thanks to the management
of active and reactive powers. Again, this service is managed
by the aggregator who will take a fee. The penultimate service
is the management of the RESs and ESSs by the aggregator.
When the aggregator is the DSO, it knows the production and
consumption previsions and thus he has to manage the RESs
and ESSs integration in order to maximize it. Another way to



maximize prosumer’s RESs and ESSs could be investment aids
from the IEO. Finally, the IEO profits are the development of
the IEO’s industrial estate thanks to attractive electricity prices
from the aggregator which will allow a cheaper electricity bill
to the companies. In that way, the IEO has interest in providing
a budget for the growth (new jobs) or the attraction of new
businesses.

TABLE I
FLEXIBILITY SERVICES - MICROGRID NEEDS

Microgrid
needs

Service(s) Procurement
mecha-
nism

Provider User

Electricity Supply
electricity

from
general
network

Contract
(markets)

Electricity
provider

Aggregator
(=DSO)

on behalf
of

prosumers
Supply

electricity
from RESs
and ESSs

IM IEO or
some

prosumers

Congestion
manage-
ment and

avoid
oversizing

Generation
adjust-

ment, load
manage-
ment and

peak
shifting

Contract Prosumers Aggregator
(=DSO)

Local
voltage
control

Active and
reactive
power

provision

Contract Aggregator
(=DSO)

on behalf
of

prosumers

Aggregator
(=DSO)

on behalf
of

prosumers

Maximizing
RESs and

ESSs
integration

Prevision
production

Aggregator’s
role

Aggregator
(=DSO)

Prosumers

Investment
aids

Contract IEO

Industrial
develop-

ment

Attractive
electricity

prices

Contract
(markets)

Aggregator
(=DSO)

IEO

From the distribution network point of view (Table II), note
that the provider is always the aggregator who charges a fee as
flexibility operator and divides the remaining benefits to some
prosumers according to their participation in the provided
service. The user is always the DSO, not in its aggregator’s
role but in its classical role. The first service is the supply of
electricity by the microgrid if there is a surplus of RESs gen-
eration or some electricity from ESSs. The second service is
the congestion management in the distribution network which
is possible thanks to a management of the microgrid injection
and its global consumption regulation. The last service is the
voltage control at a larger scale which is possible thanks to
the management of active and reactive powers exchanged by
the microgrid with the main electrical network.

C. Economical record

This part summarizes in detail all the terms of Eq. (1)
for each stakeholder in this investigated strategy (with the

TABLE II
FLEXIBILITY SERVICES - DISTRIBUTION NETWORK NEEDS

Distribution
network
needs

Service(s) Procurement
mecha-
nism

Provider User

Electricity Surplus
from RESs
and ESSs

Contract
(markets)

Aggregator
(=DSO)

on behalf
of

prosumers

DSO

Congestion
manage-
ment and

avoid
oversizing

Adjust
injection

from
microgrid,
microgrid

global
consump-

tion
regulation

Contract Aggregator
(=DSO)

on behalf
of

prosumers

DSO

Voltage
control

Active and
reactive
power

provision

Contract Aggregator
(=DSO)

on behalf
of

prosumers

DSO

DSO as aggregator). Eq. (1), and thus Eq. (2) after Ntot

years, has to be written and computed for the aggregator,
for all the prosumers and for the IEO. Note that, in this
particular strategy, all the expenses and revenues linked to
the DSO’s aggregator role and its classical role have to be
taken into account separately (even if there will probably be
some balances). The terms for the aggregator are described
in Table III and those for all the prosumers and the IEO are
presented in Table IV.

For the aggregator (Table III), the revenue term takes
into account all the contributions described above, i.e. the
revenues linked to the classical role of the DSO through the
billing of distribution services which is variable following its
decision (PrDSO,in and PrDSO,out), the flexible revenues
linked to its role of IM operator (Prfee,IM , Prfee,in and
Prfee,out), the revenues linked to its role of flexibility services
operator (services that it manages for the prosumers) and
also revenues thanks to provided services. The hourly costs
are those for the use of flexibility services. The last three
terms take into account the costs linked to the development
of the microgrid (smart management and investments) and its
maintenance. For the prosumers (Table IV), the revenues are
those linked to the sale of electricity outside and inside the
microgrid (Prsale,grid,pros and Prsale,µ), as described in the
electricity exchanges, and the revenues related to the supply
of flexibility services described in previous tables. The hourly
costs are structured in the same way, i.e. the costs linked to
the purchase of electricity outside and inside the microgrid
(Prpurchase,grid,pros and Prpurchase,µ) added to the costs
of the flexibility services that are used. The investment and
maintenance costs are those related to the RESs and ESSs. In
addition, for the last three costs, it is considered that prosumers
participate for a percentage of the aggregator costs to develop



the microgrid (contract between the stakeholders). For the IEO
(Table IV), the revenues are, on the one hand, PrIEO,out
defined above as a recovery of money when electricity is sold
to the distribution network and, on another hand, the supply of
electricity (flexibility service) thanks to their potential RESs
and ESSs. Note that in this last case, their selling price is
identical to the one of the other prosumers (IEO takes part to
the IM on the same level as another producer). The hourly cost
is PrIEO,in which represents its contribution to the reduction
of the electricity price inside the IM when the electricity
is purchased to the EM. The maintenance costs are related
to its own RESs and ESSs, whereas investment costs could
also be related to investment aids provided to prosumers.
An additional annual revenue is taken into account in the
CsN ’s row thanks to the industrial development. Note that
this last revenue is not an hourly revenue and is consequently
considered as a negative annual additional cost. Moreover,
PrIEO,in and PrIEO,out could possibly be equal to zero.

TABLE III
DETAILS OF THE COST TERMS FOR THE AGGREGATOR

Terms aggregator = DSO

Rh,N PrDSO,in + PrDSO,out + Prfee,IM + Prfee,in +
Prfee,out + flexibility provider + fees as operator of the
flexibility services

Ch,N Flexibility user

CmN Grid maintenance + ESSs maintenance

CsN Grid intelligence

CiN Shared ESSs + lines reinforcement + microgrid reconfigu-
ration

TABLE IV
DETAILS OF THE COST TERMS FOR THE OTHER STAKEHOLDERS

Terms Prosumers IEO

Rh,N Prsale,grid,pros +
Prsale,µ + Flexibility
provider

PrIEO,out + Flexibility
provider

Ch,N Prpurchase,grid,pros +
Prpurchase,µ + Flexibility
user

PrIEO,in

CmN RESs and ESSs mainte-
nance + % aggregator’s
CmN

RESs and ESSs mainte-
nance

CsN % aggregator’s CsN (-%) of industrial develope-
ment (=revenue)

CiN RESs + ESSs + % aggrega-
tor’s CiN

RESs + ESSs + investment
aids

IV. CONCLUSION AND FUTURE WORK

This paper deals with the planning of an MV industrial
microgrid connected to the general network. As many stake-
holders take part into those kinds of microgrids, it seems
important to consider the objectives and the welfare of each
one. The presented methodology includes a microgrid manager
called aggregator. The originality of this work is to put as
aggregator successively each stakeholder in order the see how

the planning of the microgrid is impacted. Indeed, the choice
of the aggregator will influence the decisions to be undertaken
in the management process. Concerning those decisions, they
are defined through an interaction model for each strategy.
This paper described only the case in which the aggregator
is the DSO. This interaction model summarizes the electricity
exchanges, the flexibility services between the microgrid and
the distribution network and details the economical record
for this strategy. Thanks to this interaction model, possible
decisions are defined, attached to a cost and can be compared.
The computation of the Net Present Value defined in this
paper for each stakeholder, including the aggregator, allows
the ranking of those decisions in a preference order and a
final equilibrium can be computed following the Game Theory
rules. Currently, the imagined tool is deterministic but the
objective of the work is to make preventive planning taking
into account all the possible uncertainties as the installation of
RESs within the microgrid.
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Abstract—Several preventive and corrective actions are avail-
able to the system operator enabling reliability management
within a power system. The objective of reliability management is
trying to exploit a power system with a minimal socio-economic
cost while taking into account the possibility of a contingency on
one or multiple elements (e.g. branch, generator) and changing
operating conditions. The operating cost is minimized by opti-
mally choosing between all available preventive and corrective
actions, most commonly facilitated by an optimal power flow
algorithm. This paper presents an overview of the most relevant
actions for AC power systems and how to efficiently implement
them in an OPF environment.

I. INTRODUCTION

Power system reliability management can be defined as
a sequence of decisions which are taken under uncertainty
in order to meet a certain reliability criterion. A reliability
criterion is a principle imposing a basis to determine whether
or not the reliability level of a given operating state of the
power system is acceptable [1]. This can be expressed as a
set of constraints that must be satisfied by the decisions taken
by the system operator (SO). An example of such a reliability
criterion is the N-1 criterion, which states that the considered
power system must be able to withstand any credible single
contingency (e.g. the loss of a generator), in such a way
that a new operational set point can be reached without
violating the security constraints of that power system. The
SO makes use of a power systems inherent flexibility options
to reach a new operation set point. These flexibility options
are also referred to as actions and the distinction can be made
between preventive and corrective actions. Preventive actions
are those flexibility options preventively activated to adapt
the system state, anticipating all possible contingencies and
uncertainticing the need for corrective operator intervention
when a certain contingency occurs. Corrective actions are
those flexibility options available to adapt the system state
immediately after a contingency has occurred, sufficiently
quick to avoid cascading of the event. It is the responsibility
of the SO to select the actions, both preventive and corrective,
that result in an optimal reliability, which ideally leads to a
minimal global socio-economic cost. Most efficiently, this is
done by implementing all considered actions in an Optimal
Power Flow (OPF) [2], which is adapted to take the possibility
of contingencies into account. This type of OPF is generally
referred to as a Security Constrained OPF (SCOPF) [3]. The
general formulation of a SCOPF is given by (1)-(5):

min
u0,uc

f(u0,uc) (1)

subject to: G0(x0, u0, y0) = 0 (2)
H0(x0, u0, y0) ≥ 0 (3)
Gc(xc, uc, yc) = 0 ∀c (4)
Hc(xc, uc, yc) ≥ 0 ∀c (5)

In this formulation, u, x and y respectively represent the
control variables, state variables and parameters. The index
0 and c indicate the preventive base case and the corrective
contingent cases. Equation (2)-(3) respectively ensure that the
power flow equations and the operating limits are respected
for the preventive base case while (4)-(5) does this for the
considered corrective contingent cases. This paper presents
an overview of available actions for AC power system and
the linear implementation of those actions in an SCOPF
environment.

II. AVAILABLE ACTIONS IN AC POWER SYSTEMS

In this section, the most common available actions in an AC
power system are listed. There are four main type of actions:

1) Actions that affect the power balance in the system:
generator redispatch, demand side management and load
curtailment [4].

2) Topological actions influencing power flows through the
system: phase shifting transformer control [5], switching
actions [6].

3) Reactive power and voltage management: generator volt-
age set point changes, on-load tap changer transformer
control.

4) Special protection schemes: Specific actions triggered
by specific grid related events.

This paper focusses on the first two types of actions.

A. Generator Redispatch

Generator redispatch uses the available upward and
downward power reserves in the power system to change
the power injection and consequently change the power
flows within the grid [7]. Generator redispatch can be used
to alleviate congestion or to compensate for a generator
outage. The implementation of generator redispatch is very
case specific and depends on the market structure as well as
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the SO. These power reserves are stipulated in contracts or
purchased on the market in a liberalized system. The SO can
ask to shut down, start up or change the power output of a
generator. These actions need to be financially compensated
by either the SO or the generator, depending on the type of
redispatch. In a vertically integrated system, these reserves
are made available to the SO.

B. Load Shedding and Demand Side Management

As an alternative to generator redispatch, the demand can
also be altered in order to keep the power balance within the
system. Two methods exist that facilitate a change of the power
demand: load shedding and demand side management [8].
Load shedding entails the unannounced interruption of supply.
The cost of load shedding corresponds to the value of lost load,
which is the estimated amount a customer is willing to pay
to avoid a disruption in their electricity service. The value of
the loss of electricity can be expressed as a customer damage
function (CDF), which is a non-linear function of load type,
time and duration of the interruption.
Demand side management is the modification of consumer
demand in exchange for financial compensation. Demand side
management allows to shift a part of a consumers energy
requirements to another point in time. The cost of demand
side management is directly linked to the electricity price at
a specific point in time.

C. Phase Shifting Transformer

A phase shifting transformer (PST) is able to control the
active power flow through a certain transmission line, thus
changing the power flows throughout the entire grid.

|Us|∠θ + α

XPST

α

XL

|Ur|∠0

Fig. 1: Representation of transmission line with a PST

A PST can be represented as a reactance XPST in series
with a phase shift as depicted in Figure 1 [9]. The power
flow through the line is altered by inserting an angle α which
changes the phase angle over the line from δ to δ + α. The
angle α of the phase shifting transformer is controllable within
certain limits, αmax and αmin. A PST operated by the SO can
significantly influence the power flows in the system while the
cost associated with its control is very low.

D. Switching Actions

Reconfiguration of the grid topology using switching actions
allows to alter the power flow in the system, alleviating
possible congestion. Switching as a means of control in a
power system is described in [10]. This can enable cheaper
redispatch or avoid the need for load shedding when balancing
the system. Several methods are available to alter the topology
of a transmission system. The first method, in literature often

referred to as transmission switching, allows for the switching
of the branches within a transmission grid. A second and
more complete method, bus bar switching, allows to adapt
the topology of a transmission grid on breaker level and thus
also includes transmission switching. As switching enables a
larger set of possible topology configurations, it also increases
the complexity of the problem.

III. LINEAR IMPLEMENTATION OF THE ACTIONS IN AN
OPF ENVIRONMENT

In this section, the linear implementation in an OPF envi-
ronment of all considered actions of section II is discussed.
The presented formulation generates a finite set of linear
constraints which produces a search space in the form of a
convex polytope, entailing a minimal computational burden.
Implementation of the preventive and corrective formulation
for the same action are fairly similar. In each subsection, the
formulation of the preventive implementation of an action
is discussed, after which the changes for the corrective im-
plementation are highlighted. The index 0 for the preventive
variables introduced in section I in (1)-(3) is omitted as it is
redundant.

A. Generator Redispatch

The implementation of preventive generation redispatch
within an OPF requires the addition of a cost term (6) to
the objective function (1) and the addition of constraints (7)
to (9). ∑

g

Cprev
g ∆P prev

g (6)

The total preventive redispatch penalty is the sum of the
cost of preventive redispatch Cprev

g ∆P prev
g for all generators

g. The cost parameter Cprev
g changes depending on the type

of generator and on the nature of the redispatch. Piece-wise
linear formulation [11] of the objective function allows to
integrate such a non-constant parameter Cprev

g . This formu-
lation is convex as long as the cost parameter Cprev,up

g for
upward preventive redispatch of a generator g exceeds that
of downward preventive redispatch Cprev,down

g . An example
of such a piece-wise linear representation of the preventive
redispatch cost is depicted Figure 2.

Pmin
g ≤ P prev

g ≤ Pmax
g ∀g (7)

∆P prev
g = P prev

g − Pmarket
g ∀g (8)

Rprev,down
g ≤ ∆P prev

g ≤ Rprev,up
g ∀g (9)

Equation (7) ensures that the technical limits of all gener-
ators g are respected. Equation (8) determines the preventive
generator redispatch ∆P prev

g , which is equal to the difference
between the generator set point after preventive generator
redispatch P prev

g and the set point provided by the market
Pmarket
g . Equation (9) ensures that the preventive generator

redispatch ∆P prev
g is within the downward Rprev,down

g and the
upwards reserves Rprev,up

g .



∆P prev
g

Cprev
g ∆P prev

g

negative redispatch
Cprev

g = Cprev,down
g

positive redispatch
Cprev

g = Cprev,up
g

Fig. 2: Piece-wise linear representation of the preventive
generator redispatch cost

The implementation of corrective generation redispatch within
an OPF requires the addition of a cost (10) to the objective
function (1) and the addition of constraints (11) to (13).∑

g

∑
c

λcζg,cC
cor
g ∆P cor

g,c (10)

The corrective redispatch cost penalty for a generator g is
equal the cost of corrective redispatch Ccor

g ∆P cor
g,c, taking into

account the probability of the occurrence of a certain contin-
gency λc. If an contingency c occurs on a certain generator g,
that generator needs to be excluded from the penalty. This
is done by multiplying the penalty with a parameter ζg,c.
The constant ζg,c is equal to zero when the generator g is
unavailable during a contingency c, in all other instances ζg,c
is equal to one. The integration of different cost parameters
for upward and downward redispatch can be done using piece-
wise linear constraints, similar to preventive redispatch. The
total penalty is the summation of the cost of redispatch for all
generators g and contingencies c.

ζg,cP
min
g ≤ P cor

g,c ≤ ζg,cPmax
g ∀g, c (11)

∆P cor
g,c = P cor

g,c − P prev
g ∀g, c (12)

Rcor,down
g −M(1− ζg,c) ≤ ∆P cor

g,c ≤ Rcor,up
g ∀g, c (13)

Equation (11) makes sure that the technical limits of the
generator are respected, the addition of ζg,c on both the left
and the right hand side of the equation ensures that during
a contingency involving the generator g, the power output
P cor
g,c of the generator is zero. Equation (12) determines the

corrective redispatch ∆P prev
g , which is equal to the differences

between the corrective and preventive generator set points.
Equation (13) ensures that the corrective redispatch ∆P prev

g

is within the contracted downwards Rcor,down
g and the upwards

reserves Rcor,down
g , which takes the ramping rates of the gener-

ators into account. The downward redispatch limit is disabled
for a contingent generator using the term M(1− ζg,c), where
M is a big number [12].

B. Load Shedding

In order to implement load shedding as linear constraints,
each load needs to be subdivided in smaller loads with a
constant load shedding cost. The implementation of preventive
load shedding within an OPF requires the addition of a cost
term (14) to the objective function (1) and the addition of
constraints (15) to (16).∑

l

Cprev
l ∆P prev

l (14)

The load shedding penalty for a load l is equal the cost of
load shedding Cprev

l ∆P prev
l . The total penalty is the summation

of the cost of load shedding for all loads l.

Pmin
l ≤ P prev

l ≤ Pmax
l ∀l (15)

∆P prev
l = Pmax

l − P prev
l ∀l (16)

Equation (15) ensures that the active power consumed by the
load l is limited between Pmin

l and Pmax
l . Equation (16) ensures

that the shedded load ∆P prev
l is equal to the difference between

the maximum load power Pmax
l and the actual preventive

load set point P prev
l . The implementation of corrective load

shedding uses a similar formulation. The penalty cost of
corrective load shedding (17) needs to be calculated for each
contingency c taking into account the probability of each
contingency λc. ∑

l

∑
c

λcC
cor
l ∆P cor

l,c (17)

The constraints are similar but need to be generated for all
contingencies c. Constraint (16) needs to be adapted into (18)
for corrective load shedding in order to reflect the difference
between the preventive set point P prev

l and the corrective set
point P prev

l,c instead of the difference between the maximal set
point and the preventive set point.

∆P cor
l,c = P prev

l − P cor
l,c ∀l, c (18)

Demand side management can be implemented in the same
way as load shedding, taking into account that both an increase
as a decrease of the load power is possible.

C. Phase Shifting Transformer

A transmission line equipped with a PST can be modeled as
depicted in Figure 3. The phase shifting angle α is modelled
as two additional active power injections with an opposite sign
on both sides of the PST, represented by the impedance XPST .
The addition of those power injections P +(α) and P−(α)
alters the power flow through the transmission line. The sum
of the injections of both fictive generators needs to be zero,
as they do not exist in reality. Their injections must also be
limited, taking into account the technical limits αmin and αmax

of the PST.



P+(α)
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XPST

-P−(α)
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r

Fig. 3: Model of a PST

The implementation of a PST within an OPF requires the
addition of a cost term (19) to the objective function (1) and
the addition of constraints (20) to (22).∑

p

Cprev
p ∆P prev

p (19)

The cost penalty for a PST p is equal to the product of
the cost of preventive usage of the phase shifting transformer
Cprev

p , accounting for the wear of the transformer, and the
difference of the phase shifting transformer setting ∆P prev

p .
The total penalty is the summation of the cost of phase shifting
for all phase shifting transformers p.

P prev,+
p − P prev,−

p = 0 ∀p (20)

∆P prev,+,min
p ≤ ∆P prev,+

p ≤ ∆P prev,+,max
p ∀p (21)

|P ini,+
p − P prev,+

p | = ∆P prev
p ∀p (22)

Equation (20) ensures that the fictive power P prev,+
p injected

at node s is equal to the power P prev,-
p extracted at node k (Fig.

3). Equation (21) limits the fictive power injection P prev,+
p , and

consequently also P prev,-
p , taking into account the limits on

α. Equation (22) determines ∆P prev
p which is equal to the

absolute difference between the initial set point P ini,+
p and

the set point P prev,+
p of the phase shifting transformer in the

preventive grid state. As it is the objective of the optimization
to minimize the cost, the absolute value |P ini,+

p − P prev,+
p | can

be implemented in a linear way by replacing equations (21)
and (22) with equations (23), (24) and (25).

∆P prev
p = ∆P prev,up

p + ∆P prev,down
p ∀p (23)

0
P prev,+
p − P ini,+

p

}
≤ ∆P prev,up

p ≤ ∆P prev,+,max
p ∀p (24)

0
P ini,+
p − P prev,+

p

}
≤ ∆P prev,down

p ≤ |∆P prev,+,min
p | ∀p (25)

Either ∆P prev,up
p or ∆P prev,down

p deviates from zero in case
the set point of the PST is changed and represent the absolute
value |P ini,+

p −P prev,+
p |, the other variable is then equal to zero.

The implementation of corrective usage of a PST is similar
to the preventive formulation. The penalty cost for corrective
PST usage (26) needs to be calculated for each contingency c
taking into account the probability of each contingency λc.∑

p

∑
c

λcC
cor
p ∆P cor

p,c (26)

The constraints are similar to the preventive formulation but
need to be generated for all contingencies c. Constraint (22)
needs to be adapted into (27) for the corrective usage of the
PST in order to reflect the difference between the preventive
set point P prev,+

p and the corrective set point P cor,+
p,c instead of

the difference between the initial set point and the preventive
set point.

|P prev,+
p − P cor,+

p,c | = ∆P cor
p,c ∀p, c (27)

D. Switching

Breakers can be modeled in an OPF as lossless elements us-
ing on/off constraints [13]. An on/off constraint is a constraint
that is activated when the corresponding binary variable δb of
the considered breaker b is equal to one. The implementation
of preventive usage of a breaker within an OPF requires the
addition of a cost (28) to the objective function (1) and the
addition of constraints (29) to (31).∑

b

Cprev
b ∆δprev

b (28)

The penalty for operating a breaker b is equal to the product
of the cost of preventive usage of the breaker Cprev

b , accounting
for the wear of the breaker, and the change of the state of the
breaker ∆δb. The total penalty is the summation of the cost
of breaker usage for all breakers b.

δprev
b Pmin

b ≤ P prev
b ≤ δprev

b Pmax
b ∀b (29)

−M(1− δprev
b ) ≤ Ū prev

i − Ū prev
j ≤M(1− δprev

b ) ∀b (30)

|δini
b − δ

prev
b | = ∆δprev

b ∀b (31)

Equation (29) ensures that the power flow P prev
b through a

breaker b is equal to zero if the breaker is open (δprev
b = 0). In

case the breaker is closed (δprev
b = 1), equation (29) ensures

that the technical limits of the breaker are respected. The
actual power flow P prev

b through the breaker is determined by
the power balance equations included in the standard OPF
formulation. Equation (30) sets the voltage Ū of both end
nodes of the breaker equal to each other when the breaker b
is closed. A linear implementation of this constraints requires
generating this constraint for both the voltage magnitude |U |
and the voltage angle θ. In case the breaker is open, equation
(30) ensures that the voltages are independent from each
other. Equation (31) determines ∆δprev

b which is the absolute
difference between the status of the breakers for their initial
state δini

b and their preventive state δprev
b . The absolute value in

Equation (31) can be linearized using the same technique as
described for the phase shifting transformers.
The implementation of corrective usage of a breaker is similar
to the preventive formulation. The penalty cost for breaker
usage (32) needs to be calculated for each contingency c taking
into account the probability of each contingency λc.∑

b

∑
c

λcC
cor
b ∆δcor

b,c (32)



The constraints are similar as well but need to be generated
for all contingencies c. Constraint (31) becomes (33) for
the corrective usage of the breakers in order to reflect the
difference between the preventive set point δprev

b and the
corrective set point δcor

b,c instead of the difference between the
initial set point and the preventive set point.

|δprev
b − δcor

b,c| = ∆δcor
b,c ∀b, c (33)

IV. CASE STUDY OF PREVENTIVE AND CORRECTIVE
ACTIONS

In order to test the different preventive and corrective
actions, they are implemented in a DC SCOPF and tested on
the Roy Billinton Test System (RBTS), depicted in Figure 4.
The RBTS consists of five substations and a load (Table II)
is connected to each substation, except for substation S1. The
RBTS is interconnected by seven transmission lines (Table III).
Eleven generators (Table IV) are located in the grid, of which
four are connected to substation S1 and seven to substation
S2.

S1 S2

S3 S4

S5

T1 T2
T3

T4

T5

T6

T7

L1

L2 L3

L4

G G

P1

Fig. 4: Roy Billinton Test System

In this section, three case studies are conducted. Each case
study is a one-hour Day Ahead Congestion Forecast (DACF)
where all possible N-1 contingencies are considered. In order
to keep the results clear, it is assumed that the load demand
and renewable generation during the considered hour remain
constant. During each case study, the SO has different pre-
ventive and corrective actions at his disposal. The available
actions during each case study are depicted in Table I.

TABLE I: Available actions for each case study

Preventive Actions Corrective Actions

Redisp. PST Switch. Redisp. Shed. PST Switch.
1 X – – X X – –
2 X X – X X X –
3 X – X X X – X

The preliminary set points of all generators (Pmarket
g ) are

submitted to the SO. Based on that data, a DACF analysis is
conducted by the SO in order to determine the preventive and
corrective actions it has to take in order to have a stable system
at all times. During this analysis, the considered contingencies
are the failure of exactly one element (e.g. generator or

transmission line) with the probability of failure λc denoted
in their respective tables.

TABLE II: Load Data

Load Sub. Pmin
l Pmax

l Ccor
l

[MW] [MW] [e/MWh]
L1 S2 10 20 10206
L2 S3 75 85 10206
L3 S4 30 40 10206
L4 S5 10 20 10206

TABLE III: Transmission Line Data

Line Length Admittance Pmax
t λc

[km] [p.u.] [MW] [-]
T1, T6 48 5.555 85 0.001713
T2 160 1.666 50 0.005710
T3 128 2.083 50 0.004568
T4, T5, T7 32 8.333 71 0.001142

A. Case Study 1: Generator Redispatch and Load Shedding

In the first case study, preventive generation redispatch,
corrective generation redispatch and corrective load shedding
are the only available actions. The preventive redispatch allows
to adapt the generation set point compared to those set by
the market Pmarket

g . As preventive generation redispatch comes
at a cost, it is only activated if the market set points cause
congestion in the system or if preventive redispatch is cheaper
then corrective redispatch taking into account the probability
of the contingencies. The market set points Pmarket

g provided in
Table IV cause congestion on the transmission lines T2 and T3
as a result of an excessive generation output on substation S2.
Preventive generation redispatch alleviates this congestion by
reducing the generation of generator G5 and G10 of substation
S2 and increasing the generation of generators G1 and G2 of
substation S1.

Pg

Gen.G1 G2 G5 G10

10 MW

20 MW

30 MW

40 MW
Market
Preventive

Fig. 5: Case Study 1: Preventive generator redispatch

An unbalance in the generation and load due to a contingency,
because of the failure of a generator or because of congestion
caused by an outage of a transmission line, can only be
corrected by corrective generation redispatch or by shedding
load in the first case study. The corrective generation



TABLE IV: Generator Data

Gen. Sub. Pmax
g Pmarket

g λc Preventive Generator Data Corrective Generator Data

C
pre,down
g C

pre,up
g R

pre,down
g R

pre,up
g Ccor,down

g C
cor,up
g Rcor,down

g R
cor,up
g

[MW] [MW] [-] [e/MWh] [e/MWh] [MW] [MW] [e/MWh] [e/MWh] [MW] [MW]
G1 S1 40 4.2 0.015 4.45 12.05 -40 40 44.5 120.5 0 10
G2 S1 40 15.8 0.015 4.35 12.05 -40 40 43.5 120.5 -10 10
G3 S1 10 8.7 0.015 – – 0 0 -3000.0 – -10 0
G4 S1 20 16.3 0.015 – – 0 0 -3000.0 – -20 0
G5 S2 40 38.4 0.005 5.00 14.00 -40 40 50.0 140.0 -10 10
G6 S2 20 19.7 0.005 4.30 11.90 -20 20 43.0 119.0 -20 0
G7 S2 20 19.2 0.005 – – 0 0 -3000.0 – -20 0
G8 S2 20 19.8 0.005 – – 0 0 -3000.0 – -20 0
G9 S2 20 19.3 0.005 – – 0 0 -3000.0 – -20 0
G10 S2 5 3.6 0.005 5.45 15.35 -5 5 54.5 153.5 0 5
G11 S2 5 0 0.005 4.40 12.20 -5 5 44.0 122.0 0 5

redispatch and shedded load is depicted in Figure 6 for
contingency C1 to C18.

Fig. 6: Case Study 1: Corrective generator redispatch. Each
square of the first eleven rows depicts the corrective generator
set point P cor

g,c relative to the maximal set point Pmax
g of

that generator for each contingency. The corrective generator
set point consist of the preventive generator set point P prev

g ,
depicted in gray, adjusted with possible upwards or downwards
corrective generation redispatch, respectively depicted in green
and orange. Each square in the last row depicts the part of the
total shedable load that is shedded during a contingency.

B. Case Study 2: Generator Redispatch, Load Shedding and
PST

The implementation of a PST can help to alleviate con-
gestion during certain contingencies and consequently enable
cheaper generation redispatch. Case study 2 introduces a PST
P1 to transmission line T4 (Figure 4). For the purpose of
this case study, the angle limits are set to ±0.4 (rad). The
usage of the PST causes wear of the transformer tap changer
and consequently comes at a cost. The cost of using the
PST is set equal to 400e/(rad). The implementation of the

PST P1 enables cheaper generator redispatch options during
contingencies C12 and C17 (Figure 7).
Contingencies C12 and C17 exclude either transmission line
T1 or T6, which are equivalent, resulting in the same grid
state. This causes congestion on both T6/T1 and T2. The
total power that can be transported by T6/T1 (85 MW) and T2
(50 MW) is 135 MW, which is insufficient to supply the loads
connected to substations S3, S4 and S5 with a total demand
of 145 MW. In order to correct this unbalance, 10 MW of load
L2 is shed. To supply the remaining load, the flow through the
grid needs to be adapted. In case study 1, this is accomplished
by downwards redispatch of the generators G2, G3 and G4 of
substation S1 and upwards generator redispatch of G5 and
G11 of substation S2. The downwards redispatch of G3 and
G4 comes at a high cost as these are renewable generators and
their downwards redispatch cost significantly exceeds that of
a conventional generator.

∆P cor
L2,C12 + ∆P cor,up

G5,C12 + ∆P cor,up
G11,C12

=

∆P cor,down
G2,C12 + ∆P cor,down

G3,C12 + ∆P cor,down
G4,C12

The redispatch can be avoided by adapting the power flow in
the power system using a PST. In case study 2, the set point of
the PST for contingencies C12 and C17 is adapted to change
the power flow through T4 changes from 0 to 21 MW. This
influences the power flow in the system in such a way that
the power flow through T3 is reduced to 20 MW compared
to 30 MW in the case without a PST, negating the need for
redispatch between generators of substations S1 and S2. Load
shedding of 10 MW (L2) still takes place as the lines T6/T1
and T2 are incapable of supplying the entire load of substation
S3, S4 and S5. The corresponding downward redispatch is
provided by generator G2 of substation S1.

∆P cor
L2,C12 = ∆P cor,down

G2,C12

C. Case Study 3: Generator Redispatch, Load Shedding and
Switching

An alternative approach to adapting the power flow in a
transmission system is changing its topology. The case study



Fig. 7: Case study 2: The difference in corrective generation
redispatch and load shedding between CS1 without PST in the
grid and CS2 with a PST connected to transmission line T4
for contingencies C12 (T1) and C17 (T7).

3 introduces transmission line switching which allows to
eliminate transmission lines by opening their breakers. This
causes wear of the breakers and consequently comes at a cost.
For the purpose of this case study, the cost of breaker operation
is set at 400e. Elimination of transmission lines T4 and T5
influences the power flow in the system is such a way that the
power flow through T3 is reduced to 10 MW (Fig. 8). This
allows the negative redispatch needed to compensate for the
load shedding of 10 MW (L4) to be done by generator G5.

∆P cor
L4,C12 = ∆P cor,down

G5,C12

A note must be made on the fact that these switching actions
reduce the RBTS system to a radial system, which in reality
is not an acceptable strategy.

Fig. 8: Case study 3: The difference in corrective generation
redispatch and load shedding between CS1 without transmis-
sion line switching in the grid and CS3 with transmission line
switching for contingencies C12 (T1) and C17 (T7).

V. CONCLUSION

This paper has presented the preventive and corrective ac-
tions as wel as a linear implementation for generator redispach,
load shedding, demand side management, PST control and
switching operations in a SCOPF. The effectiveness of these
actions is demonstrated in a test case. Even in a small test
network, it can be seen that considering all possible actions
can result in reduced need for generator redispatch.
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Fig. 1. One-line diagram of a reconfigurable DC-link connecting two 
neighboring distribution networks 
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Abstract—By changing the function of an underground cable 
from transporting power in AC to DC, it is the hope of this study 
to determine how much capacity can be gained. This paper eval-
uates the theoretical limitations of switching an existing cable 
from AC to DC. 

Keywords—reconfigurable DC-links; underground cables; MV 
networks; capacity gain; theoretical maximum limitations 

I.  INTRODUCTION 
The network of today is in a state of great change, largely 

due to the increased demand for clean and sustainable sources 
of energy. This demand has led to and will likely continue to 
experience an increase in the connection of distributed genera-
tion (DG) and renewable energy sources (RES) (such as solar 
and wind) and new consumer loads (such as electric vehicles 
and heat pumps). This change in demand leads to new chal-
lenges in network design. Such challenges include: bidirection-
al power flow, fast and large load changes, voltage variations, 
overloading components, and other bottlenecks. These issues 
are found even more prevalent in the medium and low voltage 
networks as the amount of control decreases with voltage level.  

One approach to alleviate these issues is being researched 
by the DNV·GL led project: Flexible and Future Power Links 
for Smart Grids (FLINK). By repurposing an existing AC cable 
as a flexible DC-link, these issues can be mitigated with power 
electronics with minimal invasiveness for installation, i.e. it can 
be connected in existing substations with no digging. (The 
basic principle of connection of the flexible DC-link can be 

seen in Fig. 1.) The use of power electronics gives rise to pos-
sibilities for power (active and/or reactive) and voltage control 
among other mitigation mechanisms (e.g. harmonic mitiga-
tion). Furthermore, the switch to DC alone gives way to in-
creasing the capacity of the cable. By increasing transport ca-
pacity and efficiency, the distribution network operators 
(DNOs) would not have to take on the expensive task of rein-
forcing the network via laying extra cables in parallel to allevi-
ate bottlenecks caused by new generation and consumption. 

This paper will evaluate the limitations of reusing an AC 
cable for DC under steady-state conditions. The first section 
will give a more detailed description of the FLINK project and 
its goals. Following that, a detailed analysis of theoretical limi-
tations will be conducted. After the theoretical analysis, testing 
procedures will be described, followed by conclusions. 

II. FLINK PROJECT OVERVIEW 
One of the major goals of the FLINK project is to explore 

the possibilities of refurbishing an existing AC cable as a flexi-
ble DC-link (FDCL), thus allowing the cable to operate as ei-
ther AC or DC (as seen in Fig. 1). The placement of the FDCL 
in the MV network is yet to be determined, however, there are 
a few promising possibilities depending on the results most 
appealing to the distribution network operators (DNOs). These 
locations include: the MV transmission; connection between 
two distribution networks’ main distribution buses; and replac-
ing normally-open points near the end of feeders. 

Of these placements, when looking into the issues of capac-
ity, DNOs involved in this project have pointed out the target 
areas to be within the transmission portion of the network. This 
area realizes the most overloading of components, and is the 
most often in need of reinforcement due to feeling the full ex-
tent of load growth within the distribution network. This sec-
tion also has the longest cables laid (based on its function as 
transmission) and therefore the cost of reinforcement is steeper 
than for sections of the distribution network.  

For the FLINK project, all areas of potential connections 
are considered; however, for capacity gains, the transmission 
portion of the MV grid is chosen as a focus for this study. 

This project is funded by the Rijksdienst voor Ondernemend Nederland 
project TKI switch2smartgrids. 

The research for the FLINK project is performed by the Technical Uni-
versities of Eindhoven and Delft; coordinated by DNV·GL. 

This project also benefits from a consortium of experts from SMEs: Early 
Minute and EMForce; and DNOs: Alliander and Stedin. 
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Fig. 2. DC-link topologies (from left to right): monopolar; bipolar; 
homopolar 

 

III. THEORETICAL MAXIMUM CAPACITY GAIN 
In the search for capacity gain, switching from AC to DC, 

we are concerned with the active power capacity of the cables. 
This is defined for one phase as: 

 cosP U Iφ φ ϕ=   (1) 

Where Uφ  and Iφ  are the applied phase voltage and current 
respectively and ϕ  is the phase angle between the voltage and 
current. Already, an advantage can be seen for capacity with 
DC, as the power factor, cosϕ , is unity for DC.  

Equation (1) also shows that in the search for capacity gain, 
there are only two areas (excluding power factor) which can be 
enhanced for greater active power transport, i.e. either voltage 
or current. In most cases, it is more advantageous to increase 
the voltage rather than the current, one major advantage is low-
er losses for the same transported power. Other advantages are 
found decreasing the thermal loading of the cable, limiting 
expansion and contraction of the insulation and sheath which 
can create gaps where partial discharges can occur.  

In the following sections, ways to enhance the voltage and 
current limits will be overviewed. Another area that offers 
change of the power capacity is in the topology of the circuit.  

A. Topologies 
In the AC system, three conductors are used in one cable. 

The three phases must be in balance, i.e. equivalent magnitudes 
separated by 120o phase shift between phases. This allows for 
cancellation of the currents and no return path is required. For 
DC, on the other hand, there is just the positive and negative 
poles. To complete the circuit, either a conductive return path 
is required, or a return path through the ground may be used (if 
allowed by regulations). 

To connect a DC-link, three main topologies exist: mono-
polar, bipolar, and homopolar (as seen in Fig. 2). The ad-
vantage of the bipolar and homopolar links is that the voltage is 
effectively doubled. Because of their similar outcomes, further 
exploration will neglect to mention the homopolar link as the 
results will be the same as the bipolar link in this paper.  

To determine the gains from the topological changes, it is 
assumed that the current is limited by its thermal rating, and 
therefore the DC current rating will remain the same as the 
RMS current rating. Furthermore, it is assumed that the AC 
cables can withstand continuous operation at its peak phase-to-
ground voltage [1],[2],[3]. These assumptions are notated here 
as: 

 
2

DC

DC

I I

U U
φ

φ

=

=
  (2) 

Where Uφ and Iφ  are the RMS: phase-to-ground voltage 
and phase current respectively.  

Assuming only one AC cable is available (three conduc-
tors), the monopolar link can create three circuits with ground 
return, but only one circuit if a conductive return is required. 
Comparing to the 3-phase active power capacity of the AC 

network, the ground-return link can supply 2 / cosϕ  times 
more active power. With the conductive return, however, this 
value is decreased by one-third.  

With a bipolar link, there is also a requirement for a posi-
tive and negative pole (two conductors for one circuit), so it is 
similar to the monopolar with conductive return results, how-
ever, the voltage is effectively doubled, doubling its capacity.  

If there are two (or a multiple of two) cables running in 
parallel (which often happens in MV transmission), then the 
number of circuits that can be made increases. In the case of 
the ground return, the number of circuits increases for DC at 
the same rate as for AC, so no change in the capacity ratio 

,3/DC ACP P φ  occurs. However, for the conductive return mono-
polar and the bipolar circuits, when there are two cables, three 
circuits can be made in comparison to just one, tripling its ca-
pacity, whereas the capacity for AC only doubles. These results 
can be seen in Table I.  

When these results are plotted against the displacement 
power factor, it is easier to see when capacity gains are 
achieved (Fig. 3). It is important to note, that in this figure, the 
monopolar curves represent the monopolar link with conduc-
tive return. The monopolar link with ground return has the 
same curve as the bipolar curve with two AC cables available.  

In the case of the monopolar circuit with conductive return, 
there is only capacity gain when there are two cables available 
and the displacement power factor is less than 0.7 (which is an 
unlikely power factor to be seen in operation). The bipolar cir-
cuit, on the other hand, offers capacity gains when one cable is 
available when the power factor is less than 0.95 (which is of-
ten the case in operation); furthermore, when there are two 
cables available, it will always give capacity gains, even at 
unity power factor, reaching a 60% gain at 0.88PF = (a likely 
possible power factor in operation).  

TABLE I.  POWER CAPACITY GAIN FOR DC-LINK TOPOLOGIES 

DC Topology 
PDC/PAC,3ϕ 

1 AC cable 2 AC cables 

Monopolar  
(w/ ground return) 

2
cosϕ

 2
cosϕ

  

Monopolar  
(w/ conductive return) 

1 2
3 cosϕ

  1 2
2 cosϕ

  

Bipolar 2 2
3 cosϕ

  2
cosϕ

  

 



 

Fig. 3. Capacity gain from AC to DC depending on DC-link topology 

 

 

Fig. 4. Effective resistance change from AC to DC based on conductor 
cross-sectional area 

 

B. Conductor Current Limit 
In the last section, the assumption was made that the DC 

current rating would be equal to that of the RMS current rating. 
This was based on the fact that the current rating is determined 
by thermal losses of the conductor, cW . This inherently as-
sumes that the DC and AC conductor resistances are the same, 
based on the formula for thermal loss of the conductor: 

 2
c cW I Rφ=   (3) 

Where cR  is the conductor resistance. 

However, when operating in AC, there are a couple phe-
nomenon that increase the effective resistance of the conductor, 
thus increasing the thermal losses at a lower current. These are 
namely: skin and proximity effect. With the absence of these 
phenomenon, the current can be raised to match the same 
thermal losses. 

From the standard, IEC 60287-1-1[4], the skin and prox-
imity effects were calculated for three-core cables. 

The AC resistance is calculated as: 

 ( )1AC DC s pR R y y= + +   (4) 

Where ACR  and DCR  are the effective AC and DC re-
sistances of a conductor respectively, and sy  and py  are the 
skin and proximity effect factors respectively. 

To determine the increased capacity gain from the previous 
gain based on topology, it is assumed that the thermal losses, 

cW , still remain constant as defined by (3). 

Initially the DC current was assumed equal to the RMS cur-
rent, i.e.: 

 /DC c ACI I W Rφ= =   (5) 

Now, ACR  can be shown to be greater than DCR  as deter-
mined by (4). One can define the new rated DC current as DCI ′  

by replacing ACR  in (5) with DCR . From the power formula for 
DC: 

 DC DC DCP U I=   (6) 

it can be determined that the increase of capacity from the pre-
vious topological gain to be: 

 DC AC

DC DC

P R
P R
′
=   (7) 

In the MV network, the most often used cables have a 
cross-sectional area between 150-400 mm2 with either alumi-
num or copper conductors. What can be seen in Fig. 4, is that 
for very large cables, like the ones found in HV, the skin and 
proximity effect greatly hinder the conductance of the conduc-
tor. For the MV level, however, the change in resistance is rela-
tively small, with the greatest increase being for a copper 400 
mm2 cable. Because of the root function in (7), the capacity 
gain is even smaller, but does enhance the capacity by 1.05 
times the capacity gain found by topology alone and initial 
assumptions ( / 1.05DC DCP P′ = ) for a 400 mm2 copper cable. 

C. Voltage Limit 
In section A of this chapter, the topological gain was de-

termined with the assumptions of (2). In section B, the assump-
tion of the current was challenged because of phenomenon that 
are present in AC but not DC conditions. This section aims to 
determine if the second assumption (that of voltage) holds true 
or also needs refining. (Note that this change could be positive 
or negative for capacity gain.) 

Where the current is limited by the thermal losses of the 
conductor, the voltage is limited by the breakdown strength of 
the insulation. Breakdown can occur for various reasons. The 
main breakdown mechanisms are: intrinsic; thermal; partial 
discharges and treeing; electro- and thermo-chemical deteriora-
tion; and human err and unforeseen causes [5]. 

Except for the last of these breakdown types, they all rely 
heavily upon the electric stress distribution of the insulation 
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Fig. 5. Cable cross-section with variables labeled for electric stress 
distribution calculations 

 

(which is directly related to the applied voltage). Because of 
this, it is important to know how the electric stress distribution 
is affected by changing operation from AC to DC. 

During AC operation, the electrical stress distribution is 
dependent on permittivity, rε , and the insulation conductivi-
ty,σ , is considered negligible. This is due to the charging cur-
rent being far greater than the leakage current. This assumption 
also means that the electrical stress distribution is not affected 
by the temperature distribution. With these assumptions, the 
electrical stress distribution can be estimated with [6]: 

 ( )
ln i

c

UE r
rr r

=
  
 

  (8) 

Where, ( )E r  is the electrical field strength at position r , 
U  is the applied voltage, and the other variables are defined by 
Fig. 5.  

It can be seen by this formula, the maximum electrical field 
strength will be at cr r=  , and the lowest at ir r= . 

When calculating the same distribution for DC, the charg-
ing current (in steady-state) drops to zero, leaving the leakage 
current. This current is defined by the conductivity of the insu-
lation. This makes calculation more difficult as now, more var-
iables are involved, including temperature, and all of the varia-
bles depend on each other as such: 

 
( )
( )
( )

, ,

, ,

, ,

T r E

r T E

E r T

σ

σ

σ

  (9) 

And this is excluding the effect of space charge, which can 
either enhance or decrease the electric stress distribution de-
pending on how charges can travel through the medium. 

From [7], certain assumptions are made and an estimation 
of the electrical field strength can be determined with: 

 ( )

1

1

i

c
i

i

rU rdUE r
dr rr r

δ

δ

δ
−

  
 = =

  −     

  (10) 

 ( )ln /

1

i c i c

i c

T U
r r r r

U
r r

α β

δ β

∆
+

−
=

+
−

  (11) 

Where: 

 i cT T T∆ = −   
  β  is the electrical stress coefficient of the insulator 
[ ]/m V   
  α  is the temperature coefficient of electrical resistivi-

ty of the insulator ( ) 1o C
− 

  
  

From Fourier’s law, the expression in (11) can be deter-
mined based on load current with the replacement of T∆ : 

 ( )2 ln /
2

L c i cI R r r
T

πλ
∆ =   (12) 

Where λ  is the thermal conductivity of the insulator in 
( )/W m K⋅    and cR  is the electrical resistance of the conduc-

tor in [ ]Ω . 

Equations (8) and (10) were then used to determine what 
happens to the electric stress distribution with different temper-
atures operating as DC as comparing to AC, as well as a com-
parison of these results for a typical HV cable vs an MV cable. 

The cable parameters used from [6] can be found in Table 
II, and the resulting distributions in Figs. 6 and 7. 

This analysis is performed for a single-core cable to show 
the electrical stress distribution as affected by temperature. 
However, for MV AC cables, generally three conductors are in 

TABLE II.  CABLE PARAMETERS USED FOR HV AND MV CABLES 

Variable HV Cable MV Cable 

Insulation material PILC 

( ) 1
 o

ins Cα
− 

  
  0.1 

[ ] /ins m Vβ   0.03×10-6 

( ) /ins W m Kλ ⋅     1/6  

Conductor material Aluminum 

[ ],  nom RMSU kV   450 10 

[ ] cr mm   23.2 11.3 

[ ] ir mm  42.4 13.1 

2 A mm    1690 400 



 

Fig. 6. Electric stress distribution of HV PILC cable with AC and DC of 
varying temperture differences, with ,DC nom RMSU U=   

 

 

Fig. 7. Electric stress distribution of MV PILC cable with AC and DC of 
varying temperture differences, with ,DC nom RMSU U=  

 

one cable, this greatly changes the temperature distribution of 
the conductors’ insulators and creates much more complex 
scenarios which would require a finite element model to com-
pute. To show how the stress distribution is affected by tem-
perature, however, this simplified model is used. 

There are a couple of things to note from this analysis, the 
first is that as the temperature difference increases, the electri-
cal stress distribution levels, and at a certain point flips the lo-
cation of highest electrical field strength from cr   to ir .  

The second thing to note about these curves is that, because 
of the various differences of the HV and MV cable (namely in 
this case the cross sectional area and nominal voltage), the ini-
tial electrical stress distribution (that is on the AC loaded cable, 
or non-loaded DC cable) the MV cable has a shallower electri-
cal stress distribution than the HV cable. That is, the difference 
between the electric field strength at the conductor is closer to 
the electrical field strength at the edge of the insulator than it is 
for the HV cable. What this causes is for the ‘flip’ in location 
of maximum electrical field strength to occur at a much lower 
temperature difference across the insulator when compared to 
the HV cable. However, when looking into the current ratings, 
it may not be much of a problem, as the MV cable is rated up 
to 450 A, and the flip occurs shortly after reaching 300 A. 
When loaded at 450 A, the maximum electrical stress (at ir r= ) 
is at 98% of the maximum electric stress found in the AC case 
(at cr r= ). 

One can speculate that because the maximum stress in the 
DC case does not reach the maximum stress of the AC case 
(98%), the voltage can be rated such that the two maximum 
stresses are equal (raising the voltage will raise the stress curve 
in the positive y-direction). However, this assumes that the 
location of the maximum stress has no effect on breakdown 
strength of the insulation. So how can this location affect the 
breakdown strength? 

One of the breakdown mechanisms listed earlier was that of 
partial discharges and treeing. Partial discharges occur when 
space charges build up across a void or defect. When the 
charge builds up high enough, a breakdown occurs across the 
defect, causing damage to the insulator. Further discharges can 

then occur in the chasms created by the initial discharge, lead-
ing to treeing, which, if the breakdown channel makes its way 
across the full insulation, total failure of the cable will result. 

In DC operation, the electric stress required for partial dis-
charge to occur is higher than in AC, however, after the initial 
discharge, the breakdown path creation is much faster than in 
AC, and leads to failure much more quickly [8]. 

During operation, a cable undergoes dynamic loading. At 
times of high load, the cable is the most thermally stressed, 
which leads to the conductor, insulation, and screen expanding. 
However, after the load decreases, the insulating material will 
contract much faster than the protective screen, leaving a gap 
for space charges to build upon, leading to partial discharges.  

Other factors that may decrease the breakdown strength 
when the maximum electric stress is on the outer edge, is that it 
is much easier for the area between the insulator and screen to 
become damaged than it is for the interface between the insula-
tor and conductor. Protrusions and corrosion may occur, ter-
mites may eat away at the screen, water can enter from the sur-
rounding soil creating water trees in the insulation, etc. [9]. By 
having the maximum electrical stress in this area, extra strain is 
placed upon defects that may have not been as affected with 
the no-load electric stress distribution. 

In the past, the theoretical maximum voltage has been de-
termined by the maximum thermal voltage (point of thermal 
breakdown) [10], [11], [12]. However, it has been speculated 
that, especially for AC XLPE cables, the breakdown strength, 
and therefore maximum applied voltage, will be determined 
primarily by defects and impurities which will cause cable fail-
ure well before thermal runaway would occur [8]. (XLPE is 
considered to be more at risk of failure through partial dis-
charges because, unlike PILC, the insulation is not self-healing. 
With PILC, when a partial discharge occurs, the gap created 
can be filled by oil, i.e. self-healing.) 

A breakdown strength governed by defects leads to difficul-
ties in estimating an applicable maximum voltage. Cable impu-
rities and amount of defects is not something that can be easily 
modelled or estimated. Especially for MV AC cables, the 
quality of the cables are not given in detail more than that they 



have passed a minimum quality benchmark from the manufac-
turer. However, the level of insulation impurities can change, 
not per cable type, but per manufacturer, internal manufactur-
ing processes (e.g. machines used, calibration), year of produc-
tion, etc.  

In order to determine the applicable voltage limit on the ca-
bles within the scope of this project, it is therefore determined 
that the best method is to physically test cables that are as simi-
lar to the cables currently installed and used in the networks 
that are chosen as targets for the FDCL implementation.  

IV. FUTURE WORK 
In order to assess how an installed AC cable will respond to 

being operated as DC, laboratory and field tests must be carried 
out. As discussed earlier, modelling would likely yield unreal-
istic results because of the number of uncontrollable factors 
that determine a cable’s strength.  

In the lab, using cables that are similar to the ones in the 
field, they would need to go through an advanced aging pro-
cess in order to replicate the degradation that field cables had 
gone through over the years/decades of use. After that, a sam-
ple size will be determined to run tests repeatedly in order to 
gain enough data for reliable results. This is done because of 
the variances that can be apparent in material over different 
sections of insulation. However, the amount of cable that will 
be available in the lab will likely be far shorter than the length 
of the cable the FDCL will be applied to, and therefore it is 
likely that the results in the lab will still fare better than in the 
field. For this reason, careful consideration needs to be taken to 
perform a proper statistical analysis of the results. 

Furthermore, a decision needs to be made if long-term (up-
wards of two years) tests will be required to accurately deter-
mine the nominal voltage that can be applied to the cable oper-
ating as DC. However, these long-term tests may not be neces-
sary for breakdown strength predictions [6].  

V. CONCLUSIONS 
The power capacity gain of the network is largely depend-

ent on the topology of the DC circuit. Namely by doubling the 
effective voltage using a bipolar or homopolar connection. 
However, there are other areas for capacity gain and other as-
pects to be looked into for the benefits of an FDCL. 

The flipping of the point of maximum electrical field 
strength, is a common phenomenon found in DC cable hand-
books and literature, such as [6], and the reference used here of 
[7] is still seen in papers today and used as a test reference to 
test new methods of calculating the theoretical field distribu-
tion because of its extensive work and thorough experiments 
[13].  

What is new from the research presented here is the explo-
ration of these stress distributions for MV applications, as be-
fore most research in DC has been for HV. What is commonly 
found is that certain assumptions that can be made for HV can-
not be directly applied to MV applications, meaning new 
methods or assumptions may need to be made, and different 
models may need to be developed. 

One of these assumptions that is common to find in papers 
is that of the inherent capacity gain by switching to DC based 
on the increased current from loss of skin and proximity effects 
and increased voltage due to operating at a continuous peak 
RMS voltage.  

A great enhancement of load current capacity should not be 
taken as a given in all cases. In the case presented here, it is 
clear that there is a decrease in losses due to the absence of the 
skin and proximity effects, however, the lower the voltage level 
being discussed (i.e. the smaller the conductors) the less impact 
these phenomena play in capacity gains, as seen in Fig. 4 and 
calculated by (7).  

As for the voltage assumption, in this study the voltage lim-
it is yet undetermined, as it is believed by the authors that it 
cannot be well predicted through models due to its dependence 
on insulation impurities which vary by too many unpredictable 
factors. Although some experts claim that an MV AC cable can 
handle the peak RMS voltage continuously as a DC voltage, 
other experts are more hesitant to accept this assumption, espe-
cially if the cable in question is of type XLPE. It is therefore 
taken upon this project to test cables that are as close in state 
and structure to the installed cables that are likely to be used 
for an FDCL in a lab setting for their breakdown strengths in 
order to determine the applicable maximum voltage. 

REFERENCES 
[1] E. W. Kimbark, Direct Current Transmission. John Wiley & Sons, Inc., 

1971. 

[2] D. Antoniou, A. Tzimas, and S. M. Rowland, “DC utilization of existing 
LVAC distribution cables,” in 2013 IEEE Electrical Insulation 
Conference, EIC 2013, 2013, no. June, pp. 518–522. 

[3] S. Hay, C. Cleary, G. Mcfadzean, J. Mcgray, and N. Kelly, “MVDC 
Technology Study – Market Opportunities and Economic Impact,” Feb. 
2015. 

[4] “International Standard IEC 60287-1-1: Electric cables - Calculation of 
the current rating,” 2006. 

[5] E. F. Steennis, Ed., “Ageing,” in Power Cables in General, Arnhem: 
DNV KEMA Academy, 2013, p. 40. 

[6] G. F. (BICC C. L. Moore, Ed., Electric Cables Handbook, 3rd ed. Wiley-
Blackwell, 1997. 

[7] C. K. Eòll, “Theory of Stress Distribution in Insulation of High- Voltage 
DC Cables: Part I and II,” IEEE Trans. Electr. Insul., vol. EI-10, no. 1, 
pp. 27–54, 1975. 

[8] F. H. Kreuger, Industrial High DC Voltage. Delft: Delft University Press, 
1995. 

[9] E. F. Steennis, Ed., Power Cables in General. Arnhem: DNV KEMA 
Academy, 2013. 

[10] C. C. Reddy, “Theoretical maximum limits on power-handling capacity 
of HVDC cables,” IEEE Trans. Power Deliv., vol. 24, no. 3, pp. 980–987, 
2009. 

[11] J. J. O’Dwyer, “Theory of Dielectric Breakdown in Solids,” J. 
Electrochem. Soc., vol. 116, no. 2, p. 239, 1969. 

[12] S. Whitehead, Dielectric Breakdown of Solids. London: Oxford 
University Press, 1953. 

[13] C. C. Reddy and T. S. Ramu, “Estimation of thermal breakdown voltage 
of HVDC cables - A theoretical framework,” IEEE Trans. Dielectr. 
Electr. Insul., vol. 14, no. 2, pp. 400–408, 2007. 



DC Fault Analysis in Bipolar HVDC Grids
Mian Wang*, Jef Beerten*, Dirk Van Hertem*

*KU Leuven, ESAT, div. Electa/EnergeVille, Kasteelpark Arenberg 10 - box 2445, 3001 Leuven Belgium
Email: mian.wang@esat.kuleuven.be

Abstract—Bipolar High Voltage Direct Current (HVDC) is
expected to form the backbone of future HVDC grids because it
offers advantages in terms of redundancy and added flexibility
in developing and operating the system. This comes at the cost of
introducing unbalances in the system. However, most DC fault
studies until now have assumed a monopolar configuration or
a balanced operation of a bipole, and thereby not addressing
the challenges that comes with the operation of bipolar systems,
such as the influence of unbalanced conditions and grounding
relocation on the fault behavior and DC protection systems. This
paper deals with DC fault analysis in bipolar HVDC grids, par-
ticularly taking those unbalances and grounding relocation into
consideration. DC fault behavior under unbalanced conditions
and different grounding locations is investigated via simulation
studies using PSCAD/EMTDC. The influence of unbalances and
groundings on the development of protection systems is evaluated.

Index Terms—Bipolar configuration, HVDC grid, DC fault,
Unbalances, Grounding.

I. INTRODUCTION

Meshed HVDC Grids are seen as a viable option for the
future transmission system in order to allow massive integra-
tion of often remotely-located renewable energy sources and
to provide increased reliability and flexibility at a lower cost.
Although multi-terminal HVDC systems in operation today are
based on LCC (Line Commutated Converter) technology, it is
considered that VSC (Voltage Source Converter) technology is
more suitable to build meshed DC grids [1]. VSC technology
provides better capabilities such as increased controllability,
power reversal by changing the current direction and common
voltage enabling straightforward shunt connection. Moreover
recent development of the VSC technology has lead to con-
verter losses which are comparable to those of the LCC tech-
nology. VSC-based HVDC systems are considered as a key
technology for the European Supergrid, which will connect
the AC grids and offshore wind farms through a HVDC grid
[2]. In China, two pilot multi-terminal VSC HVDC projects
have already been commissioned and are in operation [3], [4].

Existing VSC HVDC links are mainly used with symmet-
rical monopolar configurations. However, future HVDC grids
are expected to develop into systems with a bipolar configura-
tion. The bipolar configuration offers increased flexibility, e.g.
for post-fault operation and higher extensibility in developing
HVDC grids. Through unbalanced operation, a bipolar link
still has half of the capacity in case of an outage of one pole.
In addition, a bipolar grid can be extended with bipoles or with
monopolar tappings [5], [6]. The importance of system config-
uration and grounding has been acknowledged, especially in
the area of system protection, since the fault currents largely

depend on the grounding [1], [5] and [6]. In recent years, more
and more attention has been paid to the bipolar configuration.
Nevertheless, most fault detection and protection studies have
either implicitly assumed or explicitly limited to a symmetrical
monopolar configuration or a balanced operation of a bipolar
configuration, thereby disregarding the effect of the unbalances
in bipolar grids. Up to now, the influence of the location of
the grounding points on the fault behavior in bipolar systems
has never been addressed. In [7] and [8], a solidly grounded
bipolar configuration with sea return under balanced operation
is used to analyze the fault currents, and possible fault clearing
options. In [9], the specific case of a bipolar scheme with a
metallic return was considered to calculate fault currents in
a MTDC system for different grounding options. The impact
of the HVDC topology on network faults is investigated in
[10], but only balanced bipolar operation is considered. The
situation is very similar in the area of HVDC grid protec-
tion studies. For example, the authors proposed a traveling-
wave based protection algorithm considering a symmetrical
monopolar configuration in [11]. A wavelet energy based
differential protection is proposed in [12] for a bipolar system;
however, the paper did not consider unbalanced operation.

At this stage, the influence of the unbalances and the
grounding location in bipolar HVDC grids on fault behavior
and protection systems are not fully understood. This paper
especially focuses on selective primary protection algorithms
such as [11], which normally use voltages and currents of
the first few milliseconds to detect and identify the fault.
It is essential to evaluate whether these signals are affected
by the unbalances and grounding configuration or not. This
paper aims at providing a first indication of the potential
influence by analyzing DC fault behavior under unbalanced
conditions and different grounding locations in bipolar HVDC
grids. The paper is organized as follows. Section II gives brief
introduction on system configurations and grounding options.
In section III, the test system and case studies are presented,
and in section IV the fault behaviors under different conditions
are explained using travel wave theory. Section V analyzes the
influence of the unbalances and groundings on the protection
system. The conclusions are given in section VI.

II. CONFIGURATION AND GROUNDING OF BIPOLAR
HVDC GRIDS

Future bipolar DC grids are expected to have intrinsic unbal-
ances, which could be unbalanced power flow or unbalanced
configuration due to an outage of a converter, a line or through
monopolar tappings. The influence of such unbalances on the



fault behavior has to be properly studied in order to develop
robust protection systems. In addition, the grounding points in
a meshed DC grid might change due to system reconfiguration
and the protection system needs to be able to detect any type
of fault regardless of the fault location and the distance to the
grounding point. With a bipolar backbone, the DC grid can
have various possible configurations [6]:

a) bipolar grid with metallic return
b) bipolar grid with metallic return and asymmetric

monopolar tapping
c) bipolar grid with metallic return and symmetric

monopolar tapping
d) bipolar grid with metallic return and bipolar tapping

with earth return
Configuration b), in particular, is intrinsically unbalanced even
during normal operation.

During normal operation, a bipolar system operates the two
poles with practically the same DC voltage and current so
that the neutral current remains near zero. In a point-to-point
bipolar HVDC link, the healthy pole conductor can be used
as the return path in case of a single pole outage. However, a
low voltage dedicated conductor (metallic return) is required to
operate as the return path in meshed HVDC grids. A bipolar
grid can be high-impedance or low-impedance grounded. In
case of high-impedance grounding, the fault currents are effec-
tively limited at the cost of higher insulation requirements. In
low-impedance grounded systems the overvoltages are limited,
but the fault currents may reach very large values, which
results in more stringent time constraints of the protection
system. Due to the limitation of insulation materials and
their costs, especially for cable systems, low-impedance or
solidly grounded HVDC grid alternatives are seen as more
advantageous options in the long run [1]. For the reasons
described above, we focus on a solidly grounded bipolar grid
with metallic return under three scenarios: balanced operation,
unbalanced conditions and different grounding locations.

III. TEST SYSTEM AND CONSIDERED CASE STUDIES

A. Bipolar Test System

A three-terminal bipolar test system was built based on
the HVDC grid test system provided in [13], implemented
in PSCAD/EMTDC. The three-terminal bipolar test system,
shown in Fig. 1, is a bipolar cable-based configuration with
metallic return, with a dc voltage of ±320 KV. For the sake
of simplicity, the metallic return is dimensioned the same as
the main cables. The bipolar test system is solidly grounded
at converter station 3.

The capacity of the converters are reduced to 500 MVA, and
the parameters of the converters are scaled accordingly. Main
parameters of the DC grid and converters are shown in Table I.
The bus filter reactor of 10 mH is removed to fully incorporate
the dynamics of the converters, while the series inductor of
100 mH associated with the DC breakers is included in the
bipolar test system since it plays an important role in selective
protection [11]. The controllers of converter 1 and 2 are

Fig. 1. Three-terminal meshed bipolar HVDC grid test system

TABLE I
CONVERTER AND GRID PARAMETERS

Converters
Rated Power 500 [MVA]
DC Voltage 320 [kV]
AC grid voltage 400 [kV]
AC converter voltage 185 [kV]
Arm capacitance Carm 65.1 [µF ]
Arm inductance Larm 38.2 [mH]
Arm resistance Rarm 0.4 [Ohm]

TABLE II
SIMULATION CASES AND CONDITIONS

Case Study Conditions
No. Suffix used

in figures
Power Flow
(+/-:inverter/rectifier)

Grounding
Location

1 B (g3) Balanced, P1p=P1n= -200MW,
P2p=P2n= -300MW,
P3p=P3n= 500MW

station 3

2 U Unbalanced, P1p= -500MW,
P2p= 0MW, P3p= 500MW

station 3

LO Balanced (same as Case 1)
with Link 12p open

station 3

3 g2 Balanced (same as Case 1) station 2

set to control the DC voltage with the same power-voltage
droop ratio, while converter 3 controls the active power. The
only protection implemented is overcurrent protection of the
converter, which will block the converters once the current
exceeds the pre-defined thresholds. The aim is thus to have
a first indication of the differences in fault currents when no
line protection is applied.

B. Case Study

The DC fault studied in this paper is a pole-to-ground fault,
considering that it is the most probable fault in a cable-based
system. A solid pole-to-ground fault in the middle of the
cable connecting to converter 1 and converter 3 of the positive
pole (Link 13p), is incepted at time 0 s in the simulation to
investigate the natural fault response. Measurements are taken
at both ends of the cables, where the protective relays are
expected to be located. Three case studies are considered in
this paper. Simulation cases and conditions are summarized



in Table II. Case 1 is a reference case, where the pre-fault
condition is under balanced operation. Case 2 investigates two
unbalanced conditions, unbalanced power flow and unbalanced
configuration. Case 3 investigates the influence of different
grounding locations.

1) Case 1: Balanced operation: As a reference case, the
DC fault behavior under balanced operation is studied. In the
pre-fault steady-state, converter station 1 and 2 export 400
MW and 600 MW respectively to converter station 3, with
power evenly shared between the positive and negative poles.

Fig. 2 shows the currents and voltages at both ends of Link
13p where the pole-to-ground fault is applied and one end
of the healthy cables, Link 12p and Link 23p. Currents and
voltages of the negative pole and the metallic return are shown
in Fig. 3. From the simulation results, the characteristics of a
pole-to-ground fault in a bipolar system can be summarized
as follows:

• As shown in Fig. 2 (a) and (c), currents in the faulted
cable increase very fast, with a maximum derivative of
2 kA/ms. On the contrary, currents in the healthy cables
of the same pole increases much slower, with maximum
derivative of 1 kA/ms. The voltages of the faulted cable
drop to negative values within 1 ms after fault inception
as illustrated in Fig. 2 (b). The voltages change much
slower in the healthy links of the same pole due to the
smoothing effect of the series inductors. The differences
of these currents and voltages are normally used to
identify the faulted link.

• During the transient, the currents of the negative pole
increased. However, they did not exceed the thresholds of
the overcurrent protection of the converters. Overvoltages
occurred on the negative pole, with a maximum magni-
tude of 1.22 pu measured at Link 12n near the terminal
of converter 1, which need to be properly handled in real
operation.

• Fig. 3 (b) shows that the steady-state fault current at the
fault location is about -20 kA, which is contributed almost
equally from both directions of Link 13p as indicated by
I13p and I31p in Fig. 2 (a). Large steady-state currents
also flow in the metallic returns. The negative voltages
at the ungrounded sides of the metallic return reach very
high values, with a maximum overvoltage of -85 kV at
converter station 1.

2) Case 2: Unbalanced conditions: Two unbalanced con-
ditions, unbalanced power flow and unbalanced configuration,
are considered in the second case study. In the unbalanced
power flow case, U (see Table II for details), the power set
points of the positive converters are changed, while negative
converters remain the same as in the reference balanced power
flow case. In the unbalanced configuration case, LO, the cable
connecting converter 1 and converter 2 of the positive pole,
Link 12p is opened while keeping the power set points of all
the converters the same as in the reference balanced power
flow case.

Simulation results are shown in Fig. 4 and Fig. 5. The
suffixes of the signals are in correspondence with the names of

Time [ms]
0 50 100 150 200

C
ur

re
nt

 [
kA

]

-2

0

2

4

6

8

10
(a) Line Currents

I13p
I31p
I12p
I23p

Time [ms]
0 50 100 150 200

dI
/d

t [
kA

/m
s]

-1

-0.5

0

0.5

1

1.5

2

(c) Line Current derivatives
dI13p/dt
dI31p/dt
dI12p/dt
dI23p/dt

Time [ms]
-5 0 5 10 15

V
ol

ta
ge

 [
kV

]

-100

0

100

200

300

400

500

(b) Line Voltages

U13p
U31p
U12p
U23p

Time [ms]
-5 0 5 10 15

dU
/d

t [
kV

/m
s]

-400

-300

-200

-100

0

100

(d) Line Voltage derivatives

dU13p/dt
dU31p/dt
dU12p/dt
dU23p/dt

Fig. 2. Currents and voltages of the faulted pole, Case 1 Balanced operation
(voltages and their derivatives are only shown up to 15 ms)
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Fig. 3. Currents and voltages of the healthy pole and the metallic return,
Case 1 Balanced operation

the simulation cases listed in Table II. Fig. 4 compares voltages
and currents of the faulted pole under the three conditions in
order to investigate the influence of the unbalances on selective
primary protection algorithms. Since only the fault behavior
in the first milliseconds is of interest for selective primary
protection algorithms, the voltages and currents of the faulted
pole are plotted up to 15 ms in Fig. 4. Fault currents at the
fault location, currents and voltages of Link 13n of the healthy
pole and the metallic return are shown in Fig. 5 in order to
investigate the influence both on the transients and the steady-
states. From the simulation results we can reach the following
conclusions:

• As shown in Fig. 4 (a), in the first 2 milliseconds,
the unbalanced conditions have insignificant impact on
the voltages of the positive (faulted) pole. The currents
of the faulted cable increase at similar rate, with more
differences after 2 ms. As long as fast selective primary
protection is concerned, unbalanced conditions will not
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Fig. 4. Currents and voltages of the faulted pole, Case 2 Unbalanced
condition (B: Balanced operation, U: Unbalanced power flow, LO: Unbalanced
configuration, Link 12p open)

significantly affect the detection algorithms in systems
with large series inductors. However, currents and volt-
ages diverge as the fault develops in the grid, which imply
influences on backup protection.

• As shown in Fig. 5, current variations and overvoltage
levels of the negative (healthy) pole also have similar
levels despite the unbalances. In addition, Fig. 5 (d)
shows that the negative voltages at the ungrounded sides
of the metallic return reach similar values as well.

• Balanced and unbalanced power flow (cases B and U)
show same steady-state fault currents because the steady-
state fault currents are determined by the grounding
location and fault location. In the case with positive Link
12p open (case LO), the steady-state currents are different
since routes to the grounding location differ. However, in
selective primary protection systems, these steady-state
differences are of little importance since it falls out of
the time range of the protection system.

3) Case 3: Different grounding locations: In a bipolar
DC grid with metallic return, the system is normally low-
impedance grounded with one or multiple grounding locations.
In the course of operation, the groundings of the bipolar grid
might change due to possible contingencies or operational
requirements. A robust protection system has to be able to
detect any faults irrespective of the fault location and the
distance to the grounding point. In this study, pole-to-ground
faults with different grounding locations are simulated. In the
case g2, the system is grounded at converter station 2 instead
of converter station 3 (case g3). The fault currents and voltages
are compared in Fig. 6 and Fig. 7. The following conclusions
can be drawn:

• Fig. 6 shows that in the first few milliseconds after fault
inception, voltages and currents of the faulted cable are
almost overlapping each other regardless of the grounding
locations. Similar to the unbalanced conditions study,
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Fig. 5. Currents and voltages of the healthy pole and the metallic return,
Case 2 Unbalanced condition (B: Balanced operation, U: Unbalanced power
flow, LO: Unbalanced configuration, Link 12p open)

fast selective primary protection algorithms are thus
not expected to be significantly influenced by different
grounding locations.

• Influences on backup protection are implied since cur-
rents and voltages diverge as the fault develops in the
grid.

• Current variations and overvoltages of the negative pole
and the metallic return are of similar level as shown in
Fig. 7. Fig. 7 (d) shows that the maximum overvoltage of
the metallic return appeared at station 1 when converter
station 3 (case g3) is grounded, while the maximum
overvoltage appeared at station 3 when station 2 (case g2)
is grounded. The steady-state currents differ as a result
of the different grounding locations and the consequently
different resistances of the fault paths.

IV. FAULT BEHAVIOR IN BIPOLAR SYSTEMS WITH LARGE
SERIES INDUCTORS

According to the simulation studies, in the first few mil-
liseconds after fault inception, the fault behavior in terms
of voltages and currents of the faulted pole in cable-based
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Fig. 6. Currents and voltages of the faulted pole, Case 3 Different grounding
location (g3: grounded at station 3, g2: grounded at station 2)
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Fig. 7. Currents and voltages of the healthy pole and the metallic return,
Case 3 Different grounding location (g3: grounded at station 3, g2: grounded
at converter 2)

systems, is not significantly affected by unbalanced conditions
and grounding locations. This behavior can be explained by

Fig. 8. Traveling wave on a faulted cable terminated with inductor
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Fig. 9. Fault currents and voltages of the faulted pole, series inductor = 1
mH (B: Balanced operation, LO: Unbalanced configuration, Link 12p open)

the traveling wave theory. Fig. 8 illustrates a simplified path
of a traveling wave on a faulted cable terminated with series
inductor where solid pole-to-ground fault can be considered
as switching in a voltage source with negative polarity at the
instant of fault inception. The wave created at the fault location
travels to the cable termination, where it is partly reflected
back and partly transmitted to the rest of the grid. Until then,
the fault waves are identical regardless of unbalances and
grounding locations. In the case studies, it takes about 0.55 ms
for the fault wave to reach the cable termination which is 100
km from the fault location. Most importantly, the considerably
large series inductors at both terminals of the cable reflect most
of the first incident wave back, hence the fault wave is largely
confined within the faulted cable. As more reflections and
refractions happen as the fault develops, fault waves diverge
more because the fault paths are different in balanced and
unbalanced conditions.

As a comparison, Fig. 9 presents simulations with series
inductors of only 1 mH under unbalanced configurations. As
shown in Fig. 9, significant differences in voltages and currents
can be observed even in the first milliseconds.

V. INFLUENCE ON PROTECTION

If only the first voltage or/and current wave is used to
detect and identify the fault in a cable-based system, which
is commonly proposed in primary protection [11], [14], [15],
then the sensitivity of the protection algorithms to unbalances



or grounding relocation in a bipolar DC grid is mainly
determined by the series inductor. If series inductors are
installed at the ends of the DC cable, it can be expected
that the impact of the unbalances and grounding relocation
on the protection algorithms will not be significant. This is
especially true in non-unit protection methods [11], which
normally involve using fast DC circuit breaker to interrupt
the fault current, and the proposed DC circuit breaker are
equipped with series inductors to limit the rise rate of the fault
current [16], [17]. Therefore, protection concepts which adopt
non-unit protection methods can be expected to be relatively
insensitive against unbalances and grounding relocation. On
the contrary, protection concepts which do not include series
inductors or use fault voltage and/or current waves in longer
time range will be affected by the unbalances and grounding
relocation to a certain extent. In these cases, more detailed
simulation studies are required in order to establish robust and
selective relay settings.

Since the operation time range of backup protection falls
into the region where faults behave differently under unbal-
anced conditions or grounding relocation [15], [18], detailed
parametric studies are needed when developing backup protec-
tions for bipolar grids. In addition, failure mode of protection
equipment might also change the fault behavior and play an
important role in backup protection.

VI. CONCLUSION

This paper analyzed DC fault behavior under unbalanced
conditions and different grounding locations in a three-
terminal bipolar test system. If series inductors are placed at
both ends of the cables, fault behavior in the first milliseconds
is not significantly influenced by unbalanced conditions or
grounding relocation since the inductors reflect most of the
fault waves. The voltages and currents diverge more as fault
develops in the grid regardless of the presence of series
inductors.

As for the impact on the protection system, as far as the
selective primary protection is concerned, the presence of se-
ries inductors and time range of signals used for identification
are the most determining factors. If large series inductors are
placed at the ends of the DC cable, the selective primary
protection algorithms are not likely to be affected by the
unbalances and grounding relocation. However, the influence
on the backup protection systems is implied since the operation
time range of the backup protection falls into the region
where faults behavior differently under unbalanced conditions
or different grounding locations.
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Abstract—In this paper, the concept of the Half-Bridge SiC-

MOSFET Switching Cell (HB-SC), and its design and test 

procedures are explained. The HB-SC serves as the basic switching 

element of scalable power electronic converter. The HB-SC 

combines the power semiconductor switch, optimized power 

layout, gate driver, and management circuitry (measurement, 

protection, and interface blocks).  
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I.  INTRODUCTION 

Electrical machines and variable frequency drives (electric 
drive systems) are widely used in the industry and they occupy 
a big and constantly growing market [1,2]. Due to the 
improvements in renewable energy systems and automotive 
industry, application areas and power levels of electric drive 
systems are even increasing [3,4]. In addition, integration of 
drive systems brings efficiency requirement regulations both for 
electrical machines and variable frequency drives [5]. 

The mentioned aspects lead to increasing of the importance 
of testing environments for electromechanical systems. Because 
several different types of electrical machines exist and they 
require different control approaches, the electric drive systems 
differ for each electrical machine type as well. The commercially 
available test benches usually have interfaces dedicated to fixed 
types of electrical machines, and they have restrictions on 
applicable control algorithms and switching frequencies [6,7]. 

The PDEng project “Rapid Prototyping and Testing 
Environment for Electromechanical Systems” is conducted to 
satisfy the need for a test environment with high flexibility 
concerning the types of the powered machines as well as the 
control hardware and software. The main focus of the project is 
designing, manufacturing, and testing of a generic power 
electronic drive that can be used for a broad range of electrical 
machines and power electronic systems while reducing the effort 
required for system reconfiguration. In [8], the topology and 
semiconductor switch studies resulted that the use of half-bridge 
SiC-MOSFET inverter legs provide the highest flexibility and 
scalability in the proposed generic power electronics drive. 

In this work, first, the concept of the Half-Bridge Switching 
Cell (HB-SC) is explained, its internal structure is given, and 
possible application areas are mentioned. Second, the design 
steps for the HB-SC are explained, which includes the selection 
of SiC-MOSFET power switch, design of power circuitry 
layout, and design of management circuitry. Last, the assembly 
of the designed HB-SC is shown and three cells are connected 
in parallel to construct a three-phase inverter to drive an 
induction motor. Relevant parameters regarding the power 
layout and measurement circuitry are measured and presented. 

II. HALF-BRIDGE SWITCHING CELL CONCEPT 

The main purpose of the “Rapid Prototyping and Testing 
Environment for Electromechanical Systems” project was 
creating a flexible and scalable power electronic drive that can 
power different types of electrical machines (induction machine 
and switched-reluctance motor), while requiring low effort for 
reconfiguration. Besides that, this generic power electronic drive 
could be used to implement complex control algorithms. The use 
of half-bridge inverter leg modules provides the highest 
flexibility in aspect of topology requirements and repairability 
of the power electronic drive [8]. Table I gives the required 
specifications for the generic power electronic drive. 

 

The given specifications lead to use of two possible 
semiconductor switches: (1) Si-IGBTs and (2) SiC-MOSFETs. 
Si-IGBTs are widely accepted in high power industrial systems 
due to their proved reliability, low conduction losses, and low 
costs. However, their maximum switching frequency is a 
limiting factor on the flexibility. The intention of complex 
control algorithms requires switching frequencies up to 50kHz. 
For this reason, SiC-MOSFETs provide a better solution than Si-
IGBTs. Their ratings can reach up to 1.7kV and 300A, while 
allowing switching frequencies more than 50kHz.  

 

TABLE I 

GENERIC POWER ELECTRONICS DRIVE REQUIREMENTS 

Parameter Explanation Value 

𝑉𝐷𝐶 DC bus voltage up to 800V 

𝐼𝑚𝑎𝑥 Maximum phase current  100A  

𝑃𝑚𝑎𝑥 Maximum output power  30kW 

𝑓𝑠𝑤 Switching frequency 8kHz – 50kHz 

   

 



The following solution is, a half-bridge SiC-MOSFET 
inverter leg that is equipped with its power layout, gate driver, 
and management circuitry. This integrated power switching unit 
is called Half-Bridge SiC-MOSFET Switching Cell (HB-SC) 
and it forms the basic scalable switching element for high power 
and high speed power electronic applications. 

Following facilities are provided by the HB-SC (Fig. 1.): 

 a low-inductive power circuitry including the PCB 
layout, half-bridge SiC-MOSFET, DC link capacitors, 
and power connectors, 

 a low-noise management circuitry including gate drive & 
interface, measurement, protection, and power 
management parts, 

 galvanic-isolation between the power and management 
circuitries. 

The HB-SC provides an integrated and scalable power 
electronic solution for various power electronic converters. 
There are commercially available integrated switching systems 
in the market [9]. However, these integrated systems are mainly 
aiming three-phase electric drive applications and have 
restrictions on control algorithms. The key improvement of the 
HB-SC is to provide more flexibility respect to the present 
switching systems.  

 

Fig. 1.  Internal structure of the Half-Bridge Switching Cell. 

 

III. DESIGN STEPS OF THE HALF-BRIDGE SWITCHING CELL 

In this chapter, the design steps of the HB-SC and the 
decisions given are explained in detail. First, two commercially 
available SiC-MOSFETs are compared based on their switching 
performances and one of them is chosen for the final design. 
Second, the power layout design is explained and last, the 
management circuitry is presented.   

A. SiC-MOSFET Switch Selection 

Two SiC-MOSFETs from two different manufacturers are 

compared based on their switching performances: (1) CREE 

CAS120M12BM2 (2) ROHM BSM120D12P2C005. Both of the 

SiC-MOSFETs are rated at 1200V and 120A. The comparison 

is conducted based on the Double Pulse Test (DPT), which is a 

widely accepted technique to evaluate the switching 

performance of the semiconductor switches. In DPT, the device 

under test is subject to a hard switching under test voltage and 

test current, and the turn-on and turn-off losses are measured 

during the switching transitions. 

The circuit schematic of the DPT is shown in Fig. 2, where 

the test voltage is set by the DC supply voltage and the inductor 

is used to build-up the switch current linearly, until the test 

current is reached. The gate signal, and the resulting switch 

voltage and current waveforms of the semiconductor switch are 

shown in Fig. 3. 

 
Fig. 2.  Double Pulse Test schematic [10]. 

 

 
Fig. 3.  Double Pulse Test waveforms: gate signal (top), switch current 

(middle), and switch voltage (bottom) [10]. 

 

The test starts when there is no current flowing through the 

switch. At instant 𝑡1, the switch is turned on until the switch 

current reaches test current at 𝑡2. Then the switch is turned off 

and the inductor current freewheels through the diode D. The 

switch is turned on again at 𝑡3, shortly after 𝑡2. Since the turn-

off and turn-on losses are observable at instants 𝑡2 and 𝑡3, test 

period is terminated at 𝑡4, shortly after 𝑡3. This test period is 

repeated once per second in order to avoid heating of the switch. 



A DPT setup was created for both of the SiC-MOSFETs and 

they were tested under 800V test voltage and different test 

currents. The switching losses were obtained for every 

condition and the comparison is shown in Fig. 4. In all of the 

test conditions, CREE module resulted around 10% more total 

switching losses in comparison to ROHM module. 

Another important aspect is the oscillations during the 

switching instants. As shown in Fig. 5, oscillations of the 

current waveform during turn-off were measured two times 

higher in amplitude for ROHM in comparison to CREE. 

Additionally, the turn-off oscillation duration was also observed 

longer for ROHM. This difference was caused by the module 

layout differences. 

Besides the test results, the tested modules have differences 

in practical aspects as well. One of the differences is that ROHM 

module is 50% more expensive than CREE module. The second 

difference is, a dedicated gate driver is commercially available 

for CREE module. Taking the test results and practical aspects 

into account, CREE module is chosen as the semiconductor 

switch for the HB-SC. 

 

 
Fig. 4.  Comparison of the switching losses of the tested SiC-MOSFETs: total 

switching losses (top two), turn-on losses (middle two), and turn-off losses 
(bottom two).  

 

 
Fig. 5.  Switching transition comparison of the tested SiC-MOSFETs. 

B. Power Layout Design 

The HB-SC utilizes SiC-MOSFETs, which is capable of 

switching at high speeds under high voltage and current ratings. 

This requires an extra attention to the parasitic elements, 

specifically stray inductances and capacitances what is typically 

incurred for Si-IGBT modules [11]. The HB-SC printed circuit 

board (PCB) layout should provide a low inductive power plane 

in order to minimize the consequences of the parasitic elements. 

This can be achieved by careful consideration of power plane 

design and good selection of the DC link capacitors. 

The following aspects are taken into account during the 

PCB design; 

 PCB involves both high and low power circuitries. 
Number of layers is important in aspect of current 
density for high power circuitry, and in aspects of noise 
and magnetic compatibility for low power circuitry. A 
4-layer PCB design is chosen in order to increase the 
current carrying capacity, obtain low inductive power 
traces, and reduce the stray capacitances. Taking these 
aspects into account, three different PCB sections are 
defined with different layer stack-up planning (Fig. 6). 

 The PCB layout for the HB-SC is designed to 
demonstrate proper insulation up to 1000V. The 
required clearance and creepage values are calculated 
referring to IEC 60950 [12]. 

 

 
Fig. 6.  Printed Circuit Board layout and stack-up planning for HB-SC. 

 

A low inductive power plane is highly crucial for high speed 

and high power applications. Minimizing the inductance is best 

achieved by canceling out stray magnetic fields as much as 

possible [13]. Therefore, power planes for DC+ and DC- are 

placed on the top left side of the PCB, providing the shortest 

current path for the SiC-MOSFET (Fig. 6). 

Besides that, the selection of the DC link capacitors is also 

a factor for decreasing the inductance of the power plane. 

Polypropylene film capacitors are the best candidates for DC 

link capacitors with their low parasitic inductive structure. To 

minimize the equivalent series inductance value, three film 

capacitors (2.2nF, 100nF, and 3µF) are connected in parallel 

and located directly on top of the SiC-MOSFET pins. The 

lowest value capacitor shows fastest response to the current 

transient, therefore it is located as close as possible to the switch 

pins. 

Last, relatively slow changes in the supply voltage are 

smoothened with the use of DC bulk capacitors. Aluminum 

electrolytic capacitors offer a good solution for this purpose by 



their high capacitance/size ratio. Two parallel branches of two 

series aluminum electrolytic capacitors are used to decrease the 

equivalent series resistance. Due to series connection, balancing 

resistors are used to equalize the voltages on the capacitors. 

C. Management Circuitry Design 

The Management Circuitry of the HB-SC includes four 

different blocks: (1) measurement & conditioning, (2) 

protection, (3) gate driver interface, and (4) power 

management. These blocks and their relations with the power 

circuitry are shown in Fig.7.  

  

 
Fig. 7.  Internal structure and blocks of the management circuitry. 

 

1) Measurement and conditioning block: This block 

provides the following measurement information isolated from 

the power circuitry: 

a) DC bus voltage measurement: The HB-SC senses the 

DC bus voltage by a resistor divider network on the power 

circuitry side and transfers the signal to the management 

circuitry through an isolation amplifier. After that, it conditions 

the signal and provides it with a gain of 3.3mV/V. Input to 

output delay of the voltage measurement is around 3.3µs.  

b) Switching node current (phase current) measurement: 

The HB-SC equips a magneto-resistive current sensor to sense 

the switching node current and provides it to the management 

circuitry through galvanic isolation. After conditioning and 

filtering, the current sensor output signal is provided with a gain 

of 90mV/A. High bandwidth (400kHz) and low input to output 

delay (0.5µs) make this current sensor suitable for complex 

control algorithms, which requires fast and accurate current 

measurement. 

c) Temperature measurement: The temperature of the 

SiC-MOSFET module is measured by an integrated-circuit 

CMOS temperature sensor with a gain of -8,2mV/C.  

2) Protection block: Because SiC-MOSFETs are fast 

switching devices and not robust as Si-IGBTs, the protection of 

the SiC-MOSFETs gains importance. Therefore, the reliability 

of the system can be ensured with a fast and accurately reacting 

protection approach. For this purpose, the protection block is 

constructed with fast logic circuits. The following conditions 

define the thresholds for faults: 

 Over-voltage fault : 900V 

 Over-current fault : 70A 

 Over-temperature fault : 90°C 

 Gate-driver fault : shoot-through, missing signal 

In case of one of these faults, the protection block takes the 
following actions: (1) generating a “fault” signal, (2) informing 
other HB-SCs and the controller/user, (3) disabling all PWM 
signals, and (4) keeping the fault state until it is reset. 

3) Gate driver and interface block: Gate drivers are used to 

isolate and amplify the gating signals between the signal 

circuitry and gate pins. Besides that, they provide protection 

against over-current and shoot-through faults. The 

PT62SCMD12 gate driver is used in this work because of its 

compatibility with the chosen SiC-MOSFET module. The HB-

SC modules accept single-ended PWM signals from the control 

platform, while the chosen gate driver accepts differential input 

signals. Besides that, the gate driver does not provide an 

enable/disable circuitry for the gate signals. Therefore, an 

interface circuitry block is added between the PWM input and 

gate driver input. This block is responsible for converting the 

single-ended PWM signals to differential voltage levels and 

disabling the PWM signals during a faulty condition. 

 

 
Fig. 8.  Gate driver (PT62SCMD12) and the chosen SiC-MOSFET 

(CAS120M12BM2). 

 

4) Power management block: The management circuitry 

consists of sensors, operational amplifiers, logic circuits, and 

gate driver. These blocks require different voltage and power 

levels. Additionally, an isolated voltage is required for DC bus 

voltage measurement. In HB-SC, management circuitry is 

powered with 24V and other circuitries are powered through 

24V to 5V (nonisolated) and 5V to 5V (isolated) power 

supplies.  

IV. IMPLEMENTATION OF THE HALF-BRIDGE SWITCHING CELL 

IN A THREE-PHASE INDUCTION MOTOR DRIVE 

Following the design rules and decisions in Chapter III, the 
HB-SC printed circuit board layout is designed and assembled 
as shown in Fig. 9 and 10. The numbered areas in Fig. 9 indicates 
the following functions: 

 Area 1 includes the input power connections, DC bulk 
capacitors, and balancing resistors. As seen in Fig. 9, the 
power planes are designed as wide as possible to decrease 
the parasitic inductance of the power traces. DC bulk 
capacitors are located at the bottom side of the PCB. 

 



 
Fig. 9.  The designed Printed Circuit Board of the HB-SC. 

 

 
Fig. 10.  Assembled HB-SC (without the gate driver). 

 

 Area 2 includes the switching node of the SiC-MOSFET 
module and the output connector of the HB-SC. 

 The DC link capacitors and gate-driver connections are 
located in area 3. Capacitors are placed directly on the 
top of the SiC-MOSFET to provide a low-inductive 
current path. 

 The high-frequency part of the management circuitry 
occupies area 4. This area includes the PWM signals and 
gate-driver interface circuitry. 

 Area 5, includes low-noise part of the management 
circuitry.  

The HB-SC is implemented in a three-phase induction motor 
drive. For this purpose, three HB-SCs are connected in parallel 
and a test setup is constructed. The block diagram of the test and 
the experimental test setup are shown in Fig. 11 and 12. 

 

Fig. 11.  Block diagram of the test setup. 

 

 

 

Fig. 12.  Three-phase inverter circuit consisting of three HB-SCs in parallel. 

 

First, the induction motor is operated around 2.5kW under 
two different DC bus voltages: (1) 440V and (2) 700V. During 
this test, one SiC-MOSFET’s drain-source voltage and the 
switching node current from the same module are measured. As 
shown in Figs. 13 and 14, the drain-source voltages do not have 
over-shoot during turn-off transition for both of the conditions. 
This shows that the power plane design and choice of DC link 
capacitors ensure a low inductive path for the switches. In Fig. 
14, the current ripple is more than the one in Fig. 13. This 
difference comes from the different 𝑑𝑉/𝑑𝑡 and changing 
MOSFET output capacitor values under different DC bus 
voltages.  

Second, a phase current is measured with a current probe and 
it is compared with the HB-SC current sensor output.  As shown 
in Fig. 15, the HB-SC current sensor output is identical to the 
current probe measurement in terms of amplitude and it includes 
only 0.5µs phase shift. This verification indicates that the HB-
SC current sensor output provides a fast and accurate current 
measurement for using in the control algorithms. 

Third, the DC bus voltage is measured with a voltage probe 
and with the voltage sensor of the HB-SC, during a power-up 
and power-down cycle of the main power supply. The 
comparison of the two measurements are given in Fig. 16. As 
shown in the figure, both of the measurements are almost 
identical. Although the HB-SC voltage sensor output has 3.3µs 
delay, the delay becomes unimportant when it is considered that 
a fast voltage measurement is not crucial for the drive 
applications.  

 

Fig. 13.  Drain-source voltage of an upper SiC-MOSFET and the switching 
node current of the same module under 440V DC bus voltage. 



 

(b) 

Fig. 14.  Drain-source voltage of an upper SiC-MOSFET and the switching 

node current of the same module under 700V DC bus voltage. 

 

 

Fig. 15.  Comparison of the switching node current measurements between the 

current probe and the HB-SC current sensor output.  

 

 

Fig. 16.  Comparison of the DC bus voltage measurements between the voltage 

probe and the HB-SC voltage sensor output.  

V. CONCLUSION 

In order to create a flexible and scalable generic power 
electronic drive, half-bridge inverter legs are chosen as power 
semiconductor candidates. The specifications of the power 
electronic drive proposes the use of SiC-MOSFETs due to their 
low losses in high power and high switching frequency 
applications. 

During the implementation of the HB-SC in a three-phase 
induction motor drive, the switching transition of the SiC-
MOSFET demonstrated almost zero voltage overshoot under 
440V/16A and 700V/13A switching conditions. This is a result 
of low-inductive power plane design and it ensures the safe 
operation of the SiC-MOSFETs in high power high switching 
frequency applications. 

Besides the power switching function, current and voltage 
measurement facilities of the Half-Bridge Switching Cell are 
also verified. Current and voltage sensor output signals are 
consistent with the probe measurements, demonstrating 0.5µs 
delay for the current and 3.3µs delay for the voltage 
measurement. The accuracy and speed of the measurement 
facilities enable the use of measurements in complex control 
algorithms. With these features and further improvements on the 
Half-Bridge Switching Cell design (heatsink, integrated gate 
driver) will even decrease the reconfiguration effort for high 
power and high switching frequency applications.  
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Comparison of averaged modeling approaches
considering a bidirectional boost converter
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Abstract—The bidirectional boost converter is a DC/DC con-
verter able to transmit power between two different voltage level
stages using switches and few passive components. This paper
presents two detailed and two averaged models which picture out
the slower power dynamics of the converters while suppressing
the switching behavior, requiring thus less time to be simulated.
These models are obtained either from mathematical expressions
or extracted from circuit schematics. The times required for
simulating different models and their error regarding the average
value of the detailed model are presented and compared using
different simulation time steps and simulated times.

Index Terms—DC-DC power converters, Semiconductor device
modeling.

I. INTRODUCTION

The increasing number of power electronic converters in
the electrical grid grows interest in studying grid power flow.
Using averaged models of power electronic converters the
overall system can be studied in reduced time achieving a good
accuracy. This modeling approach brings the possibility to
study the power flow within the converter without reproducing
the switching dynamics, thus requiring less small time steps
[1]. This makes these kind of models convenient when large
simulation times, or simulation of complex systems is required
such as power transmission or micro-grid modeling.

Different averaging approaches can be found in the literature
such as classical averaged model (CAM), generalized aver-
aged model (GAM), and circuit averaging (CA). The CAM
approach consists in extracting the DC behavior of the signals
to be averaged [2]. This approach is not valid when AC
characteristics of the waveform to be averaged are necessary
(e.g. when a transformer is used). For these cases a GAM
approach, that takes into account some harmonics of the signal,
is used [3]. CA consists in keeping unaltered the time-invariant
parts of the circuit (eg. capacitors) while substituting the rest
(diodes, switches, etc.) by a time-invariant circuit through
averaging of the signals comprised [2].

Several approaches applied to different topologies can be
found in the literature. In particular, for boost converters
unidirectional [4] and bidirectional models [5] can be found,
including conduction and/or switching losses [6], [7] or not,
and addressing the discontinuous conduction mode (DCM)
[8]–[10] or just able to work in continuous conduction mode
(CCM).
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Fig. 1. Bidirectional boost converter with ESR in passive components

II. CONSIDERED MODELS

In this work different models are studied comparing the re-
quired simulation time, the achieved accuracy in low frequency
dynamic response. Besides the ease of including known phe-
nomena occurring in the converter, the ease of developing the
models and other features are discussed as well. The models in
this section assumes the following: converter works in CCM
and the command of the switches is done in complementary
fashion.

The comparisons between the different models are done
through the use of different bidirectional boost converter
models. This topology comprises two controllable switches S1

and S2 in totem-pole configuration with free-wheeling diodes
in anti-parallel. This topology uses an inductance L as energy
storage device in order to increase the lower voltage V2 to the
higher voltage V1 that is filtered using a capacitor C (Fig. 1).

A. Detailed model

Two detailed models (including switching behavior) are
built for the study. These models are built in order to compare
the averaged models to the slow dynamics of a more detailed
model. The first switched model has been built using Sim-
PowerSystems library included in Simulink and is expressed
with the SPS label. The latter has been developed defining
the different states of the converter depending on the two gate
signals and the sign of the current in the inductor L (Table I),
this model is further referred to with SW label.



TABLE I
DEFINITION OF THE CONVERTER STATES

State iL γ γ̄ S1 S2 u ū

1 ≥ 0 1 0 ON OFF 1 0
2 < 0 0 1 ON OFF 1 0
3 ≥ 0 1 0 OFF ON 0 1
4 < 0 0 1 OFF ON 0 1

In this topology the following expressions will always be
true regardless of the state:

V1 − vC − iCrC = 0 (1)

vL = L
diL
dt

(2)

iC = C
dvC
dt

(3)

The current i1 can be defined as follows:

states 1 and 2: i1 = iC + iL (4)
states 3 and 4: i1 = iC (5)

The low voltage mesh can be also defined as:

state 1: V1 − VS1 − iLrS1 − vL − iLrL − V2 = 0 (6)
state 2: V1 + VF1 − iLrF1 − vL − iLrL − V2 = 0 (7)
state 3: −VF2 − iLrF2 − vL − iLrL − V2 = 0 (8)
state 4: VS2 − iLrS2 − vL − iLrL − V2 = 0 (9)

where VS1, VS2, VF1 and VF2 are the forward voltages of the
switches 1 and 2 and their anti-parallel diodes respectively dur-
ing on state, and rS1, rS2, rF1 and rF2 are the on resistances of
the switches 1 and 2 and their anti-parallel diodes respectively.
Substituting (1) and (2) into (6)-(9) and then substituting iC
for (3), yields:

state 1: L
diL
dt

= −iL (rS1 + rC + rL)

+ vC − V2 + i1rC − VS1 (10)

state 2: L
diL
dt

= −iL (rF1 + rC + rL)

+ vC − V2 + i1rC + VF1 (11)

state 3: L
diL
dt

= −iL (rF2 + rL)− V2 − VF2 (12)

state 4: L
diL
dt

= −iL (rS2 + rL)− V2 + VS2 (13)

and

states 1 and 2: C
dvC
dt

= i1 − iL, (14)

states 3 and 4: C
dvC
dt

= i1. (15)

Including the corresponding parameters defining the current
sense (γ) and the switching function (u) to each state, yields
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Fig. 2. Circuit averaged model of bidirectional boost converter with ESR in
passive components

the model describing the switching behavior of the converter

L
diL
dt

= − (uA+ ūB + rL) iL + uE + ūF − V2 (16)

C
dvC
dt

= i1 − uiL (17)

with A = γrS1 + γ̄rF1 + rC, B = γrF2 + γ̄rS2, E = vC +
rCi1 − γVS1 + γ̄VF1, and F = −γVF2 + γ̄VS2.

B. Classical averaged model

The classical averaged model is obtained in the same way
used for the detailed model presented above. This model is
labeled as CAM throughout the paper. From (16) and (17),
the switching function is averaged as follows [3]:

D = 〈u〉0 =
1

Tw

∫ t

t−Tw

u · dt (18)

where Tw is the averaging window. Making Tw to corresponds
to the PWM switching period, the duty cycle D will be equal
to the average value of u. Doing that, the different states of
the converter corresponding to u and ū, will be averaged as D
and 1−D respectively, with D = TON

Tsw
, and 1−D = TOFF

Tsw
.

Applying this to (16) and (17) yields:

L
diL
dt

= − [DA+ (1−D)B + rL] iL

+DE + (1−D)F − V2 (19)

C
dvC
dt

= i1 −DiL (20)

C. Circuit averaging model

In this modeling approach the time-invariant part of the
topology and the time-variant or switch network are separated.
The time-invariant parts of the circuit (e.g. inductances, capac-
itors...) are left without changes whereas the time-variant (eg.
controlled switches, diodes...) is substituted by current and
voltage sources to obtain time-invariant circuits. This model
is represented with the label CA throughout the paper.

Applying this to bidirectional boost converter results in the
new circuit shown in Figure 2, where the controlled voltage
and current sources are place interchangeable. Following the
same state definition based on the switch function u and



the current sense γ defined in Table I the following current
expressions are true:

States 1 and 2: itop = iL (21)
ibot = 0 (22)

States 3 and 4: itop = 0 (23)
ibot = iL (24)

Whereas for the voltage:

State 1: vtop = itoprS1 + VS1 (25)
State 2: vtop = itoprF1 − VF1 (26)
State 3: vtop = V1 + ibotrF2 + VF2 (27)
State 4: vtop = V1 + ibotrS2 − VS2 (28)

Merging equations (25)-(28) using the terms γ and D as
defined in equation (18) and substituting the corresponding
current equations previously defined (equations (21)-(24)),
yields:

〈vtop〉0 = iL [D (γrS1 + γ̄rF1) + (1−D) (γrF2 + γ̄rS2)]

+D (γVS1 − γ̄VF1) + (1−D) (γVF2 + γ̄VS2 + V1) (29)

Besides, the following expressions are true for every possible
state:

〈itop〉0 = DiL (30)

〈ibot〉0 = (1−D) iL (31)

III. SIMULATION RESULTS

Simulations were run using the parameters included in Table
II and an initial duty cycle equal to 0.7 that ramps down to
0.2 with a constant slope from simulation times 0.2 to 0.7
seconds.

TABLE II
SIMULATION PARAMETERS

Variable Nomenclature unit Value

Inductance L µH 640
Coil resistance rL mΩ 23.4

Capacitance C µF 100
Capacitor ESR rC Ω 0.1

Low voltage side voltage V2 V 50
High voltage side current I1 A -10

Switching frequency fsw kHz 20

Simulations including conduction losses the parameters
contained in Table III are used as well.

During the simulation, the models developed using CA
trigger an error due to too high time steps. These error appears
due to the inclusion of blocks in SimPowerSystems library
probably due to the approaching of simulation step times close
to the circuit dynamic frequencies.

TABLE III
PARAMETERS REGARDING CONDUCTION LOSSES

Variable Nomenclature unit Value

Switch forward voltage VSx V 0
Switch on resistance rSx mΩ 16
Diode forward voltage VFx V 1
Diode on resistance rFx mΩ 13.2

A. Error

The computed steady-state error for iL is less than 0.01%
for both CAM and CA models including or not conduction
losses. Regarding V1 the same result is obtained for CAM
models including or not conduction losses while for CA the
error rises up to 3.78% in the ideal model and 1.71% in
the case including conduction losses. The values of the state
variables at the end of the simulation are shown in Figure
3. The steady-state error is computed comparing the value
obtained in simulation to the result obtained for detailed
model described in section II-A after averaging throughout
a switching period. The detailed model was simulated using
a time step Ts = 0.02Tsw. The steady-state relative error
values did not change with the increase of simulation time
step. This is expected during steady-state operation since the
state variables are not supposed to change in averaged models.

During transients the error lies around 1%. In the figures the
voltage (Fig. 5) and current (Fig. 4) values of CAM and CA are
compared to the detailed model simulated at Ts = 0.002Tsw.
The detailed model is averaged for that purpose using a time
window equal to the switching period Tsw. In the detailed
model simulation appears an oscillation close to t=0.5. This
oscillation is expected to decrease as the simulation step time
decreases.
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B. Simulation times

Different tables are presented along this section in order
to quantize the required time to simulate the different models
under certain conditions. Each model/conditions pair has been
simulated three times and the average of these is presented
in the tables in order to reduce the effect of different tasks
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running in background.
1) Ideal switches model: Four different ideal switch models

are compared of which two are detailed and other two aver-
aged. Detailed models comprise a SimPowerSystems model
using the Ideal Switch block (SPS) and the model described in
section II-A (SW), while averaged models include the models
described in sections II-B (CAM) and II-C (CA) the latter built
using SimPowerSystems blocks.

Simulation of the four models was carried out at fixed
step of Tsw/10 (5µs). Besides the averaged models were
simulated at larger step times that are not suitable for switched
models following Shannon’s theorem.The average time needed
to simulate the models under different conditions is gathered
in Table IV.

2) Including conduction losses: Conduction losses are in-
cluded in the model using two different ways. When a switch
or diode is on (conducting) the device is modeled as a constant
voltage drop and a series resistance. These are already included
in all model equations in section II. In order to build a
detailed model using SimPowerSystems library (SPS), the
Ideal Switch block was replaced for Mosfet block. The average
time required for simulating these models is gathered in Table
V.

IV. DISCUSSION

CAM and CA models can be obtained in a similar way
to the detailed model. CA approach can be easily used as
building block for developing more complex models while the
CAM approach is not easy to be adapted. Since CA approach
only averages the time-variant piece of the circuit this remains



TABLE IV
SIMULATION TIMES OF IDEAL MODELS

tsim Model
Time step

0.1Tsw Tsw 2Tsw 10Tsw 12Tsw 16Tsw

0.1s

SPS 1.04 - - - - -
SW 2.10 - - - - -
CAM 1.25 0.27 0.21 0.17 0.17 0.16
CA 0.81 0.26 0.24 0.21 0.22 0.21

1s

SPS 7.45 - - - - -
SW 19.27 - - - - -
CAM 10.27 1.27 0.76 0.25 0.26 0.22
CA 5.51 0.80 0.53 0.26 0.25 0.24

10s

SPS 72.62 - - - - -
SW 194.81 - - - - -
CAM 96.01 10.58 5.11 1.21 1.05 0.87
CA 49.90 5.29 2.83 Failed Failed Failed

TABLE V
SIMULATION TIMES OF MODELS INCLUDING CONDUCTION LOSSES

tsim Model
Time step

0.1Tsw Tsw 2Tsw 10Tsw 12Tsw 16Tsw

0.1s

SPS 1.13 - - - - -
SW 2.19 - - - - -
CAM 1.25 0.25 0.20 0.16 0.16 0.16
CA 0.92 0.27 0.23 0.21 0.21 0.21

1s

SPS 7.87 - - - - -
SW 19.82 - - - - -
CAM 10.39 1.25 0.74 0.26 0.24 0.25
CA 6.78 0.93 0.60 0.27 0.26 0.24

10s

SPS 73.80 - - - - -
SW 196.76 - - - - -
CAM 96.57 10.55 5.04 1.21 1.06 0.85
CA 62.05 6.44 3.37 Failed Failed Failed
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ratio for 0.1 simulated time.

adaptable to different configurations. On the other hand if a
small signal-model is desirable the CA approach is not valid if
used to construct more complex systems. Therefore, if a small-
signal model is required (i.e. for controller design) the effort
required to get the CAM has to be done anyway. In terms
of portability, the CAM relies solely on simple mathematical
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operations. This makes this modeling approach easier to export
to other simulation environments, as well as more robust and
flexible (did not trigger any error at high time steps).

The steady-state error of the CAM approach remains very
small for the whole simulated range, with no perceptible
variation with time step changes. It may decrease the accuracy
as the circuit slower natural dynamics are approached with
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the increase of simulation time step. The CA model presents
a higher steady-state error which is also not affected by the
increase of the simulation time step within an acceptable
range. Including the conduction losses of the semiconductor
devices did not change considerably any of the errors except
the error in V 1 that was reduced from 3.78% to 1.71%.

The relative error during duty cycle changes does not
notably change for the selected simulation time step range.
The maximum of the absolute value of the relative error of
the voltage and the current are shown in figures 6 and 7
respectively. It is predictable that the error will become greater
as the time step is increased, specially when circuit natural
frequencies are reached.

The time required to simulate any of the models increases
nearly in a linear way regarding to the simulated time. A
graphical example of this can be found in Figure 11 where
it can be seen that for short simulated times initialization
time is not negligible anymore. Time measurements are shown
starting at simulation step time of Ts = 0.1Tsw. In the case
of detailed models using fixed step the accuracy obtained is
not good enough due to low resolution of PWM duty cycle.
This makes necessary to further reduce the simulation step
time if good accuracy during transients is wanted, making
thus averaged models even more valuable when switching
dynamics of the converter are not interesting. A graphical
example is shown in Figure 12 where the detailed model
response is shown for simulation time steps 0.02Tsw (1µs)
and 0.002Tsw (100ns).

V. CONCLUSION

Averaged models show a relatively high accuracy picturing
out the power dynamics of the power converters. Averaged
models do not require small simulation time steps compared
to detailed models even during transients. This makes averaged
models suitable for long simulation times as well as for
simulation of complex systems. Time savings is just the most
remarkable benefit since some averaged models might be
linearized for controller design as well.
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Abstract—This paper investigates how to improve avail-
ability of an electrical drive containing a 3-phase 12/10
(12 stator tooth/10 rotor poles) flux switching permanent
magnet machine. In this respect, Field-Oriented Control
and Space-Vector Pulse-Width-Modulation strategies will
be applied with 3-phase operation condition. Availability
and reliability require that during faults, such as loss of
one inverter phase leg or open-circuit of one machine
phase winding, the electrical drive remains operational.
Therefore, initial research is given in this paper on the
implementation of a fault-free control algorithm that pre-
serves the electromagnetic torque following certain faults.
In terms of inter-turn short circuit fault, the machine
becomes asymmetric and its behavior such as fault current
and output torque are investigated. To further improve
system reliability, dual three phase drive is applied by
splitting the machine winding, and an extended park
transformation is used in machine control.

Index Terms—availability; flux-switching permanent
magnet machine; field-oriented control; space-vector
pulse-width-modulation; open-circuit fault; inter-turn
short circuit fault; dual three phase drive; Pseudo-Park
transformation, aerospace.

I. INTRODUCTION

In aerospace, availability of electrical drives is
paramount, if ever to replace or augment current alterna-
tive systems that accommodate a certain level of redun-
dancy. Further, in automotive, marine and railway ap-
plications, electric machines and their drive system also
gain more commercial interest as they potentially feature
higher energy efficiencies, lower emissions, higher peak
powers and faster power response compared to conven-
tional [1].

Usually, availability is considered in these applications
in the context of reliability, and serviceability. In this
paper, availability is defined as the probability that the

system operates according to the given specifications
when required. As such, availability is considered to be
the probability that a system does not fail or does not
need repair. This research, starts with an elaboration on
reliability, and maintaining operation following certain
faults.

Flux-switching permanent magnet (FSPM) machines
are one candidate for such aeronautics electrical drives
as they locate both permanent magnets (PM) and phase
windings on the stator side [2]–[5]. This influences
availability, as described above, and still provides rel-
atively high torque/inertia and good opportunities for
advanced air-cooled configurations. Further, due to the
magnetic field being in parallel with the armature field,
it inherently has a low demagnetizing characteristic
which provides a wide operation range. Additionally, its
compact, robust rotor structure and large torque to inertia
ratio provide an opportunity for ultra-fast acceleration
responses [6]–[9]. All these features concerning FSPM
machines are also in good accordance with requirements
of electric traction in more general applications such as
[10].

The considered electric drive contains a voltage source
inverter (VSI) and a control unit which monitors system
operation conditions and feeds the desired currents to
the electrical machine. In certain cases, such as fuel
pumps, aerospace or steering applications, a single fail-
ure or malfunction of the electrical system causes severe
damage. Therefore, fault-tolerant motor drive system
become an necessity with various research institutes and
commercial parties focusing on suitable redundant power
electronic topologies of VSIs and geometries of electric
machines [11].

These safety critical applications demand continuous
operation of the electrical drive system that maintains



its equivalent output performance when a fault has
happened. These system faults can contain, among many
others, switch component short and open-circuit, phase
leg short-circuit and machine phase open-circuit [11].
Within this paper, a Field-Oriented Control (FOC) is
applied to regulate the phase currents and output elec-
tromagnetic torque of the FSPM, which is standard for
brushless ac (BLAC) and induction machines that require
the maximization of torque-to-ampere (MTPA) ratio and
field weakening operation [12]–[14].

In addition, another common fault, intern turn short
circuit can happen, caused by the coil insulation break-
down. This will create an extra short circuit path that
flows very large current driven with back-emf induced
by coupled flux-linkage in the short turns [15], [16]. In
this paper, the machine behavior such as fault current,
produced torque and required supply voltage will be
investigated based on the built up model.

To further improve the drive availability and enhance
operation capability such as speed range, machine wind-
ing could be separated into six phases and then a dual
VSI drive topology is proposed [17]–[20]. Correspond-
ing control and regulation methods are developed with
assistant of its specific space vector model.

II. ELECTRIC DRIVE SYSTEM FOR FSPM MACHINE

The machine inductance plays a paramount role in
the prediction of the dynamic machine behavior. After
acquiring these inductance values, the required specific
machine equivalent circuit parameters can be obtained.
These are then used to stipulate the machine within the
electric drive control strategy to achieve high perfor-
mance control of the FSPM machine.

A. FSPM Machine Inductance Characteristics

A general mathematical description of the inductance
in an electric circuit is given by:

V = Ri+ dψ
dt = Ri+ dψ

di
di
dt ,

∆L = dψ
di .

(1)

where R is the resistance of the inductor, ψ is the flux-
linkage and 4L is defined as the incremental inductance
obtained from the tangent value of the hysteresis ψ-i
curve. It represents the same value as apparent induc-
tance L = ψ/i when the machine operates in the linear
region of the ferromagnetic material, but deviates in the
saturation region [21]. Incremental inductances rather
than apparent inductances have to be implemented in the
current controller design in order to accurately predict
the transient response of drive system [22].

Figure 1: The geometry of the 3-phase 12/10 flux switching
permanent magnet machine[7].

Furthermore, from a machine analysis and control
perspective, rotor position is defined by using the dq-
axis coordinate, where d-axis alignment occurs when the
maximum flux-linkage is achieved by phase A and the
q-axis is 90 electric degree leading. However, in case
of FSPM machine, the dq-axis definition is modified
because of its special machine topology which is shown
in Fig. 1.

Figure 2: The modified dq-axis in FSPM machine and mag-
netic field generated by PM and phase winding.

From the knowledge of [23], when the d-axis is
aligned, the field ψpm produced by the permanent magnet
is illustrated by black arrows, is strengthening the field
ψe that is excited by the phase winding, which is illus-
trated by red arrows for a single rotor position. However,
ψpm is opposing (i.e. field weakening) the phase winding
field at another position. Therefore, instead of a periodic
d and q-axis throughout the machine, two independent d-
axis are applicable with two constant q-axis as illustrated
in Fig. 2.



As a result, instead of a periodic dq-axis throughout
the FSPM, this paper proposes to use two separate d-axis.
This is due to the field of the phase windings being either
strengthening or weakening the field of the permanent
magnet in the stator teeth. The field strengthening or
weakening occurs when the rotor tooth aligns with a
stator tooth.

The dq-axis incremental inductances are shown in Fig.
3. On the one hand, Ld1 is increasing with a phase
current increase due to the opposite direction of ψpm and
ψe within the “active” right stator tooth. On the other
hand, Ld2 decreases with an increasing current due to
saturation of the soft magnetic material, with respect to
left stator tooth. Lq1 and Lq2 are decreasing with the
same rate because of saturation when the current goes
higher.

Figure 3: Current dependent dq-axis incremental inductance.

B. The FSPM Machine Model And Control Strategy

Based on the machine inductance characteristics, the
FSPM machine is modeled by the following mathe-
matical representation (2), using the synchronous dq
reference frame:

Vq = Rsiq + ∆Lq(iq, id)
diq
dt + ωe(Ldid + λdr),

Vd = Rsid + ∆Ld(iq, id)
did
dt − ωeLqiq,

Vos = Rsios + ∆Lls
dios
dt ,

Te = 3
2p(λdriq + (Ld − Lq)iqid).

(2)

The field-oriented control commands that the d-axis
current id is zero when not in field weakening. Therefore,
inductance ∆Ld(iq, id) is applied with the average value
of the incremental inductances Ld1 and Ld2. The zero
sequence voltage Vos is then represented by using the
zero sequence current ios and the leakage inductance
∆Lls. From this machine model, it is clear that the output
torque Te can be directly controlled using regulation of
the dq-axis currents.

The machine is supplied by a full-bridge 3-phase
inverter with space-vector PWM strategy, which is spe-
cially designed to provide output voltage commands in
the dq-axis coordinate system [24] since its switch states

Figure 5: The PM flux-linkage in d-axis of FSPM machine
with different position

are represented in the same dq-axis coordinate that is
used by the machine.

Figure 4: Electric drive system of FSPM machine.

Field-oriented control is implemented for the current
control in order to produce the voltage commands in the
dq reference frame. A drive system overview with speed
control is shown in Fig. 4. This electrical drive system
could also be simply modified into torque control mode
by only using current control without involving a speed
controller.

C. Space-vector and phasor diagram of FSPM machine
under Field weakening control algorithm

Because of the VSI DC supply voltage and output
phase voltage limitation, field weakening control be-
comes a necessity when electric machine is commanded
to achieve high speed operation, such as in automotive
and electric power steering applications. In conventional
PMSM machine, the armature currents are controlled to
produce an opposing magnetic field to the permanent
magnet field [25]. Whereas in the DC-excited flux-
switching machines (DCEFSMs), field weakening op-
eration is generally obtained in a similar way except
reducing the DC coil currents, which would results in
a decrease of output power and electromagnetic torque
[26].

In the FSPM machine, phase currents are controlled to
produce an opposite field to the PM flux-linkage and thus



Figure 6: Space vector and phasor diagram of FSPM machine.

reducing the phase back-emf voltage. However, since the
PM flux-linkage in both d-axis have the same value with
opposite directions, the space-vector diagram also shows
an apparent difference with conventional PM machine.
From Fig. 5, the PM flux-linkage pointing outward at d2

which is defined as positive direction and inward at d1

which is defined as negative direction. Fortunately, the
phasor diagram which represents machine voltage equa-
tion conserves the same property as PMAC machine.

Fig. 6 depicts the relationship between the space
vector and phasor diagram of FSPM machine. In the
synchronous rotor dq reference frame, positive PM field
is observed by space vector d-axis at d2 position (0◦

rotor position), and negative PM field is observed by
space vector d-axis at d1 position (180◦ rotor position).
However, on the other hand, only positive PM field is
observed at d-axis in phasor diagram. This is because
of the measured three phases back-emf (3) induced by
PM field are balanced sinusoidal AC waveforms, through
Park transformation, constant positive PM field value is
obtained at d-axis.

Va = −ωeλPM sin(θ),
Vb = −ωeλPM sin(θ − 2π/3),
Vc = −ωeλPM sin(θ + 2π/3).

(3)

In order to apply field weakening, the armature cur-
rents are controlled to generate magnetic flux pointing
inward which is negative −Ldid at d2 position in space
vector and pointing outward which is positive Ldid at
d1 position, and are illustrated in Fig. 6. Furthermore,
due to the direction of flux-linkage that generated by the
constant d-axis current is switched while rotor is chang-
ing its position among d1 and d2, in phasor diagram,
only negative −Ldid is necessary for field weakening
application.

III. FAULT-TOLERANT DRIVE SYSTEM DURING

OPEN-CIRCUIT

In case a breakdown of the transistor in one of the
inverter legs or an open-circuit of one of the machine
phases encounters, an open-circuit fault will be the
consequent electrical machine state. Following such a
fault, a modified VSI topology has to be adopted in order

to allow zero sequence current flow that arises due to the
summation of the two remaining phase currents. Thus,
to preserve continuous operation, an algorithm is applied
with two phase operation that maintains the required
shaft torque.

A. Torque Maintain Algorithm

Obtained from [27], the torque can be preserved by
producing the same magnetomotive force (MMF) with
two machine phases in case of a phase open-circuit fault.
Because of the open-circuit of an inverter phase leg or
machine phase winding, hysteresis modulation in the
current controller is adopted instead of SVPWM. The
outputs of the current controller are on/off switch gating
signals that are obtained from simultaneously monitor-
ing three phase currents and compare them with the
corresponding current commands. With certain torque
command, three phase current commands (4) can be
derived under normal operating condition:

I∗as = I∗∗qs cos θ + I∗∗ds sin θ,
I∗bs = I∗∗qs cos(θ − 2π/3) + I∗∗ds sin(θ − 2π/3),
I∗cs = I∗∗qs cos(θ + 2π/3) + I∗∗ds sin(θ + 2π/3).

(4)

However, with one phase open-circuit, e.g. phase
A, the three-phase current commands are modified as
following for regaining the same MMF:

I∗bs =
√

3
(
I∗∗qs cos(θ − 5π/6) + I∗∗ds sin(θ − 5π/6)

)
,

I∗cs =
√

3
(
I∗∗qs cos(θ + 5π/6) + I∗∗ds sin(θ + 5π/6)

)
.

While, in case of phase B or C open-circuit fault, the
same current phasor control is applied as illustrated in
Fig. 7

Figure 7: Current phasor control for achieving the same MMF
and torque in case of phase A, B or C open-circuit.

B. Topology Of Inverter And Capacitor Voltage Balanc-
ing Control

Due to the extreme unbalance of three phase current,
one inverter topology is proposed by [27] in Fig. 8.
Here, one extra line is connected between the neutral
point of the machine and the middle point of a series
connected capacitor in the DC-link to provide a path
for the zero sequence current. As an alternative, two



resistors are added in parallel to this divided capacitor
with interconnection to the middle point to prevent the
middle point voltage from drifting.

Figure 8: Three phase VSI topology used for open-circuit
operation.

The fault-tolerant drive system is shown in Fig. 9,
which contains a fault detection function to monitor the
system condition and align in with the correct operation
mode. A capacitor balancing control block is added in
order to keep the middle point voltage potential at the
half of the full DC capacitor voltage.

Figure 9: The fault-tolerant drive system for maintaining
output torque during phase open-circuit fault.

The capacitor voltage balancing control compares the
middle point voltage Vcm with half of the full DC capac-
itor voltage 1

2Vc. If 1
2Vc > Vcm, the output current I∗∗q is

set higher than I∗q to discharge the upper capacitor. This
modification of q-axis current command will slightly
influence the output torque within a certain limit, and
the fluctuation of torque will be finally compensated by
speed control loop.

IV. FSPM MACHINE MODEL DURING PHASE

WINDING INTER-TURN SHORT CIRCUIT FAULT

When machine phase inter-turn short circuit fault
happens, the equivalent circuit model of three phase
machine is shown in Fig. 10. A low value connection

resistance Rf , coil resistance ∆rs, inductance Lf and
short turns coupled back-emf forms an extra circuit
which provide a path of fault current if . Due to inter turn
short circuit, the machine phases resistance, inductance
and flux-linkage becomes unbalancing, and then negative
sequence current is generated which could introduces
torque pulsation.

Figure 10: FSPM machine stator circuit model with phase A
inter-turn short circuit fault.

A. Three phase machine model

Under short circuit fault, the machine model is re-
constructed, where ∆ represent fault ratio, Lm and Ll
stand for health phase winding magnetizing and leakage
inductance, thus phase A inductance under inter turn
short circuit fault becomes (1−∆)2(Lm + Ll).

λabc = Ls

 Ia
Ib
Ic

+ λPM

 (1−∆)cosθ
cos(θ − 2π/3)
cos(θ + 2π/3)

 ,

Ls =

 (1−∆)2(Lm + Ll) −1−∆
2 Lm −1−∆

2 Lm
−1−∆

2 Lm Lm + Ll −1
2Lm

−1−∆
2 Lm −1

2Lm Lm + Ll

 .
Different from the open circuit inverter topology, the

machine neutral is opened in this case which results in
none zero sequence current. Therefore, phase currents is
an combination of both positive and negative sequence
current. And similarly, phase flux-linkage is decomposed
into positive and negative sequence components. For
easy analysis, the inductance matrix is separated into bal-
anced and unbalanced parts where the balanced matrix
is the same as healthy winding phase inductance [28],
[29].

λabc = (Lbal + Lunbal)(I
+
abc + I−abc),

Lbal =

 Lm + Ll −1
2Lm −1

2Lm
−1

2Lm Lm + Ll −1
2Lm

−1
2Lm −1

2Lm Lm + Ll

 ,

Lunbal =

 (∆2 − 2∆)(Lm + Ll)
∆
2 Lm

∆
2 Lm

∆
2 Lm 0 0
∆
2 Lm 0 0

 .



The three phase flux-linkage can be transformed into
stationary αβ reference frame:

λ+
αβ = LssI

+
αβ + λPM (1− ∆

3 )

[
cos θ
sin θ

]
+ 2

3∆mI
+
α ,

λ−αβ = LssI
−
αβ − λPM

∆
3

[
cos θ
− sin θ

]
+ 2

3∆mI
+
α .

In the matrix form representation it becomes:

λ+
αβ = (Lss +B)

[
I+
α

I+
β

]
+ λPM (1− ∆

3 )

[
cos θ
sin θ

]
,

λ−αβ = (Lss +B)

[
I+
α

I+
β

]
− λPM ∆

3

[
cos θ
− sin θ

]
.

with

Lss =

[
3
2Lm + Ll 0

0 3
2Lm + Ll

]
,

B = 2
3∆m

[
1 0
0 0

]
,

∆m = ∆(∆− 3)Lm + ∆(∆− 2)Ll.

I+
αβ− and θ represent the positive, negative sequence

current in stationary frame and electrical rotor angle.
After acquiring the αβ flux linkage, it can be transformed
in the dq rotor synchronous reference frame by using

I+
dq =

[
cos θ sin θ
− sin θ cos θ

]
I+
αβ = e−JθI+

αβ

and

I−dq =

[
cos θ − sin θ
sin θ cos θ

]
I−αβ = eJθI−αβ

The flux-linkage in dq frame is then derived as

λ+
dq = e−Jθ(Lss +B)eJθI+

dq + λPM (1− ∆
3 )

[
1
0

]
,

λ−dq = eJθ(Lss +B)e−JθI−dq + λPM
∆
3

[
−1
0

]
.

Then, the machine main circuit voltage equation in
positive and negative sequence can be represented as :

V +
dq = rI+

dq + ωeJλ
+
dq +

dλ+
dq

dt

= rI+
dq + ωeJLssI

+
dq + ωeJLααI

+
dq + ωeλPM

[
0
1

]
−ωeλPM ∆

3

[
0
1

]
+ Lss

dI+dq
dt + Lαα

dI+dq
dt

,

(5)
the negative sequence is :

V −dq = rI−dq − ωeJλ
−
dq +

dλ−dq
dt

= rI−dq − ωeJLssI
−
dq − ωeJLββI

−
dq + ωeλPM

∆
3

[
0
1

]
+Lss

dI−dq
dt + Lββ

dI−dq
dt

.

(6)

with Lαα = e−JθBeJθ and Lββ = eJθBe−Jθ. The third
terms in (5),(6) can be further expand to :

ωeJLααI
+
dq

= 1
3∆mωe

([
0 −1
1 0

]
+

[
sin 2θ cos 2θ
cos 2θ − sin 2θ

])
I+
dq

= 1
3∆mωeJI

+
dq + 1

3∆mωe

[
0 1
1 0

]
I−dq

and
−ωeJLββI−dq
= 1

3∆mωe

([
0 1
−1 0

]
+

[
sin 2θ − cos 2θ
− cos 2θ − sin 2θ

])
I−dq

= −1
3∆mωeJI

−
dq + 1

3∆mωe

[
0 −1
−1 0

]
I+
dq

.

B. Machine model contains short circuit loop

The full circuit model is a combination of main three
phase and the inter turn short circuit loop, the full flux
linkage equation is

λabcf = Labcf iabcf + λPMabcf .

Where Lf = (2∆−∆2)(Lm + Ll), Lphase = Lm + Ll
and Labcf is

Lphase − Lf −1−∆
2 Lm −1−∆

2 Lm Lf −∆Lphase
−1−∆

2 Lm Lm + Ll −1
2Lm −∆

2 Lm
−1−∆

2 Lm −1
2Lm Lm + Ll −∆

2 Lm
Lf −∆Lphase −∆

2 Lm −∆
2 Lm −Lf + 2∆Lphase


, the fault if is derived with

−(Rf + ∆rs)if +Rf ia =
dλf
dt

,

where

λf = (Lf−∆(
Lm
2

+Ll))ia+(−Lf+2∆Lphase)if+∆λPM cos θ.

Then fault if current can be represented as following at
steady state:

if =
bd+ acωe
a2ωe2 + b2

sin θ +
bc− adωe
a2ωe2 + b2

cos θ.

The coupled flux-linkage from the fault circuit to ma-
chine main phase circuit in αβ frame is :[
λαf
λβf

]
=

2

3
(Lf−∆(

Lm
2

+Ll)

[
bd+acωe
a2ωe2+b2 sin θ + bc−adωe

a2ωe2+b2 cos θ

0

]
.

The flux linkage in αβ frame is then decomposed
into positive and negative sequence for applying dq
transformation, and after that the voltage induced by fault
flux-linkage in dq reference frame is :[

V +
df

V +
qf

]
=

(Lf−∆(Lm
2

+Ll))ωe
3(b2+a2ωe2)

[
bd+ acωe
bc− adωe

]
,[

V −df
V −qf

]
=

(Lf−∆(Lm
2

+Ll))ωe
3(b2+a2ωe2)

[
bd+ acωe
−bc+ adωe

]
.

(7)



With the following parameters

a = −Lf + 2∆Lphase,
b = Rf + ∆rs,

c = (Lf −∆(Lm2 + Ll))isωe,
d = ∆λPMωe −Rf is.

The machine full mathematic model can be achieved
by using equation (5)-(7), which including the healthy
phase part and inter-turn short circuit part:

V +
dq = rI+

dq + ωeJλ
+
dq +

dλ+
dq

dt

= rI+
dq + ωeJLssI

+
dq + 1

3∆mωeJI
+
dq

+1
3∆mωe

[
0 1
1 0

]
I−dq + ωeλPM (1− ∆

3 )

[
0
1

]
+Lss

dI+dq
dt + Lαα

dI+dq
dt +

[
V +
df

V +
qf

]
,

(8)

and

V −dq = rI−dq − ωeJλ
−
dq +

dλ−dq
dt

= rI−dq − ωeJLssI
−
dq −

1
3∆mωeJI

−
dq

+1
3∆mωe

[
0 −1
−1 0

]
I+
dq + ωeλPM

∆
3

[
0
1

]
+Lss

dI−dq
dt + Lββ

dI−dq
dt +

[
V −df
V −qf

]
.

(9)

The output electromagnetic torque under i+d = i−dq = 0
is shown in (10) as following, which contains positive
alignment torque, a second order component caused by
the back-emf in q-axis of negative sequence, and a torque
due the back-emf in short circuit turns −ωe∆λm sin θ
and fault current if .

Te = 3
2Pλm[(1− ∆

3 + ∆
3 cos 2θ)i+qe −∆if sin θ]

(10)
From equation (11), the short circuit fault can also be
further detected by observing the controller negative
sequence output voltage by controlling the negative
sequence current to zero.

V −dq = 1
3∆mωe

[
0 −1
−1 0

]
I+
dq + ωeλPM

∆
3

[
0
1

]
+

[
V −df
V −qf

]
(11)

V. DUAL INVERTER DRIVE TOPOLOGY FOR

SIX-PHASES FSPM MACHINE

In order to further improve the reliability of electric
drive for FSPM machine, a dual inverter drive topology
is proposed by splitting the machine into two three
phase sets which is illustrated in Fig. 11. Each of the
three phase set is independently controlled by one VSI
and is shown in Fig. 12, therefore higher fault tolerant

capability and reliability is achieved in case of losing
machine phase winding or power inverter leg.

Figure 11: The dual three phase set from separated FSPM
machine stator winding.

Figure 12: Dual inverter drive algorithem with separated
FSPM machine winding.

In addition to that, advantages are accompanying, such
as lower risk is guaranteed due to smaller back-emf
induced by lower PM flux-linkage in case of inter-turn
short circuit. Apart from that, less id current is required
when applying field weakening control, thus higher
speed range might be achieved within certain voltage
and current limitation of both VSI and electric machine.
Furthermore, less id current also gives advantages on
minimizing machine resistive losses and VSI losses.

A. Pseudo-Park transformation of each three phase set
under MTPA operation region

The back-emf of the separated FSPM machine are
investigated and PM flux-linkage for both of three phase
set contain second harmonic part which compensates
each other, therefore there is no second order component
before separation. The existence of second harmonic
back-emf in each of the three phase set results in
an requirement of two brushless dc (BLDC) machine



operation. Generally, rectangular waveform current is
injected with two phase conduction at each commutation
cycle.

Taking advantage of the space-vector control algo-
rithm, which allows direct current and flux regulation
as well as speed, position control. The ordinary Park
transformation is not applicable since back-emf in d-axis
is none zero anymore. Thus an extended transformation
matrix Tpp is created to force zero back-emf on d-
axis, which means PM back-emf only exist on q-axis,
and after that vector control becomes capable [30]–
[32]. The extend matrix is a Park-like or Pseudo-Park
transformation, where λ′αβ0PM and λ′dq0PM are spatial
derivative in stationary and Pseudo-Park dq reference
frame respectively. The summation of rotor electric angel
and displacement angle becomes the position of new dq
frame.

 λ′αPM (θ)
λ′βPM (θ)
λ′0PM (θ)

 = Tpp

 λ′dPM (θ)
λ′qPM (θ)
λ′0PM (θ)

 ,

Tpp =

 cos(θ + µ) −sin(θ + µ) 0
sin(θ + µ) cos(θ + µ) 0

0 0 1

 .
Where λ′dPM (θ) = 0 and



sin(θ + µ) = −λ′αPM (θ)√
λ′αPM (θ)2+λ′βPM (θ)2

sin(θ + µ) = λ′βPM (θ)√
λ′αPM (θ)2+λ′βPM (θ)2

λ′qPM (θ) =
√
λ′αPM (θ)2 + λ′βPM (θ)2

θ(t) + µ(t) = arctan 2(λ′αPM (θ), λ′βPM (θ))

.

The position of new dq frame is calculated in pre-
vious equation, where spatial derivative of flux-linkage
λ′qPM (θ) in q-axis is not an constant value but periodic
function due to second harmonic content in back-emf.
With the obtained flux-linkage, PM induced back-emf
and the dynamic rotating speed of the Pseudo-Park trans-
formed dq reference frame, the entire machine model
can be derived in a similar form of BLAC machine
model, where dq voltage and output electromagnetic
torque are represented as (12). Maximum torque per
ampere (MTPA) operation can be achieved once the d-
axis current is controlled to zero value and only q-axis
current exists which is in line with BLAC machine vector

control.

Vd = Rsid + Ld
did
dt −

d(θ(t)+µ(t))
dt Lqiq,

Vq = Rsiq + Lq
diq
dt + d(θ(t)+µ(t))

dt Ldid + ωeλ
′
qPM (θ),

V0 = ωeλ
′
0PM (θ),

Te = 3
2
P
2 λ
′
qPM (θ)iq.

(12)

B. Dual three phase machine MTPA and Field weaken-
ing operation

After separation, each of the three phase set con-
tains two coils rather than four per phase winding,
thus the machine parameters are changed where both
phase resistance and PM flux-linkage are halved, the
inductance becomes one quarter of its original. The
dual three phase stator winding are treated in phase
and the corresponding two new dq-axis are assumed
very close to each other for simplicity of parame-
ter definition. Therefore the dq-axis inductances of
dual three phase machine are assumed to be equal as
they have the same winding topology and turns num-
ber. Thus Ld1 = Ld2 = 1/4Ld = Md12 = Md = Md21

and Lq1 = Lq2 = 1/4Lq = Mq12 = Mq = Mq21, and
the machine equation becomes equation (13):

λd12 =

[
Ld1id1

Ld2id2

]
+Md

[
id2

id1

]
,

λq12 =

[
Lq1iq1
Lq2iq2

]
+Mq

[
iq2
iq1

]
,

Vd12 = Rsid12 + d
dtλd12 − ωnewλq12,

Vq12 = Rsiq12 + d
dtλq12 + ωnewλd12 + ωeλ

′
q12PM (θ).

(13)
The current command of dual VSI drive in Fig. 12 is

directly from speed controller which contains a torque
divider and will distribute equal iq to both controller.
Similar to iq current, id current is also regulated to zero
before base speed under MTPA region, or distributed
with equal negative reference value to achieve same
field weakening property. Then for each VSI, the voltage
limitation satisfy:

(ωeLdid + ωeλPM )2 + (−ωeLqiq)2 ≤ (
2Vdc√

3
)2. (14)

When field weakening is applied in dual three phase
machine, d-axis currents can be less negative or even
zero with same q-axis current in case of generating same
torque. Therefore, less resistive losses are generated by



id current.

id =

√
( 2Vdc√

3ωe
)
2 − (Lqiq)

2 − λPM
Ld

With equation (14), which is illustrated in Fig. 13.
We can derived that the center of voltage limit circle is
unchanged, however the radius is increased with same
electrical frequency, thus higher speed range is achieved
with splited machine winding and dual inverter drive
algorithm.

Figure 13: Voltage and current limit circle of three phase
machine and splited phase machine.

As one alternative approach, each of three phase set
can also be controlled in two dq frame which are related
to 1st and 2nd harmonic in the split phase flux-linkage.
The control algorithm is illustrated in Fig. 14, where
same flux-linkage are on d1-axis for both of three phase
set due to same fundamental harmonic and opposite flux-
linkage are on d2-axis because of opposite 2nd order
harmonic. Therefore, when applying field weakening, the
id2 in both three phase set also required opposite current
and this can be achieved by two PI current controller for
Vd or Vq in one set.

Figure 14: The alternative harmonic based dq reference frame
derived from fundamental and 2nd harmonic flux-linkage used
for MTPA and field weakening.

VI. SIMULATION RESULTS

In simulation of phase winding open circuit fault, a
450 V DC source is used to supply the three-phase
inverter with a 0.4 A hysteresis band limitation. The
FSPM machine is first speed up to 1140 rpm and then
a 10 Nm load torque is applied, after that two phase leg

A transistors are turned off and phase A is open circuit
at 0.017 s.

In Fig. 15 (a), it can be seen that the output torque
is fluctuating immediately following the open-circuit
fault, because of the capacitor voltage balancing control
algorithm which influences the q-axis current command
value. The phase B and C current values are increased
with

√
3 times and are phase shifted with 30 ◦ electrical

to preserve the same torque, which is shown in Fig. 15
(b).

(a)

(b)

Figure 15: (a) Output torque response and (b) Three-phase
current response with phase A open-circuit fault at 0.017 s

The terminal voltage of phase winding A, as illustrated
in Fig. 16 (a) is a pulse-width modulated waveform
before the fault, and becomes a sinusoidal voltage wave-
form which is induced by the other two phase currents
and the PM flux-linkage after a fault has occurred. From
Fig. 16 (b), it can be concluded that the both capacitor
voltages are not drifting with voltage balancing control
and only varies due to charging and discharging from
the zero sequence current.

In simulation of phase winding inter turn short circuit
fault, the fault ratio ∆ is set to be 0.3. The FSPM
machine is first speed up to 1140 rpm and then a
5 Nm load torque is applied. In Fig. 17 (a), large fault
current is flowing through the short path because of back-
emf induced by coupled flux-linkage. This fault current
generates a pulsating torque component which is added
to the main output torque and illustrated in Fig. 17 (b).
In Fig. 18, it can be observed, both negative sequence
dq-axis current and positive sequence d-axis current are
regulated to zero to avoid negative sequence current.



Fig. 19 shows three phase supply voltage which contains
12 V negative sequence content due to voltage in V −dq and
113 V in V +

dq that are observed from sequence analyzer.

(a)

(b)

Figure 16: (a) Phase winding A terminal voltage and (b)
Lower capacitor voltage with phase A open-circuit fault at
0.017 s

(a)

(b)

Figure 17: (a) Fault current flowing in inter turn short circuit
path and (b) Output torque when one third of phase A winding
is shorted.

In simulation of dual three phase drive, the FSPM
machine is also first speed up to 1140 rpm and then
applying a 10 Nm load torque. The back-emf of first

set in dq-axis is shown in Fig. 21, where Vback−q12

perform a periodic waveform due to second harmonic
in three phase and Vback−d12 is forced to zero with
the specific pseudo-Park transformation. Fig. 20 shows
six-phase current in dual three phase set which are all
in phase with its phase back-emf waveform to achieve
maximum torque per ampere ratio.

Figure 18: Dq-axis current in positive and negative sequence
reference frame when one third of phase A winding is shorted.

Figure 19: Three phase voltage which contains 12 V negative
sequence component and 113 V positive sequence component
when one third of phase A winding is shorted

Figure 20: Six phase current in the dual three phase FSPM
machine.

For field weakening application, machine is speed up
to 5000 rpm and then 10 Nm load torque is applied.
Due to high electrical frequency, id is regulated to
negative value thus to reduce back-emf in normal three
phase machine, and id12 could continually kept zero in
dual three phase drive since PM flux-linkage and back-
emf is halved. iq12 current in dual three phase drive is
maintained the same as normal iq because both torque
constant and torque command for each three phase set



are halved. The torque output and iq12 are shown in Fig.
22 and Fig. 23.

Figure 21: Dq-axis back-emf in pseudo-park reference frame
for one of three phase set.

Figure 22: Output torque from both of three phase set and
total composed torque.

Figure 23: Q-axis current for each of three phase set in the
dual drive.

VII. EXPERIMENTAL RESULTS

For experimental verification of the torque control
algorithm during open-circuit fault and field weakening
characteristics of three phase FSPM machine, a test
setup, illustrated in Fig. 24 is built up. The setup consists
two three phase VSIs, one FSPM machine prototype,
one load machine (Bosch B4.170.050) and a DC power
supply. Two VSIs are operated to drive both machine
with 10 KHz switching frequency. Rotor position and
speed information is obtained from the resolver of
FSPM machine, where analog signals are converted by
a programmable A/D converter. The control of both
power inverter is implemented in dSpace (CP1104) and
Simulink platforms, where rotation speed, phase current
and thermal control are realized in discrete PI controller.

Figure 24: Experimental setups where PMSM and FSPM
machine are mechanically coupled together.

(a)

(b)

Figure 25: (a) Phase current before and (b) after phase C
open-circuit fault.

The phase winding open-circuit fault is realized by
disconnecting phase C supply line. Two extra capacitor
bank are used in parallel with the inverter DC-link,
and the middle point of two capacitor is connected to
neutral point of FSPM machine via a small inductor
to prevent high frequency zero sequence current. Three
external 50 mH inductors are series connected with
three phase winding of FSPM machine to reduce current
ripple, as the currents are regulated in delta/Hysteresis
control where sampling frequency is 10 KHz. When
testing, the machine is supplied with 60 V DC voltage
and rotated at 130 rpm with 1 Nm applied by load
machine. The measured current and middle point voltage
are shown in Fig. 25 - Fig. 27, where phase current
at open circuit fault is 1.7 times higher than normal
operation. Therefore it verifies the torque control and
capacitor voltage balancing algorithm.



Figure 26: Zero sequence current during phase C open-circuit
fault.

Figure 27: Upper capacitor voltage during phase C open-
circuit fault.

Figure 28: Machine efficiency map under MTPA and field
weakening region.

The field weakening operation for three phase PMSM
is tested with 100 V DC supply, the based speed is
defined with 1000 rpm with 7 Nm torque and the top is
speed is 1800 rpm. Machine efficiency is then measured
within area of torque-speed curve shown by the green
line in Fig. 28, the measuring temperature condition
is under steady state operation where coil temperature
is around 80◦C with 1◦C increasing per half hour.
The efficiency η is calculated from the ratio of output
mechanical power Pmech = Toutωmech to machine input
real power Pinput = 3

2

∣∣∣~Vs∣∣∣ ∣∣∣~is∣∣∣ cosϕ through every test
point (200 rpm and 1 Nm per step) . From Fig. 28, it
can be observed that the machine has a high efficiency
under field weakening region which proves the negative
d-axis current is enough to achieve high speed operation
with high efficiency.

VIII. CONCLUSION

The electric drive system for three phase FSPM
machine is developed by implementing field-oriented
control (FOC) and space-vector pulse-width modulation
(SVPWM) strategies in both MTPA and field weakening
region, where efficiency contour obtained from mea-
surement shows negative id current is enough in field
weakening region.

For higher availability of the FSPM machine drive in
case of open-circuit fault, one VSI topology is applied
which provides a path to flow the zero sequence cur-
rent. Current vector control is used to obtain the same
MMF for preserving the output electromagnetic torque.
Because of zero sequence current, the capacitor middle
point voltage is fluctuated and the capacitor voltage
balancing control is applied to maintain this voltage.
Simulation and experimental results show that the torque
is maintained after fault happening with slight variation,
and that the capacitor voltage is balanced.

The inter-turn short circuit model in rotor reference
frame is built up, which contains a healthy phase model
and fault circuit model. Because of asymmetry of phase
parameters, negative sequence component is injected,
and the output torque performs a large ripple because of
short-circuit fault current and negative sequence back-
emf.

To further enhance reliability, the FSPM machine is
split into dual three phase machine which are controlled
by two VSIs. Because of the 2nd harmonic in each
set, pseudo-Park transformation is applied in MTPA
region. In addition, voltage limit circle of dual drive
shows a high speed range capability and lower id current
requirement, which reduces id copper losses. Further-
more, an alternative harmonic based dq reference frame
is proposed specially for field weakening of the 2nd
harmonic content.
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e-mail: m.turhan@tue.nl; m.a.m.hendrix@tue.nl; j.l.duarte@tue.nl; j.Castellanos@tue.nl; j.delos-ayllon@tue.nl

Eindhoven University of Technology
Eindhoven, The Netherlands

Abstract—In this paper, a multiple output dc-dc converter
is proposed. Pulse frequency modulation (PFM), pulse width
modulation (PWM) and phase delay (PD) methods are used
to regulate output voltages. Two of the output voltages are
regulated by PWM, 2 of them by PFM, and the other one by
PD. Five regulated outputs are obtained by using only two active
switches. The switches can be operated at different switching
frequencies. A hardware prototype was implemented that has
1.5V/0.5A, 3.3V/1A, 12V/0.5A, -12V/0.5A and 5V/1A outputs
and the efficiency is 89% at the rated power.

Index Terms—dc-dc converter, multiple outputs, PWM-PD,
PWM-PFM, PWM-PFM-PD

I. INTRODUCTION

Multiple output converters have been widely used where
individual outputs are required. Their sizes and costs can be
less than the individual converters. However, one of the main
drawbacks of multiple output converters is cross regulation.
They regulate only the output that is defined as master output;
the other outputs depend on the load conditions [1]. Therefore,
post regulators such as linear, magamp and synchronous switch
regulators are used to adjust the additional outputs [2], [3].
The PWM-PFM converters use PFM in order to regulate the
second output voltage [4], [5]. One of the converters operates
in continuous conduction mode (CCM), and the other operates
in discontinuous conduction mode (DCM). Both outputs can
be controlled independently by modulating the duty cycle and
the switching frequency of a single active switch. In addition,
the work in [6] uses the PWM-PFM method to control both
outputs. Instead of DCM, the second output is controlled
by ZCS quasi resonant mode. The PWM-PD control method
produces a regulated third output [7], [8]. In this case, two
active switches are used. The active switches are operated at
the same switching frequency to implement PD, and the PD
enables to to adjust the third output voltage. Some researchers
have been using the PWM-PFM and the PWM-PD methods
with isolated dc-dc converters [9]–[12]. However, more active
switches are required to implement these converters. The work
in [13] describes a PWM-PFM-PD control method, however
this converter can adjust only three output voltages.

In this paper, a PWM-PFM-PD method for multiple output
dc-dc converters is proposed. The proposed solution uses two
active switches to adjust five-output voltages independently, as
two active switches have five independent control parameters
which are the duty cycle δ1 and the switching frequency f1
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Fig. 1: (a) The waveforms of the applied square voltages to the
first converter vS1, the third converter vS3, the fifth converter
vS5 and (b) their experimental results. The waveforms of vS1

in Fig. 1a and Fig. 1b do not match up with each other because
of the flyback transformer.

of the first gate signal, the duty cycle δ2 and the switching
frequency f2 of the second gate signal and the phase delay
δPD between the first and the second gate signals. Two of
the outputs are adjusted using PWM in CCM, other two uses
PFM in DCM, and one load is regulated by PD. As shown
in Fig. 1, using DCM burst mode in one of the two switches
enables the PD operation at the same switching frequency.
In other words, the active switches do not need to operate
at the same switching frequency to use the PD. One possible
implementation of PWM-PF-PD controlled multiple output dc-
dc converter is shown in Fig. 2.
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Fig. 2: One possible implementation of the proposed converter.

Section II describes the principle behind the PWM-PFM-
PD converter. Section III presents the simulation and the
experimental results. Conclusions are given in Section IV.

II. THEORY OF THE PRINCIPLE

The new method is based on a combination of the PWM-
PFM and the PWM-PD methods. In order to understand the
PWM-PFM-PD method, it is essential to know the PWM-PFM
and the PWM-PD methods.

The PWM-PFM method for two-output dc-dc converters
with one active switch was proposed in [4]. One output is
controlled by PWM and the other output by PFM. One of
the inductors is designed for CCM, and the other inductor
for DCM as can be seen in Fig. 3. Then, while the duty
cycle of the switch determines both output voltages, the
switching frequency of the switch determines only one output
voltage in DCM. Hence both output voltages can be regulated
independently.

The PWM-PD method for three-output dc-dc converters
with two active switches was presented in [7], [8]. It requires
two square voltages to obtain the third square voltage as shown
in Fig. 4a. As it can be seen in Fig. 4b, the first and the second
output voltages are controlled by δ1 and δ2, respectively. The
third output are adjusted by the third duty cycle δ3, which is
equal to the total of δPD and δ2. In order to use this method
the switching frequencies of the active switches should be the
same. Therefore changing the switching frequency to obtain
yet another output is not possible.

In order to use the PD method with different frequencies,
it is proposed that the second switch operates in burst mode.
The second switch is synchronized to the first switch. There
can be PD between the starting points of the signals as shown
in Fig. 1a. The PD refers to the fifth output voltage Vo5. The
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Fig. 3: (a) A two-output buck converter controlled by the
PWM-PFM method and (b) the inductors current waveforms.

more this phase difference increases, the more Vo5 increases.
In burst mode, the time delay between two gate signals is
determined by the demagnetizing period of the inductor as
can be seen in Fig. 1b. When the inductor current drops to
zero, the next signal is triggered.

Many different dc-dc converters such as buck, boost, buck-
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TABLE I: Ideal conversion ratios of the proposed converter

Vo1/Vin Vo2/Vin Vo3/Vin Vo4/Vin Vo5/Vin

control variables f(δ1) f(δ1,f1) f(δ2) f(δ2,f2) f(δPD ,δ2)

Buck Converter δ1
2

1 +
√

1 + 8L2f1/R2δ21

δ2
2

1 +
√

1 + 8L4f2R4δ22

δPD + δ2

Boost Converter
1

1− δ1

1 +
√

1 + 2R2δ21/L2f1

2

1

1− δ2

1 +
√

1 + 2R4δ22/L4f2

2

1

1− (δPD + δ2)

Buck-Boost Converter −
δ1

1− δ1
−

δ1√
2L2f1/R2

−
δ2

1− δ2
−

δ2√
2L4f2/R4

−
δPD + δ2

1− (δPD + δ2)
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N1
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δ1√
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Fig. 4: (a) A three-output dc-dc converter controlled by the
PWM-PD method and (b) its main waveforms.

boost and flyback converters can be used depending on re-
quirements and design. The ideal conversion ratios of each
output for different types of dc-dc converters are given in Table
I.

III. SIMULATION AND EXPERIMENTAL RESULTS

A flyback, a buck-boost, and three buck converters were
combined and designed as shown in Fig. 2. Fig. 1b shows

Fig. 5: Experimental setup.

the experimental waveforms of the switching nodes vS1, vS3

and vS5. The outputs are 1.5V/0.5A, 3.3V/1A, 12V/0.5A, -
12V/0.5A and 5V/1A, respectively. A hardware prototype was
built and tested in order to verify the simulation results as
shown in Fig. 5. The parameters of the prototype are given in
Table II. The measured efficiency was measured as 89% at the
rated output power 21W. It should be noted that power loss
of the control circuit and gate drivers is not included in the
efficiency calculation.
δ1 is used to control the first output voltage Vo1. If δ1 is

lower than the total of δ2 together with δPD, the change of δ1
does not affect Vo5 as shown in Fig. 6a. In other words, Vo5
is not independent of δ1 when there is a gap between the gate
signals of the first and the second active switches. However,
δ1 also affects the second output voltage Vo2 as can be seen
in Fig. 6a. f1 is the control parameter of the second output
to adjust Vo2 as shown in Fig. 6b. At this time, f1 alters the
fourth output voltage Vo4 since f2 is synchronized to the first
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noted that f1 is 25 kHz and is constant in Fig. 6d. The dashed rectangles represent the desired operating points of the converter.

TABLE II: Parameters of the Experimental Prototype

Parameter Value Model
C1, C2, C3, C4, C5 100µF EMK325ABJ107MM-T

L1 2000µH self-produced
(turns ratio is 1/3.5)

L2 68µH DR127-680-R
L3, L5 270µH SRU1038-5R0Y

L4 6.8µH 744750420068
Q1, Q2 ZXMN6A09GTA

D1, D2, D2a, D3,
D4a, D5a, D5b STPS2H100A

switching frequency. f2 can be represented by

f2 = nf1. (1)

n is the total number of pulses of Vs3 during the period of Vs1.
Fig. 6d show that f2 controls Vo4 independently, and it does
not influence the other output voltages. δ2 is used in order to
control the third output voltage Vo3 as can be seen in Fig. 6c.

Furthermore, δ2 affects Vo4 and Vo5 marginally, but this can
be counteracted in the controller. Phase delay control can be
used in order to adjust Vo5 independently as shown in Fig. 6e.

IV. CONCLUSION

A five-output dc-dc converter and the advanced PWM-PFM-
PD control method are proposed in this paper. A prototype
was built in order to verify the complex control method.
The prototype was composed by a flyback, a buck-boost,
and three buck converters. Furthermore, other combinations
of dc-dc converters are possible to implement the proposed
control method. The proposed converter uses only two active
switches to control the five-output voltages, and the measured
results show that the different outputs can be controlled
independently.
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Impact of Slot Opening on Performance of Axial
Flux PMSMs
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Abstract—In this paper, a complete investigation of the impact
of the slot opening on the performance of the axial flux permanent
magnet synchronous machines (AFPMSMs) is elaborated. The
width of the stator slot opening has a major impact on many
parameters including the cogging torque, the ripple torque, the
mean value of the torque, the permanent magnet (PM) losses,
the iron losses, the peak flux density inside the tooth, and the
total inductance of the machine. Thanks to the presence of
validated analytical models that made it possible to obtain all
these parameters. It is found that a good selection of the slot
opening width could result in an optimized performance. For
a minimum cogging torque, an optimum selection of the slot
opening width is required. On one hand, the increase in the
stator slot opening width reduces the iron losses. However, the
total torque due to the reduced peak flux density inside the tooth
increase for large slot openings value. On the other hand, at full
load condition, this selection of slot opening on the PM losses
might not be an optimum choice and calculation of the PM losses
in this case would be mandatory. In addition, Very large slot
opening is not a good choice for machine designers due to the
total reduction of the total torque. Therefore, a good choice of the
slot opening would result in an optimum machine performance
and calculation of all machine parameters would be mandatory.

Index Terms—AFPMSM, Analytical Model, Fractional Slot
Winding, Machine Design, Slot opening Width.

I. INTRODUCTION

Due to the high performance of the yokeless and segmented
armature (YASA) machine, shown in Fig. 1, it has been used
in many applications. Owing to the absence of the yoke, this
machine provides great robustness in terms of power density
and cost. [1]

The slot opening width influences many output parameters
in the machine design. In [2], the authors have addressed the
effect of slot opening width on the iron and permanent magnet
(PM) losses. It has clearly shown major impact on the iron
losses. However, it has shown that PM losses is increasing at
no load with the increase of the slot opening. Nevertheless,
It has not addressed the PM loses at full load conditions. In
[3], [4], the authors have studied the effect of all different
PM skewing in double rotor axial flux permanent magnet
synchronous machines (AFPMSMs). On the other hand, the
correct choice of the slot opening width would result in the
optimum value for cogging torque and minimum torque ripple.

In [5], the authors studied the impact of slot opening and
tooth profile variations on cogging torque and torque profile.
In [6], the a stator slot displacement is used to mitigate the
cogging torque.

The analytical model in [7] is based on a combined solution
of Maxwell’s equations based on subdomain model [8] and
magnetic equivalent circuit (MEC). This solution is capable

Fig. 1: The YASA topology of the Axial Flux PMSM.

of obtaining the stator iron losses, voltages waveforms, and
inductances in a very accurate way. The PM losses is computed
using the inductance plus resistance network model developed
in [9], [10]. They are based on 2D-2D multi-slice modeling
technique. This is done by dividing the machine into slices.
On each slice, the flux densities in addition with all the other
output parameters are computed.

The cogging torque and ripple torque computations are
based on a similar subdomain model developed in [11]. All
these models are verified by full 3D finite element (FE)
models.

In this paper, a complete investigation of the effect of the
slot opening on the main output parameters of the cogging
torque, the ripple torque, the mean value of the torque, the
permanent magnet (PM) losses, the iron losses, the peak flux
density inside the tooth, the total harmonic distortion of the
output line voltage, and the total inductances of the machine.
Thanks to the presence of a completely verified analytical
models [9], [7], [10] that made it possible to obtain all the
required data of the machine in a fast appealing time.

This paper is organized as follows. Brief description about
analytical models used is done in section II. The effect of
slot opening width variation on the cogging torque and ripple
torque is studied in section III. Section IV deals with the effect
of the slot opening width on the PM and iron losses. In section
V, the effect of the slot opening variations on the power quality
output of the machine is studied. Finally, conclusions of the
paper are drawn in Section VI.

II. ANALYTICAL MODEL DESCRIPTION

The first part of the solution is to obtain the magnetic field
in the air gap using the subdomain model based on solution
of Maxwell’s equations described in [11]. This model divides
the machine into the radial direction into multi-slices. This
model for the machine consisting of Ns slots and Nm PMs



TABLE I: Parameters of the designed machine.

Parameter Symbol Value Unit

Rated Power Pn 5 kW
Rated speed nm 2500 rpm
Rated torque TFL 19 Nm

Number of Phases m 3
Number of PMs Nm 16
Number of Slots Ns 15
Rated Current Ir 7.5 A
Outer diameter Do 0.148 m
Inner diameter Di 0.1 m

Slot Width ts 12 mm
Slot opening tso 3 mm

PM axial length Ym 5 mm
Air gap length g 1 mm
Copper Losses Pco 65 W
Material Used M600-50

is subdivided into three main regions (Slots region where
currents are injected, the air gap area, and the permanent
magnet (PM) area).

The second part uses the air gap solution of maxwell’s
equations. This solution is then applied to the stator cores
using MEC assuming non linear permeability.

The final stage of the solution is to calculate the permanent
magnet (PM) losses. The solution based on Maxwell’s equa-
tions is then imposed on a resistance and inductance electric
network. This network is capable to compute the total eddy
current losses in the PMs.

A test case machine of a 5 kW AFPMSM with properties
shown in Table I is used. The number of slots and poles are
chosen to be 16 poles and 15 slots. This combination has the
advantage of very low cogging torque.

III. COGGING TORQUE AND RIPPLE TORQUE

In this section, the effect of slot opening variations on the
cogging torque and torque ripple is studied on the AFPMSMs.

Fig. 2 shows the ripple torque and peak to peak cogging
torque in percentage of the full load torque. It is clear from
Fig. 2, that the cogging torque is a minimum for certain slot
openings width.

A natural embedded skewing issues is existing in the axial
flux PMSMs that do not exist for radial flux PMSMs. Thus
would be explained by Fig. 3. The modeling of this machine
is based on dividing the machine in the radial direction into
many slices. On each slice the torque is computed individually.
Fig. 3 shows the cogging torque for each slice individually at
8.5mm. It is clear that some slices torque cancel each other
resulting in a lesser net torque amplitude. This explains the
reduction of torque at an explicit slot opening.

Figure 2 also shows the torque ripple. Pulsations in torque
occur due to two reasons. One reason is the harmonic contents
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of the stator’s magneto motive force (MMF) and additional
spatial harmonics existing due to the slots [12]. The torque
ripple is minimum at 8.5mm width, where the cogging torque
is minimum. For a minimum cogging torque and torque ripple
8.5 mm slot opening width could be selected for the optimum
pulsations in torque. However, selecting this value would not
be the optimum for other parameters.

IV. IRON AND PM LOSSES

Figure 4 shows the no load air gap flux density at different
slot opening of 3mm and 11 mm. It is clear from this figure,
that the air gap flux density decreases greatly with the increase
of the slot opening.

This significantly reduces the flux density inside the tooth
as shown in Fig. 5. The peak no load flux density inside the
tooth is about 1.37T at 3mm and 1.17T at 11mm.
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Fig. 4: Flux density variations for different slot opening at no
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(a) tso = 3mm (b) tso = 11mm

Fig. 5: Flux density variations at no load at different slot
openings.

This leads to a reduction of the total stator iron losses
as indicated in Fig. 6. Moreover, the difference between no
load and full load losses is significantly higher at low slot
opening. This is a result from the high leakage inductance
associated with low slot opening. As the slot opening increases
the difference between no load and full load losses becomes
minimal because of the lower leakage inductance. This is more
indicative in Fig. 7. This figure shows the full load flux density
inside the tooth for slot opening of 3mm and 11mm. It is clear
the flux density level inside the tooth reduces from 1.42T to
1.3T from slot opening of 3mm to 11mm. This is a result from
the lower leakage inductance.

The no load and full load PM losses is shown in Fig. 8
at different slot opening with different number of segments.
Because of the large gradient of the flux density of the air gap
flux density, the no load and full load PM losses is increasing
accordingly. Fig. 4 shows that flux density the flux density dips
under the area of the slot opening. At full load conditions, the
PM is increased because of the additional spatial harmonics
existing in the space of the armature reaction field.

tso [mm]
0 2 4 6 8 10 12

P
ir

on
[W

]

100

120

140

160

180

200

220
No Load
Full Load

Fig. 6: Impact of slot opening on iron losses.

(a) tso = 3mm (b) tso = 11mm

Fig. 7: Flux density variations at full load at different slot
openings.
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The PM losses is computed for different number of seg-
ments of one, two, and four. Similar trends could be observed.
It is clear that for increasing the number of segments, the PM
losses decreases. However, it is always mandatory to keep the
PM losses as minimum as possible to avoid demagnetization
of PMs. Therefore , designing for large slot opening is not a
good choice.

Fig. 9 describes that additional PM eddy current loss
harmonics exists for the full load conditions that do not exist
at no load. Moreover, at no load, only multiples of the slot
numbers exist in the eddy current losses. However, at full load,
other harmonics exist due to the magneto-motive force (MMF)
harmonics. For very large slot openings, the PM eddy current
losses increase enormously.

Fig. 10 shows the total efficiency variation including all
losses of the machine for different number of PM segments.
There is an optimum efficiency that occurs at certain slot
openings of 3 to 4 mm. Increasing the slot opening to a
large value leads to a very low efficiency. In addition, at
low slot openings, the leakage inductance increases leading to
less optimized performance and higher iron losses. Therefore,
a good choice of 3-4mm for optimum efficiency would be
recommended for all losses calculation.

V. POWER QUALITY RESPONSE

In this part, the power quality is studied in terms of mean
value of the power.

Figure 12 provides the no load voltage for different slot
openings. The slot opening increase leads to a reduction in the
air gap flux density indicated in Fig. 4. Consequently, the flux
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linkage reduces and hence, the no load voltage. This lowers
the output torque and power of the machine.

Fig. 12 shows the impact of the slot opening variations on
the total power output of the machine in per unit. For small
a slot opening, the power is higher due to the higher air gap
flux density. However, when the slot opening increases, the
total power output reduces.

Therefore, for a good output power it is important to keep
the slot opening as low as possible to attain the required power.

VI. CONCLUSIONS

This paper investigated the effect of slot opening variations
on the total performance of the AFPMSM. Three main pa-
rameters (Torque waveforms, Losses, and power quality) are
studied in this machine. On the one hand, the right choice of
the slot opening width might give the optimum cogging and
ripple torque. However, this choice might not be optimum for
the iron and PM losses.

Increasing the slot width will always lead to a decrease
of the flux density level inside the tooth. In consequence,
this leads to a reduction of the iron losses. However, PM
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Fig. 12: Impact of slot opening on full load power.

losses at no load and full load increases for large slot opening
width. In overall, for a very high slot opening width, the PM
losses is observed to rise enormously due to the high gradient
change of the magnetic flux density near the air gap area.
Therefore, to avoid PM demagnetization, it is mandatory to
keep the slot opening as low as possible or to increase the
number of PM segments. On the other hand, it is important
to deeply investigate the total slot opening variations on the
total efficiency of the system.

For a very large slot opening, the total output power of the
machine lowers. This is a result of the reduction of the mean
air gap flux density.

For the particular studied machine, the choice of the slot
opening to give minimum torque ripple is 9mm. However, this
choice will lead to an efficiency of 94% for one PM segment.
In addition, the output power becomes lesser than the nominal
machine power.

Another good choice from efficiency point of view id the
3mm slot opening width which gives an efficiency higher than
95% and the required nominal power. However, the torque
ripple becomes 2% of the full load torque. Additional PM
skewing would be required to reduce the torque ripple.

Therefore, the slot opening should be strictly determined
for all the aforementioned parameters.
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Abstract—In automotive systems, reliability and cost are
paramount for the success of electrical drive systems. Consider-
ing the interior permanent magnet motor, the cost of the rare-
earth permanent magnet is becoming a big concern. In this
paper, the switched reluctance motor, variable flux reluctance
motor and synchronous reluctance motor are analyzed and
compared as candidates for the 48V automotive applications. A
recommendation is given for the selection of the motor drives.

1. Introduction

Future vehicle electrification needs more electric power
to manage more functions, such as electro-mechanical
valves, direct electrically driven engine water pump, assisted
electrical power steering, etc. As a result, medium power
electrical motors are required to assist the main traction
drive train. A voltage level of 48V is suitable for such a
motor drive considering the safety regulation.

Interior permanent magnet motor (IPM) is commonly
considered as a candidate for automotive applications. How-
ever, the price rise of the rare-earth permanent magnet tends
to restrict the use of the IPM in large scale. Therefore,
the utilization of the rare-earth-free motor drive is desired.
As a result, the adoption of the switched reluctance mo-
tor (SRM) is investigated by researchers and is compared
with IPM. Additionally, the current analysis of the variable
flux reluctance motor (VFRM) and synchronous reluctance
motor (SynRM) also shows a bright prospect. This paper
reviews the aforementioned motor drives considering the
power electronic circuit, the motor itself and the control
algorithm. Finally, the paper is concluded with a summary
on the overall performance of different motor drives.

2. MOTOR DRIVE COMPARISON

Interior permanent magnet motor is used by a lot of
automakers due to its high efficiency at nominal speeds, high
power density, flux-weakening capability and easy cooling.
However, the efficiency of the motor decreases in higher
speed range since an extra magnetization current is required
to suppress the flux. Moreover, at high demagnetization
current, there is the risk of magnet demagnetization.

Switched reluctance motor is more and more appealing
to researchers as the rival of IPM [1]. It has robust and sim-
ple rotor structure, utilizes low cost material and is tolerant
towards hostile environment. However, shortcomings of this
motor drive are also obvious, for example, it needs complex
profiling of phase current waveforms at low speed, requires
non-standard power electronic module, demands large DC-
link capacitor, generates large acoustic noise, etc.

Three-phase variable flux reluctance motor has been
proposed as another candidate recently. [2]- [3] It has simple
and robust stator and rotor structures as the SRM. It is
concluded in [2] that the VFRM can produce higher output
power in flux weakening region compared to IPM while gen-
erating lower acoustic noise compared to SRM. Moreover,
the conventional three-phase inverter is applicable for this
motor, which makes it a competitive option for automotive
application.

The synchronous reluctance motor is considered as an-
other competitor. [4] This kind of motor has a shortcoming
of the low power factor (with a radially laminated structure).
Different methods have been presented to overcome this,
such as injecting direct capacitance through an auxiliary
winding [5] and adding permanent magnets in the rotor flux
barriers [6].

The features of the motor drives from the literature are
elaborated in the following, as well as the simulation and
analysis for the representatives of the motors.

2.1. Switched reluctance motor

In this subsection, an SRM is analyzed specifically for
the aforementioned shortcomings with some possible solu-
tions. To ensure the position-independent starting capability
of the machine, it is favorable to have at least four phases
in the SRM. It is well known that if the phase windings in
SRM are excited by pure square wave current, the torque
ripple is large. Therefore, current profiling method is used to
smooth the torque and it works effectively for relatively low
speed operation [7]. In high speed operation, the SRM may
be operated in the continuous conduction mode since the
current has to be increased fast enough to reach the desired
average torque.

An 8/6 SRM is simulated using the finite element anal-
ysis (FEA) for obtaining the flux-current-position character-
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istic and torque-current-position characteristic. A Simulink
model composed of control, power electronic circuit and
motor represented by differential equations is created. For
low speed operation, torque sharing function is used [8]- [9],
as a result, an example of the torque is shown in Figure 1.
As can be seen, the torque ripple is around 30%.

For higher speed operation, the torque sharing function
is not applicable anymore since the actual phase current
is not able to follow the desired current profile. Instead, a
speed control is used as shown in Figure 2. T∗

tot in the figure
represents the drive reference torque and T ∗

ph represents the
desired torque of the incoming phase. During commutation,
T ∗
ph is calculated as a difference between T ∗

tot and the torque
of the outgoing phase that is calculated in the ‘Torque
controller’ block. Turn-on and turn-off angles are tuned in
this stage to increase the speed.

To further increase the working envelope, the SRM
starts to work in continuous conduction mode. One feasible
method in this stage is to control switch S2 in Figure 3(a)
using the control method shown in Figure 3(b). The typical
profile of the phase current is shown in Figure 3(c).

In [10], it introduces the feasibility of using merely the
bus line current sensor for controlling the SRM, however,
if the SRM works in the CCM, a current sensor is required
for each phase.

The motor structure of the SRM is simple, however, the
intrinsic low kW/kVA ratio of the motor leads to a high

Ldc

48 V

Rs

DC-link
cap.

Phase A Phase D

Phase B, C

S1

S2

S2 off S2 on

S1 on

S1,S2 off

S2 on

(a)

(b)

(c)

Figure 3. (a) Power electronic circuit of the SRM drive, (b) the control
algorithm of S2 and (c) the current profile of phase A at 15000 rpm.

demand on the power electronic components, such as the
DC-link capacitor. Different methods for the minimization
of the capacitor size have been reported, including sinusoidal
current injection [11], control algorithm for the elimination
of bus line current [12]- [13], etc. However, the torque
density may decrease using these methods.

Another drawback of the SRM is the large acoustic
noise, which is dominantly caused by the radial vibration.
An effective method for reducing the noise is introduced
in [14] using two-step switching during commutation, other
method, such as using sinusoidal bipolar excitation [11], is
also investigated.

2.2. Variable flux reluctance motor

Another rare-earth-free candidate for the 48V automo-
tive application is the VFRM. There are a lot of stator and
rotor combinations for this kind of motor. The self and
mutual inductances of the field and armature windings are
simulated in FEA and are shown in Figure 4. For 6 stator
poles, the fundamental component of the back-emf with 5
rotor poles is the highest at the same field current, as well



0 180 360
Electrical angle (°)

                  (b)                     

2

4

6

8

L a
 (

H
)

#10-5

0 180 360
Electrical angle (°)

                    (c)                      

-2

-1.5

-1

-0.5

0

M
ab

 (
H

)

#10-5

0 180 360
Electrical angle (°)                

                (a)                     

-1

0

1

M
fa

 (
H

)

#10-4
N

r
 = 5

N
r
 = 7

N
r
 = 8

0 180 360
Electrical angle (°)

                  (d)                     

1.4

1.5

1.6

L f (
H

)

#10-4

Mutual
inductance
between
armature
windings

Mutual inductance
between armature
and field windings

Self inductance
of armature
winding

Self inductance
of field winding

Figure 4. (a) The mutual inductance, Mfa, between the armature and field
windings (b) the self inductance, La of the armature winding (c) the mutual
inductance, Mab, between armature windings and (d) the self inductance,
Lf of the field winding (Nr is the number of rotor poles).

A1-

A1+

B1-

B1+C1-

C1+

A2+

A2-

B2-

B2+ C2-

C2+

DC2-

DC3+

Figure 5. The motor configuration of the 6/5 VFRM.

as the highest torque density [16]. Therefore, only the 6/5
VFRM, shown in Figure 5, is analyzed in this paper.

The self inductance of the armature winding La, the
mutual inductance between the armature windings Maa and
the self inductance of the field winding Lf are almost
constant as shown in Figure 4. The ideal expressions of
the inductance in a 6/5 motor is [17]

La = L0 + L2cos2θ + ...,

Mab = −L0/2 + L2cos(2θ + 4π/3) + ...
(1)

where L0, L2 are the DC component and second harmonic
of La, and Mab is the mutual inductance between phase A
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and B. Ld and Lq are

Ld =
3

2
L0 +

3

2
L2,

Lq =
3

2
L0 −

3

2
L2

(2)

As can be seen in Figure 4(b), harmonics in La are small,
as a consequence, Ld and Lq are close when saturation
and leakage of the end winding are neglected. This is also
verified by simulating Ld and Lq using 2D FEA, namely in-
jecting Id and Iq respectively, and calculate the inductances
as [18],

Ld =
Ψd

Id
,

Lq =
Ψq

Iq
,

Ψd =
2

3
(Ψa −

1

2
Ψb −

1

2
Ψc),

Ψq =
1√
3

(Ψb −Ψc)

(3)

The torque and voltage expression is[
Ud

Uq

]
=

[
Rs −ωeLq

ωeLd Rs,

] [
Id
Iq

]
+ ωeMfaIf

[
0
1

]
,

T = ωeMfaIfIq + (Ld − Lq)IdIq

(4)

where ωe is the electric speed and If is the field current.
The torque ripple of the 6/5 VFRM is shown in Figure 6

for different field currents and rotor arcs. The ripple is
calculated using

Tripple =
Tmax − Tmin

Tmean
(5)

As can be seen, the torque ripple increases as the field
current rises. However, the torque ripple caused by the
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current fluctuation due to the small inductance in this low
voltage application is not considered.

The efficiency and power factor for the 6/5 VFRM are
shown in Figure 7. As can be seen, the power factor is
relatively high in the overall working range and it can
even be further increased by adjusting the ratio between
the field current and armature current. However, Figure 7
shows only an indication, because the values are dependent
on the control algorithm.

The torque density of the VFRM is relatively low as
shown in [2], which is around 75% of the IPM. The acoustic
noise of the VFRM is investigated in [19]. A much lower
sound pressure level is generated by this motor compared to
SRM, although they have similar stator and rotor structures.

2.3. Synchronous reluctance motor

In this subsection, the permanent-magnet-assisted
SynRM is briefly introduced. The permanent magnet added
in the rotor flux barriers of a conventional SynRM signifi-
cantly improve the overall performance, such as the opera-
tional envelope, efficiency, power factor, etc. The influence
of different types of magnets are analyzed and the results
are compared with Prius IPM in [21]. By using the ferrite
magnet, the torque-speed characteristic, torque density and
the efficiency of the SynRM is competitive with Prius IPM.
However, the overall power factor is still relatively low,
especially in the high speed region based on the result
in [21].

In the end, a summary of the performance for different
motor drives is listed in TABLE 1. [22]- [23]

TABLE 1. COMPARISON OF THE MOTOR DRIVES.

Note: + good, − bad, ◦ neutral.
IPM SRM VFRM SynRM PMA-SynRM

Torque density + − − − +
Motor efficiency + + ◦ ◦ +

Motor cost − + + + ◦
Demands on + − ◦ + +

power electronics
Power factor + − + − ◦

Controllability ◦ − ◦ ◦ ◦

3. Conclusion

This paper introduces the comparison between the
switched reluctance motor, variable flux reluctance mo-
tor, synchronous reluctance motor and permanent magnet
assisted synchronous reluctance motor. The strong points
and the weakness of each motor drive are analyzed. The
switched reluctance motor itself is cheap and robust, how-
ever, its low power factor leads to the demands on the
large power electronic components, additionally, the high
radial force results in large acoustic noise and torque ripple
therefore needs complicated control algorithm. The variable
flux reluctance motor has good performance for the aspects
of power factor, however, the torque density is relatively
low. The synchronous reluctance motor has the drawback
of relatively low torque density and power factor compared
to IPM, however, these are improved by the assisted magnets
in the rotor.

The final selection of the motor drive should rely on the
specific application and the most important concern in the
design, such as the cost limit or the size, etc.
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Abstract— Nowadays, a growing interest in the efficiency and 

the cost of electrical machines has been noticed. Therefore, 

Synchronous Reluctance Motors (SynRMs) have become more 

attractive, thanks to their higher efficiency and nevertheless 

acceptable cost compared to induction machines. The rotor 

design of SynRMs with or without permanent magnets (PMs) has 

a huge effect on the motor efficiency, torque density and power 

factor. This paper introduces an evaluation for the performance 

of SynRMs with and without PMs in terms of efficiency, torque 

and power factor maps. Three different rotor designs for the 

same machine have been compared. For one machine, the 

experimental measurements have been obtained and the 

validation of the simulation results have been confirmed. 

Index Terms—PM, Synchronous Reluctance Motors, Design, 

FEM, sensitivity analysis, flux-barriers. 

I. NOMENCLATURE 

id, iq Direct and quadrature axis stator current 

respectively, A 

Ld, Lq Direct and quadrature axis stator inductance 

of SynRM respectively, H  

P Number of pole pairs 

p Differential operator (d/dt) 

Rs Stator resistance of the motor, Ω 

Te Electromagnetic torque of the motor, N.m 

Vd, Vq Direct and quadrature component of stator 

voltage respectively, V 

Vm Maximum input voltage of the motor, V 

λs Stator flux linkage of the motor, V. sec 

Im Maximum input current of the motor, A 

δ, α Load angle and current angle, rad 

ωr Mechanical speed of the rotor, rad/s 

θr Rotor position, Deg. 

II. INTRODUCTION 

ecently, Synchronous Reluctance Motors (SynRMs) with 

or without permanent-Magnets (PMs) are becoming 

attractive machines for industrial application especially 

electrical vehicles [1]. This is thanks to their merits of wide 

constant power speed range and high torque density. The 

power factor and efficiency are good compared to induction 

machines [2], [3].  

    Several papers studied the SynRMs and PMaSynRMs[1], 

[11]. For example, in [1], SynRM design suitable for electric 

vehicles has presented. In addition, a comparison between 

different flux-barrier design for the same stator is investigated. 

The effect of four different steel grade on the performance of 

SynRMs is studied in [2]. It is noticed that the lower thickness 

steel grade has the higher efficiency, however it has not the 

higher output torque. In [4], the design characteristics of  

SynRM with ferrite magnets and stator skew has investigated. 

In addition, mechanical stress and demagnetization of ferrite 

has studied as well. 

    This paper investigates the performance evaluation of 

SynRMs and PMaSynRMs. The modelling of PMaSynRM is 

introduced in Section III. Performance evaluation of SynRMs 

is investigated in Section IV. Experimental results are 

implemented to validate the simulation results as depicted in 

Section V.  At the end, conclusions are figured out in Section 

VI.  

III. PMASYNRM MODELLING 

A. Mathematical dq model of PMaSynRM  

The dq model of PMaSynRM can be represented in the 

rotor reference frame [2], [5], [6]. The dq-axis reference frame 

rotates at ωr, so that the voltage equations are represented by:  

pmrqdqrqdddsd PiiPiipiRV   ),(),(         (1)     

),(),( qddrqdqqsq iiPiipiRV                              (2)                                                                  

The dq-axis flux-linkage relations are given by:  

dqddqdd iiiLii ),(),(  , qqdqqdq iiiLii ),(),(             (3)                                                                                                                                                                                                   

The electromagnetic torque can be calculated as follows: 

)),(),((
2

3
dpmdqdqqqdde iiiiiiiPT                   (4)  

    The dq-axis currents can be performed as a function of the 

current angle (α), which is the angle of the stator current 

space vector with respect to the d-axis of the motor as 

described in Fig.1.          

)cos(md Ii  , )sin(mq Ii                                           (5) 

    The dq-axis supply voltage can be obtained as follows:                                                                                                                            

)sin(md VV  , )cos(mq VV                                       (6)                                   

where δ is the machine load angle as shown in Fig. 1. 

The power factor (PF) of the PMaSynRM can be calculated 

by: 

R 
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The torque ripple can be determined as follows: 
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                                             (8) 

where max, min and avg are the maximum, the minimum and 

the average values of the electromagnetic torque respectively. 

    The SynRM model can be obtained by inserting λpm=0 in 

the previous equations. 
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Fig. 1. Vector diagram of PMaSynRM 

 

The iron losses of the SynRM are calculated based on the 

statistical losses theory of Bertotti. The theory depends on the 

separation of the losses into hysteresis (hy), classical (cl) and 

excess (ex) losses [2], [7]. 
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where am, αm, bm, cm, dm and σ are material dependent 

parameters, and f is the frequency of the applied field. 

On the other hand, the SynRM copper losses can be easily 

computed using the measured phase resistance as follows: 

phPhcopper RIP 23                                                                  (10) 

The efficiency of the motor can be obtained by : 

ironcoppero

o

PPP

P


                                                          (11) 

where Po is the mechanical output power of the motor 

calculated using the computed torque from the FEM model by: 

reo TP                                                                             (12) 

IV. PERFORMANCE EVALUATION OF SYNRMS AND 

PMASYNRMS 

Three different rotors with the same stator and other 

geometrical and electromagnetic parameters have been 

considered.  On the one hand, the stator has 36 slots and 15 

turns/slot with conventional star-connected windings. The 

stator design is similar to that of induction machines. Several 

specifications for the stator of the machine are listed in table I. 

On the other hand, all the rotors have 3-flux-barriers per pole 

as seen in Figs. 2 and 3. The first rotor has been designed by a 

manufacturing company. This motor is called a reference 

SynRM and it is the motor for which the experimental 

validation has been done.  The geometrical rotor parameters of 

the reference motor are shown in table I. The second rotor has 

been optimized by a conventional optimization technique with 

2D FEM for the twelve rotor parameters, depicted in Fig. 2.  

This motor is called an optimal SynRM and its rotor 

parameters are given in table II. The final rotor has been 

obtained by filling all the three flux-barriers of the optimized 

rotor (second one) with ferrite PMs. The ferrite PM is selected 

due to the lower cost and  the availability in the market. In 

addition, it can withstand higher temperature [8]. The adopted 

ferrite PM properties are shown in [8]. This motor is called a 

PMaSynRM. 

 
TABLE I 

PROTOTYPE SYNRM PARAMETERS 

Parameter Value Parameter Value 

Number of rotor flux 

barriers per pole 

3 Rotor shaft 

diameter 

35 mm 

Number of pole pairs  4 Axial length 140 mm 

Number of stator slots  36 Air gap length 0.3 mm 

Number of phases 3 Rated speed 6000 RPM 

Stator outer diameter 180 mm Rated 

frequency 

200 Hz 

Stator inner diameter 110 mm Rated current 22 A 

Rotor outer diameter 109.4 mm Material 

grade 

M400-50A 

θ1 7.5° W1 6 mm 

θ2 20.5° W2 4 mm 

θ3 33.5° W3 3 mm 

L1 25 mm p1 23.5 mm 

L2 19 mm p2 36 mm 

L3 12 mm p3 46 mm 
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Fig. 2. Quarter rotor geometry of SynRM 

 

The following results have been obtained by 2D-FEM at the 

same conditions. In FEM, only one pole of the considered 

four-poles machine needs to be simulated. Sinusoidal currents 

are injected in the machine windings at different speeds up to 

the rated value (6000 r/min). The currents have different 

values up to the rated value (Im=30 A) at fixed current angle 

α=56.5°. The selected value of the current angle (56.5°) is the 

angle at which the machine can give approximately the 

maximum output power, for the different currents and speeds. 



The FEM field pattern of the reference motor for quarter 

geometry at rated conditions, is depicted in Fig. 3. It can be 

noticed that there are some iron regions having higher flux  

level (red color). These regions are called flux-barrier 

tangential ribs. The thickness of these ribs has a big influence 

on the SynRM performance.    
 

TABLE II 

OPTIMAL SYNRM ROTOR GEOMETRICAL PARAMETERS 

Parameter Value Parameter Value 

θ1 8.08° W1 5.5 mm 

θ2 16.43° W2 3.5 mm 

θ3 28.4° W3 3.5 mm 

L1 28.85 mm p1 22.75 mm 

L2 28 mm p2 35.5 mm 

L3 13.5 mm p3 44.2 mm 
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Fig. 3. Flux paths for the reference SynRM using FEM for a quarter geometry 

for two rotor positions 

 

Figure 4 shows the output torque of the reference, optimal 

and PM assisted SynRMs at different speeds and currents up 

to the rated values. On the one hand, for the same current and 

speed, the output torque of the machine depends on the rotor 

design which is affected strongly by the design of the twelve 

rotor parameters, shown in Fig. 2. Therefore, an optimized 

rotor geometry for the SynRMs is necessary and unavoidable 

to maximize the machine performance. The SynRM 

performance  mainly depends on the direct (d) and quadrature 

(q) inductances that depend on the rotor flux-barrier 

geometrical design. On the other hand, when comparing the 

subfigs. of optimal SynRM and PMaSynRM, it can be noticed 

that adding ferrite PM in the optimized rotor of the SynRM 

leads to an increase of about 25% in the motor torque. This is 

because of  the effect of PMs on the q-axis inductance of the 

SynRM. The PMs saturate the tangential ribs (see: Fig. 2) of 

the motor. By consequence, reduce the q-axis inductance, this 

leads to a higher output torque. 

Figure 5 shows the computed losses (iron and copper) of the 

reference, optimal and PM SynRMs for different currents and 

speeds up to the rated values. The copper losses are constant 

for all the machines due to the same stator windings and 

currents. The iron losses depend on the material properties, the 

currents and the geometry design of the machine. Only, the 

rotor design is different between the reference, optimal and 

PM SynRMs. The variation of the flux-barrier parameters, 

shown in Fig. 2, has a notable effect on the machine iron 

losses. This is due to the variation of the saturation regions of 

the iron especially, the stator teeth and rotor tangential ribs. 

This can be observed in fig. 5, by comparing the subfigs. 

(reference, optimal and PMaSynRM). For the same current 

and speed, the iron losses increases for the PMaSynRM that 

has the higher output torque (Fig. 4) compared to the others. In 

addition, for one machine as expected, the iron losses 

increases with increasing the speed and current, approximately 

in proportional way. 
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Fig. 4. Motor torque maps for different rotor designs 
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Fig. 5. Motor power losses maps for different rotor designs 
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Fig. 6. Motor power factor maps for different rotor designs 
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Fig. 7. Motor efficiency maps for different rotor designs 

 

The power factor of the SynRMs depends on the saliency 

ratio (Ld/Lq) which is affected by the rotor design. As the 

optimal SynRM has the higher saliency ratio than the 

reference motor, then it has higher power factor. However, 

although the SynRM rotor is optimized, the power factor is 

still low about 0.68 at the rated conditions. Hence, adding PM 

in the optimized rotor reduces the phase angle between the 

voltage and current as seen in Fig.1 hence, increases the power 

factor. The power factor is increased to about 0.91 at the rated 

conditions as observed in Fig .6 (PMaSynRM). This is good 

indication for PMaSynRM to be attractive motor for industrial 

applications. Moreover, the efficiency of SynRMs is better 

than induction motors [3] and is inferior compared to the 

permanent synchronous motors [9] as deduced in Fig. 7. As 

the output power and total losses were affected with the rotor 

design, the efficiency of the machine depends on the rotor 

design as well (Fig. 7). The efficiency of the PMaSynRM can 

reach 95% for half rated conditions. 

V. EXPERIMENTAL VALIDATION 

The FEM results have been validated by the experimental 

measurements. The experimental set up shown in Fig. 8, 

consists of: 

 a three-phase induction motor as a braking load, 10 

kW 

 a prototype SynRM (reference design), 10 kW and 22 

A 

 three phase Semikron inverter, 24 A and 500 V 

 torque sensor of Lorenz Messtechnik, DR-2112-R 

 power analyser Tektronix, PA4000  

 a dSpace platform, DS1103 

 DC power supply, 17 A and 600 V  

    The measured and simulated validation results have been 

obtained at 2000 rpm and 14.14 A.  

 

 
Fig. 8. Photograph of the experimental setup 
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Fig. 9. Computed and measured output torque of SynRM with different 

current angles 

 

Figure 9 shows the computed (FEM) and the measured 



output torque of the SynRM. There is a good agreement 

between the simulated and the measured values. However, the 

difference between the measured and computed results is due 

to different reasons: the cutting and punching effects on the 

steel properties, the manufacturing tolerance and the 

measurement error.  

VI. CONCLUSION 

This paper has discussed the performance evaluation of 

Synchronous reluctance motors (SynRMs) with and without 

permanent-magnets. same Three different rotors having the 

stator design and other geometrical and electromagnetic 

parameters are considered.  The three rotors are reference, 

optimized and optimized assisted by ferrite PMs 

(PMaSynRMs) in its flux-barrier. Different performance 

indicators for the machine are computed by FEM and 

compared at the same conditions. The performance indicators 

are efficiency, torque, total losses and power factor maps. It is 

found that the PMaSynRMs can reach efficiency and power 

factor higher than 95% and 0.91 respectively at the rated 

conditions. This means that the PMaSynRMs are much better 

than both the induction machines and switched reluctance 

machines. In addition, they can be good competitors compared 

with the permanent magnet synchronous machines due to 

lower cost.  Finally, measurements are obtained and validated 

FEM model. 
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Abstract—The fast harmonic modelling technique, which is
proved to require low computational power, is used to model
an outer rotor in wheel Permanent Magnet Surface Mounted
(PMSM) machine for automotive applications. Fast model is
prepared to be implemented in an optimisation routine for the
whole power train including all principal systems like battery
pack, gear ratio, power electronics etc. Primary key features
for a model in this case are accuracy and computational time,
therefore, the trade of between the accuracy and the speed of
the model are discussed.

Index Terms—Harmonic Modelling, PMSM machine, automo-
tive, powertrain.

I. INTRODUCTION

The high performance of a power train depends on how
efficient are the components designed. However a better op-
tion is to optimise whole powertrain by setting some global
objectives such as drivability or gradeability. For this purpose
each component of the powertrain has to have a decent model
in the optimisation routine, so that the entire system can be
modelled based on the specific applications [1].

In order to make a simple and fast PMSM model the
limitations of each modelling technique and the assumptions
allowed by the given application has to be taken into account
[2], from the other hand, all possible assumptions of the model
has to be considered for contribution to the model simplicity
but, in the same time to keep the results of interest at the
required accuracy. Because of the high popularity of PMSM
machines, there are various models available [3]–[5], however
some of them does not reflect the spatial distribution of the
magneto-motive force in the slots, or the field solution is not
precise enough to compute the torque using Maxwell Stress
Tensor (MST). Therefore, for the current model, the Harmonic
Modelling (HM) technique is selected, which is described in
[6], [7], and Finite Element Analysis FEA. Both approaches
are using the analytical and numerical solution respectively of
Poisson or Laplace equations in space domains [8], [9].

In this paper the performance of a PMSM model with a FEA
and HM technique is analysed. The principle of the analytical
HM technique is described as well as the simplified model
in FEM considering the allowed assumptions. The model
with both techniques will be analysed in terms of accuracy
an computation time, so that the trade off between those
parameters could be easily made and the decision on choosing
a modelling technique could be taken.

Stator

Permanent Magnets

Rotor Back Iron

Airgap

Housing

Fig. 1. In wheel motor, PMSM machine

II. PMSM MACHINE

The electrical motor implication in the powertrain system is
making a big impact in the automotive technology. Having its
strong characteristic of easily decoupling the speed and torque.
Apart from that, the electrical motor has a higher efficiency
and faster response compared to Internal Combustion Engines
(ICE), an important challenge however, still exist - the energy
storage technologies [10]. Another important feature of the
electrical machines is that they can play three key roles in
a powertrain system sense the dynamical quantities, actuate
and brake therefore being able to change the energy flow in
the system. What makes PMSM (Fig. 1) to withstand among
other types of machines is the high power density as well as
low weight and increased efficiency, these factors are the key
parameters that allow PMSM to be in wheel mounted [11].

III. MACHINE MODELS

Based on powertrain model requirements, and the modelling
techniques possibilities and limitations several assumptions
were considered. First, the machine geometry is considered
long enough such as modelling of only its cross sectional area
will give acceptable results, Fig. 2. Secondly, the permeability
of the soft magnetic material is considered linear, homoge-
neous and high enough to be equivalent to infinite permeable
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Fig. 2. Simplified geometry of the PMSM machine

material. In the same manner, the stator slots were modified to
match the polar geometry so that the implementation of HM
can be possible [6]. Main parameters of the given machine
can be found in Table I. The comparison study of the two
approaches is based on no load analysis.

TABLE I
PARAMETERS OF EXTERNAL ROTOR SURFACE PM MOTOR

Parameters, Symbol, Value, Unit
Number of poles 2p 20 -

Slot number Qs 60 -
Magnet arc/pole pitch ratio αp 0.75 -

Air gap length g 1.2 mm
Magnet radial thickness lm 4.3 mm

Radius of the rotor surface Rr 85 mm
Radius of the magnet surface Rm 76.2 mm

Stator outer radius Rs 75 mm
Magnet remanence Br 1.19 T

Relative magnet permeability µrM 1.05 -
Core length la 60 mm
Slot depth ds 12 mm

A. Harmonic Model

After applying all assumptions for a real machine, Fig. 1,
for the resulting geometry, in Fig. 2, it can be seen that clear
regions (slotted, airgap and PM region) can be distinguished.
In the rotating machine geometry, each region turns out to
be annular segments, therefore, the field equations in these
domains could be written in polar coordinate system:

µrHr =
1

r

∂Az
∂θ

; (1)

µrHθ = −∂Az
∂r

; (2)

Jz =
1

r
Hθ +

∂Hθ

∂r
− 1

r

∂Hr

∂θ
. (3)

The equations (1) - (3) are the definition of the magnetic
vector potential Az in 2D polar plane and Ampere’s circuital
law in differential form which is a part of Maxwell’s equations
set [9], where H and J are the magnetic field strength and
current density distribution respectively in r and θ directions.
It can be seen that in slotted and PM regions the source terms
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Fig. 3. Solution comparison for radial field Br component

should me included, whereas in the airgap, the source terms
are zero making the use of Laplace equation appropriate. The
magnetisation source is coming from the constitutive relation
given by:

~B = µ0( ~H + ~M). (4)

Where ~M is the magnet magnetisation distribution. Solving
the equations (1) - (4) for magnetic vector potential we get
the field solution:

Az =Wrλa+Wr−λb+ r2G1. (5)

Where G1 is a constant that contains the source term, W and
λ are the eigenvalues and eigenvectors after decomposition of
the root of the quadratic equation resulting from second order
differential equation. Following the equations (1) and (2) the
relationships for the magnetic field can be obtained. It should
be noted, that relation 5 is the field solution for a squared
domain [7], in this case, since the geometry is described in
polar coordinate system, the solution is in a region of the
shape of annular sector. In order to couple different regions
of motor geometry, like slotted region, airgap region and
permanent magnet region, the continuous boundary conditions
are applied. Therefore, at the interface with two regions we
have the following quantities that are continuous:

BrI = BrII (6)
HτI = HτII (7)

Where the indices I and II stand for two connected regions.

In the Fig. 3 and 4 the comparison of the results between
FEA and HM model is presented. It can be seen that a good
match is obtained for local quantities such as magnetic field,
proving that the HM model is converging towards the correct
solution.
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IV. FINITE ELEMENT ANALYSIS

In previous section a semi-analytical method for modelling
a PMSM geometry is described and its convergence is also
shown. However its accuracy and computational requirements
should be checked in order to validate its relevance. For this
reason the same PMSM geometry is modelled in a FEA
software and the convergence of the solution with increasing
the number of nodes in the geometry has been analysed. The
reference results for both HM and FEA are obtained by solving
a FEA model with increased number of nodes, the number of
nodes are chosen such that further increasing of them will not
considerably improve the results.

In Fig. 5 the comparison of cogging torque is presented.
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Fig. 6. Performance analysis for FEA model
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Fig. 7. Performance analysis for HM model

In FEA, the cogging torque is computed based on Virtual
Work principle, in HM using the tangential component of
MST of the surface covering the stator. It can be seen,
that for global quantities the matching is also good. For the
comparison of the modelling techniques performances, the
results of cogging torque is used. The simulation is performed
for a 6o mechanical degrees displacement divided into 60
computational steps.

V. DISCUSSION ON THE RESULTS

In Figures 6 and 7 the performance analysis based on
relative error, right y axis and computational time, left y
axis is carried out. It can be seen from Fig. 7 that with
increasing the number of harmonics which describes the local



field solution, the error is decreasing, but also, in the same
time the computational time is increasing in such a way, that
for an accuracy of 4% the computational time is 6 seconds.
From another hand, the FEA model, from Fig. 6 shows a
faster convergence, but the computational time is biased by 10
seconds, which means that for an accuracy of 4% with HM
method, the model will run 2.5 times faster than FEA model.
These analysis allow to choose the modelling technique for
PMSM model in the power train optimisation routine.

VI. CONCLUSION

An analysis over the PMSM model performances imple-
mented with HM and FEA method is presented in this paper.
The computational time and the accuracy are the key param-
eters for a model which is used for optimisation. Using the
assumptions that are allowed by the application, a simplified
model could be obtained. By changing the number of nodes
in FEA and number of harmonics in HM, it could be easily
observed that until a certain accuracy, the HM will require less
computational effort. Therefore, as a modelling technique for
a PMSM model of powetrain optimisation, the HM method is
selected.
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