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Preface 

This book contains the papers presenled at the NATO Advanced Study 
Institute (ASI) on the Basics of Man-Machine Communication for the Design 
of Educational Systems held August 16 - 26, 1993 in Eindhoven, The 
Netherlands. 

The ASI addressed the state-of-the-art in the design of educational systems 
with respect to theories, enabling technologies and advanced applications and 
implementation issues. The topics discussed are grouped into four main 
subject areas: I) Fundamentals of human perception and reasoning, 2) New 
media: enabling technologies, 3) Artificial Intelligence; software and design 
techniques, and 4) Advanced applications. This interdisciplinary approach, 
with a clear focus on the application domain of Jearning environments, 
provided the platform for interdisciplinary exchange and communication 
between the participants. 

The role of human perception and reasoning was presenled in the context 
of design requirements. The construction of usabie human-machine interfaces 
requires designers to be aware of the inherent competence of the human user. 
That is, a designer needs to understand the resources that the user brings to 
the interaction. This includes the general nature of human and world 
interactions; the nature of the human perceptual system; the natura! learning 
processes by which the information given by the senses is transformed into 
knowledge of the world; the reasoning processes that allow to make inferences 
from that knowledge once acquired; and the ways in which acquired 
knowledge may be communicated to others through language. 

New media, that support human-machine communication and the enabling 
technologies upon which they depend were presented and discussed. Topics 
included: new and novel types of human-computer interaction techniques; the 
use of sound effects in educational software; electronic books for interactive 
learning; three-dimensional view setting; the use of animated icons to promote 
the learning of the functions that they represent; and the use of generaled 
natura! language within an immersive language Jearning system. A 
fundamental goal of human-machine communication research is to increase the 
useful bandwidth across the interface. Since the user of this path is difficult 
to modify, it is the computer side that provides fertile ground for research in 
human-machine communication. Ideally this research should start with studies 
of the characteristics of human communication channels and skilis and then 
work toward developing devices and techniques that communicate effectively 
to and trom those channels. 

Three themes dominated the Artitïcial Intelligence, software and design 
sessions. They are: the role of social interaction between agents, the role of 
dialogue in learning and problem solving, and the use of visual display in 
programming and knowledge elicitation. Two ways of achieving the 



interaction between agents were discussed: by distributed Al using blackboard 
architectures and contract net protocols and by treating cooperation and other 
social issues in the framework of situated agents. The role of dialogue was 
presented in the context of providing users with intelligent assistance from a 
learning companion or from an expert system. 

The program emphasized the application of research in actual working 
educational systems and promoted the two-way transfer of technology between 
the research community and the engineering and design communities. 
Examples of advanced applications were presented and discussed during the 
ASI, among others, multimedia information access based on cohesion as an 
alternative for browsing via menus and keywords, handwriting for non-Roman 
languages, and interactive multimedia for foreign language learning. 
Demonstrations of applications for a variety of educational tasks were given, 
for example, learning fundamental concepts in science and engineering, 
learning foreign languages, and training on simulators. 

This book was conceived, designed and produced during the ASI as a 
joint effort of all participants of the ASI. A major objective was to give 
researchers from different disciplines the opportunity to communicate about 
their different approaches to the theoretical and appl ied problems that 
dominate the domain of educational technology. These opportunities for 
interdisciplinary communication are rare and the transfer of knowledge across 
disciplinary borders is difficult, i.e., differences in scientific language, in 
scientific cultures, and in available tools effect the synergy needed to design 
educational systems for a wide variety of application domains and different 
communities of end users. This book is a compendium of the finalized and 
refined ideas, and contributions of knowledge and methodology that each 
individual participant submitted after the experience of the ASI. The material 
is organized into four sections, each with an introduetion by one of the 
participants. 

Many people contributed to the organization of the ASI. A very special 
mention needs to be made of the efforts of the main lecturers and the 
organizing committee members. Without their support and dedication it is 
doubtful that this ASI could have been accomplished. The organizing 
committee included Dominique Béroule, Robbert-Jan Beun and Tom Bösser. 
The ASI was organized by the Institute for Perception Research/IPO, 
Eindhoven. We are very grateful for all the facilitating support of the 
administrative and technical staff of IPO. We are especialy indebted to Ilse 
van Kuijck, our production editor, who before, during and after the ASI was 
largely responsible for keeping us all on track. Final thanks are to be extended 
to the NATO Committee on the Special Programme on Advanced Educational 
Technology who made the ASI possible. 

November 1993 

Maddy D. Brouwer-Janse 
Thomas L. Harrington 
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Fundamentals of Human Perception and 
Reasoning 

Introduetion 

The role of human perception and reasoning was presented in the context of 
design requirements. The construction of usabie human-machine interfaces requires 
designers to be a ware of the inherent campetences of human users in at least two 
different ways. First, a designer neects to understand the resources that the user 
brings to the interaction. This includes the general nature of human and world 
interactions; the nature of the human perceptual system; the natura) learning 
processes by which the information given by the senses is transformed into 
knowledge of the world; the reasoning processes that allow to make inferences 
from that knowledge once acquired; and the ways in which acquired knowledge 
may be communicated to others through Janguage. 

The contributions in this section address all of these fundamental issues for 
human-machine communication. Kaptelinin introduces a framework for 
understanding human-world and hence human-machine interactions in terms of 
"acti vity theory", a psychological approach recently receiving much attention in 
the area of human-computer interaction. Harrington & Bidyuk and Van Nes 
address visual perception and the consequences of the principles discovered for the 
presentation of information by computer. Munro introduces the fundamental 
neural principles underlying human Jearning that are being uncovered by neural 
network research. Oaksford introduces some of the reasoning biases to which 
people are apparently prone and suggests that these are natura) consequences of 
peoples' probabilistic reasoning strategies. Van Hoe discusses the cognitive load 
theory and provides experimental evidence of its role in the acquisition of 
problem-sol ving skills. In the area of language, Cremers addresses issues of 
reference in a shared environment and Beun investigates a traetabie approach to 
model cooperative behaviour in dialogues. 

Second, peoples' natura) campetences may be revealed in the way that they 
manipulate tools (computational or otherwise). Psychological evaluation and 
analysis of such interactions can serve to bring practices into Jine with those 
natura) competences. Bösser discusses how mode Is of human-computer interaction 
can be used to measure the usability of systems. Three papers in this section seek 
to understand how people naturally cope with some traditional tasks, Iike 
constraint management in computer mediared design (Day); the acquisition of 
troubleshooting skilis (Schaafstal & Schraagen); and macro use in using menus 
(Saariluoma & Miettinen). 



5 

Activity Theory: Implications 
for Human Computer Interaction 

Victor Kaptelinin 

Psychological lnstitute, Russian Academy of Education, 
9 "V" Mokhovaja Str., 103009 Moscow, Russia 

Abstract. Recently interest has grown in applying activity theory, the teading 
theoretica! approach in Russian psychology, to issues of human computer 
interaction. This paper analyzes the reasans why the experts in the field are 
looking for an alternative to the currently dominant cognitive approach. The basic 
principles of activity theory are presented and their implications for human 
computer interaction are discussed. The paper concludes with an outline of the 
potential impact of activity theory on studies and design of computer use in real
life settings. 

Kcywords. Activity theory, roodels of human computer interaction, psychology 
of computer use 

1 The Cunent Need For a Theory of Human Computer 
Interaction 

It is generally accepted that the Jack of an adequate theory of human computer 
interaction (HCI) is one of the most important reasons why progress in the field 
of HCI is relatively modest, compared with the rate of the technological 
development. People coming to the field of HCI from different disciplines-
psychology, computer science, graphics design, etc.--have serious probieros in 
coordinating and combining their efforts. This can be illustrated by the HCI 
curricula for undergraduate and graduate students. Typically, these curricula 
present a mixture of knowledge from various disciplines, rather than an integrated 
perspee ti ve. 

Traditional conceptual approaches cannot provide an appropriate basis for 
actdressing many important aspects of HCI, including Computer Supported 
Cooperative Work (CSCW) and cross-cultural aspects of computer use. In 
consequence the impact of HCI studies on current design practice is limited--user 
interface design being based mainly on intuition and expensive trial-and-error. 
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The form of a suitable HCI theory has been subjected to much debate recently 
(see Carroll, et al., 1991). A major trend in the debate has been the growing 
dissatisfaction with the dominant cognitive approach (Bannon, 1991; Wood, 1992; 
Monk, et. al., 1993). In contrast to the general agreement that current attempts to 
apply cognitive psychology to HCI are not very successful, there is little 
agreement on the most promising theoretica! altematives. Proposals vary from an 
enrichment of the traditional cognitive scheme (Bamard, 1991) toa radical shift 
in paradigms, e.g., from scientific experimental studies to ethnographic 
methodology (see Monk, et al., 1993). 

In this period of theoretica! uncertainty there has been a growing interest in 
"activity theory". This interest was greatly stimulated by S. Bedker's works (1989, 
1991). She was the first western researcher who presented the basic ideas and 
potential benefits of activity theory to the HCI community. Recently, a number of 
papers discussing the activity theory approach to HCI appeared in major 
international joumals and conference proceedings (Bannon, Bedker, 1991; Dra per, 
1993; Kaptelinin, 1992-a; Kuutti, 1992; Kuutti & Bannon, 1993; Nardi, 1992; 
Norman, 1991; Raeithel, 1992; Wood, 1992). 

The aim of the present paper is to summarize current work and the 
implications of activity theory for the field of human computer interaction. The 
rest of the paper discusses the main differences between activity theory and 
cognitive psychology, reviews recent attempts to apply activity theory to HCI, and 
outlines some directions for further development. 

2 From Cognitive Psychology to Contextual Analysis of HCI 

According to cognitive psychology, the human mind is a specific type of an 
information processing unit. Various architecturesof human cognition have been 
proposed, all of which differentiate between three basic modules, or subsystems: 
1) sensoryinput subsystem; 2) central information processing subsystem; 3) motor 
output subsystem. Another fundamental idea underlying most cognitive modelsis 
that of levels of processing. Essentially, this is the dimension of 
concreteness/abstractness. Input and output represent low levels of human 
information processing, since they deal with the "raw" data of extemal reality. 
Higher level processing provides identification and classification of these data, as 
well as their assimilation into mental representations, understanding, analysis, 
decision making, etc. For a specific action to be made, abstract goals and 
strategies must be formulated in a concrete form. In other words, the information 
is processed in both directions: from reality to mode is and from mode is to reality. 

The theoretica! constrocts of cognitive psychology have direct analogies in 
computer science, and the difference in terminology used in these two disciplines 
is minima!, which was the major factor behind the dominant role of cognitive 
psychology in HCI. 

From the traditional cognitive point of view, the HCI system is composed of 
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two infonnation processing units--the human being and the computer--so that the 
output of one unit enters the other's input, and vice versa. In other words, human 
computer interaction can be described as an "infonnation processing loop" (see 
Fig. I). The advantages of this scheme are rather obvious. First, it provides a 
coherent description of the whole system of human computer interaction within 
the infonnation processing framework. Second, it structures the problem space of 
HCI in a useful way. Aspectsof human computer interaction, such as presentation 
of the infonnation to the user, user's perceptions, mental models, user's control 
of the system, input devices, user interface vs functionality of the system, can be 
easily located within this scheme. 

Input <--

1 
Central 

Infonnation 
Processing 

t 

Output 

J 
Central 

Infonnation 
Processing 

i 
I 

Output --> Input 

USER COMPUTER 

Fig. 1. The "infonnation processing loop" of human computer interaction. 

The idea of levels of processing has also influenced studies of HCI. For 
instance, many researchers we re influenced by the hierarchical structure of human 
computer interfaces proposed by Moran ( 1981 ). He identified five levels, namely: 
the task level, the semantic level, the syntactic level, the level of interaction, and 
the level of physical devices. This structure is explicitly design-oriented: it is 
supposed to support an analogy with top-down programming in user interface 
design. 

So, it appears that cognitive psychology can be successfully applied to a 
number of probieros of human computer interaction. However, this approach has 
some limitations. Namely, the "ecological validity" of cognitive psychology is 
questionable (see Neisser, 1976). 

The information processing loop mentioned above is closed. It is difficult to 
take into consideration the phenomena that exist outside this loop. It is obvious, 
however, that human computer interaction can only be understood within a wider 
context. People use computers to create documents, to communicate with others, 
etc., i.e., to achieve some goals that are meaningful beyond actual computer use. 
Essentially, the "task level," according to the hierarchy proposed by Moran (see 
above ), is supposed to put computer u se into the right global context. Yet the 
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relevant concepts and procedures were not articulated by Moran specifically 
enough, and the models of human computer interaction based on his ideas (see 
Nielsen, 1986; Clarke, 1986) are just the models of the closed information 
processing loop (or a hierarchy of virtual loops). 

There is an emerging consensus that the cognitive approach to HCI may be 
limited. lt does notprovide an appropriate conceptual basis for studies of computer 
use in its social, organizational, and cultural context, in relation to the goals, plans 
and values of the user, in the context of development. In consequence, current 
studies of HCI, that concentrate not only on the low level events of computer use 
but on the higher level events as well (Grudin, 1990), require an appropriate 
theoretica! framework in which to analyze the context of computer use. 

There are several candidate approaches, including situated actions, distributed 
cognition, and activity theory (see Nardi, 1992). The next section presents the 
basic principles of activity theory outlining its conceptual potential for studies of 
human computer interaction. 

3 Basic Principles of Activity Theory 

The general philosophy of activity theory can be characterized as an attempt to 
integrate three perspectives: I) the objective; 2) the ecological; 3) the socio
cultural. Like cognitive psychology, and unlike some other approaches in 
psychology, activity theory tends to be a "real," i.e. a "natural-science-like" 
theory. Like J. Piaget's (Piaget, 1950) and J. J. Gibson's (Gibson, 1979) 
approaches and unlike traditional cognitive psychology, it analyzes human beings 
intheir natura! environment. Moreover, activity theory takes into account cultural 
factors and developmental aspects of human mental life. These statements can 
be clarified as follows (see a lso Bodker, 1991; Leontiev, 1978,1981; Wertsch, 
1981). 

The most fundamental principle of activity theory is the principle of the "unity 
of consciousness and activity ." "Consciousness" in this expression means the 
human mind as a whole. • Activity" means human interaction with the objective 
reality. Th is principle states, therefore, that the human mind emerges and exists 
as a special component of human interaction with the environment. Mind is a 
special "organ" that appears in the process of evolution to help organisms to 
survive. So, it can be analyzed and understood only within the context of activity. 
The next principle is "object-orientedness". This principle specifies the activity 

theory approach to the environment with which human beings are interacting. 
Unlike Piaget and Gibson, activity theory considers social/cultural properties of 
the environment to be as objective as physical, chemica!, or biologica! ones. 
These properties exist regardless of our feelings about them. "The object is a 
book," is no less an objective property of a thing than "the surface of object 
mostly reflects the light of the red spectrum," (i.e., that the object is "red"). 

So, human beings live in an environment that is meaningful in itself. This 



environment consists of entities that combine all kinds of objective features, 
including the culturally detennined ones, which, in turn, detennine the way people 
act on these entities. The principle of object-orientedness is an obvious contrast 
to the assumption behind the cognitive approach that the human mind contacts 
reality only through low level inputfoutput processes. 

The third basic principle of activity theory is the "hierarchical structure of 
activity." Activity theory differentiates between processes at various levels (or, 
rather, groups of levels) taking into consideration the objects to which these 
processes are oriented. Activities are oriented to motives, i.e. the objects that are 
impelling by themselves. Each motive is an object, material or ideal, that satisfies 
a need. Actions are the processes functionally subordinated to activities, they are 
directedat specific conscious goals. According to activity theory, the dissociation 
between objects that motivate human activity and the objects to which this 
activity is immediately directed, is of fundamental significance. Actions are 
realized through operations that are detennined by the actual conditions of 
activity. 

The importance of these distinctions is detennined by the ecological attitude 
of activity theory. In a real-life situation it is often necessary to predict human 
behavior. For this purpose it is of critica! importance to differentiate between 
motives, goals, and conditions. In particular, people behave differently in different 
situations of frustration. When operations are frustrated, i.e. when familiar 
conditions are changed, often people do noteven notice and automatically adapt 
themselves to the new situation. When a goal is frustrated, it is necessary to 
realize what to do next and to set a new goal. But this is often done without 
much effort and without any negative emotion. Also, it is possible to predict 
what the new goal wiJl be, provided that the motive remains the same. When 
a motive is frustrated, people are upset and behavior is most unpredictable. 

In consequence, to understand and to predict the changes of people's behavior 
in different situations, it is necessary to take into account the "status" of the 
behavior in question, that is, is it oriented to a motive, a goal, or actual 
conditions? This is why activity theory differentiates between activities, actions, 
and operations. The criteria for separating these processes are: I) whether the 
object to which the given process is oriented is impelling in itself or is auxiliary 
(this criterion differentiates between activities and actions); 2) whether the given 
process is automatized (this criterion differentiates between actions and 
operations). 

The fourth principle of activity theory IS the principle of 
intemalization/extemalization (Vygotsky, 1978). This principle describes the 
mechanisms underlying the originating of mental processes. It states that mental 
processes are derived from ex tema! actions through the course of intemalization. 

The concept of intemalization was also introduced by J. Piaget, but the 
meaning of this concept within activity theory is somewhat different. According 
to L. Vygotsky (1978), intemalization is social by its very nature. The range of 
actions that can be perfonned by a person in cooperation with others comprises 
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the so called "zone of proximal development." In other words, the way human 
beings acquire new abilities can be characterized as "from inter-subjeelive mental 
actions to intra-subjeelive ones. • The process opposite to internalization is 
externalization. Mental processes manifest themselves in external actions 
performed by a person. So, they can be verilïed and corrected, if necessary. 

The fifth principle is "mediation." Human activity is mediated by a number of 
tools, either external (like a hammer or scissors) or internal (like concepts or 
heuristics). These tools specify their modes of operation, i.e., those developed 
over the history of society. The use of these culture-specific tools shapes the way 
people act and, through the process of internalization, greatly influences the 
nature of mental development. So, tools are the carriers of cultural knowledge and 
social experience. Tooi mediation is no less an important souree of socialization 
than forma! education is. 

The mechanism underlying tooi mediation is the formation of "functional 
organs." The latter are the combination of natura! human abilities with the 
capacities of external components -- tools -- to perform a new function or to 
perform an existing one in a more efficient way. For example, human eyes 
equipped with glasses compose a functional organ that provides better vision. 

The last (but not least!) principle is the principle of development. According 
to activity theory, to understand a phenomenon means to know how it developed 
into its existing form. It is the principle of development that gives an opportunity 
to conduct thorough scientific analysis of complex phenomena while avoiding 
mechanistic oversimplifications. 

The principles described above are not isolated ideas. They are closely 
interrelated; the nature of activity theory is manifested in this set of principles 
taken as an integrated whole. 

4 Activity Theory and Human Computer Interaction 

According to activity theory, the computer is just another tooi that mediates the 
interaction of human beings with their environment. The only way to come to an 
adequate understanding ofhuman computer interaction is to reconstruct the overall 
activity of computer use. As Kuutti (1992) argued, activity provides a "minima! 
meaningful context" for human computer interaction. The questions that arise 
when computer use is considered from the point of view of activity theory, are: 
What is the hierarchicallevel of human computer interaction within the structure 
of activity? Does computer use correspond to the level of particular activities, to 
the level of actions, or to the level of operations? Which tools, other than 
computerized tools, are available to the user? What is the structure of social 
interactions surrounding computer use? What are the objectives of computer use 
by the user and how are they related to the objectives of other people and the 
group/organization as a whole? 

These questions may seem to be too global and Ioosely related to the practice 
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of user interface evaluation and design. However, when these questions are 
ignored undesirable consequences may follow, including low software usability 
(Grudin, 1991-a, 1991-b) and the choice of software not suited to a specific 
culture (Borgman, 1992). 

Another general idea directly relevant to the field of humanicomputer 
interaction is that of development. The importance of analyzing computer use 
within a developmental context is relevant to both the individual level and the 
group/organizationallevel. An assimilation of new technologies causes emerging 
of new tasks (the so called "task-artifact cycle," see Carroll, et. al., 1991). A 
possible way to cope with unpredictable structural changes on a users' activity is 
to support users in customizing the system according to their current needs 
(Henderson, Kyng, 1991). Yet this is nota universa! solution because users often 
need substantial assistance even in formulating their own needs. So, a conceptual 
analysis of the basic factors and regularities of organizational development is 
needed to predict this development and to provide an efficient use of information 
teehnologies. 

The development of individual expertise is also an important factor that is not 
adequately addressed by the cognitive approach. Cognitive models of skill 
acquisition, based on ideas of procedural knowledge compilation or chunking, 
have troubles with accounting for the qualitative changes that cognitive skilis 
undergo in the process of development (see, e.g., Kaptelinin, 1992-b). Yet these 
very transformations ean be studied and predieted from the standpoint of N. 
Bernslein's theory (Bemstein, 1967) whieh is usually elosely assoeiated with 
activity theory. 

The tooi mediation perspeelive suggests a structure for human computer 
interaction that is radically different from the information processing loop. The 
eomponents of the structure should not only be the user and the computer but 
also the object the user is operating on through the computer application, and the 
other people with whom the user is communicating (B0dker, 1991). 

The tooi mediation perspeelive means that there are actually two interfaces 
that should be considered in any study of computer use: the humanicomputer 
interface and the computer/environment interface (see Fig. 2) 

USER <-> CO:MPUTER <-> ENVIRONlvffiNT 

Fig.2. Two interfaces in human computer interaction 

Interface in the traditionalsenseis not only a border separating two entities but 
a lso a link which provides the inlegration of a computer tooi into the structure of 
human activity. The mechanisms underlying this inlegration can be understood 
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from the point of view of activity theory as the formation of a functional organ. 
It means, therefore, that computer applications are the extensions of some natura! 
(pre-computer) human abilities. One of the most important functions of computer 
tools in the structure of human activity seems to be the extension of the 
cognitive structure referred to within activity theory as the "intemal plane of 
actions" (IPA). The equivalent of the IPA within the cognitive tradition is the 
mental space where mental rnadeis are located. lts function is to sirnulale 
potential outcomes of possible events befare making actions in reality. 

In sum, activity theory provides a wider theoretica] basis for studies of human 
computer interaction, than cognitive psychology. It can account for social 
interactions and for cultural factors, for the developmental aspects and for higher 
level goals and values. At the same time this conceptual framework does not 
reject the experimental results and techniques accumulated within the cognitive 
tradition. According to M. Cole, " ... US standard cognitive psychology is a 
reduced subset of a cultural-historical activity approach -- without realizing it. • 
(Cole, personal communication, October 1992). Actually, if we campare the 
information processing loop (see Fig. I) and the tooi mediation scheme (see Fig. 
2), we can see that the farmer can easily be placed in the context of the latter. 

5 Prospects for the Future Development of Activity-oriented 
Approaches to Human Computer Interaction 

One fundamental difficulty related to building up a theory of human computer 
interaction is the changing nature of the subject matter of the study. In contrast to 
physical laws, the laws of human computer interaction are not necessarily 
invariant over time. Wben the current methods, styles, standards, etc., of human 
computer interaction are used, the results are inevitably obsolete soon after they 
are formulated. Activity theory puts human computer interaction into the context 
of basic, invariant principles underlying human activity, so it provides a better 
chance for creating a theoretica! framework that has a predielive potential. 

Attempts to apply activity theory to the field of HCI have only been made 
recently. Most papers, including the present one, are intended just to describe the 
basicsof activity theory and to discussits general plausibility. However, there are 
also some cases of the "real" use of activity theory as a conceptual tooi in 
approaching actual problems. These efforts include the analysis of some 
conceptual problems related to the meaning of the term "interface" (Kuutti, 
Bannon, 1993), the "mapping" technique that makes it possible to construct a 
structured two-dimensional representation of the process of computer use and to 
identify the critica! events that take place over this process (Badker, 1993), and 
the development of the "cognitive - cultural" approach to collaborative writing 
(Wood, 1992). 

In my view, there are good reasans to expect more tangible results from 
activity theory in the coming years. First, I believe a new model of human 
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computer interaction will replace the information processing loop underlying the 
cognitive approach. This model will identify and present in a thorough way the 
most important aspects of computer use by individuals and groups/organizations. 
This model will hopefully provide various parties involved in the study and 
design of human computer interaction with a framework that can make their 
mutual understanding and cooperation more efficient. 

Activity theory can influence the methodology, analysis and evaluation of 
human computer interaction. The results obtained by Bodker (1993) can be 
considered as a first step toward the development of methods that provide the 
opportunity to organize appropriate field observations or Iabaratory studies and 
to obtain valid and reliable data that would be relevant in real-life contexts. 

Finally, activity theory can make an important impact on the development of 
design support tools. The design of a new interactive system involves the design 
of a new activity -- individual or organizational. However, even the perfect 
design of an ideal activity does not guarantee the success of a system. The 
transformation of an activity from an initia! to a target state can be difficult and 
even painful. Activity theory may be used as a basis for the development of a 
representational framework that would help designers to capture current practice, 
as well as to build predictive modelsof activity dynamics. Such conceptual tools 
would enable designers to achieve at appropriate design solutions, especially 
during the early phases of design. 
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Abstract. The increasing power of modem computers now allows the use of 
sophisticated nuances of visual motion. Ways of transfonning infonnation into 
visual motion, and some new varieties of visual motion are presented. 
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tion 

1 Transforming the Perceptual Task 

Often, infonnation that the human brain processes poorly can be transfonned 
into the world of visual motion where it is processed well. Our technological 
actvancement and education have profited many times from such transfonnations 
in other realms. For example, humans have difficulty seeing, judging, and 
remembering quantities such as temperature, torque and weight. So we have 
transfonned the tasks of perceiving these into tasks where instead we process 
visual fonns, numbers, and assess relative visual location: is the pointer to the 
left, to the right or directly above the mark on the dial? We are good at perceiving 
fonn and relative location. 

In actdition to facilitating the perception of "invisible" or diffi.cult infonnation, 
the intensity of infonnation ftowing through the interface often can be increased 
by a perceptual transformation--more infonnation can be perceived in less time. 

In the design of interfaces for education faster pacing can be important beyond 
simply getting the student through the material more quickly. Many systems, 
such as the brain, change modes completely when certain configurations of their 
parameters reach criticallevels. Speed boats hydroplane, kenles suddenly boil 
and jugglers can juggle. A slight change will virtually destray the process. Simi
larly, the brain has dynamic properties that can often be coaxed into synergy: 
new infonnation comes in and is assimilated and associated before the electro
chemical remnants of the older material can die out, and again, a slight delay can 
destroy the process--attention erombles and infonnation that is essenrial to con
tinuing the process evaporates. 

Until recently m uch of the educational process has been transfonned to verba!-
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isms anchored to the tuming of paper pages and to laborieus visual search. With 
the slower computers of old, transforming to visual motion would have drained 
too much processing power from the interface. Now however, computers are fast 
enough to deal with at least simple kinds of motion. Thus it is feasible to syn
chronize the interface with higher faster modes of operatien of the learning sys
tem, perception, cognition, memory and motivation. 

2 The Perceptual Power of Motion 

Each perceptual facility has its own unique profile of utility, of power and weak
ness. In the case of the visual systems that deal with motion, first there is the 
power to process vast amounts of information in parallel. For example, one can 
immediately apprehend the complex changing patterns etched on fields of wheat 
or on the ocean by the wind. We easily process the complex motions of individ
ual bees in a swarm. We guide our own locomotion using complicated patterns of 
fiowing motion. 

In actdition to simply carrying large amounts of information, visual motion can 
serve operational neects of the interface. Motion is a very powerlul visual group
ing agent that can cement multitudes of diverse elements into perceptible units. 
The swarm of bees stands out from the forest behind. And elements of perceptual 
groups can readily be regrouped by motion into new configurations. 

Motion is a powerlul attractor of attention which can allow quick and flexible 
cueing of what to perceive next, of what to react to and when to react It is a pur
veyor of timing and an excellent teacher and historian of sequences of events and 
actions. 

Visual motion is processed in many cases better in the periphery of vision than 
are other variables. This often allows redistributions of much of a task's informa
tion over a broader visual area, leaving the fovea free to perfarm the many tasles 
that only it can do. The periphery of vision can holdrosters of en ti ties or of infor
mation that can direct awareness without requiring eye movements. 

Motion can convey information about hidden variables such as relative mass 
that can be readily perceived when translated into motion, for example into a col
lision of two objects on the screen in which the lighter of the two rebounds more 
vigorously or is deflected more, or into the erratic wobbling of a ball that is 
heavy on one side. 

Motion can be an aid to motivation in that it is often seductively addictive. 
Humans and other animals spontaneously watch rnaving configurations such as 
screen sa vers and goldfish, and they may interact almast compulsively with rnav
ing targets, as in video games or with animated cursors. 

3 Transforming Educational Variables to Visual Motion 

In genera!, any nuance of human perceptual experience can be transformed into 
any ether. Accordingly, in the educational milieu, information can be trans
formed into nuances of the motions of single elements, into motion of fields of 
elements, and into modulations of the relative motionsof the visual elements that 
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make up the fields. 
The initia! difficulty is in discovering which aspects of the educational task 

should be transformed to which perceptual variables. The most certain path to a 
useful salution is to simply try out the sensory re-mappings from the educational 
setting to the world of motion that look promising. Consicter a few examples of 
variables in education, then a few variables of motion, and finally some illustra
tive examples. 

Table 1: 

VARIABLES OF 1HEWORLDOF 
EDUCATION MOTION 

Contiguration The Basic Parameters 

Static Quantities The Type of Motion 

Control Information Fields of Motion 

Sequencing The Timing of Motion 

Complex Quantities Personality of Motion 

Complex Arrays Naruralistic Motion 

Hidden Quantities 

The left-hand column of Table 1 shows one possible breakdown of hypotheti
cal material to be taught. Each of these variables can be transformed into the 
types of visual motion at the right of the table. The task being taught could be 
medical: the management of a diabetic or other patient It might be a skill such as 
the piloting of an airliner, or the batting of a ball; or it could be a set of concepts 
from the calculus. 

Configurationa/ information is often of the utmost importance in education. 
Items in an educational context often should be grouped into specific contigura
tions to facilitate understanding or memorization. But these groupings may 
change throughout a process so grouping them simply by "proximity," putting 
memhers of each group tagether on the screen, may not be practical. Situations 
such as this may occur for example when dealing with groups of symbols or 
numbers such as in the analysis of varianee or in the multiplication of two matri
ces. Also, often items that must be grouped tagether perceptually are widely sep
arated in space, for instanee in the cockpit of an airliner, and ways are needed to 
make them be seen as grouped. 

Proceeding through the table, static quantities appear in nearly every education 
setting, which must be accounted for or portrayed, for exarnple, mass, velocity, 
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intensity, force, amounts of various kinds and geometrical dimensions. 
In many types of education, especially tlle control of systems, information for 

teaching appropriate control needs to be portrayed in tenns of Üle dynamic 
actions and interactions, and of Üle effects of tlle control maneuvers in causing a 
need for further controL In education Ülere is often difficulty in portraying tllese 
complex networks, states and their feedback loops. 

In a similar vein, infonnation about sequencing, information about complex 
quantities, about complex arrays of quantities, and hidden features often is 
required. Each of tllese can be transformed into a type or a combination of the 
types of motion that occur in tlle table. 

In the right-hand side of Üle table, first are the basic parameters of motion 
which include the motion's direction, its location, its velocity and acceleration. 
These simple variables alone can represent most types of perceptual information. 

The type of motion itself can represem perceptual quantities, for instanee the 
way that the motion is constrained: e.g. it may be circular as opposed to triangu
lar, regular vs irregular, periodic, idiosyncratic. 

Motion of visual elements in concert and in depth, perhapsas seen when view
ing a flock of birds, or fish "schooling," appeals very strongly to tlle visual sys
tem and can be used to portray many types of complex sets of data, such as tllat 
obtained in fluid flow. 

Motion in time, for instance, tlle relative times at which two motions begin, or 
their phase, is powerful visually, and can be used to code other perceptuai infor
mation. 

The personality of motion in many cases resonates strongly with our percep
tual mechanisms. For example, a motion can be energetic, calm, gentle, and in 
general of any sart that can be ascribed toa living organism. 

Certain motions seem more "natura!" tllan otllers, subjectively speaking, and 
can entraio the perceptual mechanisms forcefully. One striking example is the 
movement of people. Information about human activity can often be conveyed 
with minimal stimulation; for example, the perceptual nuances of two people 
dancing can be shown quite precisely by smal! lights attached to a few of the 
joints, viewed in the dark. Accordingly, much information from the educational 
setting can be represented to perception as dynamic naturalistic dot-caricatures. 

4 Examples 

As noted it is possible to transfarm any of tlle kinds of information related to tlle 
educational setting, shown in tlle leftof Table 1 into any of the types and nuances 
of motion appearing on the right A subset of these transformations, tlle ones 
related to grouping, will be illustrated. it will be left as an exercise to finish trans
fonning each member of Üle column on the Ie ft to each aspect of motion on the 
right. 

4.1 Using Basic Parameters of Motion to Create Perceived Groups 

If tlle memhers of one group of elements, for example, icons, points on a display 
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or cells in a vector or matrix, move and other members move differently, or are 
stationary, perceptual grouping will usually occur which labels or identilies the 
members of the group, even though they may be widely separated spatially. Per
ception of the shape of the group of elements is also generated. 

For example, in a dynamîc two-dimensional scatter plot, sub-groups will be 
seen if selected elements simply have different veloei ties, directionsof motion or 
accelerate differently. 

4.2 Using Type-of-Motwn for Perceptual Labelling 

In complex problems of perceptual grouping it is possible to indicate overlap
ping or nested groups, for example in a medical school to show epîdemîology as 
related to a number of variables, or to portray risks to health or intellect in aging 
or diabetes. 

Imagine a complex two-dimensional scatter plot of age vs some aspect of life 
history such as amount of smoking. Type-of-motion can provide sub-grouping. 
First, soppose it is desired to indicate gender. Points representing the scores on a 
test of females oscillate sinusoidally, those of rnales asciilate with a saw-tooth 
function. 

Next, the back-and-fonh motions indicating gender are modulated with fast 
oval motions, as in penmanship's "English ovals" to indicate those who drink 
alcohol; a nerveus jitter superimposed on the motion signifies those who use caf
feine, and so fonh. 

4.3 Grouping in Three-dimensional Fieldsof Motion 

Certain types of rnaving two-dimensional pattems produce perceived motion in 
depth. Groups of elements, such as data points or icons, can be forced into differ
ent perceived planes of motion, or into clouds, or into arbitrary complex shapes 
in the third dimensîon by making the movement more and more complex. Also, 
bidden farms and clusters can be discovered in data by producing motion in 
depth that segregates groups that had appeared unitary. Adding a new dimension 
of space to a display "unsticks" local areas that may previously have been 
occluded or have appeared to belang grouped with elements that can now be 
seen to be in fact in front of or behind them. 

There are several farms of three-dimensîonal data structures. Among these are: 
Data on three-dimensional surfaces, tangles and clouds. 

Movement in perfect concert gives perceptual impressions of plane surfaces. If 
the points representing data undergo certain transformations then these planes 
appear to rotate, or to be rotated, in space. Variables of the educational setting 
can in fact be represented the orientations of these surfaces. 

If the visual points move in other ways relative to one another then the plane 
surfaces appear to bend and information can be represented as parameters of this 
bending. 

If points on a two-dimensional visual plane move in still more complex ways 
with relation to one another, then they are nat perceived as being on surfaces any 
more, but break apart perceptually into clouds of data and again, variables of the 
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educational setting can be cast as variables associated with the perceptions of 
these changing clouds. 

Tangles, which can be viewed as cloucts stretched out in time and space, also 
are easy for the visual system to process ifthey are moved. Por example, imagine 
that complex data from a medical patient, or a group of them, is plotted in a 
three-dimensiona1 representation as a cloud--appearing rather like a stationary 
swarm of bees. Further imagine that the situation, and thus the data, change over 
time so the swarm begins to move. Next suppose that this plot of the data is given 
"memory," by using blur patteming (Harrington and Harrington, 1989): each 
bee's trajectory (perhaps the "movement" of a patient in a three-dimensiona1 
space of blood pressure, heart rate and blood sugar) now becomes like a curving 
string in space, and the conglomerate of data is like a tangle of string. Now if this 
tangle is "rotated" slowly the visual system will sort out these tangled trajecto
rles perfectly. 

4.4 Mapping Information onto Variables tbat Normally Change Together: 
Modulating Perceptual Mecbanisms of Surface Formation 

Some transfermalions of information to motion in depth are especially compel
ling in their production of visual groups because they appear to tap basic meeha
nisros of perception that are very specialized for specific natura! tasks, such as 
guiding locomotion or monitoring the movements of another person. Following 
are two example employing natura! groupings from which "data creatures" can 
be made. 

Suppose that it is necessary to monitor and analyze three related variables and 
all of their interactions: Blood sugar, level of insulin and blood pressure. 

These can be mathematically woven into some natural visual entity--here a 
rnaving visual surface, in such a way that their values and their interactions will 
warp the surface in unique ways that are easily-perceived. To do this we trans
farm the variables respectively to three of the variables that dictate the sizes, 
locations, veloei ties, and accelerations of the textural elements that make up the 
surface. These three variables are: 

Divergence. As textural elements in the world, such as those on floors or ceil
ings, move toward us, or we move toward them, they diverge apart optically, as 
the rails of a railraad do. 

Change in Size. As we approach textural elements on a surface they become 
optically larger. 

Change in Velocity. As we approach and pass objects their angular veloeities 
increase--objects on the horizon barely seem to move, then when abreast they go 
past quickly. 

These three variables working in normal synchrony preserve the shapes of 
objects we move among, floors, ceilings, etc. and we see a normal world with 
normal surfaces. We are very fi.nely runed to any aberrations in this world, how
ever. When their complex natura! relationships are disrupted the shapes the brain 
derives are perceptually disrupted too. 

Not only changes in the individual variables, hut also changes in the complex 
forms of their mutual high-order interactions become immediately visible. When 
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a visual array such as this is set in motion and warped by changing one of the 
parameters the perceptual impact is as strong as if one were witnessing a travel
ling wave in the si de of a building or in the pavemenL Perceptualleverage is high 
in that small changes of the variables can cause large changes of the percepts. 

4.5 Motion, Stereopsis and Self-Stereopsis in Perceptual Grouping 

Figure 1. 
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Grouping of subsers of data can be forced by motion in self-stereopsis. Fig 1. is 
a self-stereoptic display. Crossing, or diverging the eyes in such a manner that 
the two solid 'Q's fuse into three wil! cause mostobservers to see the paper dis
appear and in its place will be seen a three-dimensional surface, completely con
vincing, not distinguishable from a real three-dimensional surface, unlike the 
usual three-dimensional surfaces drawn for example by programs for data analy
sis. 

IfFig. 1 is xeroxed onto a transparency which is then registered perfectly over 
the original figure, or over a paper xerox copy of it., and is then moved, two sur
faces will be perceived in depth one cutring through the other. 

Using this method, groups of data can be segregated. In addition, although it is 
not possible to illustrate without a computerized display or other moving media, 
the visual elements that make up Fig. I can be made to "flow" over the respective 
intersecring surfaces, and the surfaces themselves can be made to undulate as 
"hills" flow under them, Iike cars walking under textured blankets. Information 
then can be transformed into subtieties of the ftowing. This blended confluent 
auto-stereogram is a complex combination of grouping-by-motion, discussed in 
Section 4.3, and the blended auto-stereogram just discussed. 

S Condusion 

Hopefully, these examples provide the seeds of creativity for the reader to freely 
explore the multitude of visual transformations from educational settings to the 
world of perceptual motion. These are but a few exarnples where sensory data 
that the brain does not deal with wel! can be transformeel to sensory realms 
where it is highly effective. The best perceptual re-mapping, of course, depends 
on the specific situation, on the medium, and on other aspecrs of the specific con
text. Which mapping is chosen will depend primarily on the intuition of the 
designer, based on preliminary experimentation, hardware, esthetic consider
ations and on the many trade-offs that every educational setting has. 
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Abstract. K.nowledge of vis u al perception is needed to display text and grapbics in 
an effective and efficient way. This paper therefore describes the visual processes 
involved in reading and the effects of typography, spatiallayout and text colours on 
legibility. Some information is given on graphics, as an alternative for text and as the 
main constituent of graphical user interfaces. 
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1 Introduetion 
The dominant role of vision in daily life also applies in information technology: the 
visual display of output from computers and other information processing equip
ment far outweighs the use of other modalities. The user interface generally cam
prises a visual display, and perceiving the information presented there is an 
important part of any task of the user. Good user interfaces therefore must possess 
good visual displays, i.e. ones that are effective and can be used efficiently, also in 
the long run. The designer of such effective and efficient visual displays, be it for 
use by professionals or the general public, therefore neects to know the laws ofvisual 
perception. This paper aims to provide a start for the acquisition of that knowledge, 
as well as guidance for further study, to result in the proper presentation of alphanu
merical as well as pictorial material on visual displays. 

2 Alphanumeric Text 

2.1 Reading Symbols, Words and Codes 

The majority of the information on visual displays consists of letters, digits, punctu
ation marks and some special symbols, that all need to be read by the user. The laws 
that govem tbe reading process partly have to do with visual factors, partly with lin
guistic factors and partly with cognitive ones. We will confine ourselves here mainly 
to the visual factors because they are the ones influenced by the display. 
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2.2 Reading and Visual Search 

Reading starts with searching. In most reading tasks, the reader does notwant to read 
all symbols that are presented; in fact he or she aften wants to read as little as possi
ble, for instanee when a dictionary or a telephone directory are consulted. So the 
reader' s eyes hunt for the information of interest - a hunt that may be facilitated or 
hindered by the way the text is put on the display - by its layout, its contrastand col
ours and its typography. Headings as arealso used in this book, for example, are a 
very effective means of erganizing a text and thus helping the visual search process 
- provided that the headings stand out from the other text through the use of capitals 
or bo1d face, and/or through surrounding a heading with empty space. By such meas
ures, the heading is given a certain degree of conspicuity (Engel, 1980). 

2.3 The Visual Reading Process 

During normal reading of continuous text the eyes do not move along the lines 
smoothly, but in a series of rapid movemems, the so-cal1ed saccades, alternared with 
fixation pauses in which theeyes are focussed on successive points of the text lines. 
The saccades in the forward direction are typically 8 x 4letter positions long and the 
fixation pauses lastabout 250 ms (Roufs and Bouma, 1980). In these pauses the text 
characters are imaged on the central parts of the retinas of both eyes. Then recogni
tion of the text takes place in the visual reading field, being 10-20 letter positions 
(Bouma, 1980). Both letter recognition and word contour recognition occur simul
taneously,leading to word recognition (Bouwhuis, 1979). Word contour recognition 
is aided by the presence of aseenders and deseenders in lower-case letters, since 
these lend a characteristic contour to a word - therefore, text made up of mixed !ow
er- and upper case is easier to read than text in upper case ( capitals) only. If the over
alllegibility of a text is low, for instanee because the luminanee contrast between the 
characters and their background is low, readers may confuse a word with another 
one which has the same contour, but one or more different letters (Bouma, 1973). 
1bis tendency may be reduced by choosing character configurations that are distinct; 
for instanee a lel that has a large opening, to avoid confusion with lol or lel (Bouma 
and Van Rens, 1971). 

Legibility has been defined by Tinker (1964) and refers to the visual properties of 
a text. 1bis in distinction to a text' s readability, which has been defined by Klare 
( 1969) as referring to its linguistic properties, and determining the comprehension 
of a text after it has been visually recognized. Linguistic properties include stylistic 
factors such as sentence length, type of vocabulary used, etc. 

At the end of a line theeyes have to go to the beginning of the next line, and fixate 
approximately there. Such eye movements are backward saccades; the ones just de
scribed may be called normal back:ward saccades. Other backward saccades, with a 
much smaller size, may occur within a text line if something there is not recognized 
or understood properly, because of a legibility or readabîlity that is too Iow. Such 
smal! backward saccades cannot be called abnormal, but should occur only rarely. 
The normal, or regular backward saccades have to be directed rather accurately, to 
prevent a fixation at the beginning of a too Iow or too high text line. This required 
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accuracy is relatively more imponant for small angles between backward saccades 
and the direction of the tex.t lines. This is the reasen for the reduced legibility of 
tightly-packed text, which has short inter-line distances compared with the line 
lengths. 

2.4 Legibility and Typography 

In the two previous sections, 2.2 and 2.3, several aspectsof typography we re already 
mentioned: upper or lower case, different type faces such as bold or italics, and dif
ferent character configurations i.e. type fonts. In principle there is no difference be
tween the requirements on typography for paper or for visual displays. Indeed high
resolution displays have typograpbic capabilities comparable to paper and the eer
responding possibilities to use different fonts of high legibility, in normal, bold or 
italics type and of course with both upper and lower case. However, medium- or 
low-resolution displays have a more limited typograpbic repertory, with rather 
coarse characters, typically in a 5 x 7 dot matrix. The design of character sets with 
optimallegibility within such severe constraints requires an analysis of the relevant 
character aspects. Such an analysis was done by Bouma and Leopold (1969) leading 
to requirements for three such aspects: 

1. Acceptability. Configuraüons of characters should be chosen so as to yield a 
high acceptability, i.e. high degree of correspondence between the dot matrix 
contiguration of, for instance, a letter and the intemal image of this letter that 
people have. 

2. Detail identifiability. The details of ebaraceers should stand out from their 
background clearly. This is especially important for inner details, such as the 
horizontal stroke of the lower case lel. 

3. lndividuality, or discriminability. The chosen configurations for similar sym
bols, such as lel and lol, or /nl and /hl should yield a high discriminability of 
these symbols, especially if they need to be recognized on their own strength, 
as in codes, without the support of the redundancy of normallanguage. 

~yyy 
acceptability 

identifiability 

Fig. 1. Two examples of a conflict between acceptabilüy and identifiability (from Bouma 
and Leopold, 1969). 
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One of the challenges of designing these coarse characters is that the requirements 
for acceptability and individuality may be in conflict with each other. This is shown 
in Fig. 1 fortheupper case characters fMJ and !YI from Bouma and Leopold's re
search (1969). Not too many graphical designers have taken up this challenge: in fact 
the very requirement of individuality is somewhat in conflict with a basic principle 
for the design of a particular font as applied by most graphical designers: a certain 
degree of commonality between the configurations for the letters from a particular 
alphabet, so as to carry îts specificity. Still, in some instauces graphical designers al
ready in the early days of matrix characters for displays created those fonts (Crouwel 
and Dirken, 1973; Unger, 1977), but by and large the field was long !eft to engineers. 
Ergonomists then pointed out the necessity to evaluate the legibility of matrix char
acters, in order to choose the best configurations (Vartabedian, 1973; Huddleston, 
1974; Maddox, Burnett and Gutmann, 1977; Snyder and Maddox, 1980). 

ll 
~ 

Rlil;J~I 
•t~·ll E: .. 

~~~ 
~ 

I 

Fig. 2. The basic set of IPO-Normal 12 x 10 dot matrix eh araeters ( copyrighted). The com
plete IPO-Normal set is protected under the rules ofthe International Design Registration ef
fected under the Geneva Protocol of 1975. 

Indeed visual displays may be used in conditions where legibility is especially crit
icaL The affected legibility factor is luminanee contrast: it typically is lower for vis
ual displays than for printed paper, because of reflection on the glass front of the 
display. Another affected tegibility factor is viewing distance: in videotex applica-
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tions such as Teletext it commonly is twice as large, or more, as the viewing distance 
recommended for the character size applied (Van Cott and Kinkade, 1972). A spe
cial character set was therefore designed for Teletext decoders, and extensi vely test
ed as to its discriminability (Van Nes, 1986b ). This set, shown in Fig. 2, was 
designed within a matrix of 12 x 10 elements (horizontal x vertical, including inter
eharaeter and inter-line gaps). One of the features of this IPO-Normal character set 
is that the vertical numeral strokes are 1.5 times as wide as the verticalletter strokes, 
to facilitate the distinction between similar numeral-capital pairs such as /5/ and IS, 
/8/ and /B/, and, especially, /0/ and /0/. 

2.5 Legibility and Layout 

2.5.1 Line Lengthand Line Spacing 

As was explained in sec ti on 2.3, legibility is reduced if the space between successive 
lines is smal! compared totheir length, because of the then required small angle, with 
a smal! tolerance, between backward saccades and text lines. A minimum value of 
0.033 has been recommended for the inter-line space/line length ratio {Bouma, 
1980). If this ratio is computed for consecutive text lînes in videotex systems such 
as Teletext, a value of 0.035 is found. In other words, the legibility of a regular vid
eotex page is only moderate- as indeed may be observed in practice. Possible meas
ures to increase this legibility are an increase of the inter-line spaces, which may be 
achieved by only filling alternate videotex lines with characters, or a reduction of the 
actual text line length, for instanee by only putting 20 characters on one line, instead 
of the maximum 40. Both measures willof course halve the text-carrying capacity 
of the page; but if two narrow columns of text are employed, as in a newspaper, the 
original capacity is almost reached again (Van Nes, 1986a). 

2.5.2 Spatial Text Grouping 

Even with long text lines at a short distance legibility may be influenced positîvely 
by the editor of the text: through sparial text grouping by the insertion of empty lines, 
as in Fig. 3, where the whole text is split up in two paragraphs. This figure also shows 
that lines which are only partially filled, such as the fourth one. tend to improve leg
ibility, because then it is easier for the eyes, i.e. the direction of gaze, to find the start 
of the next text line, in this case the fifth one. 

Spatial grouping is especially important in tables, where it may facilitate search for 
the desired items. Tables are, therefore, generally organized in vertical columns, 
separated by quite a bit of empty space, or by thin verticallines. But a horizontal or
ganization also helps to guide the eye. Good tables should have an empty line be
tween groups of about five filled lines. Figs. 4 and 5 also may be called tables, with 
a horizontal organization. The information that is grouped here refers to programmes 
broadcasted by three radio stations, Hilversum l, Hilversum 2 and Hilversum 3. The 
font used in Fig. 4 is the old-fashioned 6 x 10 dot matrix Teletext font, whereas the 
fom used in Fig. 5 is the cuerent 'IPO-Normal' 12 x 10 dot matrix font {see sectien 
2.4). 
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Fig. 3. The di vision of this text in two paragraphs as we !I as the only partial filling of the fourth 
text line improve legîbility. The font used hereis IPO-Bold: the bold variation of IPO-Normal. 

2.6 Legibility and Colour 

The application of colour in the display of text and graphics has increased very much 
over the last 20 years. This is primarily caused by progress in colour display tech
nology, but also by the inherent attraction of coloured images in genera!. Unfortu
nately, the growth in numbers of colour displays has notbeen paralleled by a similar 
growth of insight in the effects on perception, bothof text and graphics (De Weert, 
1988). Yet the rules for an advantageous use of colour are fairly simple. 

2.6.1 Recognition of Coloured Text 

First of all a coloured text should be seen at all, i.e. be recognized. This recognition 
mainly depends on the lumineus contrast between text characters and background, 
both for bright and dark backgrounds. Colour contrast plays only a smal! role (Bruce 
and Foster, 1982). This is of irnportance in systems such as videotex, that do not 
compensate for the lumineus efficiency differences between the red, green and blue 
phosphors. It means that the eight available 'colours': white, yellow, cyan, green, 
magenta. red, blue and black differ in luminosity and brightness; from high to low 
in this order. On a dark or 'black' background the brighter colours should be used 
for the characters whereas on a bright background the darker colours should be used, 
to provide sufficient luminanee contrast. 
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2.6.2 Accentnation by Colour Difference 

If some characters from a text have another colour than the surrounding characters 
they will be conspicuous (Engel. 1980) and thus may be perceived as being accen
tuated. On low-resolution displays that do notpermit the use of different type faces 
such as boldor italics, colour is one of the few remaining means to accentuate a text 
part. However, colour is so powerfut in this respect that an overemphasis easily oc
curs (Van Nes, 1991). In the coloured version ofFigs. 4 and 5, a moderate emphasis 
bas been Jent to the headings 'Hilversum l, 2 and 3' by their cyan colour, among oth
erwise differently coloured characters. 

Fig. 4. A table with a horizontal organization; the empty lines above 'Hilversum 2' and 'Hil
versum 3 • clearly distinguish the programmes of the radio stations Hilversum I, Hilversum 2 
and Hilversum 3. The font used hereis the old-fashioned 6 x 10 dot matrix. Teletex.t font. In 
order to distinguish the di git zero from the capita! 0, a diamond shape was chosen. 

2.6.3 Coding Te.xt by Colours 

Partsof a text may be coded by giving thema specific colour. Such a code then at
taches a particular meaning to those text parts, in addition to their normal semantic 
meaning. As with all codes, this code must be known to be useful for the reader. lts 
usefulness is diminished if it is not employed consistently in the whole text con
cemed. A (somewhat inconsistent) application of such a code in Teletext systems 
can be seen in The Netherlands and, to a limited extent, in Belgium: cyan, or light 
blue text in a programme guide refers to programmes that are at the moment nor 
available -soit makes no sense to try and select them. 



32 

2.6.4 Associating Text Parts by Colour Grouping 

Text parts or figure fragments with the same colour are perceptually grouped, i.e. 
seen as belonging together. This association mechanism operates more or less auton
omously - at least as long as not too many different colours are present in the text or 
figure, typically three or four, according to Reynolds (1979). The association, or 
grouping effect has been attribmed to the formation of a 'Gestalt' by equally col
oured image parts. These Gestalts are assumed nat to be formed or to break down, if 
too many colours are present in the image (Cahiil and Carter, 1976). An inverse ef
fect may be observed fairly often in practice: parts of a text ( or figure) that have a 
different colour are difflcult to be seen as related. Thls may actually hamper the un
derstanding of a sentence that is displayed in two colours because it is basically per
ceived as two unrelated parts (Van Nes, 1991). 

Fig. 5. The sarne table as shown in Fig. 4, but now with the current IPO-Normal 12 x 10 dot 
matrix font. In lhis fomall nurnerals are bold cornpared to the leners, to facilitate the distinc
tion between. e.g., the dîgit zero and the capital 0. 

3 Grapbics 

3.1 The Choice between Pictures and Words 

Whether to use a picture or text to render visually displayed information depends on 
a variety of issues, from unspecific but very real factors such as avoiding an impres
sion of monotony or dullness to specific ones, for insrance the well-documented su-
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periority of a graph over a table for interprering the relationship between two sets of 
numbers (Obome, 1987). Tullis ( 1988) men ti ons a number of instances that support 
the well-k:nown Chinese proverb: "A picture is worth a thousand words". However, 
the choice certainly also depends on the context of the reader' s task. A recent study 
of how engineers use either graphical representations or text for electronics suggests 
that either graphics or text may be preferred, depending on the accessibility of infor
mation needed while the engineers perferm their tasks (Petre and Green, 1990). 

3.2 Graphical User Interfaces 

Justas is the case with text, nowadays electronic displayscan repcesent graphics (al
most) as wel! as printed paper. In fact such displays, tagether with the underlying 
computing power, may give an extra dimension co graphics. for example animation 
(Tiritoglu and Juola, elsewhere in this volume). In genera!, the advent and success 
of Graphical User Interfaces has spurred an interactive use of graphics and therefore, 
created an increased importance of the percepmal laws goveming the recognition 
and interpretation of graphical images such as 'icons', the smal! representations of 
'windows' when they are in their closed state. In their open or visible state 'win
dows' are berdered screen areas with a specific content. A considerable develop
ment in the u se of graphics may still be expected, possibly through a joint effort of 
various professionals such as cartographers, graphic designers, visual perception ex
perts and cognitive scientists. Such a development is needed because presently the 
abundant use of graphics is k:nown to sametimes distract the user (Billingsley, 1988, 
p. 421 ). One should not forget that the graphical ingenuity as described by Verplank 
(1988), having resulted in the generally praised user interface of the Xerox Star 
(Johnson et al., 1989) may be contrasred by lists of common errors in graphical de
sign as compiled by Wainer (1980) and by the many cases of 'deceptive graphics' 
collected by Tufte (1983, p. 53). Although many practical guidelines exist for the de
sign of good graphics (Tufte, 1983, pp. 91-190) there as yet is no graphical counter
part of the theoretica! foundation for alphanumeric legibility research and 
k:nowledge (Twyman, 1979). 

4 Condusion 
For the best visual displays electronic text may now have nearly the same quality as 
printed text. Consequently, the legibility of electrooie text will soon be the same as 
that of printed text. This does not imply, however, that reading multipage printed 
text such as books can be done with equal ease and speed in the case of multipage 
electrooie text (W right, 1989). On the other hand electronic hooks can be equipped 
with indexing systems that are superior to the passive indexes from books; and in
deed information retrieval from such 'electronic books' has been shown to be supe
rior to information retrieval from a printed book of similar content (Egan et al., 1989; 
Leventhal et al., 1993 ). 
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Abstract. Until recently, the overwhelmingly dominant mode of machine compu
tation has been absoiuteiy deterministic. Neurnl networks provide an alternative ap
proach to computation that is inspired by neurobioiogical principies. These sys
tems can team categones from exampies, and generalize their leaming, such that 
novei exampies can be classified. Correct classification depends on a variety of fac
tors, including the goodness of the sample used for training and the consistency of 
the test item with the statistics of the training set Neural network training proce
dures are more closely related to statistical regression techniques than they are to 
mainstream AI. Analyses of the networks both during and after training show re
mark.able similarities to human leaming, and may give insight to the principies un
derlying human infonnation processing. 

1 Background 

The biological principles that enable higher level cognition are just beginning to be 
understood. While the neurnl components that make up our brain are so much 
slower than the electtonic devices found in computers, they are much more numer
ous, and thus process information in parallel; this massive parallelism gives rise to 
fonns of computation that are very different than those perfonned on electronk 
computers, which process insttuctions one at a time in sequence. Parallel distribut
ed processing has been found to account for several cognitive phenomena (see 
Rumelhart and McClelland; 1986) from perception (e.g., optical illusions) to higher 
levels (e.g.,language and problem solving). 

1.1 Neural Network Fundamentals 

The theory bebind parallel distributed processing borrows its ~ssential concepts 
from neurobiology, but a host of aspects considered vital by neurobioiogists are ig
nored (to the chagrin of many). Of course, no singular description describes all neu
ral netWork models, and so the following description should not be interpreled as a 
strict defmition. A neurnl network is defined as a structure consisting of nodes 
joined by "one-way" conneedons (i.e., a directed graph). Each node receives signals 
along connections that terminate on it, and transmits a signal on connections that it 
originates. The transmitted signa! is a function of the received signals and some in
temal parameters. A small networkis shownon the left ofFigure 1.1, and a gener
al node is shown on the right, where the output is a function of the inputs, s, t, u, 
etc., and some intemal parameters, A, B, C, etc. 
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r = f(s, t, u, ... , A, B, C, ... ) 

s u 

Fig. 1.1. A small neural network (left) and a schematic of one node (right). 

The internal parameters of the nodes are typically weight factors assigned to the 
node's input signals. So in Figure 1.1, the unit might have a response like 
r=As+Bt+Cu. More typically, this weighted sum would be computed and then 
passed into a threshold-like function, like r-=0 if (A s+Bt+Cu}<.O, and r-=1 otherwise. 
Hence each node produces an output value (r) in response to a "stimulus pattem" of 
input values (s, t, u). Information is presented to the network and read from it by 
specifying two subsets of nodes, respectively known as the input and output layers. 
For a given network architecture, the output is ultimately a function of the input 
values (to which the input nodes are assigned), and the weight parameters of all the 
nodes. Thus, proper functioning of a network requires appropriate parameter values. 

Neural network models can be partitioned into those that are trainable (modiftable 
weights), and those that are not (flxed weights). Fixed weights are generally as
signed according to principles that relate to presumed correlations between nodes. 
In these models, each node represents a hypothesis; consistent hypotheses are con
nected by positively weighted connections and inconsistent nodes have negative 
connections, with the weight magnitudes reflecting the degree of correlation (or 
anti-correlation). The notion of correlation motivated an early principle for how the 
strengths of the synapses (the biological"connections"' between neurons) are modi
fled. Hebb's (1949) "neurobiological postulate" has inspired many mathematica! 
approaches to learning in neural networles (e.g., Hopfield, 1982): 

"When an axon of ce/lA is near enough toexcitea cell B andrepeatedly 
or persistently takes part in firing it, some growth process or metabolic 
change takes place in one or both cells such that A's efficiency, as one of 
the cells firing B is increased." 
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The ability to train networles by example has captured the attention of the research 
community. Consider a classification task, for example, in which a population of 
input nodes corresponds to various measurements or observations,like light inten
sities on the retina, or phoneme sequences, and several output nodes that represent 
potential categones to which the input stimulus might belong, like "images of 
trees", or "the word, 'appetite'". Training generally involves the following notion: 
given a set ofknown data pairs, the weight parameters are initialized to random val
ues, and then iteratively modified such that each stimulus in the set produces the 
appropriate response. After this learning procedure, the network has hopefully ab
stracted the relevant features of the input that are used in the classification task. If 
so, the network will respond appropriately to novel stimuli (i.e. data not in the 
tiai.ning set). Thus the procedure is related to the idea of estimating a function from 
a fmite collection of sampled data. Regression, the statistica! tooi for fitting func
tions to data. is reviewed below; as we will see, neural network training is funda
mentally a kind of regression. 

1.2 Regression 

Since the dawn of modem science, researchers dealing with data have recognized the 
need for procedures that can generalize from examples. Regression techniques are 
the most common for this kind of analysis. In broad overview, regression requires 
two steps: [1] Assumption of a (parametrized) functional form that the data will be 
assumed to follow, and (2] optimization of the parameters for the given data. The 
neural network training approach described in this artiele is a kind of iterative re
gression technique, in which the class of functions is inspired by ideas of neuronal 
processing and architecture. 

The example of linear regression is most commonly used, in which we have a set 
of data pairs that are assumed to be be related in a way that is reasonably approxi
mated by a linear relationship. Given the data pairs, the regression technique can be 
used to find the straight line, that comes ciosest to passing through the data points. 
Simple mathematical relationships (linear, exponential, etc.) between measurable 
quantities are very rarely foliowed exactly, but under appropriate conditions, they are 
often close approximations. 

Of course, many data setscan be more closely approximated by functions that are 
nonlinear. In general, the more parameters used to specify a function, the more 
powerlul the regression; that is, the space of possible functions is more extensive. 
However, too many parameters leads to "overfitting" the data. a situation in which 
the known data is precisely fit by a high order function, while a lower order func
tion would generalize better even though it performs imperfectly on the training 
data. This is particularly a problem when the data is imperfect due to errors or im
precise measurements (generally unavoidable). Figure 1.2 showshow a high-order 
function can be fit precisely to data that is roughly linear, but generalize in ways 
that are absurd. Linear regression is predicated on the assumption that the variables 
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x arxi y are linearly related and stipulates a fonnula for the fmd.ing parameters a arrl 
b to fit the general linear relation y = ax + b that most çlosely approxi.mates the 
data. However, if there are more lhan two data points, the regression line will not 
exactly interseet the data points exactly, in genera!. A function wilh more parame· 
terscan fit the data precisely. For example, a polynomial function of order n can 
generally be found to precisely fit n +1 data points. The quality of generalization 
tends to di.minish as n increases (see the dotted lines and arrows in Figure 1.2). 

t t 
Flg 1.2. Four data points (filled circles) are fit approximately by a straight 
line and exectly by a third order polynomial. Subsequent approximations to 
two test values (arrows) by the linear fit (open squares) and the cubic curve 
(filled squares) are not in agreement. 

In certain.cases, like linear functions, the function parameterscan be computed di
rectly from the training data. In the absence of a direct fonnula (which is generally 
the case), an iterative processcan be used. The strategy is tostart with random val
ues for the parameters, which will give a poor fit (barring extreme good fortune). 
Then, a single item (x,y) from the training set is checked against the random curve, 
by computing the .. error", y • w; a,b, •.. ), and lhe parameters a, b, etc. are altered 
to reduce this difference. After repeating this process many times for the entire 
training set, the function will hopefully reach an acceptable approxi.mation to the 
data. and the further hope is, of course, lhat the tunetion will generalize well. This 
general approach of e"or co"ection has been found to be broadly applicable in neu
ral networks and other adaptive systems. However, error correction schemes do not 
always lead to the opti.mal set of parameters. The problem sterns from the gradual 
nature of changing the parameters. Since only small changes are pennitted, the pro
cedure can get stuck in a region of the parameter space where a locally opti.mal 
point is "surrounded" by a neighborhood that gives higher errors for every small 
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change in the parameters, so the parameters cannot change to a more distant region 
where the error may be lower. This effect, known as a "local minimum", is illus
trated in Figure 1.3. 

Fig. 1.3. An error function for a hypothetical one-parameter system. 
An error-correction procedure could get stuck at point A, a local mini
mum, since small changes in x do not reduce the error. Hence better pa
rameter values, like B, will never be found. Note that the success of this 
procedure depends on the choice of the initia! parameter value. 

2 The Perceptron and Learning 

Several techniques for training neural networles have been put forward, most based 
on either regression techniques, or Hebb's postulate, or both. Of these, one has 
emerged as the dominant candidate. The idea was fust sketched by Rosenblatt 
(1961), but he was not able to imptement it The impasse was not overcome until 
the workof Werbos (1974), whose contribution remained unrecognized for over a 
decade, when three papers were independently published that showed how 
Rosenblatt's idea could be implemented and gave hints as to its implications for 
machine learning and cognitive science (Le Cun, 1986; Parker, 1985; Rurnelhart, 
Hinton, and Williams, 1986). 

2.1 Rosenblatt's Perceptron 

A simpte procedure, the "Perceptron Leaming Procedure", to build a neuron-like 
classification device was devised by Rosenblatt (1961). Using this scheme, a linear 
threshold unit is trained to learn a categorization task by example. Here, we assurne 
that there are two kinds of stimulus patterns, those in the category (A), and those 
outside (B). A perceptton unit responds witheither a 0 or a 1; optimal performance 



42 

on the task corresponds to responding with a 1 to all the pattems in A, and with a 0 
to those in B. The perceptton can only fonn linear boundaries between categones (a 
straight line in a 2 dimensional space, a flat plane in 3-D, etc.), hence they can only 
fonn categones that are linearly separable (see Figure 2.1). 

11 11 
11 

Fig. 2.1. Linear separability is a necessary condition for the success of 
perceptton leaming. The axes represent input activations on the two input 
lines, each point corresponds to a possible input pattern. The shapes con
note category membership. Here, the circle category is separable from the 
set of squares, but not from the triangles. 

The Perceptton Leaming Procedure is an error correction procedure applied to a 
linear threshold unit; that is, unit which responds r=O if x<9, and r=l if r~e. where 
x is the weighted sum of the inputs. The weights and the threshold e are parnme
ters initialized to random values and subsequently optimized by the learning proce
dure. The algonthm can be conceptualized visually since the weights and thresholds 
detennine a boundary in the pattem space. The error is reduced by selecting data 
points randomly and checking the correct class against the unit's response. If the 
point is classified correctly, there is no error and hence no change to the parameters; 
however, if the unit has misclassified the point, the parameters are changed such 
that the line moves a fixed distance in a direction towards the point. Thus if the 
line was sufficiently close to the point, it will cross, and become correctly classi
fied; otherwise, it just moves closer to the correct category (see Figure 2.2). Note 
that when a particular pattem induces change it never moves from a correct category 
to an incorrect category, however this fate may befall another pattem in the training 
set. In spite of this, after many repetitions of the entire training set, the unit is 
guaranteed to settie in the solution state (assuming the categones were linearly sep
arable). 
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Fig. 2.2. The perceplron leaming procedure is visualized at three stages. 
Initially, two items are misclassified. Presentation of one misclassified 
item, the dark circle, induces a change in the parameters, such that it is cor
rectly classified (intermediate boundary). The second mîsclassified item 
(the dark square) changes the parameters such that all points are corrctly 
classified, so the algorithm stops. 

2.2 Tbe Multilayered Perceptron 

Unfortunately, linear separability is a very harsh restriction, since it does not in
clude most task:s of interest. Rosenblatt proposed using multiple layers, since such 
a network can handle problems of arbitrary complexity (see Figure 2.3). All units 
in the network are linear threshold units (in the figure, all Wonnation flow is up
ward). He showed that there exists a mapping from the input to the bidden layer 
that will render any classification task linearly separable in the bidden unit space, at 
least if the original inputs are binary valued. However, the solution may require the 
introduetion of extra parameters (in this case, extra bidden units), and can have an 
ad verse effect on generalization. 

Output Layer 

Hielden Layer 

Input Layer 

Fig 2.3. A multilayered perceptron consists of at least two layers of 
weights. So-called "hidden" units lie between the input and output layers. 
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The effectiveness of the intermediale layer is nicely illustrated by exclusive or 
(XOR), the simplest boolean task that is not linearly separable (see Figure 2.4). A 
multilayered perceptton can compute XOR using two bidden units, where one hid
den unit computes X OR Y, and the other computes X AND Y (see Figure 2.5). 

OR 

0 0 0 
0 1 1 
1 0 1 
1 1 1 

AND 

0 0 
0 1 
1 0 
1 1 

0 
0 
0 
1 

XOR 

0 0 0 
0 1 1 
1 0 1 
1 1 0 

Fig 2.4. Boolean tasks are shown with standard truth tables and plotted 
on the X-Y plane. Each combination of X and Y is a corner of the unit 
square. Gray indicates a truth value of 1, and white corresponds to 0. The 
diagonallines indicate where a linear category boundary could be placed. 

A 0 0 
8 0 1 
c 1 0 
D 1 1 

0 0 0 
1 0 1 
1 0 1 
1 1 0 

XOR 

B,C 

Fig 2.5. A network with linear threshold units can compute functions 
that the individual units cannot compute. The input representation (X-Y) is 
not linearly separable, whereas, the intermediate representation (JV -Z) is. 

While Rosenblatt was on the right track, he was unable to devise a method by 
which such a networlc could be trained by example. The impasse was finally 
breached with the wor:lc ofWerbos (1974), and was rediscovercd about 12 years later 
by three research groups workiflg independendy (Le Cun, 1986; Parlcer, 1985; 
Rumelhart, Hinton, and Williams, 1986). By using units that were not quite 
threshold units, they were able to derive an error-correction procedure for training 
multilayered perceptrons, that has generally come to be known as the technique of 
backward propagation of error, or .. backprop". 
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3 Discussion 

Most cognitive models that use neural networks, especially those using backprop, 
make a loud disclaimer that the units do not correspond to biological neurons, and 
emphasize that they do not mean to assert that backprop is neurally plausible. 
Neurobiologists agree that these models are a far cry from the real brain. 
Nevertheless, these models feel much closer to the biological substrate than previ
ous models, and have given successful accounts of many cognitive phenomena, 
with unprecedented detail. 

But certain aspects of neural computation captured by network models provide 
psychologists with new tools for descrihing and conceptualizing cognitive phenom
ena For example, the following lesson of the multilayer perceptron may give new 
insight to the nature of biological computation: neural systems compute functions 
far more complex than is possible for individual neW"Ons, by gradually transforming 
the representation space, layer by layer, reducing the complexity of the computation 
to be performed with each step; then, at the penultimate stage, there is a representa
tion that renders the task computable for the individual neurons at the output level. 

Studies of neuronal response at the intermediate stages of the systems of animals 
have shown correspondences with model systems trained by backpropagation (e.g. 
Zipser and Andersen, 1988). Zipser and Andersen stress that intheir simulation of 
postenor parietal neurons in monkey cortex, they are making claims about the com
putations performed by the system after training, but expressly not about the train
ing procedure itself (backprop): "That the back-propagation method appears to dis
cover the same algorithm that is used by the brain in no way implies that back 
propagation (sic) is actually used by the brain". 

Analyses of intermediale representations across several. stages may have implica
tions for processes invalving manipulation of concepts, such as analogical reason
ing, and may shed light on controversies invalving competing theories for mental 
representations, including the symbolic vs. subsymbolic debate in AI, the imagery 
vs. propositional debate in cognitive neW"Oscience, and the temporal vs. sparial de
bate in spatial knowledge acquisition. 

Over the last 10 years or so, neural network models have had an increasingly 
pervasive impact on our understanding of human information processing, and hold 
the hope (if not the promise) of explaining cognitive processes in a biological (or 
pseudobiological) framework. One of the most compelling features of this ap
proach is its intrinsic capacity to describe and simulate 1earning phenomena, which 
in turn reveal more about the end product of the learning process: the mind. 
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Abstract A recent trend within cognitive psychology has been the move 
away from the depietion of hu man reasoning as errorful and prone to bias 
and towards more appropriate probabilistic models of the behavioural 
data. This paper reviews this trend in three areas - pro babilistic reasoning, 
causa! reasoning and hypothesis testing - and discusses some possible 
implications for user modeHing in man-machine communication. 
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1 Introduetion 

U ntil recently the psychological study of reasoning has been interpreted to reveal 
that untutored human reasoners fall far short of the standards of rationality 
provided by nonnative theories. In Iabaratory tasks normal adults appear to 
reveal a variety of apparently irrational and systematic biases from the 
prescriptions of logic and rnathematics (see, Evans, 1989, or Evans, Newstead & 
Byrne, 1993, for overviews). Theoretica! responses to these findings have 
included appeal to short cut processing strategies, i.e., heuristics, and the use of 
special representational formats, i.e., mental models. Over the last few years, 
however, it has become clear that many of the tasks taken to reveal biases are 
susceptible to more rational interpretations. lt seems that the wrong logico
mathematical frameworks may have been taken to define rational behaviour in 
these tasks and that subjects may use probabilistic strategies that are wholly 
consistent with mathematica! probability theory. 

An awareness of these developments may be important to user modeHing in 
man-machine communication. According to Norman and Draper (1986), in 
designing profitable human-computer interactions it is important that a task be 
"presented so that it matches human skills." The skilis to be matebed invariably 
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involve some element of reasoning. Hence in constructing methodologies for 
interacting with computers a minimal requirement may be an understanding of 
how people reason. Moreover, on briefly scanning the contentsof some recent 
edited collections in this area we were struck by how many made appeal to the 
theoretica) constrocts - such as heuristics and mental models - that have become 
popular as aresult of work on biases in human reasoning. To the extent that the 
invocation of such constrocts is being re-thought in the cqgnitive psychology of 
reasoning, a similar re-evaluation may be necessary in the area of man-machine 
communication. 

In this chapter we discuss three areas where a probabilistic re-interpretation 
has been successful: probabilistic reasoning, causa) reasoning, and hypothesis 
testing. We first introduceeach area, outlining the principle tasks used. We then 
discuss the new probabilistic accounts of these data due, in the case of 
probabilistic reasoning, to Bimbaum (1983) and Gigerenzer and Murray (1987), 
in the case of causa) reasoning, to Cheng and Novick ( 1990), and in the case of 
hypothesis testing, to Oaksford and Chater (Oaksford & Chater, 1993). 

2 Biases in Human Reasoning 

2.1 Probabilistic Reasoning and Base Rate Neglect 

Perhaps one of the most well known examples of bias in the reasoning Iiterature 
concerns Kahneman and Tversky's (1972) demonstration that subjects tend to 
ignore base rate information. We illustrate this using Tversky and Kahneman's 
(1980) cabs problem. Subjects were provided with the following information: 

A cab was involved in a hit-and-run accident at night. Two cab companies, the 
Green and the Blue, operate in the city. You are give the following data: 

(i) 85% of the cabs in the city are Green and 15% are Blue 
(ii) A wimess identified the cab as a Blue cab. The court tested his ability to 

identify cabs under appropriate visibility conditions. When presented with a 
sample of cabs (half of which were Blue and half of which were Green) the 
witness made correct identifications in 80% of the cases and erred in 20% of the 
cases. 

Quesrion: What is the probability that the cab involved in the accident was 
Blue rather than Green. 

In terms of Bayes' theorem the probability of the cab being blue given the 
witnesses testimony (P(Bluei"Blue")) is, 

P(Bluel" Blue") = P(" Blue"l Blue)P(Blue) 
P(" Blue") 

That is the Iikelihood that the witness correctly identifies the cab 
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(P("Blue"IBlue)) times the ratio of the base rates of Blue cabs in the city and the 
witness giving the evidence "Blue." The probability P("Blue") can be calculated 
by conditioning on the probabilities of the cab being Green or Blue (since these 
are exhaustive and mutually exclusive events), so, 

PC' Blue") P('' Blue"IBlue)P(Blue) + P(" Blue"IGreen)P(Green) 

The Cabs problem therefore provides all the information needed to deploy Bayes' 
theorem to calculate the probability that it was indeed a Blue cab that was 
involved in the hit-and-run accident: 

P(Bluei"Blue")= 0·80xO.l5 =0.41 
0.80x 0.15 + 0.20 x 0.85 

However, most undergraduate student subjects report the probability of the cab 
being Blue as around 0.80 (this was the median response and the most frequent 
response). This concurs with the likelibood that the witness correctly identifies 
the cab, i.e., 0.80. Tversky and Kahneman therefore concluded that their subjects 
negleer base rate information in calculating posterior probabilities. 

2.2 Bias in Causa! Attributions 

Another area where bias has been commonly observed is causa! attribution in 
social psychology. We illustrate these biases by reference to Kelley's (1967) 
ANOV A model which represents the attribution process as relying on the 
principle of co-variation embodied in the analysis of variance. The analysis of 
varianee is of course typically regardedas a normative inductive procedure. 

The co-variation principle states that for an event C to be viewed as the 
cause of event E, E must occur when C does and when C does not occur neither 
should E. Kelley proposed three dimensions in the anribution of the cause of an 
event. The cause could be due to persons (P), stimuli (S) or times (T). Three 
informational variables contribute to "who, what or when" gets the blarne, these 
are: 

Consensus between P's responsetoS and other's responsetoS at T. 
Distinctiveness of P's response to S from P's response to other stimuli at T. 
Consistency of P's response to S at T with P's responses to S at other Ts. 

Only distincti veness is directly proportional to covariation. So high 
distinctiveness corresponds to a high covariation between S and the response, i.e., 
high distinctiveness means the response rarely occurs in the absence of S. This 
contrasts with, for example, consensus information, where high consensus 
corresponds to a low covariation between P and the response, i.e., lots of other 
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Fig. 1. The four cards in the abstract version of Wason's selection tasJe. 

people also make this response. It is then a trivia! corollary of the model that the 
following patterns of high or low consensus, distinctiveness or consistency 
information (in that order) should lead to the indicated attributions: LLH = 
Person, HHH =Stimulus, HLL =Time. However, while there has been some 
good general agreement between model and data, some systematic biases have 
also been observed. 

I concentrale on two of these biases. First, it has been found that 
consensus information is underused particularly in determining person (P) 
attributions. Reeall that low consensus means that there is a high covariation 
between that person and the response, i.e., the response is rarely observed 
without this person being involved. Consensus information should therefore be 
important in determining person attributions. However, McArthur (1972) found 
that consensus information accounts for only 6% of the varianee in person 
attributions and only 3% of the total varianee in causa! attributions. Second, 
there would appear to be a strong bias towards person attributions as opposed to 
stimulus or time attributions. In McArthur's (1972) results (noted by Jaspars et 
aL., 1983), 82% of subjects made person attributions when P covaried with the 
response, as opposed to 62% who made stimulus attributions when S covaried 
with the response, and 33% whomade time attributions when T covaried with the 
response. 

2.3 Hypothesis Testing 

Perhaps the most notorious area where biases have emerged in the reasoning 
literature concerns human hypothesis testing and in particular work carried out 
using Wason's (1966, 1968) selection task. Wason's task, which is probably the 
most replicated taskin cognitive psychology, requires subjects to assess whether 
some evidence is relevant to the truthor falsity of a conditional rule of the form if 
p then q, where by convention "p" stands for the antecedent clause of the 
conditional and "q" for the consequent clause. Subjects are presented with four 
cards each ha ving a number on one si de and a letter on the other ( see Figure I). 
The subjects are also given a rule, e.g., if there is a vowel on one side (p ), then 
there is an even number on the other side (q). The four cards show an "A"(p 
card), a "K"(not-p card), a "2"(q card) and a "?"(nor-q card). By convention 
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these are labelled the p card, the not-p card, the q card, and the not-q card 
respectively. Subjects havetoselect those cards they must turn over to deterrnine 
whether the rule is true or false. Typ ie al results were: p and q cards ( 46% ); p 
card only (33%), p, q and not-q cards (7%), p and not-q cards (4%) (Johnson
Laird & Wason, 1970). 

The nonnative theory of the selection task was derived from standard 
logic and Pop per' s ( 1959) account of falsification. Popper argued that a scientific 
law can not be shown to be true because it is a1ways possible that the next 
instanee of the law observed will be falsifying. However, one can be Iogically 
certain that a law is false by uncovering a single counter-example. Furtherrnore, 
this means that scientific reasoning is fundamentally deductive in character -
what must be established is a logica) contractietion between putative laws and 
observation. Hence Iooking for false (p and not-q) instances should be the goal 
of scientific inquiry. However, in the selection task subjects typically select cards 
that could confirm the rule, i.e., the p and q cards. 

Confirmatien bias, however, does not adequately account for the data on 
the selection task. Evans and Lynch (1973) showed that when negations are 
varied between antecedent and consequent of a rule subjects reveal a bias 
towards selecting those cards that are named in the rules, ignoring the negations. 
For example, take the rule "if there is not an A on one side, then there is not a 2 
on the other side", and the four cards showing an "A", a "K", a "2" and a "7". 
The matching response would be to select the A and the 2 cards. In contrast 
according to confirmatien the K and the 7 card should be selected and for 
fa1sification the K and the 2 card should be selected. Evans and Lynch (1973) 
refer to this phenomenon as matching bias. Matching cou1d also account for the 
data from the standard affinnative selection task (see above) where no negations 
are employed in the task rules. This is because the matching and confirmatien 
strategies coincide on the selections they predict for the affirrnative rule, i.e., the 
A and the 2 cards. Thus subjects behaviour on the selection task may not reveal 
any hypothesis testing strategy at all! 

3 Interlude 

Having summarised three areas where biases have typically been observed in 
human reasoning we now turn to how these "biases" are being reconci1ed with 
nonnative theory by the adoption of more appropriate nonnative models based 
largely on probabi1ity theory. It is interesting to first note that there were always 
three possible reactions to the observation of biases (Thagard, 1988, p. 123): 

I. People are dumb. They simply fail to follow the nonnatively appropriate 
inferential rules. 
2. Psychologists are dumb. They have failed to take into account all the variables 
affecting human inferences, and once all the factors are taken in to account it 
should be possible to show that people are in fact following appropriate rules. 
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d' 

P(False alarm) 

Say ..,.. f3 ..,_ Say 
"Green" "Blue" 

Fig. 2. Signa! deleetion theory. (i) Area in "Blue" dis tribution to the right of 13 = P( hir); 

area in the "Green" distribution to the right of 13 = P(Jalse alarm). (ii) The Receiver 
Operating Curve (ROC) 

3. Logicians [Mathematicians, my insertion/ are dumb. They are assessing the 
inferential behaviour of human thinkers againsl the wrong set of norrnative 
standards. 

Psychologists seem to have largeiy opted for I and explained why in terms of 
cognitive limitations. Our preferenee is go after 2 and 3 However, our target in 
this paper is mainly 3 and we will only briefly touch on work pursuing 2 when 
we discuss Cheng and Novick's account of biases in causa! attribution. (For work 
pursuing 2, see, e.g., Beyth-Marom, 1982; Gigerenzer, Heli & Blank, 1988; 
Oaksford & Stenning, 1992.)1 

4 The Probabilistic Retreat from Biases 

4.1 Probabilistic Reasoning and Base Rate NeglecL 

Bimbaum (1983) has shown that the cabs problem of Tversky and Kahneman 
( 1980) can be reeast in the language of Signa) Detection Theory (SDT) which is 
basedon Neyman and Pearson's statistics. He shows that when this is done the 
resulting model concurs with Tversky and Kahneman's (1980) data. 

SDT represents the discrimination problem in terms of two partially 
overlapping normal distributions along which a decision boundary or criterion 
(/3) may be specified (see Figure 2(i)). The discriminability of the two 
distributions is determined by the separation between their mean (peak) values, 
this is d' which is measured in z-score units. In the case of the cabs problem one 
of the distributions corresponds to Green and the other to Blue. The eye 
witnesses testimony defines a hit rate (80%) and a false alarm rate (20%) from 

l lt is worth noting that Logicians/Mathematicians do not always see their work as 
directly applicable 10 these data in the ways thal psychologists would wish. Hence often it 
is simply the wrong theory that psychologists have "adopted." 
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which d' can be calculated. In this case it equals 1.68. Given one point, a whole 
ROC curve is defined which corresponds to a plot of pairs of false alarm rates 
and hit rates for a single d' as the criterion f3 is varied (see Figure 2(ii)). The 
standard psychophysical procedure for platting an ROC curve is to vary the base 
rates of the distributions (Green and Blue) thereby moving the criterion to obtain 
another false alarm ratelhit rate pair. The critica) observation in accounting for 
the cabs problem is that the base rates in the court's test (50%-50%) were 
different from the night when the witness saw the accident (85%-15% ). He nee 
the witnesses criterion wiJl have been set differently on the night of the accident 
in comparison to when the test was conducted. However, the lighting conditions 
were carefully mimicked in the test so it can be assumed that d' remains the 
same. 

What is the effect of allering the base rates? The problem is that SDT 
does not specify where the criterion is to be placed when the base rates change. 
However, Birnbaum assumes that witnesses set their criterion to minimise 
incorrect testimony in the knowledge that there are 15% Blue cabs. This leads to 
a hit rate of 0.302 and a false alarm rate of 0.698. If these values are then 
translated back in to likelihoods and used in Bayes' theorem, a value of 0.82 is 
returned for the postenor probability that the cab was indeed blue given the 
witnesses testimony. This is remarkably close to the 0.80 actually observed in 
Tversky and Kahneman ( 1980). 

As Gigerenzer and Murray (1987) point out this analysis depends on 
attending to bases rates not neglecting them. They also observe that just by 
taking Tversky and Kahneman's own proposals seriously with respect to which 
base rates should be used can lead to the observed data. Subjects may regard the 
base rates in the city as irrelevant seeking inslead base rates of cabs in accidents. 
In the absence of relevant information to the contrary, they may assume that the 
Green and Blue cabs are equally Iikely to be involved in an accident, i.e., the 
relevant base rates are 50%-50%. Assuming these base rates, the posterior 
probability that the cab was indeed blue given the witnesses testimony is 0.80! In 
sum, it seems that the condusion of a bias towards base rate neglect may have 
been premature. 

This account of the cabs problem has probably not been influential 
because (i) of its isolation in a sea of data apparently supporting the existence of 
biases and (ii) the corresponding Jack of promising normative analyses of these 
data. However, such analyses are now increasing in number as the next two more 
recent examples demonstrate. 

4.2 Bias in Causal Attributions 

Cheng and Novick (1990) argue that the problem of causa! attribution can be 
framed in terms of their normative probabilistic contrast model. They show that 
their model prediets the detailed pattem of results on causa! attribution when 
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Fig. 3. Kelley's ANOVA cube for persons (P), stimuli (S) and times (n, showing the 
eight regions of information. 

subjects are provided with complete information. 
Cheng and Novick (1990) note that only incomplete information is 

provided by consensus, distinctiveness and consistency. If we cast the persons, 
stimuli and times dimensions into Kelley' s famous ANOV A cube then each of 
these informational sourees can be treated as specifying information about 
specific regionsof the cube (see Figure 3). 

Figure 3 shows the eight regions of the cube. Consensus information 
provides information about the agreement between person l's response to 
stimulus I at time 1, i.e., it provides in formation about region I of the cube 
(distinctiveness provides information about region 2 and consistency about 
region 3). Consensus does not provide information about the agreement between 
person l's response and others' responses to the other stimuli SM- S1 at other 
times TN-T" i.e., it fails to provide information about regions 4 and 5 of the 
cube. Cheng and Novick (1990) note that the ANOV A uses information in all 
regions to determine main effects and interactions. Hence biases in causa! 
attribution may be due to incomplete information. They therefore used matenals 
that provide the missing information. For example, the following materials were 
used for an LLH problem (see above). 

Jane had Jun washing the dishes on this occasion. 
I. In fact, Jane always has fun doing all chores. 
2. But nobody else ever has fun doing any chores. 

The first sentence provides information about region 0, i.e., there is a positive 
relationship between this person (Jane) on this occasion for this stimulus 
(washing the dishes) and having fun (the response). Clause 2 provides 
information about regions 2, 3 and 5 (+ relalionship) and clause 2 provides 
in formation about regions I, 4, 6 and 7 (- relationship ). 

Cheng and Novick (1990) derive predictions for the detailed patterns of 
attributions (including interactions) using their probabilistic contrast model (for 
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details of this approach, see, Cheng & Novick, 1990). They show that their model 
prediets the detailed pattem of results on causa! attribution when complete 
inforrnation is specified (like the ANOVA complete inforrnation is required for 
their model). Moreover, their data reveal that with complete inforrnation all signs 
of bias evaporate. Taking the bias against using consensus inforrnation, Cheng 
and Novick (1990) found that consensus accounted for 31% of the varianee in 
their data, distinctiveness 33%, and consistency 24%, i.e., no indication of bias 
was observed. Similarly, for the bias towards person attributions they found that 
for the problems where only persons (LLH), stimuli (HHH), or times (HLL) 
covaried with the response the proportion of subjects making the appropriate 
attribution were 75%, 80% and 85%, i.e., no indication of bias was observed. 

Again conclusions of bias have proved to be premature, when complete 
information is provided subjects show no bias against using consensus 
inforrnation or towards making person attributions. Moreover, their behaviour is 
predicted by a nonnative probabilistic model.2 

4.3 Hypothesis Testing 

Oaksford and Chater (1993) show that Wason's selection task can be reeast as a 
problem of optima! data selection that is susceptible to a Bayesian analysis. 
When this is done they show that all the main results on the selection task can be 
derived from their normative model. 

Any problem of deciding what experiment to perform next, or which 
observation is wonh making, is a problem of optima! data selection. Consicter 
assessing the truth of a mundane regularity, such as that eating tripe makes 
people fee! sick: to collect evidence should we ask people who complain that 
they fee! sick, or perhaps those who do not feel sick, whether they have eaten 
tripe; should we investigate people whoare known tripe eaters or tripe avoiders. 
This case is analogous to the selection task: the rule if tripethen feeling sick is of 
the forrn ij p then q, and the various populations which may be investigated 
correspond to the various visible card options, p, not·p, q and not-q. The subject 
must judge which of these people should be questioned concerning either how 
they feel or what they have eaten. 

Oaksford and Chater (1993) suggest that those data points expected to 
provide the greatest information gain should be selected. The inforrnation gain 
given some data is the difference between the uncertainty befare receiving the 
data and the uncertainty ajter receiving the data. Uncertainty is measured using 
the Shannon-Wiener information measure and he nee the in formation gain of a 

2tt could be argued that Cheng and Novick's probabilistic contrast model is redundant if 
it makes the same predictions as the ANOY A. However. (i) their model also accounts for 
other areas of causa! reasoning where bias had been observed, (ii) the computations 
involved in their model are far simpterand therefore more psychologically plausible, (iii) 
a direct indication of facî!itatory or inhibitory causation is provided. 
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data point D may be defined as follows: 

That is the difference between the information contained in the prior probability 
of a hypothesis (H;) and the information contained in the posterior probability of 
that hypothesis given some data D. In calculating the posterior probability 
Oaksford and Chater assume that the hypothesis under test, which indicates a 
dependenee between p and q, is compared to an alternative hypothesis which 
indicates that p and q are independent (the principle of indifference between 
these hypotheses is assumed, so they are both taken to be equally probable, i.e., 
the priors for both are 0.5). 

In the selection task, however, when choosing which data point to 
examine further (that is, which card to turn), the subject does not know what that 
data point will be (that is, what will be the value of the hidden face). However, 
what can be calculated is the expected information gain. lf we assume that there 
are two possible data points that might be observed (in the case of the not-q card, 
for example, corresponding to the hidden face being, say, por not-p), then the 
expected information gain of the not-q card is: 

E(l,(--,q))= IP<H)P(ptl--,q,Hj)l,(p,,--,q) (4) 
,t 

Oaksford and Chater then show that arriving at appropriate probability models 
for the dependenee and independenee hypotheses only involves specifying the 
frequency in the population of the properties described by p and q. They label 
these parameters a and b respectively. With a and b specified all the values 
needed to compute (4) for each card are available. 

In accounting for the selection task Oaksford and Chater ( 1993) carried 
out an extensive meta-analysis of the data which revealed that over some 34 
studies involving almost 900 subjects the frequency of card selections was 
ordered such that p > q > not-q > not-p. To model this data they calculated the 
expected information gain of each card with a = b = 0.1. That is, they assumed 
that the properties described in p and q are rare in the population. A similar 
assumption was made by Klayman and Ha ( 1987) in accounting for related data 
on Wason's (1960) 2-4-6 task. On this assumption the order in expected 
information gain is: 

E(l, (p)) > E(l, (q )) > E(l, (nor- q)) > E(l, (not- p)) 

That is, if subjects base their card selections on the expected information gain of 
the cards then the observed order in the frequency of card selections is exactly as 
Oaksford and Chater's (1993) model of optima! data selection predicts. Oaksford 
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and Chater ( 1993) a!so show how their model generalises to all the main patterns 
of results in the selection task, including the manipulation described above of 
introducing negations into the task rules. In sum, if the selection task is regarded 
as a problem of probabilistic optima! data selection then the putative biases 
observed in this task disappear. 

5 Conclusions and Some Possible Implications for Man
Machine Communication 

5.1 Summary 

We began this chapter by claiming that much of the bias literature needs to be re
interpreted in the light of the growing number of normative probabilistic re
analyses of the data u pon which claims of bias have been based. These analyses, 
as the first example of Bimbaum (1983) reveals, were often contemporaneous 
with the heyday of the "heuristic and biases" tradition. However, these analyses 
were largely set aside in the rush to explain these biases in process terms. Of 
course these accounts simply ignored the fact that they were now assigning 
apparently irrational functions to the processes they invoked. Recently, however, 
there has been a re-emergence of concern with rationality and rational analysis 
(see, e.g., Anderson, 1991; and the collection edited by Manktelew & Over, 
1993) and with it we suspect that we are witnessing a degenerative problem shift 
(Lakatos, 1970) for work in the area of beuristics and biases. Lopes (1991) has 
observed that the rhetorica! emphasis of the heuristics and biases tradition was on 
Thagard's l above, i.e., on human dumbness. She points out that this de
emphasised the importance of rationality in cognitive explanation. In witnessing 
a problem shift back towards rational function we should be wary that the 
psychological insights of the beuristics and biases account are not similarly 
abandoned. As Gigerenzer and Murray (1987, see also, Gigerenzer, Hoffrage & 
Kleinbölting, 199!) observe there has always been an essential subjecti ve, 
psychological aspect to probability theory. As we have seen assumptions about 
which priors to employ ortheir effects on the decision criterion, for example, are 
not decideable within probability theory. In arriving at psychological theoriesof 
reasoning in any domain there will be a need for essentially psychological 
accounts of how these values are arrived at and how people tractably implement 
their probabilistic competence.3 Nevertheless, following Marr (i 982), first 
identifying the rational functions that the human cognitive system needs to 
compute is again being seen as a feasible and necessary flrst step in specifying an 
adequate cognitive theory. 

3 For further discussion of the cornputational tractability of reasoning theories, see Chater 
& Oaksford, 1990, 1993; Oaksford, 1993; Oaksford & Chater, 1991, 1992, 1993; 
Oaksford, Chater & Stenning, 1990, 1992. 
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5.2 Man-Machine Communication 

We now outline an area where these considerations may be relevant to man
machine communication: the apparent success of grapbics interfaces Iike the 
highly usabie Macintosh interface. We make the assumption that all interfaces 
are deterministic systems. That is, the actual rules that determine what happens 
given user input are deterministic, i.e., as long as the system is functioning 
nonnally, a given input, key press sequence, mouse click in a menu location etc., 
yields a single specific action wîth probability 1. Now at some metaphysicallevel 
of description the world may be a detenninistic system. Certainly classica! 
mechanics which for the bulk of our everyday macroscopie needs is all we need 
to predict the physical world, regards the world deterministically. However, this 
does not mean that in acquiring knowledge of the macroscopie world human 
beings model it deterrninistically. Irremediable ignorance of the disposition of a 
complex system whose next state we wish to predict often preelucles 
deterrninistic prediction. Instead scientists must settie for probabilistic theories in 
order to make adequate predictions. Similarly, when confronted with a complex 
user interface novice users may model the system not deterministically but 
probabilistically. 

This provides a possible explanation for the success of interfaces like 
the Macintosh. Deterministic command line interfaces are all or nothing affairs, 
either you know the appropriate command or you don't. The organisation of 
accessis also very flat in that if you don't know the specific command there are 
no higher level exploratory actions you can perform in order to find out. This 
kind of organisation is only suited to rote learning of the appropriate command 
language and rules. This contrasts wîth the Macintosh interface, where there are 
often many ways of perfonning the same action. Moreover, there are a set of high 
level actions, like pulling down menus, clicking on labelled buttons, scrolling etc. 
that enable the user to interact with the computer in an exploratory manner. This 
is analogous to our normal inductive interactions with the world. In acquiring 
practical skilis the ability to manipulate and explore bits of our world permits us 
to learn much faster. It seems possible, therefore, that these interfaces succeed 
because they exploit the same abilities that allow us to learn so effectively about 
the world in order to inductively explore the interface. In sum, novices may 
model their interactions probabilistically in accordance with their natura! 
competences; the very campetences that are now being revealed in the 
probabilistic retreat from bias. 
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Abstract. Current theories of learning consider the restructuring of the components 
of a weak problem solving sequence into a domain-specific procedure to be the 
fundamental learning mechanism in complex knowledge domains. Within the 
context of cognitive load theory, there is growing evidence that applying weak 
methods such as means-ends analysis, do not necessarily result in learning, but can 
in fact induce a high mental load which prevents the problem solver inducing 
domain-specific rules. The major goal of this artiele is to provide a direct test of the 
cognitive load theory. Experimental evidence was found that the cognitive load 
imposed by a weak problem solving activity can retard the acquisition of a 
problem-solving skill. 

Keywords. learning, problem sol ving, experimental research 

1 Cognitive Load Theory 
In the eighties there was much research interest in the study of expert and novice 
performance in complex knowledge domains. It is now generally accepted that 
experts use strong, domain-specific methods and novices weak, domain
independent problem solving methods (Anderson, 1989). Taking this major finding 
into account, the central problem of learning theories is to describe the transition 
process from novice performance based on weak methods to expert performance 
based on domain-specific procedures. Current theories of learning consider 
restructuring as the fundamentallearning mechanism in semantically rich domains 
(Carlson, Sullivan, & Schneider, 1989). 

There is very little research on the relation between problem solving and 
learning. One can say that a synergetic view of the relation between problem 
solving and learning (restructuring) dominates in the literature. This view consists 
basically of two assumptions. First that learning is a process driven by problem 
solving: learning takes place in a problem solving context (Holland, Holyoak, 
Nisbett, & Thagard, 1986). Second that problem solving is an effective context for 
learning: the weak problem solving process does not interfere with the learning 
process. 

An exception to the synergetic view is the research program of John Sweller and 
his colleagues which resulted in what now is known as the cognitive load theory 
(Sweller, 1988; Chandler & Sweller, 1991). Cognitive load theory belongs to the 
class of lirnited capacity theories. According to this class of theories, the resources 
of a cognitive system are limited and when this processing capacity is reached, 
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performance decrements occur. Cognitive load theory deals in particular with the 
manner in which cognitive resources are focused and used during learning and 
problem solving. The central idea of the theory is that a problem solving context 
can impose a high level of cognitive load which interferes with learning, and 
consequently impedesschema acquisition. 

The cognitive load theory and related experimental results have some interesting 
consequences for current theories of Jearning and problem solving. In the first 
place, it is clear that the definition of learning as the restructuring of a weak 
problem solving sequence is too general and needs refinement. Applying weak 
methods such as means-ends analysis on novel problems does not necessarily 
result in schema acquisition, but can in fact prevent the problem solver from 
inducing domain-specific rules. This is in sharp contrast with, for example, the 
general ACT* learning theory of John Anderson which prediets a significant 
learning performance impravement on the basis of one problem solving trial 
(Anderson, 1987). In the second place, cognitive load theory defines problem 
solving and learning explicitly as two distinct processes which are executed in 
parallel and which can compete for the same limited amount of cognitive 
processing capacity. This point of view has two major implications. First, the 
interference of problem solving with learning, does not exclude learning in the 
context of problem solving, but results in a graceful degradation of the learning 
performance, i.e., the restructuring process is retarded and incomplete. Second, if a 
clear distinction is made between problem solving and learning as two independent 
processes, then it is necessary to evaluate separately the effects of each process on 
performance (see also: Logan, 1992). In a problem solving or concept learning 
experiment, the decrease in errors and solution time over learning blocks is usually 
interpreted as evidence for the effect of learning. 

Although Sweller and his colleagues used the cognitive load theory to generate 
several experiments (Chandler & Sweller, 1991 ), they found only indirect evidence 
that, for example, means-ends analysis demands a high processing capacity and 
consequently constrains the relation between problem solving and learning. The 
major goal of this artiele is to provide a more direct test of the cognitive load 
theory. 

2 The Nature of the Experimental Domain 
The experimental domain was restricted in terros of required knowledge and 
number of problem tasks by using an artificial diagnosis task. The design of the 
experiment is based on the experimental paradigm used in concept learning 
research and the dual-task methodology (cf., Fig. 2.1.). This implies that in the 
experiment a distinction is made between a learning and a transfer phase. In the 
learning phase the same number of problem exemplars of two alternative problem 
schemata were presented randomly over several learning blocks. After each 
learning trial, subjects received feedback. In the transfer phase subjects had to 
solve old and new diagnosis problems as quickly as possible, without receiving 
feedback. 
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Learning Phase: Feedback 
Problem exemplars 

Filter Generator 

high temperature, low water level, high low temperature, low pressure, low wate 
power, low amplitude level, high amplitude 

high temperature, low pressure, high 
amplitude, high fuellevel 

high temperature, high power, low 
amplitude, high fuellevel 

low pressure, low water level, low 
amplitude, high fuel level 

low temperature, low water level, high 
power. high amplitude 
low temperature, low pressure, low 
amplitude, high fuellevel 

low pressure, high power, high 
amplitude, high fuellevel 

high temperature, low water level, high high temperature, low pressure, high 
amplitude, high tuellevel power, high amplitude 

Test Phase: No Feedback 
high temperature, low water level, low amplitude, high tuel? 
low temperature, low pressure, high power, high amplitude? 

Fig. 2.1. Experimental procedure 

Since artificial tasks were used, the problem domain was new for all subjects. In 
the initia! instructions subjects were asked to act as an operator of an hypothetical 
machine. Thereafter, subjects received a manual with general information a bout the 
structure and functioning of machines, how machines can become defective and 
how to diagnose the malfunctioning of machines. In the manual no information 
was provided about the machine which was used in the experiment itself. That was 
done just before the start of the learning phase of the experiment. In the learning 
phase subjects were informed, over problem solving trials, about the 
malfunctioning of this machine by means of abnormal values of machine state 
parameters (e.g., temperature, pressure, water level, and power) on a simulated 
control display. For each trial, it was the task of the subjects to decide which of the 
two components of the machine (filter or generator) was responsible for the 
abnormal machine state (cf., Fig. 2.1.). In order to do this, the subjects could 
consult a graphical representation of the machine. 

3 Experiment 
In the experiment two main factors, completeness and type of knowledge, were 
introduced (cf., Fig. 3.1.). As already mentioned, the information to which the 
subjects had access, described how two machine components determined the value 
of each state parameter. The machine had six parameters. On each trial subjects 
received information about the abnormal values of four machine state parameters. 
The completeness factor had three levels: (I) no in formation on the inftuence of the 
components of the machine on each of the six machine state parameters, (2) 
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Completeness 
of Relevant 

Knowtedge 

No 
Knowtedge 
Incomplete 
Knowtedge 
Complete 

Knowledge 

Type of Knowledge 

Not-Relevant 

Control Group 

Fig. 3.1. Design of experiment 1 

incomplete knowledge, i.e., infonnation on the influence of the machine 
components on three of the six state parameters, and (3) complete knowledge, i.e., 
infonnation for all six machine parameters. The variabie type of knowledge had 
two levels: relevant and not-relevant machine knowledge. In the relevant 
knowledge conditions subjects could infer for each state parameter, by interprering 
the graphical display of the machine, which of the two components caused the 
abnonnal value of the parameter. In other words, there was a semantic correlation 
between symptoms (abnonnal value) and diagnosis (machine component). The 
relevant machine knowledge was also consistent with most of the values of the 
problem exemplars. This means that the subjects could infer for the majority of the 
problem exemplars that three of the four symptoms of an exemplar were caused by 
one and the same component. In the not-relevant knowledge condition on the other 
hand, the subjects could not infer which component caused the malfunctioning of 
the machine. The machine knowledge was devised in such a way that the subjects 
were "forced" to conclude that the abnonnal value of a state parameter could be 
caused by component A (e.g., filter), as wellas by component B (e.g., generator). 
Hence, in the not-relevant conditions, the subjects could not make a knowiedge
based distinction between the two alternative problem categones (components). 

As can beseen from Fig. 3.1., the no-knowledge-relevant condition and the no
k.nowledge-not-relevant condition are integrated into one condition, called the 
control group, because both conditions are equivalent. Fig. 3.1. also illustrates how 
the experiment can be interpreted as an operationalization of five different problem 
solving or k.nowledge contexts. The control group is comparable with a standard 
concept Ieaming task, i.e., the subjects have no access to prior k.nowledge and their 
only task is to leam which problem exemptars belong to which problem category, 
using feedback information. The four other groups are each an instantiation of a 
specitic problem solving context. 

In order to derive the cognitive load predictions, the experiment is interprered as 
a dual-task design. The dual-task methodology is frequently used to study the 
processing requirements of cognitive processes. According to the dual-task 
technique, the performance on a primary taskin single task conditions (only one 
process is executed) is compared with the performance on the same task in dual 
task conditions (simultaneously executing the primary and a secondary task) and/or 
the performance on a primary task executed in different dual-task conditions is 
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compared. lt is assumed that in a dual-task situation the primary and secondary 
process access the same limited amount of processing capacity. When the cognitive 
resources limit is reached, interference between the processes takes place resulting 
in a graceful degradation of the secondary task. For instance, Fisk and Schoeider 
( 1984) found that an increase of controlled attention fora primary task, resulted in 
a decrease of the storage rate of items in long term memory. Hence, the 
performance on the secondary taskis an measurement of the level of interference 
between the primary and secondary process in a dual-task context. 

According to cognitive load theory, problem solving and leaming can be 
considered as two independent processes which are executed in parallel and 
compete for the same limited amount of processing capacity. In the leaming phase 
of the experiment, increasing the amount of machine knowledge increases the 
extent in which subjects are involved in a problem solving activity (i.e., 
interpretation of the available machine knowledge) and hence increases the degree 
of interference between the primary task, i.e., problem sol ving, and the secondary 
task, i.e., learning. The test phase of the experiment is an evaluation of the leaming 
performance of the subjects. This implies that the performance on the secondary 
task in the test phase is an measurement of the level of interference between 
problem solving and learning in the learning phase of the experiment. Therefore it 
is predicted that increasing the amount of machine knowledge (i.e., problem 
solving) will result in a decrement of the learning performance as evaluated in the 
test phase of the experiment. 

In section I we emphasized that as an immediate implication of the cognitive 
load theory, it is necessary to evaluate separately the effects of problem solving and 
learning on the subjects' performance. Consequently, for the error performance in 
the learning phase of the experiment, it is predicted that the performance will be in 
the fust place the result of the problem solving activity of the subjects, i.e., the 
subjects interpreting the machine knowledge. In other words, the error 
performance will be a function of the relevancy of the machine information. 

The experimental method was described in section 2. lt suffices to mention that 
55 first-year students of the Psychology Faculty of the University of Ghent 
(Belgium) participated in the experiment. They were randomly assigned to one of 
the five conditions of the experiment. For a more detailed description of the 
experimental method, we refer to Van Hoe (in press). 

3.1 Results 

The main results are discussed briefty. Fora more extended discussion see Van Hoe 
(in press). The data were analyzed using the MANOVA-approach of repeated 
measures designs (McCall & Appelbaum, 1973). 

Table 3.1. contains the mean number of errors per learning block per condition. 
There were no significant differences between the two relevant knowledge groups 
and between the two not-relevant conditions. The control subjects made 
significantly more errors than the subjects in the incomplete relevant knowledge 
condition: F(l,50) = 9.03, p < 0.01, and the subjects in the complete relevant 
condition: F( I ,50) = 19.32, p < 0.001. Subjectsin the not-relevant conditions made 
significantly more errors than the control subjects: F(1,50) = 21.49, p < 0.001, and 
the relevant knowledge subjects: F(1,50) = 53.17, p < 0.001. These error 
performance differences could not be attributed to reaction time differences since 
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Table 3.1. Mean number of errors per leaming block 

Type of Knowledge 

Completeness 
of Relevant Not-Relevant 

Knowledge 

Incomplete 
2.79 4.04 Knowledge 

Complete 
2.40 5.12 Knowledge 

Control 3.66 

Note: the maximum number of errors per leaming bleek is 10. 

no significant differences between corresponding (i.e., complete relevant versus 
complete not-relevant, and incomplete relevant versus incomplete not-relevant) 
knowledge groups were found. 

In the learning phase, 10 different tasks were used. In the case of the complete 
relevant knowledge condition, 7 out of the 10 tasks could be correctly solved using 
the graphical representation of the machine. These tasks are called G2-tasks. For 
the three remaining tasks, no knowiedge-based distinction was possible. These 
tasks are called G /-tasks. If it is true that the error performance is a function of the 
relevancy of knowied ge and the subjects used the diagnosis strategy as described in 
the manual, it can be predicted that the subjects in the complete relevant condition 
will make significantly less errors on the G2-tasks than on the G 1-tasks. 
Furthermore, performance differences between the complete relevant condition 
and the other groups are to be found on the G2-tasks rather than on the G 1-tasks. 
For the incomplete-relevant group, a similar distinction between type of tasks can 
be made, and hence similar predictions can be formulated. For that condition, the 
G3-tasks refer to the tasks for which no knowiedge-based decision was possible, 
and the G4-tasks are the tasks for which the incomplete relevant knowledge was 
sufficient to correctly solve them. Table 3.2. contains the mean number of errors 
per block per task type. The complete-relevant subjects made significantly less 
errors on the G2-tasks than on the Gl-tasks: F(1,50) = 74.13, p < 0.001. Compared 

Table 3.2. Mean number of errors per block per task type 

Task type 

Condition G1 G2 G3 G4 

Control 0.45 0.33 0.43 0.32 

Incomplete - Relevant 0.39 0.23 0.50 0.13 

Complete - Relevant 0.51 0.12 0.34 0.17 

Incomplete • Not-relevant 0.46 0.38 0.44 0.38 

Complete - Not-relevant 0.54 0.50 0.53 0.50 

Note: !he maximum number of errors per block per task type is 1 .00. 
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with the other conditions, subjects in the complete-relevant condition made 
significantly less errors on the G2-tasks: compared with the control group: F(1,50) 
= 31.29, p < 0.001; compared with the complete not-relevant group: F(1,50) = 
60.59, p < 0.001; compared with the incomplete not-relevant group: F(1,50) = 
27.96, p < 0.001; and compared with the incomplete relevant group: F(1,50) = 
5.11, p < 0.05. The incomplete relevant group made significantly less errors on the 
G4-tasks in comparison with the GJ-tasks: F(1,50) = 77.85, p < 0.001. On the G4-
tasks the incomplete-relevant subjects perforrned significantly better than the 
control group: F(1,50) = 24.79, p < 0.001, the incomplete not-relevant group: 
F(1,50) = 25.33, p < 0.001, and the complete relevant group: F(1,50) = 54.99, p < 
0.001. 

For the retention tasks, no differences were found between the knowledge 
groups. The control group (mean proportion incorrect: 0.16) made significantly 
less errors in comparison with the relevant conditions (mean proportion incorrect: 
0.38): F(1,50) = 5.54, p < 0.05, and the not-relevant conditions (mean proportion 
incorrect: 0.41): F(1,50) = 8.88, p < 0.01. The data-analysis of the retention task 

Table 3.3. Mean number errors per reten ti on task type 

Task type 

Condition G1 G2 G3 G4 

Control 0.24 0.13 0.30 0.08 

Incomplete - Relevant 0.48 0.33 0.64 0.21 

Complete - Relevant 0.39 0.38 0.43 0.34 

Incomplete - Not-relevant 0.36 0.34 0.39 0.32 

Complete - Not-relevant 0.52 0.46 0.52 0.44 

Note: the maximum number of errors per relention task type is 1.00. 

types (cf., Table 3.3.) showed no significant difference betweentheG 1 and G2-task 
type for the complete relevant subjects. On the G2-task types, the complete 
relevant condition perforrned significantly worse than the control group: F(1,50) = 
5.19, p < 0.05. No differences were found between the complete relevant condition 
and the not-relevant knowledge groups. The incomplete relevant group made 
significantly less errors on the G4-tasks than on the GJ-tasks: F(1,50)= 24.46, p < 
0.001. 

For the transfer tasks as a whole the control group (mean proportion incorrect: 
0.36) perforrned significantly better than the complete not-relevant group (mean 
proportion incorrect: 0.46): F(1,50) = 4.02, p < 0.05. For the prototypical transfer 
items however, it was found that the complete relevant group (mean proportion 
incorrect: 0.91) perforrned significantly worse than the control group (mean 
proportion incorrect: 0.30): F(1,50) = 6.26, p < 0.05, and the incomplete relevant 
group (mean proportion incorrect: 0.27): F(1,50) = 6.52, p < 0.05. No differences 
were found between the complete relevant group and the not-relevant groups. 
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3.2 Discussion and Condusion 

For the learning phase it was predicted that error performance would be in the first 
place a function of the relevancy of knowledge. That was indeed what happened: 
an increase in relevancy ofknowledge (not-relevant-> control-> relevant) resulted 
in an significant decrease in number of errors. It is interesting in this respect that 
the subjects in the complete relevant condition performed significantly better on 
the problem tasks for which a knowiedge-based decision was possible, the so
called G2-tasks, compared with the so-called Gl-tasks, tasks for which no 
knowiedge-based salution was possible. It was also on the G2-tasks that the 
significant differences between the complete relevant group and the other groups 
were found. 

For the test phase it was predicted that an increase in the amount of knowledge 
would result in a corresponding significant increase in errors on the test items as a 
consequence of the higher degree of interference between learning and problem 
sol ving. That is what the data reveal, certainly for the complete relevant group. As 
the control subjects executed the task in single-task conditions they made 
significantly less errors than the knowledge subjects who perforrned in dual-task 
conditions. As described in the previous paragraph. the subjects in the complete 
relevant group perforrned quite well in the learning phase, however that was not the 
case in the test phase. More specifically, for the complete relevant condition: 
1. In contradistinction from the learning phase, no relention performance 

differences were found between G 1 and G2-tasks; 
2. On the G2-tasks, the subjects performed significantly worse than the control 

subjects. No differences were found with the not-relevant groups. In other 
words, the performance pattem on the Cl and G2-tasks was completely 
reversed in the test phase; 

3. On the prototypical transfer items, subjects performed significantly worse than 
the control subjects. Again, no differences were found with the not-relevant 
groups. This result is surprising, since the subjects more or Iess constantly 
induced the prototypical exemplar of each problem category during the learning 
phase. 

Summarized, the overall data pattem of the complete relevant knowledge 
condition corresponds with the cognitive load predictions. The data pattem also 
illustrates a striking implication of cognitive load theory: apparently the relevancy 
of knowledge had no significant impact on the test performance, i.e., there were no 
test performance differences between the complete relevant group and the not
relevant conditions. 

The data picture for the not-relevant groups is more complicated. At first glance, 
the data pattem for these conditions also fit within the cognitive load theory. 
However, an alternative explanation for the overall bad performance of the not
relevant conditions is that the fact of trying to use not-relevant inforrnation for 
solving the problem tasks had on itself an effect on performance, independent of a 
high degree of interference. This and other questions are addressed in van Hoe (in 
press). 

The major goal of this artiele was to provide a direct test of the cognitive load 
theory. Experimental evidence was found that the cognitive load imposed by a 
weak problem solving activity can retard the acquisition of a problem-solving ski11. 
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However, the experiment also illustrates that the major drawback of the cognitive 
load theory is the central concept of the theory itself. The term "cognitive load" is a 
rather vague and abstract concept which stands for a set of variables (attention, 
effort, storage capacity) which can constrain the interaction between processes, and 
because the cognitive load imposed by a processis not directly measurable, it is not 
always clear whether a variabie or which variabie constrains the relation between 
problem solving and leaming. 
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Referring in a Shared Workspace 

Anita H.M. Cremers 

Instituce for Perception Research, P.O. Box 513,5600 MB Eindhoven, The Nemerlands1 

Abstract. Effective cooperation of humans with other humans and with intelli
gent machines requires a language of words and gcstures that is accurate and 
efficient in making reference to objects. In the present investigation, expressions 
and gestures that were used by subjects to direct partners' attentions to building 
block:s during a collaborative construction task were analyzed and classified into 
four main categories. In addition, the infiuence of mutual knowledge of the par
ticipants (either knowledge about me dialogue or about the domain of conversa
tion) on the referential acts used was studied. The focus of attention, both within 
the dialogue and withirl the domain, plays an important role in the use of refer
ences. In particular, the effect of focus withirl the domain of conversatien on the 
use of referential acts needs to be investigated further. 

Keywords. Referential expressions, referential gestures, dialogues, mutual 
knowledge, focus of attention 

1 Introduetion 

When two people discuss a task they are to perform together, they must indicate 
which of the available materials and/or tools each person is going to use. Ordi
narily, each will use referential acts, verbaland non-verbal signals to single out 
each object in space, so that the partner will be able to locate it. 

Research into the means of referring to objects or places in the extra-linguistic 
context has focused mainly on the linguistic part of referential acts unered in iso
lation. It is reported that the decision of a speaker to use a particular expression 
to refer to an object largely depends on the type of coordinate system that is 
used., the place of the origin of this system and, possibly, the chosen relatum, i.e. 
the object or person that is chosen as a reference point with respect to which this 
object is located (Levelt 1989). However, in face-to-face dialogues, these utter
ances are in many cases accompanied by non-verbal communicative acts, such 
as gestures, facial expressions and/or bodily postures. In addition, the form (the 
information that is included in the expression) and contem (the object the 

l. The research presented bere is financed by me Tilburg-Eindhoven Organisa
tion for Inter-University Cooperation. 
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expression refers to) of referential acts largely depend on the mutual knowledge of 
speaker and hearer; the common ground, as Oark and WJ..lkes-Gibbs call it (Oark 
and Wilkes-Gibbs 1986). Mutual knowledge can either begeneral knowledge about 
the domain of discourse (e.g. properties of objectsin the domain), knowledge about 
the actual state and history of the domain of discourse (e.g. the pastor the present 
location of a certain object) or knowledge about the preceding utterances in the dia
logue (e.g. a name that bas been given toa certain object). 

The goal of the present research is to provide an overview of types of referential 
expressions and gestures, and to investigate how a speaker's assumption about the 
hearer's knowledge infiuences the information that is included in subsequent refer
ences. In the following,,the methodology of one dialogue experiment that was car
ried out to study referential expressions relating to objects in a relatively restricted 
domain will fust be described. Then, a classi.fication will be given of the types and 
amounts of referential expressions and gestures that were used in the dialogues. 
Finally, the infiuence of the speakers' and the hearers' mutual knowledge on the 
type of referential act used will be outlined. 

2 Methodology 

A dialogue experiment was carried out in which 10 pairs of Dutch subjects partici
pated. The experimental set-up and task were designed so as to evoke as many var
ied referential acts as possible. One of the participants (the instructor) was told to 
instruct the other (the builder) in rebuilding a block-building on a toy foundation 
plate in accordance with an example that was provided. The building consisted of 
blocks of one of four different colours, three sizes and four shapes. The parmers 
were seated side by side at a table, but were separated by a screen. Only their hands 
were visible to one another, and only when placed on top of the table in the vicinity 
of the foundation plate. Both subjects were allowed to observe the building domain, 
to talk about it, and to gesticulate in it, but only the respective builders were allowed 
to manipulate blocks. The experimental contiguration is depicted in Figure 1. The 
10 building sessions, the dialogues of which were similar to Grosz's task dialogues 
(Grosz 1977), were recorded on videotape. 

Table Foundation 
Plate 

Blocks ® 0 Example 
Building 

Figure 1. Experimental configuration (top view) 
B = Builder, I = Instructor 
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3 Referential Expressions in the Dialogues 

In the dialogues four main categones of reierenee were distinguished: reierenee to 
physical features of the object; reierenee to the location of the object in the domain; 
reierenee to the orientation of the object in the building domain and, finally, refer
ence to the history which was developed in the course of actions that were carried 
out in the domain and the topics that were discussed in the dialogue. In the dialogues 
a total amount of 665 referential expressions occurred, of which 59.5% (396) actu
ally contained information out of one or more of the four categones mentioned 
above. These expressions either acted as direct references to objects in the domain 
(62.4%, 247) or as anaphora, which means reierenee to objects that had already been 
introduced previously in the dialogue (37.6%, 149). The remaining 40.5% (269) 
consisted of pronominals or demonstratives. 

3.1 Reference to Physical Features of an Object 

By far the majority of the referential expressions that were used included informa
tion about physical features of the object. Specifically, 92.2% (365) of the referential 
expressions included this type of information, and 77.5% (307) of the expressions 
consisted of physical information only. The features that were used in the dialogues 
were colour (e.g. red2), size (e.g. large) and shape (e.g. square) of the blocks, which 
were the three distinguishing physical features in the set of blocks. There was a pref
erenee for the feature colour. This was used in 97.3% (355) of the reierences that 
contained information about physical features, whereas size and shape were men
tioned in only 25.2% (92) and 17.8% (65) of the cases, respectively. 

3.2 Reference to the Location of an Object 

Reierenee to the location of an object was mainly used by participants who did oot 
use pointing gestures at all. This is not surprising, because both referential means 
seem to accomplish the same effect, one by means of language, the other through 
gesturing. 

3.2.1 Location in General 

Participants in dialogues sometimes used general expressions referring to objects in 
the domain, e.g. here and there. In 3.8% (15) of the information-containing expres
sions this was done, and in 1.8% (7) of the cases this reference type was used in iso
lation. When these references were used to refer directly (non-anaphorically) to 

2. Since the examples of referential expressions provided in this paper are merely 

abstractions of the Dutch expressions that were used in the dialogues, they are oruy 

given in English. 
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objects in the domain, pointing gestures were always added. Most of the occur
rences of this type of reference were uttered at points where the speaker shifted hls 
or her attention to another region of the domain, for instanee to give instructions 
about building a new part of the block-building. We shall call this kind of shift a 
transition of the focus of attention. 

3.2.2 Location with Respect to the Participants 

The location of an object was sometirnes indicated by stating its relative position 
with respect to both participants, e.g. the blue one on the right. This type of informa
tion was used in 6.1% of the references, and in 1.5% of the cases it was the only type 
used. These expressions were hardly ever accompanied by pointing gestures, proba
bly because they already contained enough information to identify the intended 
object. Referencing by indicating the location of an object with respect to the partic
ipants was again mainly used to install a new focus of attention in the domain. 

3.2.3 Location with Respect to Other Objects 

The locations of objects were also indicated as a position with respect to other 
objectsin the domain, e.g. the blue block behind the yellow one. In these expressions 
the position of the participants should also be taken into account. They were used in 
3.5% (14) of the cases, and in 0.8% (3) of the cases this was the only type of infor
mation supplied. This type of reference was used mainly when the current block was 
located in the neighbourhood of the block referred to previously; in fact this hap
pened in 71.4% (10) of the cases. In these cases the previous block was used as rela
turn for the current one. No transition of focus occurred, because the location was 
already more or less clear. This could also be reasen why no pointing gestures were 
being used to accompany this type of expression. 

3.2.4 Location with Respect to the Hand of a Participant Within the Domain 

The occurrence of referential expressions using the hand of a participant as a rela
turn was probably a consequence of the specific set-up of the task. In this set-up the 
participants shared the same perspective, and the only difference between each eth
er 's body positions they could actually ob serve was the position of the hands, which 
changed constantly. Instauces of this type of expression occurred in 1.3% (5) of the 
cases, and in 0.8% (3) of the cases it was the only disarnbiguating intermation 
offered.. No gestures accompanied these expressions. 

The position of the panner's hand was used in two ways. In the fust, the speaker 
informed the partner about where a block was located with respect to the location of 
bis hand at the moment ofthe uttcrance, e.g. the blue block to your right (to the right 
of your hand). In the second, the speaker told the partner in what direction hls hand 
should move in order to reach the intended object. So, in this case, the location of 
the hand was presupposed, and insteadof infonning the partner about the Iocarlon of 
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the object, the action he or she had to carry out was supplied. This action could 
either be a default-action or an explicitly indicated one. In the case of a default 
action the partner was already rnaving in the right direction and only needed to be 
encouraged to continue doing so, e.g. a bit further. In the latter case, the explicit 
direction had to be provided, e.g. go to the left. 

3.3 Reference to the Orientation of an Object 

The different ways in which an object can be positioned in the domain all result in 
different object orientations. Speakers can make use of an object's orientation to dis
tinguish it from other (identical) objects, e.g. the horizontal yellow block. In 1.0% 
(4) of the referential expressions participants made use of this disarnbiguating 
device, but the information was always accompanied by other types of information. 
No accompanying gestures were used. 

3.4 Reference to the History of an Object 

Finally, an object could be disambiguated by means of reierenee to earlier events in 
which the object had been involved, e.g. the red one you have just put down. Also, 
when one of the participants had already talleed about the object earlier in the dia
logue, this could be used for disambiguation, e.g. the red one you just mentioned. 

In 7.1% (28) of the expressions participants made use of historica! aspects, and in 
2.8% (11) of the cases this was the only information they provided. Reierences to 
the history of the domain and the history of the dialogue occurred equally aften. 
Hardly any accompanying gestures were used. The ones that were used referred to 
objects that had been talleed about befare and were stilllocated in the domain. 

4 Influence of Mutual Knowledge on Referential Expressions 

During the course of a dialogue and of events in the domain of conversation, knowl
edge is built up about these issues. Later in the dialogue and in the building process, 
a partner may make use of the knowledge he or she assumes the other has available. 
In fact, the assumption of the presence of this knowledge may to some extent deter
mine the type of information that is being used in the current expression, although it 
may be fully disarnbiguating in its own right. 

4.1 Mutual Knowledge About the Dialogue 

Assumed knowledge about the dialogue on the part of the partner was refiected in 
the use of pronomina! anaphora and ellipsis in the referential expressions. Anaphora 
can be used when the speaker assumes that the object referred to is in the focus of 
attention of bath participants (Grosz 1977), in which case a pronomina! reference 
suf:fices for making clear which object is meant (e.g. take a smal/ red block, put it on 
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top of the large green one). Ellipsis occurred when the reierenrial expression in an 
utterance was omitted altogether, or when parts of the utterance were omitted. Total 
omissions took place when both participants had already agreed upon which object 
was being referred to, and only some predicate of the object was left to express, for 
example the destination of a particular block on which the action had already been 
carried out (e.g. take a snuzll red block, put it on top of the large green one, (. .. ) the 
green one on the right). Parrial omissions occurred when inforrnarion in the current 
expression partially coincided with inforrnarion in the preceding expression, e.g. 
place a smal/ yellow block, put a blue one on top of it. In this example the 'blue one' 
was taken to be a small blockas well, although the explicit inforrnarion was omitted. 

4.2 Mutual Knowledge About the Domain: Focus of Attention 

Knowledge about the domain of discourse and about the manipularions that are 
being or have been carried out in it may be refiected in reierenrial expressions. Trig
gers for this type of reierenee that were observed in the experiment are a partici
pant's awareness of the existence of either a sparial or a funcrional focus of 
attention. 

4.2.1 Spatial Focus 

The sparial focus of the domain is the part of the domain that is being attended to 
most closely. For objects that are located in areas closely attended to, the speaker 
does not have to provide fully disambiguating information when referring. In these 
cases, the disambiguation should only concern the part of the domain that is being 
attended to. The sparial focus can be created either explicitly by verbal means, or 
implicidy, or by means of gestures. 

Explicit. Speakers sometimes announced explicidy that objects that were located in 
a particular sub-domain should be attended to more closely, e.g. let's move to the 
upper right part. In this way the speaker made sure that the hearer focused his or her 
attention on the indicated sub-domain, so that he or she could use less informarion in 
expressions referring to objects that were located there. In the dialogues, 6.1% of the 
referenrial expressions contained this type of information, and 1.5% of these con
sisted exclusively of this type of information. 

Implicit. Speakers also implicidy made use of the asswned focus of attention of the 
partner. The speaker could have well-founded reasons for belleving that the part
ner's focus was actually directedat this particular sub-domain, for example when he 
or sbe had just referred to an object that was located there. In this case, the speaker 
argued that tbe partner was inclined to consider the next reduced expression as a ref
erence to an object in the neighbourhood of the one ju st mentioned. For example, in 
please remove these blocks (points at a green, a yellow and a blue block), the red 
one can remain seated there, the speaker referred to a red block without fully disam-



77 

biguating it. However, it was clear to the listener that the speaker was referring to 
the red block in the vicinity of the three blocks that had been pointed at earlier. 

Gestures. The partners used their hands to point at objects, to indicate their orienta
tion in the domain, to touch them, to piekthem up or to hold them. Bath the instruc
tor and the builder were allowed to point at blocks and to touch them, but the latter 
could in addition piek up the blocks and hold them in his or her hand. Bath partners 
could also make use of the fact that the other was (incidentally) pointing at or touch
ing a block.. In those cases, the speaker could refer orally to that particular block by 
means of a rninirnally inforrnative expression, like that one. The instructor could 
also u se this mechanism when the builder was picking up a blockor holding it. In all 
of these cases the speaker could use less inforrnation than he would have needed if 
there had not been some involvement of a hand. In the dialogues, participants used 
some kind of accompanying gesture in 16.8% of the referential expressions. How
ever, three out of ten instructors did not u se any gestures at all during the dialogues. 
Since the participants had been instructed to act as spontaneously as possible, this 
can be considered a maner of preference. This lack of gesturing did not have a nota
bie effect on the percentage, because in these dialogues the builders had to use more 
gestures in order to verify whether they had correctly identified a particwar block.. 
This was less necessary for builders who had a pointing instructor as a partner. 

4.2.2 Functional Focus 

In addition to the assumed knowledge about spatial focus, the speakers made use of 
the partners' assumed knowledge about the current functional focus. Functional 
focus is related to the actions that have to be carried out in the domain. The concept 
of functional focus applies when the action that should be carried out more or less 
resnicts the number of blocks that can reasonably be involved in the action. In that 
case, reduced inforrnation is possible, based on the assumed acquaintance of the 
partner with the pre- or post-conditions of the action. 

Preconditions. A partner could make use of the preconditions of an action when an 
object had to be removed. In that case, the object referred to was most likely the one 
that was located at a position that was easily reachable, e.g. remave the fittie yellow 
one, which was taken to be the small yellow block on top of the building, although 
there were many other small yellow blocks available at positions that were not so 
easy to reach. 

Post-conditions. Post-conditions of an action could be used when an object was to 
be (re-)placed. Then the object referred to was most likely the one that fitted best at 
the indicated location. For example, when there was an opening between two yellow 
blocks that could only contain a small block, the 'green block' in the utterance place 
a green block between the yellow ones was taken to be a small one. 
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In total, the dialogues contain about 30 cases of the implicit sparial focusing and the 
functional focus mechanism together. In these cases, it can be demonstrated that the 
partner was actually making use of one or both of these mechanisms, because the 
information provided did oot fully distinguish the referent object trom the surround
ing ones, and no pointing gestures were used. Actually, it was not always possible to 
distinguish between the use of implicit focusing and functional focusing, because 
these mechanisms coincided many times. For example, when a speaker had just 
been talking about a yellow block, and subsequently said that a large red block 
should be placed on top of a small green one, he or she probably meant the green 
block that was placed in the neighbourhood of the yellow block, and was suitable for 
ha ving a large block placed on top of it. 

5 Summary and Conclusions 

In this paper, an analysis has been presented of verbal and gestural references to 
objects that occurred in 10 task dialogues, in Dutch, and of the in.fiuence of mutual 
knowledge on the usage of these acts. In the dialogues, four main categoties of ref
erences to objects occurred, namely reference to physical features, to the orientation 
or the location of objects, and to the history of objects in a domain or in the dia
logue. It could be demonstrated that the participants made use of mutual knowledge 
about the contents of the preceding dialogue, as well as the state and history of the 
domain of conversatien when uttering a particular referential expression. 

The focus of attention appeared to be a central notion in the use and interpretation 
of referential expressions. At focus transitions partleipants tended to use more 
expressions referring to the location of objects in general and to locations with 
respect to the participants. Reference to the location of an object with respect to 
other objects tended to be used when the focus did not shift. Moreover, the focus of 
attention played an important role in the production and comprehension of refer
ences when speakers made use of mutual knowledge. The effects of the focus of dia
logues on the possible use of pronouns and ellipsis are well-known (Grosz 1977. 
Grosz 1981). However, further research is needed to establish the effects of the 
focus of the domain of conversatien on the use of references. 
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Abstract. In this paper a model is presented that describes the cooperative be
haviour of two participants in a dialogue. A dialogue is considered as a set of moves 
( or speech acts) in a game. Each move has a certain function a.nd propositional 
content and changes the cognitive state of the pa.rticipants. Two types of rules are 
considered: generative rules tha.t determine the type of speech act that will be per
formed in the next turn a.nd update rules that determine the change in the cognitive 
state. Goal of the dialogue is to exchange information in a collaborative manner so 
that, if the information is available, in the final state both participants believe the 
answer to an initia! question. The resulting structure of the information exchange 
may be complex, because knowledge to find the answer may be distributed among 
the participants. 

Keywords. Dialogue games, speech act generation, cognitive state change, co
operativity, distributed knowledge 

1 Introduetion 

In intelligent tutoring systems a sophisticated dialogue module is crucial for the 
didactic qualities of the system. This module determines communicative strategies 
and types of communicative actions that should be provided in the interaction with 
the apprentice, for example, appropriate feedback questions to answers. Precisely 
what type of information should be transferred at what time in the interaction and 
how the beliefs and intentions of the tutor and the apprentice are involved in this 
process is an open question. 

From what is observed in cooperative dialogues, we know, for example, that the 
information provided by a communicative system should at least be in agreement 
with the Gricean maximes for cooperation, such as quantity and relevance; i.e. 
'say enough', 'do not say too much' and 'be relevant' (Grice 1975). These Gricean 
maximes may sound obvious; however, when it comes to implementation, it is ex
tremely difficult to formalise these maximes into concrete rules for the generation 
of adequate communicative behaviour. 

In this paper, I would like to discuss a theoretica! framewerk to describe adequate 
communicative behaviour of participants (human or machine) in a cooperative di
alogue. The communicative strategy for utterance generation in this framewerk is 
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ba.sed on a (simple) representation of the beliefs and intentions of the dialogue 
participante. The main goal of the dialogue is to exchange information in a col
la.borative manner so that, if the information is available, in the fina.l state both 
pa.rticipants believe the a.nswer to a.n initia! question. The resulting structure of 
the information exchange can be complex, since the knowledge to find the a.nswer 
to the initia.! question may be distributed among the pa.rtidpants. This reflects a. 
situation in which a. system beha.ves a.s a. fellow student a.nd tries to solve a problem 
in cooperation with the dia.logue partner (see e.g., Baker 1994}. 

First, I will briefly discuss two theoretica! models for speech a.ct genera.tion, the 
dialogue grammar approach and what I will call the context-change approach. Next, 
I will intred uce the basic a.spects of the dia.logue model presented in this pa. per a.nd 
demonstrate a.n example of a. dialogue that ca.n be genera.ted by using the rules of 
this model. 

Dialogue grammar 
In the dialogue grammar approach (see for exa.mple, Levinson 1983}, coherence 
in the dialogue is described at the level of speech acts or intera.ctional moves tha.t 
are ma.de by the uttera.nce in the dialogue. Conversa.tiona.l sequences a.re prima.rily 
regula.ted by a. set of sequencing rules sta.ted over speech act types. For example, 
questions a.re foliowed by answers, offers are followed by a.ccepta.nces or rejections 
a.nd greetings are foliowed by counter-greetings. In this view a. model of dia.logue 
can be build on primitive notions from speech act theory and adequate interactive 
beha.viour ca.n be genera.ted from the sequencing rules. 

Levinson points out, however, tha.t this a.nalysis is incomplete since the first 
move ca.n, depending on the situation, be foliowed by a.lmost any speech a.ct type. 
A question, for exa.mple, can be foliowed by a. partial answer, a rejection, a. denial 
of relevanee of the question. Moreover, depending on the propositional content of 
the uttera.nce, the same sequence of speech acts can be well-formed or ill-formed. 
For example, in the following pairs of uttera.nces is the illocutionary force of the 
first utterance a. statement and the secend one is a.n excuse a.nd a.n expression of 
gratitude: 

Al: Mary is in the kitchen 
Bl: I a.m sorry, tha.nks 

A2: You are in front of the overhead projector 
B2: I am sorry, tha.nks 

In the first case, the sequence sounds ill-formed, wherea.s in the secend ca.se we do 
not seem to have any problems in judging the utterance sequence a.s well-formed. 1 

It is not my intention to rest a. te all of Levinson 's a.rguments against the dia
logue grammar approach. His criticism can be summa.rized in one argument, i.e., 
coherence in dia.logue is simply not on the level of speech acts, it is on the level 

1 Note that adding the word thanh to the second utterance, prevents us to think that B 
did not underatand A's utterance. 
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of the overall beliefs and intentions, both communicative and non-communicative, 
of the dialogue participante. Speech acts are only a partial surface representation 
of the relevant beliefs and intentions of the participants (see also Airenti, Bruno & 

Colombetti 1993). 

Context-change and speech act generation 

In the context-change approach, speech acts are characterized in terms of their 
context-changing effects. In this approach (e.g., Gazdar (1981), Bunt (1989), Per
rauit (1990) and Beun (1994)) context is limited to cognitive statesof the partici
pants in terms of wants, desires, beliefs, intentions, etc., and a speech act is taken 
as a function that changes one context into another. For example, a statement can 
cause, under the appropriate circumstances, a change in the listener's cognitive 
state, from a cognitive state in which the listener does not believe the proposi
tien expressed in the utterance, to one in which it is believed so. In this approach, 
communicative acts are considered as 'normal' actions, i.e. they are intentionally 
performed to change certain aspects of the 'cognitive world' of the participants, 
and they have pre- and postconditions in terms of the participants' beliefs and in
tentions. Beliefs and intentions are introduced as modal operators and their forma! 
properties are expressed in axiom schemes. Successful communication is accom
plished if the preconditions of the act are recognized by the recipient and if the 
conditions become so-called mutual belief. 

The context-change approach for utterance generation can be summarized as fel
lows. Suppose someone starts with an initia! utterance in the dialogue, for example, 
a question. The listener recognizes the preconditions of the question (for example, 
that the speaker intends the listener to believe that the speaker has the intention 
to know whether p ), which in turn may form the new preconditions for the next 
speech act. 

This approach sounds attractive, but it suffers from an enormous computational 
complexity, because there is no direct conneetion between the previous speech act 
and the next one. The preconditions to generate, for example, an answer to a ques
tion are determined by the set of formulas that fellow from the dosure of general 
axioms on rationality and cooperativity, by the previous cognitive state of the lis
tener, and by the communicated cognitive state that results from the question. This 
set indudes an infinite set of, possibly irrelevant, formula.s like 'the listener beliefs 
that the speaker has the intention that the listener beliefs that the speaker has the 
intention that the speaker beliefs whether p', etc. The dosure of the set may also 
contain preconditions for different types of speech acts; i.e., which one is the next 
speaker supposed to choose? And, more dramatically, how is the next speaker going 
to piek out the correct set of preconditions from the in fini te set of formulas for the 
next turn? 

In the following section, I wil! show how the two approaches- 'dialogue grammar' 
and 'context-change'- can be combined. In the presented framework, sequences of 
speech acts wil! be connected more dosely than in the context-change approach, but 
the idea of grammar rules in terms of speech act concatenation wil! be discarded. 
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2 Modelling cooperative behaviour in dialogues 

A dialogue will he considered as a set of movea in a game, the so-called 'speech 
acts' {see Carlson 1985). Each move has a function (or goal) and (propositional) 
content, and changes the cognitive state of the participante. For that reason, we 
define an update function that yields a new cognitive state depending on the old 
state and the just performed speech act. Vice versa, the new cognitive state of a 
dialogue partner contains the preconditions for the next move. In other words, a 
move is completely determined by the cognitive state of one of the participante at 
a certain time. This implies that the next move is not only based on the previous 
one, as would be the case with a dialogue grammar based on speech acts, but that 
the next move is based on both the previous move of one of the participante and 
the previous cognitive state of the partner. 

Questions are answered if the information is available. This may take more than 
one turn, because the knowledge to answer the question may be distributed among 
the participante. At the end of the dialogue, all questions should be answered or a 
reaeon should be given why a partienlar question could not be answered. 

First, we introduce the types of belief and intention that define the cognitive state 
of the dialogue participante and the types of speech acts that the participante can 
perferm in the dialogue. Next, the rules for generation and update are introduced. 
In sectien 3, a dialogue example is discuseed where two dialogue partners generate 
speech acts according to the rules of the dialogue game. The example is presented 
in both an abstract schema to reveal the underlying context-changes of the partic
ipante and in naturallanguage to show the consequences of the framewerk for real 
dialogue. 

Participants' belief, intentions and speech acts 
Two types of propositions about the domain of discourse will be distinguished: 
a. simple propositions {p, q, r, ... ) and b. compound propositions consisting of a 
simple proposition, an arrowand a simple proposition {p--+ q, ... ). 

We will model that the two participante in the dialogue have three types of 
cognitive states: 

a. belief about a certain domain of discourse, Bxp (X Bellevee that p) 
b. belief about what the dialogue partner wants to know, BxW Ky( ... ,p) {X Be

lieves that Y Wants to Know whether p) 
c. belief about what the dialogue partner does not believe, Bx-.Byp {X Bellevee 

that Y does not Believe that p). 

Communicative intentions should be worked out in a certain order. Here WK y { ... , p) 
means that the dialogue partner Y has the co=unicative intention to know the 
truth value of several different propositions, of which p is the last one. WK y ( ... , p, ... ) 
means that p is part of the list of communcative intentions, but not necessarily the 
last one. The list may he empty, indicated by W Ky(0), meaning that Y has no 
communicative intentions. p, Bxp, BxW Ky( ... ,p) and Bx-.Byp are all of type 
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'proposition'. X and Y are universally quantified variables of type 'agent'. 
We will aseume that, if a participant believes that his or her partnér ha.s the 

intention to know whether p, then he or she also believes that the partner does not 
believe that p (Rl). Moreover, we a.ssume that if agent X believes that pand he or 
she believes that p -. q, then he or she believes that q (R2). 

RL BxWKy( ... ,p, ... )->Bx-.Byp 
R2. Bxp&Bx(P-> q) -> Bxq 

Belief about the domain of discourse can he incorrect, but the dialogue partners 
wiJl never know this, since they have no access to a domain of discourse. Only by 
asking questions to their partner, the knowledge may come available. The belief 
state Bx is monotonie, i.e. everything that can be inferred from previous belief 
states, can also be inferred from new belief states. Information about the intention 
state BxW Ky and about the non-belief of the other Bx-,By can be changed af
ter certain moves. For example, if a question 'whether p' ha.s been answered, the 
intention to answer this question will he dropped. 

Participants may u se four types of speech acts: questions (p? x), statements (p!x), 
an indication that certain knowledge is not available (p?!x) and a dosure of the 
dialogue ($x). Speech acts are of type 'a.ction'. 

The rules of the dialogue 
The participants' communica.tive stra.tegy is determined by the rules of the dia.
logue game. Two types of rules will he considered: a. generatiue rules tha.t determine 
which speech act will be performed depending on a certa.in cognitive state of one 
of the pa.rticipa.nts, a.nd b. update rules tha.t determine how a cognitive state will 
be cha.nged depending on a. certa.in speech act. 

An explicit link between the preconditions of the act a.nd the act itself is esta.b
lished by the double arrow ''*'· Left side of the a.rrow is of type proposition, the 
right side ie of type a.ction. On the left side we introduce the preconditiona in terms 
of the cognitive state of the participant, on the right side the genera.ted speech a.ct 
as a. result of the precondition. 

In generation rule Gl it is expressed tha.t if q is the last item on the intention list 
of participant Y and q is believed by X, then q will be answered by X.2 If X does 
not believe q, however, but believes that there is a solution to solve q by knowing 
the answer top, then X will a.sk for the truth of p (G2). If X doesnoteven know 
a solution to solve p, then X ha.s to admit tha.t he does not know the a.nswer (G3). 
Fina.lly, a. dosure speech act is generated if the intention list is empty (G4). 

GENERATION 

Gl. BxW Ky( ... ,q)&Bxq '* q!x 
G2. BxW Ky( ... ,q)&-.Bxq&Bx(P .... q)&-,Bx..,Byp =:;. p?x 
G3. BxW Ky( .•. ,q)&-,Bxq&-,Bx(p--+ q) =:;. q?!x 

1 In fact, we should add in all cases that it is X's turn to speak. We have left this out for 
reasons of legibility. 
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To represent the consequences (or postconditions) of a. pa.rticula.r speech act, the 
twisted a.rrow •..,...• is introduced. Left side of the a.rrow is of type a.ction, the right 
side is of type proposition. On the left side of the a.rrow we introduce the just 
performed speech act of a. participant, on the right side the new cognitive state as a 
result of tha.t speech act. We will a.ssume tha.t the respective old belief a.nd intention 
state will be upda.ted in consistenee with the rules Rl a.nd R2. Below, (.p) mea.ns 
tha.t, if p exists in a. pa.rticula.r belief or intention list, p will be removed from tha.t 
pa.rticula.r list. 

In update rule Ul it is expressed tha.t if X utters a. statement wîth content p, 
a.fterwa.rds the recipient, Y, believes tha.t p a.nd X does not believe a.nymore that 
Y does not believe tha.t p.3 If X utters a. question with content p, afterwa.rds Y 
believes tha.t p is a. communica.tive in ten ti on of X a.nd p is a.dded at the end of 
the intention list (U2). lf X indica.tes that he does not know tha.t q, a.fterwa.rds Y 
believes that X does not believe tha.t p a.nd p is removed from X's intention list of 
Y (U3). In U4 it is expressed tha.t the cognitive sta.tes do not change a.fter a. closing 
of the dialogue. 

UPDATE 

Ul. p!x..,... Bvp&Bx-.Bv(p) 
U2. p?x.,_..BvWKx( ... ,p) 
US. p?!x .,__.. Bv-.Bxp&BxW K y ( ... p) 
U4. $x....._. 0 

Closing of the dialogue should only give the turn to the next speaker. To avoid 
a.n infinite sequence of closing speech acts, a. meta.-rule ha.s been defined to close 
the dia.logue: 

Closing 
Both dia.logue partners stop generating speech acts iff two successive closing 
speech acts are performed (i.e. the sequence Sx & $y ). 

3 An example 

Let us turn to an example where we have the dialogue partners A a.nd B (Table 
1). In Table 1, we have indica.ted the respective cognitive sta.tes of A a.nd B and 
the speech acts (MOVE) that occur as a. result of the dia.logue rules. Pa.rts of the 
cognitive states that represent the preconditions for the next move are indicated in 
bold. 

In the initia.! situa.tion, A believes tha.t p -+ q and believes that r -+ q. B believes 
tha.t s-+ p a.nd believes r. B starts with the initia.! question q?B. A does not know 
the answer to the question directly. However, if A comes to knoweither por r, then 
A ca.n solve the problem by rule R2. So, a.ccording to rule G3 A has to genera.te the 

3 Note that, in correspondence with rule Rl, p wiJl also be removed from Bx WK y( ... , p). 
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p-+q S-+p 
r-+q r 

1 q?a 
p-+q <q> q s-+p 

r--+ q r 

2 p?A 
p-+q <q> q s--+ p <p> p 
r--+ q r 

3 3? B 

p-+q < q,B > q,3 s-+p <p> p 
r--+ q r 

4 3?!A 
p-+q < q, I> q,3 s--+ p <p> p,s 
r--+ q r 

5 p?!s 

p-+q <q> q,3,p 3--+p <p > p,s 
r-+q r 

6 r?A 
p-+q <q> q,3,p 3--+p <r> p, s, r 
r--+ q r 

7 r!s 

p--+q,r <q> q,s,p s-+p <I> p,s, I 
r--+ q, q r 

8 q!A 
p--+q,r <i> r/,3,p 3--+p p, 3 
r--+q,q r, q 

9 $a 
p-+ q, r 3,p s-+p p, 3 
r--+q,q r, q 

10 $A 
p--+q,r 3,p 3--+p p, 3 
r --+ q, q r, q 

Table 1. A and B try to solve the problem whether q is true. Initially, the information 
about q is distributed; in the final state, both A and B believe that q is true. 

question whether p or the question whether r. In Table 1, A starts with the first 
one. B can solve this problem by asking fors, but A has to inform B that he has 
no information about s. A was on the wrong track and the goals has been dropped 
(rule U3). The goal q is still not solved and p cannot be asked for, since A believes 
that B does not know anything about p. Now, r can be asked by A, and, since B 
has direct information about r, B can answer the question. In turn, A can answer 
B's original question and finally, the dialogue can be closed since all communicative 
intentions are removed. 

Below, the same example has been presented in natura! language. The proposi
tions that were used in Table 1 have the following meaning: 



p: 'Oiga smokes cigars' 
q: 'Oiga is happy' 
r: 'Olga works at IPO' 
s: 'Oiga is a manager' 

l'\6 

In correspondence with Table 1, John ('A') initiaily believes tha.t 'if Olga smokes 
cigars, then she is happy' and believes that 'if Olga works at IPO, then she is 
happy'. Peter ('B') initiaily believes that 'if Olga is a manager, then she smokes 
dgars' and believes that 'Oiga works at IPO'. For some reason, Peter is interested 
to know the answer to the question whether Olga is happy. 

In order to obtain a more natura! dialogue, we have added utterances that are 
not generated by the rules that were defined in the model, such as opening of 
the dialogue, indirect questioning, thanks and particles on the level of processing 
('Aha', 'Weil', 'Eh'). The basic structure, however, is isomorphic to the structure 
presented in Table 1. 

Peter: Hello John, I have a question. Can you teil me whether Olga is happy? 
John: Well, let me see, does she smoke ciga.rs? 
Peter: Eh ... That depends, is she a manager? 
John: Sorry, I don't know. 
Peter: Then I don't know whether she smokes cigars. 
John: Aha, wait... does she work at IPO? 
Peter: Yes, she does. 
John: Weil in tha.t case, don't worry, she's happy. 
Peter: Grea.t, thanks a lot, bye. 
John: O.K., bye. 

4 Discussion 

The model presented in this paper for the generation of a.ppropriate speech acts in 
a. cooperative dialogue has severa.l important a.dvantages compared to the dialogue 
grammar and the context-change approach that were discussed in sectien 1. 

In all approaches, utterance generation is based on the goal-directed behaviour 
of individuals in conversational settings. In the dia.logue grammar approach, se
quences of utterances are generated from the concatenation rules for speech acts. 
This implies that uttera.nce generation is ba.sed only on the functional aspects of 
previous utterances in the dialogue. In our and the context-change approach, how
ever, uttera.nces are not only generated on the basis of functional properties of the 
utterance, but also on the basis of the content of the utterance and the previous 
belief of the participants. Moreover, depending on the speech act type, utterances 
may change the belief of the participants. 

The model presented here differs in a.n important way from the context-change 
approach as weil. As a result of the dosure of the a.xioms, in the context-change 
approach a.n infinite number of cognitive states is modelled. In our model, only 
those cognitive states (6 in total, 3 per participant) a.re modelled that are needed 
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to establish the appropriate communication. Our model, therefore, does not suffer 
from the same computation::d complexity as the context-change approach. In fact 
the implementation is extremely simpte and time-delay does not play any role in 
the generation of the speech acts. 

However, we have to take into account that the types of cognitive states used 
in the model should be extended in the future . It is our experience from natura! 
dialogue experiments that deep nestings of belief (> 2), such as 'A believes that 
B believes that A believes that p', are unnecessary to model, since they do not 
play an important role in dialogue modelling. An important extension, however, is 
the inclusion of so-called 'mutual belief' (see e.g. Clark & Marshall 1981). First, 
modelling mutual belief enables the dialogue partners to leave out superfiuous infor
mation (Beun 1991) and, second, it enables dialogue participants to communicate 
information that can be used in reference to objects. 

Furthermore, our model describes (or generates) elementary dialogue phenomena 
which are also observed in Conversatienat Analysis (see e.g. Levinson 1983). First 
of all, in the example presented we can cbserve the local management of adjacency 
pairs, i.e., the prototypical regularity in the sequences of speech acts, such as ques
tion/answer (moves 3-44 and moves 6-7) and the closing of the dialogue (moves 
9-10). 

Second, we cbserve insertion sequences in the example, such as move 3-4 and 
move 2-7. Clearly, in a theoretica! model as the one presented, we can, depend
ing on the problem to be solved and the initia! belief state, generate an arbitrary 
number of levels of sequences and the answer to an original question may be many 
utterances apart. Empirica! research should disclose how deep human participants 
are going in real conversation. 

An important drawback of the naturallanguage example is that the dialogue looks 
still superficial, especially without the extra control utterances. An extension, along 
the line of Levinson's preferenee organization model (Levinson 1983), in which lin
guistic markers are added in the dialogue if non-preferred speech act sequences are 
generated, seems therefore inevitable. 

Also, the representation of domain knowledge should be extended drastically. 
However, extending the model with, for example, predicate logic has important 
consequences for the dialogue protocol, since formulas may be undecidable and, as 
a result, dialogue partners could speak until infinity. 

An extension of the domain language may also infiuence the need for other types 
of cognitive states. For example, the inclusion of negation introduces the possibility 
of confiicting or inconsistent beliefs. Clearly, we cannot simply add a proposition p 
to a belief state of one of the participants if he or she already believes that •p. In 
those cases a solution could be to extend the model with belief about the partners 
belief, so that inconsistent beliefscan be separated. Depending on, for example, the 
sequel of the dialogue, the partners' expertise and the roles that the partner play in 

4 Strictly speaking, move 4 is not an answer, but a denial of the precondition to answer 
the question. 
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the interaction (such as teacher/student, student/student, expertfapprentice) the 
agent may drop his or her original belief and accept the other's belief. 

This paper has been concerned with certain basic aspects of communication. To 
clarify fundamental principles in dialogue we have choosen a simple model based 
on the cognitive states of the participants, the speech acts they can perform to 
exchange information, and the underlying rules for the generation of the speech 
acts and the update of the cognitive states. Exploring the model with different 
cognitive states and different communicative strategies may give important insight 
in both human/huma.n and humanfmachine communication. It should be stressed, 
however, that the rules for dialogue are rudimentary and that extensions along 
the lines indicated above will have far reaching consequences from a forma! and a 
computational point of view. 
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Abstract. The use of modelsof human-computer interaction is discussed, includ
ing principles and applications which become feasible due to the availability of 
cognitive models with predictive power, noteably 
- the use of a model of user interaction for the evaluation of the quality of usage 
of the dynamic model and of the presentation component of user interfaces 
- the cognitive model as a knowledge model, descrihing the required contents of 
training material and documentation for specific, well defined skills. 
It is argued that modelsof skilied behaviour are valid for the intended application, 
and provide a basis for efficient evaluation of the quality of usage of interactive 
systems. 

Keywords. Cognitive models, human-computer interaction, rational behaviour, 
measures, usability 

1 Models of User Behaviour as a Basis for Design, Analysis 
and Evaluation of Interactive Systems 

The pragmatic objective of research into human-computer interaction is the devel
opment of methods and principles which aid the development of interactive, com
puter based devices with a high quality of usage, corresponding to the demands 
of the customers who buy, and the users who use these systems. Behavioural 
theory is a basis for research in human-machine interaction, but also develops new 
topics and perspectives in response to the problems recognized in application 
domains, some of which will be discussed here. 

A specific feature of human-computer interaction is the fact that it occurs in a 
complex and meaningful domain, which can bedescribed and captured with preci
sion, including the interaction of the hu man user with a hardware/software system. 
This has been recognized and exploited by researchers, notably Card, Moran & 
Newell (1983) and Kieras & Polson (1985), who have developed models of 
human-computer interaction, and have also defined some measures based on the 
analysis of these models which indicate aspects of usability. 
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In the attempt to develop these approaches further into a practicabie and effi
cient method for the evaluation of interactive systems, we have defined a con
ceptual and forma! basis for the representation of user tasks, system functions and 
user procedures (called the SANe - Skill Acquisition Network - model ) and we 
have developed efficient tools for the analysis of interactive systems, the de
scription of user tasks and the si mulation and evaluation of user procedures. Only 
a brief description can be gi ven he re, see Bösser & Melchior (1992) for more 
detail. The SANe tooikit is a commercially available set of software tools which 
includes syntax-directed graphical editors for the development of task models, of 
functional models of hardware/software devices, and for the simulation of user 
procedures. 

Here we will describe the underlying principlesof the cognitive modeHing ap
proach, and analytic measures which represem important aspectsof the quality of 
interaction with devices. 

2 Models of Behaviour - What Can They Represent? 

Modelsin any domain can be constructed to represem selective aspectsof the do
main at appropriate levels of abstraction. An often used separation is the descrip
tion of a system in terms of 

structure I funcrion I dynamics 
The structure of a system describes the component modules. In behavioural sci

ence such components could be memory, sensors, effectors, cognition, motivation 
and others, i.e. functional modules. 

On thefuncrionallevel the functions operating within and between modules, and 
the state-changes effected by these functions are described. 

The dynamic model describes the time course and dynamic parameters of the 
processes which govern the operation of the functions. 

Although structural and functional mode Is of behaviour serve an important pur
pose, predicting performanceaspectsof behaviour requires a va lid dynamic model 
of behaviour for a defined domain. This has proven to be one of the most difficult 
tasks in behavioural science, where valid dynamic models with predictive power 
have been demonstrated in limited domains only (e.g. Fitt's law). We argue that 
cognitive mode Is of skilis are well suited to the calculation of meaningful parame
ters of dynamic performance, and can also serve as a model of procedural knowl
edge. 

3 The SANe Model of Skilied Behaviour 

A SANe (Skill Acquisition Network) model represems skilied interaction with 
well-defined machines. This excludes problem solving - the situation where the 
user may have a goal, but does not know a procedure to attain it. It is also as
sumed that the HW/SW system with which the user interacts behaves in a predict-
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able manner. The basic unit of a SANe device model is the operation, defined as 

Opemtion ::= 
CammandState (defined by the set of applicable commands), 
Command (entered by the user), 

Conditions (enablîng or disabling state transitions) 
Actions (state changes occurring as sideeffects of an opemtion) 
TaskActions (sîdeeffects which modîfy the state of the work object) 
Costs (total cost of performing te opemtion) 

Next CammandState 

A behaviour space is defined by the states of the device and the possible transi
tions between states, and is represented as an ATN (Augmented Transition Net
work), repcesenting the syntax of the device. Often specifications of interactive 
H\V/SW systems include this information, and several specification languages can 
be translated into a SANe device model, including statecharts, SOL and partly 
UIL, GIL and Hypertalk. In human-rnachine interaction the behaviour space of the 
user, different from natura! domains of behaviour, can be described precisely by 
a system description. 

4 Tasks and Procedures in the Behaviour Space 

When planning his course of action, the user of a device selects from a set of pos
sibie paths a preferred path in the behaviour space. A model requires an adequate 
definition of the tasks of the user in terms of his goals states, and of the criteria 
and conditions which dictate his preferences. We represent these aspects firstly by 
the tasks of the user, and secondly by the notion of the cost of performing an 
operation. 

What is a task? The term task is used with variabie meaning in scientific dis
course as well as in everyday language. We argue that it makes best sense to 
define as task what is to be achieved, i.e. the goal states, and not how the goal is 
achieved: Tasks exist independently of the procedures by which they are solved, 
and even if they cannot be sol ved. The procedural description as a sequence of ac
tions, including conditions and branchings. describes the solution, but also implies 
the goal. 

Both types of task descriptions have their applications: Whilst the declarative 
description in terms of goal states is the more general one, the vector of 
statevariables and the trade-offs to be described can easily become too large to be 
practically manageable. A procedural description may imply the task incorrectly 
when an alternative, preferabie course of action exists. The state variables refer
enced in a taskmodel define a state space, called the task space. The statesof this 
space are ordered according totheir preference, and the super-goal is to attain the 
most preferred state. This has also been called the motivational space, but its di
mensions are in practice difficult to identify for more than two or three indepen
dent motivational dimensions (see McFarland & Bösser, 1993). 



92 

Tasks at a globallevel are often described by a hierarchy of subgoais, based on 
the assumption that there are no alternative courses of actions. For simplicity it is 
often assumed that skilied behaviour is constituted by fixed sequences. This is 
strictly not true, behaviour can always be interrupted for a different, more im
portant goal. The nature of this time-sharing mechanism is discussed by McFarland 
& Bösser ( 1993 ). 

We conclude that human behaviour is not the activity of a system which tries 
to attain goals, but of a system which strives for optimality. An important conse
quence is that this is nota conscious problem solving process- it would be highly 
inefficient to solve routine tasks by conscious planning. Rather, pre-processed rou
tines are applied most of the time cheaply and without planning - i.e. skilis - and 
these are modelled in the SANe language. 

In a SANe task model, task sets and task lists model tasks at a globallevel. Hi
erarchic task models of any depth can be described, which always terminare in a 
declarative task description (in termsof goal states), which should beat a level as 
high as possible. The following example compares declarative and procedural rask 
models: 

The task is Obtain Milk, motivated by visitors imminent for the tea hour. 
The declarative task description defines the goal state and the optional initia! state 
description. 

TASK: OBTAIN MILK 
Initia! state: 

End state: 

Milk supply: 
Time: Sunday 
Milk budget: 
Location: 
Milk supply: 
Time: 
Milk budget: 
Location: 

TASK: OBTAIN MILK 
IF sunday tea hour is coming up 

AND visitors are expected 

(Declarative task description) 
0 liters. 
16.30 hours. 
3 ECU. 
Home. 
> 0.3 liters. 
Sunday 17.00 hours. 
>= 0 ECU. 
Home. 

(Procedural task description) 

AND visitors may prefer milk in their tea 
AND milk supply is below 0.1 liters 

THEN to obtain milk DO 
IF neighbours are likely to have oversupply of milk 

AND friendly relations exist with neighbours 
THEN obtain milk from neighbours 

ELSE IF shop in town center is open 
THEN use bicycle to travel to town center and purchase milk 

ELSE IF motorway filling station stocks UHT milk 
THEN drive to motorway and buy milk at petrol station 

ELSE terminale task 
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When tasks are defined procedurally, inconsistencies do arise when realistic al
ternative courses of action or the conditions for choice are not considered. As an 
example consicter sending a message: If this taskis described as a procedure (write 
letter > print > stamp > send) this does not take into account that the facsimile 
machine allows an alternative course of action. In addition, the criteria and 
conditions for choice among the two means to send the message - fax or letter -
must be known to predict the behaviour of the user. The choice may be based on 
criteria such as confidentiality, !ega! aspects, or cost in terms of money and time. 

A procedure is an instantiation of a solution fora taskin a defined context, i.e. 
one trajectory from home to shop and return with milk. A major function of the 
si mulation module of the SANe tooikit is the automatic search for user procedures 
which solve defined tasks according to defined criteria - shortest or cheapest solu
tion. A requirement is that the criteria for the choice of a preferred salution are 
known, which are defined by the cost. 

5 The Notion of Cost- The Economics of Behaviour 

Two other aspects must be considered when rnadelling behaviour, the context in 
which behaviour occurs, and cost: 

The context, i.e. the environment in which tasks are solved, includes the state 
of the physical environment (road map, traffic situation, user interface), but also 
social factors, i.e. the strategy of other agents. The context defines constraints for 
possible solutions to the task. 

Costs are incurred by the use of resources when performing procedures, i.e. 
time, money, energy, or cognitive effort, and are described in SANe as a cost 
vector attached to each operation. Costs define preferred solutions, and require a 
quantitative estimate of the costs for a given solution, and also a rule for com
bining the cost factors in such a way that a unique order of preferenee of solutions 
can be defined. 

In order to describe the basis of choice among alternative courses of action, the 
notion of cost has to be introduced. Costs re present the u se of resources when exe
cuting behaviour. Choice of the preferred procedure to solve a taskis basedon an 
estimate of the cost of the procedure, and the benefits derived from its execution. 
Leaving aside how the rota! benefit of procedures is estimated in unpredictable do
ma ins, we have to define the criteria according to which the choice is made. 

Extensive arguments have been raised in Psychology, Philosophy and Eco
nomics about the rationality of human behaviour. The discussion of this topic by 
McFarland & Bösser (1993) concludes that behaviour is rational, given an ade
quate consideration of the costof information processing. This is in line with the 
view of researchers in Al (Russell & Wefald 1991) or economics (Becker 1976). 
The main implication for models of human behaviour is that they require an un
derstanding of the notion of cost, i.e. the cost/benefit conditions which govern the 
choice of a preferred course of action. Psychological experiments appear to show 
that behaviour is not rational in the sense that the optima! behaviour is often not 
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choosen. The main argument against this view is that these studies do not 
appropriately consider the costof cognitive processing, and the effect of learning. 
The SANe model of skilied behaviour represents hu man behaviour realistically and 
adequate for simuiatien and quantitative evaluation. 

6 Learning Mechanisms in SANe 

Skilied behaviour is the result of learning, which suggests that learning processes 
should be included in SANe. The learning mechanisms in SANe include knowl
edge compilation and practice learning, and are not central for the concept, but 
show that they can be readily defined as extensions to the SANe model. 

Knowledge compilation is an important factor in making the SANe tooikit us
able and efficient. Search, the mechanism for problem solving, is costly. It was 
recognised early that it is advantageous to reuse solutions and partial solutions 
found (at a cost) previously. A function was included in the SANe simuiatien 
module which sorts, stores, and retrieves previously found procedures efficiently 
when required for the solution of a task. This natura! mechanism of knowledge 
compilation demonstrates its value and raison d'être immediately. 

Skilllearning is defined as an operatien on the cost for performing skills. Costs 
are not constant, but decrease as a function of repetition. This has two conse
quences: Firstly practice learning is simulated quantitatively (and it was demon
strated that functions which generare realistic practice curvescan be defined in a 
number of ways) and secondly other effects of practice learning became apparent: 
As practice occurs more frequently for some operations than for others. in future 
search these will be cheaper, and therefore may suggest a different preferred 
solution for a task. One consequence of practice learning is the differentiation 
between cheap and expensive operations, which, when compared to a mechanism 
with fixed cost, gives an advantage to the frequently used operations and is thus 
adaptive. 

7 SANe Models, Agents and Robots 

Could agents (or robots) such as those described by David Connah (this volume) 
have a SANe type behaviour model? Yes, but the agent needs an additional com
ponent which generates the next goal for the agent: Motivation. Agents must have 
rules which define what to do next in all states (sometimes even to do nothîng). 
A sîmple robot could live with a few simple rules. but a more developed robot 
needs a more complex motivational system where the rules are adapted according 
to the internat and external state. Sometimes safety is more important than food, 
or vice versa. Given a desperate depletion of resources, higher risks may have to 
be accepted. 

A more developed agent with some problem solving ability (allowing the solu
tion of new problems) and motivation would do much better under varying en-
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vironmental conditions than an agent with fixed behaviour rules- such as a SANe. 
A SANe model is a model of behaviour in a constant, predictabie environment, 
allowing some adaptation, but excludes the ability for problem solving. 

A strength of the SANe model is that it represents cast as a basis for choosing 
the preferabie course of actions. Any cast factor may be represented in the cast 
vector, for rnadeis of human-machine interaction the most relevant ones are time, 
use of sensory, motor and cognitive resources: Vision, decision making, motor 
responses. An important aspect is the estimation of the cast of learning, which is 
possible from the model parameters. 

8 Application of the Model of User Behaviour 

In comparison with similar rnadelling approaches such as those by Card, Moran 
& Newell (1983, the GOMS model) or Kieras & Polson (1985 Cognitive Com
plexity Theory), SANe actvances in two respects: 
- the SANe tooikit makes the development of rnadeis and the calculation of mea
sures efficient, at last one order of magnitude more efficient than other methods, 
and allows efficient integration with CASE tools and interface builders. 
- a set of well defined measures exist, based on the theory of computational com
plexity and on psychological theory, which describe aspects of human-computer 
interaction. These measures can be used to evaluate the usability of interactive 
HW/SW systems. 

In the remainder of this paper the measures which we have defined on the basis 
of the SANe model and their use are described. 

9 The Quality of Interactive Systems 

Quality is the total cast of using a system over the lifetime of the product. This 
includes the operating cast, but also the investment into learning of the users and 
transfer of knowledge, and must consicter the total benefit derived from using the 
system. Quality is the sum of all properties which the user wants to see in a prod
uct. The objective of building SANe rnadeis is to derive measures from the model 
which indicate this quality. 

User-centered design, to be effective, must be integrated efficiently into the sys
tem development process. Model based approaches offer the specific advantage 
that some evaluation is possible at a stage when specifications, but not a fully 
developed system, are available. Alternative methods offer other advantages and 
disadvantages, the most important evaluation methods are: 

Performance measurement: Experiments and tests under controlled conditions 
are most valid but are very expensive and also subject to measurement error. 
Cognitive workload can not be measured directly, and most indicators are prone 
to large measurement error. Subjective ratings by users do not indicate causes for 
ratings. Guidelines and style guides enforce uniformity, but may prevent innova-
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tive solutions. 
Model-based, analytic measures of the quality of usage of interactive systems 

are intended to offer specific evaluation capabilities, to be exploited in conjunction 
with other evaluation and test methods. 

10 Measures of Usability 

A set of measures - so far over 30 in total - were defined based on considerations 
of what a SANe model represents. The measures are combined into the factors: 
-performance, basedon sums of the (empirically determined) cost for single oper
ations. 
- leaming cost. a function of the number of elements (operations, commands) 
which must be learned in a defined task domain. 
- cognitive workload (decision complexity and memory load), based on branching 
and intermediale results which are required in procedures 
- robusmess, the cost for error recovery 
- adaptedness of a HW/SW device to a set of tasks, relating task complexity and 
procedural complexity. 

Because cognitive processes are not directly observable, correlational validation 
of analytic measures is rarely possible, but predictions relating model parameters 
and expected performance of human subjects can be made. A number of experi
ments were performed totest the validity of SANe models, and it was shown that: 
- performance at complex tasks can be predicted well on the basis of a model and 
short and economical tests with single operations 
- decision complexity and memory load were shown in experimems (with second
ary tasks) to represent valid aspects of interaction quality perceived by users 
- learning cost is very well predicted by the number of cammand states, commands 
and operations in a set of procedures. 

A comparison of SANe mode is with mode Is developed by use of the most pre
cise methods of protocol analysis showed that the analytic SANe model is a much 
more precise model of knowledge than the results of protocol analysis. 

Whilst some analytica! measures can be correlated with empirica! measures, oth
ers have no empirica! equivalent. Our condusion is that the analytica! measures 
of usability defined on the basis of SANe models do compete favourably in pre
dictive power and cost effeelivenes with empirica! studies. 

reference new product X relative 
learning effort 15.1 8.3 0.55 
performance 7.6 10.2 1.34 
robustness 0.5 0.32 0.64 
cognitive workload 0.64 0.43 0.67 
adaptedness 0.53 0.76 l.43 

The example summarizes the result of the evaluation of an innovative electronic 
mail program. The measures show that, in comparison to a set of reference prod-
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ucts, the innovative system has specific advantages and shortcomings. It is less ef
ficient to use, but easy to Iearn and well adapted to the specific set of tasks for 
which it is intended. This information can be analysed in further detail, showing 
the causes for specific deviations. Reference values exist for IT applications, con
sumer products, telekom applications, and aerospace and in-car systems. 

11 Display Evaluation and Knowledge Model 

A SANe model allows a specific form of display evaluation: The display is not 
represented in a SANe model, and obviously can not be evaluated, but the model 
can be used to check whether all required elements of information are displayed. 
Tools for this purpose have been developed and can be efficiently applied. 

The SANe model is a detailed model of a skill, including the sequence of opera
tions, conditions and actions to be considered during execution of a skill. Effec
tively it is a complete description of the procedural knowledge required in a task 
domain. 

We have used SANe models for the documentation of SW tools: The simulation 
output (procedures) define the structure for the users guide and documentation. 
The obvious advantage is that development of documentation can be partly auto
mated, resulting in improved quality. 

12 Condusion 

Our main argument is that in the well defined behaviour space of hu man-computer 
interaction a quantitative dynamic model of human behaviour can be efficiently 
developed and valid parameterscan be identified. This approach is highly effective 
for the evaluation of the quality of usage of interactive systems. 
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1 Introductionl 

This study seeks to imprave our understanding of user behavior and perceptions, 
decision support, and r.he communication of mental modeis between design tooi 
users and developers, sa as to facilitate design creativity while ensuring reasanabie 
actherenee to product and process standards. 

Decision support in r.he context of r.his study includes the transfer of design and 
process rules from developers to users, via computer-mediated design tools. The 
tools in effect sponsor developers' process rnadeis as appropriate and efficient 
means to develop high quality software. 

It is a premise of this study that user responses to design tools may be affected 
substantially by r.he tools' eenstraint management subsystems and by r.h"e degree of 
match between the mental models of tooi developers and tooi users. Such models 
map developers' desirabie processes, functions, tasks and constraints, and are 
applied by users in r.he context of their domain knowledge, motivation and 
understanding of process. 

Conllicts sametimes occur between users' sense of design creativir:y and the need 
toproteet product and process standards (via constrainlS). These conflicts are due in 
part t.o a mismatch (lack of cognitive fit} between vaiues and procedures preferred 
by tooi developers versus tooi users. 

This misalignment of cognitive fit may be envisioned as a Venn diagram, 
featuring two overlapping circles representing the user and the developer. The area 
of overlap (the Congruence Region) marks r.he extent of agreement between users 

1 Portions of this paper appeared originally as "Precis of Behaviaral and Perceptua.l 
Responses to Constraint Management in Computer-Mediated Design Activities", in 
the Electronic Jour1Ull of CommUIIicationJLa Revue Electronique de Comm.unication., 
Vol. 3, No. 2, April 1993. 
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and developers regarding appropriate process engineering {i.e., design procedure). 
The areas wilhin !.he circles but outside !.he area of overlap (!.he Constra.int Regions) 
represent the extent of disagreement between user and developer. This study seeks 
to increase the size of the Congruence Region by facilitating campromise between 
user and developer preferences. 

This work: also suggests lhat spreading activatien within semantic networks be 
used to characterize the decision-making process, and investigates user percept:ions 
of relationships among constra.ints and design task options. 

2 Related Disciplines 

This study lies at the intersectien of several disciplines in the humanities and 
applied sciences. Included are înformation science, psychology, computer science, 
engineering and management science. Information science addresses man-machine 
systems (e.g., human-computer interaction); psychology contributes cognition 
(e.g., mental modeling); computer science offers software engineering; management 
science provides decision support, and engineering adds process design and contrOl 
(e.g., eenstraint management). 

3. Domain 

3.1 Domain Selection 

Although the domain featured in lhis study is software engineering, the conceptual 
framework:, analytic approach, and understanding of user responses developed here 
may facilitate attempts to refine computer-mediated design tools used in other 
domains (e.g., pubHeation design, mechanica! engineering, architecture, and 
educational systems). 

Software engineering is an appropriate fust domain for !.he study of such tools. 
Computer-aided software engineering (CASE) tools are used to create software 
packages, including other tools. The creation of tools for other domains makes it 
possible for CASE tools to influence design activities in a number of professions 
and industries. 

The software engineering domain is characterized by individuals who are 
especially capable critics of the tools which they use. Since they themselves are 
software developers, users in this domain have the experience and knowledge to 
evaluate CASE tools in detail. Design tooi users in olher domains are like typical 
motorists, who may know how their cars should perform, but would not be capable 
of critiquing the internal (engineering) features of automobile engines. 

3. 2 Domain Activities 

Software engineering prosenbes a series of stages in the development of reliable 
and robust computer software. Key among these are the systematic definition of 
requirements, the specification of processes necessary to satisfy requirements, the 
designation of program modules to execute tasks, program generation, test and 
evaluation, docwnentation, and maintenance. 
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In the instanee of CASE tools, requirements are levied by various authorities 
upon developers, who create tools under the supervision of management. 
Constraints are included in tools according to the software design methodology 
being employed by a developer. Users then apply the tools to create software 
application packages. Users are guided or restrained by the constraints which 
developers wrote into the tools. Finally, applications written by tooi users are 
delivered to their customer or sold on the open market 

Design activities in this domain take place amidst a host of sametimes 
conflicting priorities, sponsored by a number of major actors. Stakeholders include 
customers, developer management, developers, user management and users. In the 
context of this study, "developers" are individuals whodesign and construct CASE 
tools for ethers to use. "Users" are individuals who apply CASE tools to design 
and construct software for end-user applications. "End-users" are individuals who 
make use of the applications generated by CASE tooi users. Th is study focuses on 
users and developers. 

Although developers aften are nat the ultimate authority for requirements which 
they implement as constraints, the details of implementation emphasis are their 
responsibility. Developers define the processes, functions, tasks and constraints 
incorporated within a CASE toolset; users select and manipulate functions and 
tasks in a process sequence to create products (software applications). 

Developers' perceptions are influenced by risk assessment, resource management, 
process contra!, quality assurance, style preferences, and user satisfaction. User's 
perceptions are affected by project requirements, training and design experience, the 
work environment, style preferences, cast and time-on-task (schedule), and 
satisfaction with CASE tools. 

3. 3 CASE Tools 

CASE tools facilitate the creation and implementation of design elements and the 
generation of executable software. They do so in part by implementing constraints 
made necessary by a variety of economie, quality, schedule and maintainability 
concerns. 

These tools make it possible for system analysts, software engineers and 
programmers to access a camman repository of design and implementation 
information, thereby facilitating cooperation essential to the creation of quality 
software on large, complex projects. They also embody software development 
methodologies, ensure consistency, enforce standards, automate the progression of 
complex systems through the various stages of development, proteet end-product 
quality, and save time. 

CASE tools range from single-purpose "programmer's workbench" modules to 
intertwined tooisets which address most stages in software development These may 
include planning, analysis and design; user interface development; code generation; 
reverse engineering; maintenance; contiguration management, and documentation. 

4. Constraint Issues 

The eenstraint management subsystem (CMS) within a CASE tooi attempts to 
enforce the weighted process and product quality requirements associated with each 
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stage in the software development life cycle. A properly implemenred CMS can be 
a vaJuable decision support feature, guîding users in the selection of design options 
which are consistent with requirements. 

In order to study constraint management systematicaJly and rigorously, a 
typology of constraints is necessary. A carefully constructed typology reduces 
arnbiguity, facilîtates the creation of appropriate measurement instruments, and 
helps to vaJidate the anaJytic framework:. The typology devised for this study 
consists of four discontinuous axes. It attempts characterization of the key 
attributes of any constraint împlemented by a developer in a tooi. 

The frrst axîs includes the awhoriry whose role, position or recognized expertise 
underlies the need for a constraint (e.g., customer requirements, management 
direction or professional standards). The second axis consists of the sryle chosen by 
a developer to imptement the eenstraint (e.g., functional specificity, transparency 
to the user, extent of Jogging). The third axis is the baJance of user versus system 
control (the degree to which the system determines the design process, allows user 
intervention, and provides notice of decisions taken). The finaJ axis is the weight of 
the eenstraint (the importance of the eenstraint in terms of the values it seeks to 
protect, the severity assigned to each potentiaJ negotiation strategy, and the 
mission criticality of the portion of the system associated with the constraint). 

All user restrictions addressed in this study are intentional process constraints. 
These are limitations imposed by the developer to guide the user and proteet 
principlesof software engineering (or toproteet style preferences of the developer). 
In fact, these preferences could be implemented more flexibly without sacrificing 
end-product quality. For example, as changes are made to a program by one tooi 
user, other tooi users may be prohibited from making changes to the same 
program, to avoid chaos due to the simultaneous existence of many versionsof the 
program. However, such configuration control might be protected as well by 
matching archival (control) copies of a program to the current standard vers ion, at 
any time. Unrealized or unauthorized changes would be apparent immediately. 
Resource constraints (limitations imposed by unintentional aspects of hardware or 
software -- such as a poor interface or inadequate memory), and operalive 
constraints (e.g., limitations imposed by a user's management to ensure a uniform 
visuaJ appearance to display screens) are excluded from the study. 

Constraint satisfaction does not necessarily require the application of inflexible 
rules; it only mandates that a series of decisions taken as a whole meets necessary 
and sufficient standards. It is end-product quality, not the constraints intended to 
ensure that quality, that is important Therefore, eenstraint flexibility does not 
necessarily result in product degradation. Without an appreciation of this aspect of 
process control, constraints implemented by developers in design tools can be 
unnecessarily restrictive. (Developer attitudes toward eenstraint actherenee can vary 
from convictions that constraints should be followed with few exceptions to 
feelings that exceptions should be permitted for all except the most important 
constraints.) 

An analogy from elsewhere within software engineering might be that of critica! 
path metbod (CPM) scheduling. Under CPM, project milestones are plotted 
sequentially in a chronological graph. Some of the activities represented are 
performed concurrentJy by several individuals on the programming project Some 
tasks take langer than others; certain (antecedent) tasks must be completed befare 
(dependent) others can be started. If it were to take Jonger than scheduled to 
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complete an antecedent task, the delay would ripple through following dependent 
task.s and place final delivery off schedule. Antecedent-dependent task.s are on the 
"critica! path". Other task.s nat on the critica! path can take langer than anticipated 
without serieus repercussion, just as consrraints which are nat intrinsically vita! to 
product quality, castor schedule can be relaxed.. 

In many instances, a user may be involved in only a few stages of product 
development. Since the CMS add.resses all stages in development, it can help 
imprave product quality and reduce error by evaluating user actions in the context 
of the project as a whole, compensating for the inherently narrow view of a user 
involved in only a few stages. From the user perspective, however, constraints can 
befrustrating precisely because they proteet concerns from outside of the immediate 
task environment. 

Users may engage in five key consrraint negotiation strategies. 
In avoidance, the user modifles his task approach because he knows that to do 

otherwise would trigger a consrraint condition. In compliance, the user modifles his 
task approach to suit the limitations imposed by a consrraint condition that has 
been encountered. In deferral, the user declines to modify his task approach, with 
the knowledge that subsequent system or human review may either reverse or 
accept the decision to override the eenstraint In subversion, the user modifles his 
task approach to take advantage of known weaknesses in the tooi, overriding the 
spirit but nat the mechanism by which the eenstraint is implemented. Firially, in 
negation, the user declines to modify his task approach, unconditionally overriding 
the consrraint. 

5. 0 Research Questions 

1. How are characteristics of eenstraint management within CASE tools {e.g., 
flexibility) associated with user behavior and perceptions in response to such 
tools? 

2. To what extem are factors such as cognitive fit, trust, mental workload, 
complexity and users' and developers' mental models associated with user 
behavior and perceptions in response to CASE tools? 

3. How might potential work place confauncts confuse apparent relationships 
among eenstraint management, cognitive factors, and user behavior and 
perceptions? 

4. How does interaction with a design decision support system educate users 
regarding principles of software development, and equip them to negotiate 
constraints? 

6. 0 Data Collection and Analysis 

6.1 Data Collection 

The frrst of three stages planned for the study is underway: Interviews of key 
stakeholders, and a task analysis of user work. In Stage 2, tooi users and 
corresponding software engineers and programmers who do nat use CASE tools {a 
control group) will be asked to complete a survey questionnaire about their 
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behavier and perceptions; in Stage 3, several users will be observed direclly as they 
execute a standard script of design tasks using a CASE tooi. 

A structured interview guideline (12 questions) has been drafted, based upon a 
conceptual analysis of the problem area and a fully defined and operationalized list 
of variables for the study as a whole. Data are being collected in private interviews 
with user managers, team leaders, software engineers and programmers at two 
Fortune 500 fmns, and developers at the software engineering unit of a national 
infonnation systems company (all in the U.S.). Interviews are being audio recorded 
and transcribed, for verification and analysis. 

6.2 Analysis 

Transcripts are being separated into sections conesponding to the srructure of the 
interview outline. Next, responses to similar questions will be compared and 
aggregated. Common and contrasting themes will be identified and matched to the 
research questions. Later, users' responses to the questionnaire wiJl be contrasted to 
actual behavier and perceptions reported during direct observation. 

7. 0 Future Research and Development 

Findings of this and other studies may be helpfut in specifying eenstraint 
management subsystems that apply knowledge bases. In such subsystems, 
automatically recorded transaction data describing user constraint negotiation 
behavier and design task execution sequences (known as "automated discovery") 
could be used to create customized user-process profiles. 

Sufficient understanding of the interplay between conseraint implementation and 
user behavier also may help to develop intelligent assistants which could calibrate 
eenstraint flexibility dynamically (within task context), plus project the impact of 
current decisions upon future choices and end-product quality. The result may be 
design tools that are as flexible as possible without degrading product quality 
unacceptabl y. 

The implementation of automated discovery and intelligent assistants might be 
based upon a netwerk model of decision-making. In this model, constraints would 
be represented as nodes in conceptual graphs (semantic networks). Each node in 
such decision networles would include a series of attributes, represented as slots in a 
node-frame. The netwerk diagrams would depiet the nodes, types of links and 
valences between nodes, inheritance, and levels of abstraction. Spreading activatien 
would be the mechanism by which decision-making behavier would progress 
through the networks. 

In combination with more detailed knowledge about constraints and user 
responses, such an intelligent system might make possible the more flexible 
implementation of constraints sought in this study. 
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Abstract. A theoretica! framework for diagnosis is presented which is used to 
interpret findings in the literature. lmplications of this framework for the 
development of training and training tools are discussed. 
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1 In trod uction 

Troubleshooting may be described rather simply. Given that a system is not 
functioning properly, the troubleshooter must attempt to locate the reason for the 
malfunction and must then repair or reptace the faulty component. Quite a lot of 
research has been carried out characterizing diagnostic behavior and diagnostic 
skill, resulting in mode Is aimed at descrihing and explaining diagnostic beha vior 
and skill. In this chapter, a theoretica! framework for the interpretation of results 
obtained on the acquisition of troubleshooting skill wil be discussed. 

The terms 'diagnosis' and 'troubleshooting' are sametimes used differently in 
the literature. Diagnosis is often only defined as the processof identification of the 
symptom to the determination of the fault. In other cases, especially when one 
speaks about troubleshooting, the whole process of symptom identification, fault 
determination, and compensatory actions is taken into consideration. In this 
chapter, diagnosis is used in the wider sense: meaning the complete process from 
the identification of symptoms to the taking of appropriate corrective actions. 

This chapter takes the following structure. First, a theoretica! framework is 
detïned to enable the interpretation of results described in the literature. This is 
foliowed by a discussion of results obtained in two domains: the paper industry 
and troubleshooting on board of naval ships. Finally, the implications of these 
findings for the development of tools for training is discussed. 
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2 Diagnosis: A Theoretical Framework 

Many researchers make a distinction between declarative and procedural 
knowledge (e.g., Anderson, 1983, 1987). Declarative knowledge is a collection of 
stored facts also called 'system knowledge' or 'device knowledge' in the domaio 
of teehoical systems. Examples are knowledge about normal values of eertaio 
parameters, or knowledge about the function of the system. Procedural knowledge 
(knowledge about how-to-do-it) cao be regarded as a collection of actions or 
procedures that an intelligent system can carry out. It also contains knowledge of 
the procedures with which one investigates a device to make diagnoses about its 
dysfunctioning, for example the use of the oscilloscope to test eertaio functions of 
a system. Procedural knowledge is content-specific and thus only applicable in a 
limited domain. 

In actdition to the declarative-procedural distinction, a forther distinction can 
be made between domain-specific knowledge and domaio-independent strategie 
knowledge. Th is strategie knowledge is applicable across specific content domains, 
but remains geared towards one task (e.g., diagnosis). For example, in diagnosis, 
regardless of the domain, one would first identify and interpret symptoms, 
foliowed by an invescigation of possible reasons, which will be tesred, before one 
will apply a eertaio repair or remedy. At a very general level, problem-solving 
strategies may be identified which have to do with very general thinking and 
reasoning skills, such as means-ends analysis, reasoning by analogy, or working 
backwarcts (e.g., Newell & Simon, 1972). These general problem-solving 
strategies, or weak methods as they are sometimes called, are applicable across 
specific domains and across specific tasks. 

Thus, if these results are put together, the following framework emerges. At 
the top level, strategie knowledge is employed, consisting of several goals that 
have to be fullfilled during task execution. These goals may also be viewed as 
various subtasks of the diagnostic task. This layer of knowledge is the task 
srructure, or the global strategy. The order in which those goals are fullfilled is 
often flexible, and depends on the specific task-situation at hand. Each goal, 
however, only defines what intermediale conclusion has to be deduced, not how 
the intermediate conclusion has to be deduced. The knowledge about how to 
perform a (sub)task is called the local strategy, and may consist of either 
procedures with a fixed order (how totest a eertaio part), or may consist of a more 
flexible sequence of steps: a strategy. The local strategy of a subtask cooperates 
with the domain knowledge necessary to achieve the goal of the task. 

The question is what these different reasoning steps, the global strategy, the 
local strategies, and the underlying domaio knowledge, entail in diagnosis in 
technica! environments. The following sections will discuss data pertaining to 
these issues. 
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3 Diagnosis in Technica! Environments: The Task 
Structure 

Based on experience with the de veloproent of knowiedge-based systems aimed at 
diagnosis, Schaafstal (1991) proposes a model for the task structure of diagnosis 
consisring of a number of goals. The following goals may be distinguished: 

Identification of symptoms. Symptoms are the first indication that there is 
sarnething wrong. This does not necessarily have to lead to an alarm situation, but 
it may be just a process value that is moving towards the defined limits. 'Being 
tired' is not necessarily a symptom for a certain disease, but when you think that 
you are now more tired than you were before, you should start wondering about 
possible causes. 'The machine is slightly more noisy than yesterday'. In this 
example 'being noisy' is not the symptom, but 'being more noisy' may possibly be. 
One needs expertise to interpret a certain signa! as a symptom. Symptoms can be 
hard to describe, especially when they have a large perceptual component. In 
technica! environments it happens quite often that operators or maintainers de bate 
about the appearance of symptoms, or have very idiosyncratic narnes for 
symptoms, which makes uniform communication about them rather difficult. 

Judgment: How serious is the problem. Depending on a judgment about the 
seriousness of the problem, the whole line of reasoning and action-taking may 
change. If a problem is serious, it is important to takesome action right away, for 
example to save someone's life or to prevent that any other unsafe situations wil! 
appear. It may also include a prevention of halting of the installation. When the 
necessary actions have been taken, the normal diagnostic routine may still take 
over, but that depends on the situation. A correct judgment in this sense is very 
important in many domains, especially when human safety is at risk, but also in 
process control situations. 

De terminalion of possible faults. Fora certain symptom or set of symptoms there 
is often more than one possible underlying fault. For example for quality probieros 
in paper and board manufacturing, it is not unusual that there are more than thirty 
possible faults that may result in the symptom to diagnose. Morris and Rouse 
( 1985) describe that people aften have difficulty in generating complete sets of 
hypotheses. In real-life situations, especially when 'tunnel vision' appears in 
situations of stress, it is lîkely that people 'forget' to take some of these possible 
faults into account. Especially with shift work it occurs quite often that not all 
operators are aware of all possible faults, due to the fact that they have not been 
exposed to all of them. 

Ordering of faults according to likelihood. The ordering of possible faults 
according to likelihood is a processin which certain probabilities are 'assigned' to 
each possible fault. In this way, an ordering of the list of possible faults appears, 
with the most likely candidates on top. This 'mentallist' is the input to the process 
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of testing. 

Testing. Testing has the function of selecting the 'right' fault out of many, by 
ruling out as many of the other candidates as possible. Testing often takes place 
by collecting additional evidence, and may, especially in humans, be more like 
'finding extra arguments for what you already thought it would be', than 'find ways 
to rule out this possibility' ('confirmation bias'). 

Determination of repairs or remedies. Repairs can take several forms. Local 
repairs apply to the exact fault at hand, and are meant to alleviate a specific 
problem. This is an example of compensation for faults (Bainbridge, 1984). Oiobal 
repairs, on the other hand, seem to work in many situations, and can sometimes 
be applied without a full diagnosis of the problem. A local repair in the paper 
industry would be for example cleaning a dirty element. A more global repair 
would be slowing the speed of the paper machine down, since that seems to 
remedy many problems, but is in general not highly recommended. A global 
remedy in medicine may be 'staying home for a day'. This is an example of 
compensation for symptoms (Bainbridge, 1984). 

Determination of the consequences of the application of repairs. In many 
domains it is important to realize what consequences the application of a repair 
might have. For example, what side-effects do eertaio medications have, or in a 
paper mill, does application of this repair imply that the installation has to be 
halted. The outcome of this reasoning process may have an influence on the 
choice of repair, if there is more than one possibility. 

Evaluation: has the situation improved? The final step in diagnosis would be 
an evaluation of actions undertaken in terms of impravement upon the situation. 
Has the problem been solved or are other actions necessary? Basedon a study of 
expert and novice operators in the paper industry Schaafstal (1991) concluded that 
the strategy used by expert and novice operators is rather different. Figure 1 gives 
an overview of the different global strategies an expert operator may follow. 

If the problem is judged to be serious, the operator will immediately continue 
with the application of a (global) repair, foliowed by an evaluation whether the 
problem has been solved. This process may be foliowed by a more complete 
diagnosis in which the fault causing the alarm is diagnosed in order todetermine 
the correct local repair, ensuring a solution 'once and for all'. If the problem is not 
a very serious one, the subject will consider possible faults one by one and test 
them, until a likely one is found. This is then foliowed by a determination of 
repairs, their consequences, an ordering of repairs (if necessary), application of 
repairs and an evaluation whether the problem has been solved. If not, the expert 
might do two things: either try another repair, or back up higher in the tree: he 
may realize that he has not yet spotted the actual fault, and therefore the problem 
has not been solved. In case no possible faults are left, or the operator cannot 
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Thus, in conclusion, the task structure for diagnosis in technica! environments 
may be different for experts and novices in a certain domain. Jf one wants to use 
the task structure as in interpretation scheme for the development of tools for 
training, the task structure used by expert subjects may serve as the normative task 
structure (the goal to work towards), and can be used as such. 

4 Diagnosis in Teehoical Environments: Local Strategies 

Much of the work that may be interpreted as investigating local strategies in 
diagnosis has to do with local strategies that are used todetermine the fault given 
the set of symptoms. In terms of the task structure, this fault finding process 
includes the process of testing, and an ordering of the faults according to 
likelihood. As described by Jansweijer et al. (I 989), sometimes symptoms are 
strong indicators for certain faults and in these cases the symptom is related more 
or less directly to the remedy. Often these relations are indirect. This type of 
reasoning is known as heu.ristic classification. A slightly different association is 
the one where a symptom can be translated into disturbed functions. For example, 
a puddie of water underneath the washing machine probably leads to the 
condusion that the water-contain function of the washing machine is disturbed. It 
is best to focus on that function and to exclude other functions such as the 
timer-control or motor-function. A third type of knowledge that is used to interpret 
symptoms is knowledge about the expected appearance of the 'inside' of the 
device. The physical appearance of parts and components is compared to an 
expected outlook. A loose wire has to be connec- ted again. Otherwise symptoms 
such as, for instance, a hot or burnt component, smoke, sparks or a strange sound 
give an immediate focus for diagnosis. 

Rasmussen (1986) identified three search strategies employed by technicians: 
functional search, topographic search, and symptomaEic search. In functional 
search, the faulty component is hypothesized from the normal functional 
relationship between a system and a specific part of the system. This search is a 
special type of the topographic search as discussed below. The information pattern 
is scanned and familiar features are judged individually in a stream of good/bad 
judgments. If a feature is judged faulty, attention is typically turned immediately 
toward the subsystem related to that function. In topographic search, reference to 
the location of the fault is obtained from the topographic location of a measuring 
point. In symptomatic search, a set of observations repcesenting the abnormal state 
of the system - a set of symptoms - is used as a search template to find a 
matching set in a library of symptoms related to different abnormal system 
conditions. Symptomatic search consists of a form of pattern-matching, often 
developed on the basis of experience, between the symptoms and the result in 
terms of a label, which may be a cause, effect, location, or an appropriate control 
action. Symptomatic search may be considered a form of heuristic reasoning. 

Some of the different search strategies that have been described in the 
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Iiterature may be considered more powerlul strategies than others. Obviously, 
heuristics (or symptomatic search), connecting symptoms to underlying faults, 
belong to the most powerlul strategies an operator may have, although they are 
only applicable in a narrow domain, and have no wider generality beyond this 
domain. Therefore, they are likely to fail in any new situation. Less powerful, but 
still leading to conclusions rather efficient, are search strategies such as 
topographic search, geared towards diagnosis in technica! domains, but more 
widely applicable than heuristic search. At the next level of generality are search 
strategies such as split-half approaches, in which the goal is to minimize the 
number of tests to localize the souree of the failure. At the lowest level of 
specificity are so-called weak problem solving methods, such as means-ends 
analysis and generate and test, as described by Newell and Sirnon (1972). These 
search mechanisms are asserted to be a central component of general 
problem-solving skill and are very general in scope, thus trading power for 
generality. 

The search strategies used by technicians may be different in different 
situations, and may also depend on the level of expertise. Since heuristics are 
mostly developed through practical experience and are tied to specific situations, 
they may become increasingly available with increasing levels of expertise. As 
demonstrated by Rasmussen (1986), topographic search strategies, although not 
informationally economie, may be preferred by technicians in domains such as 
electronic troubleshooting. 

Although most of the research on search strategies focusses on fault finding, 
some research has been done investigating the strategies people use to optimize 
the number of tests needed to localize the souree of the failure. Morrison and 
Duncan (1988) for example found that in a task comparable to electronics 
troubleshooting it was more efficient in terms of number of tests if subjects spent 
more time on utilizing overview information on the system, instead of simply 
testing units sequentially from right to left. However, it should be noted that the 
former strategy puts a much higher demand on working memory resources, which 
are only limited available, and secondly, that the less efficient strategy did not 
necessarily lead to a lower diagnostic performance. 

5 Diagnosis in Teehoical Environments: Domaio Knowledge 

Now that we have adressed what has been found about the task structure in 
diagnosis and the corresponding local strategies, the question remains what kind 
of domain knowledge plays a role in diagnosis in technica! environments. Early 
workon expert systems seemed to imply that there was only one underlying model 
of domain knowledge. Work along this line gave rise to the model-based 
approach, which postulates that expert system building should start with an 
encoding of the first principles of a domain, for example, qualitative or 
quantitative models of the behavior of the device to be diagnosed (e.g., Davis, 
1984). In most of the cases, this work concentrates on models about the structure 
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and behavior of the device. However, as described in Steels (1990), it is possible 
to think of a variety of mode Is, each focussing on different aspectsof the problem 
domain. For diagnosis, for example, one could think of a structural model 
describing part-whole relationships between components and subsystems, a causa] 
model representing the eause-effect relationships between properties of 
components, a functional or behaviaral model representing how the function of the 
whole follows from the function of the parts, a fault model representing possible 
faults and components for each function that might be responsible for the fault, 
and an associational model relating observed properties with statesof the system. 
Which of these models would be the one to use? Clearly, all these models are 
useful and have complementary utility in problem solving. Thus, the question is 
not what model to use exclusively, but what type of model or type of domain 
knowledge is appropriate in certain stages of the diagnostic reasoning process. 

Most of the research on types of domain knowledge used concentrates on the 
processof fault finding. Jansweijer, Benjamins, and Bredeweg ( 1989) for example, 
found that the type of model that is of primary use to the service engineer of the 
UV-recorder is a model of the function of the device on different levels of 
abstraction. The service engineer knows the set of subfunctions that realizes a 
higher level function. The subfunctions can either be a set of independent 
subfunctions or a series of subfunctions that enable each other. Each subfunction 
can itself be described in the same way until, at the lowest level, a function is 
realized by a component that cannot be decomposed further, or of which the 
decomposition is of no interest since it is not repairable, but has to be replaced 
entirely. 

In this way, a multi-fold representation on different levels of abstraction exists 
of the device. On the highest level functions are described with global parameters 
covering functions as expected by a naive user. At the lower level, the functions 
are described with parameters covering more detailed and inner functions of the 
device. A high level function of a washing machine for example is 'the cleaning 
of dirty wash', with a parameter of the 'cleanliness' of the linen. A lower level 
function of a washing machine for example would be heating the water. 

It is clear that people know a lot more about the device than just the 
functioning and the structure of a device as shown by Kieras (1982, 1987). He 
suggests that most knowledge about devices is related to using the device, as 
opposed to how-it-works knowledge about the internal structure and operation of 
the device. The question is, though, whether the types of knowledge people use 
and report depends on their job-contents (an operator vs. a technician, or a 
technician vs. a manager), and there is suggestive evidence in the literature that 
this is in fact the case (Cuney, 1979). 

If we take a closer look at the relationship between various types of underlying 
domain knowledge and stages in the diagnostic process as described in section 2, 
the following relationship is suggested by Schaafstal (1991), taken from an 
industrial domain (the paper and pulp industry): 
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Table 1. Relation between phases of the model and used system 
knowledge. 
I = Symptoms, 2 = Judgment, 3 = Possible faults, 4 = Ordering of faults, 5 = Testing, 
6 = Determination of repaîrs, 7 = Consequences of application of repairs, 8 = 
Evaluation. 

Process flow 
Top. location .. 
Controls * * * * * 
Function comp. * * * .. * 
Paper making * .. * * * * * 
Normal values * * * * 
Process dynamics * * * .. 
Functioning comp. * .. 

The second domain of study, electranies troubleshooting in a radar system also 
showed that people use a wide variety of system knowledge, in the same vein as 
the operators in the paper industry (Schraagen & Schaafstal, 1993). However, 
much more research in different domains is still needed to establish more firmly 
this kind of interaction between types of domain knowledge and stages in the 
diagnostic reasoning process. 

This section may be concluded by the following remarks. Much of the earlier 
workon model-based reasoning focussed on models of the structure and behavior 
of the device. Although this work has lead to very interesting insights, in the long 
run this seems to be a too restrictive viewpoint, as pointed out by Steels (1990). 
Thus, a more flexible view towards the use of domain knowledge is needed, 
certainly if we take into account the flexiblity with which people use different 
types of knowledge, at different levels of abstraction and presumably also at 
different stages of the diagnostic reasoning process. 

6 lmplications for the Training of Troublesbooting Skill 

One of the most striking findings in the literature, as summarized in Morris and 
Rou se (1985) is that instructien in theoretica! principles is not an effecti ve way to 
produce good troubleshooters. lt is interesting to note that these results are quite 
consistent with reports from other domains such as process control (Morris & 
Rouse, 1985), in which explicit training in theories, fundamentals, or principles 
failed to enhance performance, and somelimes actually degraded performance. 
However, when theoretica! instructien is combined with training people in how to 
use that knowledge, performance usually gets better (e.g., Miller, 1975). 

lt should be noted, though, that in the studies in which positive effects were 
found, the guldance involved was rather explicit: students were told to generate 
hypotheses, chunk information, and analyze symptoms in a prescribed way. This 
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is a far more active approach than just providing an opportunity to use system 
knowledge, and should not be interpreted as evidence that the latter approach wil! 
produce better troubleshooters. 

Thus, one of the elements that helps in training people to become better 
troubleshooters is an explicit guidance in the use of previously acquired theoretica! 
knowledge. Another important factor in training of troubleshooting is the 
opportunity for practice which is also strongly advocated by many researchers in 
intelligent tutoring systems (e.g., Lesgold, 1992). 

Not much is known about training in local strategies. A number of studies 
showed that supplying people with adequate procedurescan have a positive effect 
on their troubleshooting performance (Potter & Thomas, 1976; Smillie & Porta, 
1981). There is also limited evidence available that providing troubleshooters with 
good examples can have a beneficia) effect on their performance (e.g., Johnson & 
Rouse, 1982). However, learning from examples may be confined to people with 
high ability, and appears to bedependenton explicit instructien to learn from the 
examples as wel!. 

Training with respect to task structures is still a rather neglected area. This 
may partly be due to the misconception that training in domain, or system, 
knowledge wil! automatically result in good troubleshooting performance, since 
the two are closely linked. It may also stem from the idea that good 
troubleshooting skilis wil! automatically evolve with experience on-the-job, and 
therefore explicit training wil! nothelp all that much: experience wil! do the work. 
In itself: this idea is valid: the experttroubles-hooters in our studies (Royal Dutch 
Navy and paper industry) became fine diagnosticians without explicit strategy 
training. However, the question is whether training in diagnosis as a whole can be 
speeded up and be made more efficient if strategy training is taken into account. 
A final reason for the absence of strategy training is the fact that good strategy 
training is difficult to accomplish and involves quite some analysis before good 
strategies have been identified and made sufficiently explicit for the incorporation 
in regular training courses. 

7 Implications for the Development of Tools for Learning 

The training of strategies requires a learning environment with sufficient 
possibilities for practice, and guidance in using a good strategy. This is not always 
easy to accomplish in real-life settings, since due to risks involved in those 
situations it is not always possible to freely experiment with installations or 
devices. A second problem involved is that in a real-life setting one has nocontrol 
over problems that occur, and therefore it is hard to establish a training program 
solely on the basis of what happens in practice. Therefore, ideally one would need 
training tools and training environments that enable a trainee to systematically 
work through series of problems that have been controlled with respect to the 
current focus of training and in which appropriate, individualized, feedback can 
be given as wel!. In this way, it becomes possible to devise flexible learning tools, 
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that enable individual trainees to follow their own learning trajectory. Only now, 

these environments become available, often as a result of the application of 

AI-oriented research. Third, the relationship between the training of domain 

knowledge and the training of strategies how to apply that knowledge is not very 

well understood. Recent efforts towards the development of coached practice 

environments for the training of troubleshooting, such as demonstrared by the 

Sherlock project (Lesgold, Lajoie, Bunzo, and Eggan, 1992), are rather promising 

in terms of their training results, and suggest that strategy training in relation to 

the acquisition of the relevant domain knowledge is possible and worth the effort. 

Thus, to conclude with: strategy training, although important, is a neglected 

area in the training of troubleshooting skill, which certainly deserves more 

attention. This attention is now gradually growing, partly based on technological 

improvements. However, before strategy training, as part of the training of 

troubleshooting skill as a whole can be accomplished, there is a serious need for 

good methods for accomplishing cognitive task analyses, such that the strategies 

used and knowledge involved is made explicit. The method summarized in this 

chapter, but more fully discussed in Schaafstaland Schraagen (1992) is meant to 

be a contribution to this issue. 

References 

Anderson, J.R. (1983) The architecture of cognition. Cambridge, MA:Harvard University 
Pre ss. 

Anderson, J.R. (1987) Skill acquisition: Compilation of weak-method problem solutions. 
Psychological Review, 94, 192-210. 

Bainbridge, L. (1984) Diagnostic skill in process operation. Revised version of invited 
review paper presented at the international conference on occupalional ergonomics. 

Cuney, X. (1979) Different levels of analysing process control tasks. Ergonomics, 22, 
415-425. 

Da vis, R. (1984) Diagnostic reasoning based on structure and behavior. Artificial 
lntelligence, 24, 97-130. 

Jansweijer, W.N.H., Benjamins, R., & Bredeweg, B. (1989) Diagnoslic reasoning of the 
service engineer. Paper submitted to Conference on Second Generation Expert Systems, 
Avignon, 1989. 

Johnson, W.B., & Rouse, W.B. (1982). Training maintenance technicians for trouble 
shooting: Two experiments with computer simulations. Human Factors, 24, 271-276. 

Kieras, D.E. (1982) What people know about electronic devices: A descriptive study. 
Technica! report No.12. UARZJDPffR-82/0NR-12. University of Arizona, Department 
of Psychology. 

K.ieras, D.E. (1987) What mental model should be taught: Choosing instructional content 
for complex engineered systems. University of Michigan, Technica! Report No. 24. 

Les gold, A. (1992) Going from Intelligent Tutors to Tools for Learning. In C. Frasson, G. 
Gauthier, & G.I. McCalla (eds.), Intelligent Tutoring Systems. Second International 
Conference ITS'92. Berlin: Springer-Verlag. 

Lesgold, A., Lajoie, S., Bunzo, M .. & Eggan, G. (1992) SHERLOCK: A coached praclice 
environment for an electronics troubleshooting job. In J.H. Larkin & R.W. Chabay 



118 

(eds.), Computer-assisted instruction and intelligent tutoring systems. Shared goals and 
complementary approaches. Hillsdale, NJ: Lawrence Erlbaum. 

Miller, E.E. (1975) Instructional strategies using low-cost simulation for electronic 
maintenance. Tech. Rep. HumRRO-FR-WD(TX)-75-20. Alexandria, VA: Human 
Resources Research Organization. 

Morris, N.M., & Rouse, W.B. (1985). Review and evaluation of emprirical research in 

trouble shooting. Human Factors, 27, 503-530. 
Morrison, D.L., & Duncan, K.O. (1988) Strategies and tactics in fault diagnosis. 

Ergonomics, 31, 761-784. 
Newell, A., & Simon, H.A. (1972). Human problem solving. Englewood Cliffs, NJ: 

Prentice-Hall. 
Potter, N.R., & Thomas, D.L. (1976) Evaluation of three types of technica! data for 

troubleshooting. Tech Rep. 76-74(3). Brooks, AFB. TX: Air Force Human Resources 
Laboratory. 

Rasmussen, J. (1986) lnformation processing and human-machine interaction. An approach 
to cognitive engineering. Amsterdam: Elsevier Science Publishers. 

Schaafstal, A.M. (1991) Diagnostic skill in process operation. A comparison between 
experts and novices. PhD-thesis, Rijksuniversiteit Groningen. 

Schaafsta1, A.M. & Schraagen, J.M.C. (1992) A method for cognitive task analysis. IZF 

rapport 1992 85. 
Schaafstal, A.M. & Schraagen, J.M.C. (1993) Training of systematic diagnosis: A case 

study in electronic troubleshooting. In P. Bma, S. Ohlsson. H. Pain (eds.) Proceedings 
of AI-ED 93. Edinburgh. AACE. 

Steels, L. (1990) Components of expertise. Al Magazine, summer 1990, 28-49. 



119 

Problems of Adaptive Action-Oriented 
U ser-Interfaces 
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Abstract. Human actions are chunked: Lew-level action components are 
organised into hierarchical systems. A user-interface which takes into account the 
hierarchical and chunked organisation of human actions, we call action-oriented. 
In an action-oriented interface, all action components are hidden behind general 
action labels and when working with an action-oriented interface, the actions are 
called the action labels. A way of realising action-oriented user-interface is to let 
the interface monitor human behaviour and adaptively modify itself. One 
experiment was conducted to study psychological problems in the use of adaptive 
interface which fellows action-oriented principles. 

Keywords. User-interface, adaption, chunking, attention 

1 Introduetion 

People normally chunk their actions into wholes (Chase and Sirnon 1973, 
Ericsson and Kintsch 1991, Milier 1956). For exarnple, when taking sernething 
we do not think about rnaving shoulders and elbow joints, wrists and fingers but 
instead, we just take the object. Taking is an action and all the required 
subprocesses are subordinated under this one action label in our minds. 
lilformation processing, which is build on chunked actions, could be termed 
action based. 

Human thinking and communication is action-based. The main goal is important 
and the operative details are as far as possible hidden behind the high-level action 
concepts. The chunked character of human actions should be respected in 
designing user-interfaces and we call a user-interface which is close to this ideal, 
action-oriented. Instead of forcing users into mentally loading manual process 
control, an action-oriented user-interface requires nothing but information about 
the user's intended actions. The name of the action, however complex, should be 
enough to get a computer to carry it out with minima!, if any, human 
involvement. 
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Two amplifications are needed: Firstly, the concept of action oriented user
interface is polar. Interfaces are neither totally action-oriented nor standard, but 
more or less action-oriented. Secondly, an action-oriented interface is different 
from the notion of adaptive user-interface (Murray 1991, Wetzenstein, 
Ollenschläger and Wandke 1990). Action-oriented user interfaces need not be 
adaptive because they can be realized without any adaptation. Neither needs an 
adaptive user-interface to be action-oriented. Nevertheless, adaptive interfaces 
provide interesting technical opportunities for the designing of action-oriented 
user-interfaces. 

The technical accomplishment of the chunking required in action-oriented 
interfaces is in principle easy, because it can be realized by writing macros. In this 
way it is possible to imprave action-crienting in most standard interfaces. 
However, the range of users' needs, the variatien of the programs and the 
programming environments make the practical designing of action-oriented 
interfaces difficult. An ideal action-oriented interface presupposes knowledge 
about users' and user-groups' abilities, mental models, and intentions, and this 
information is, for the most part inaccessible in the planning and manufacture of 
human-computer interfaces. 

The design of action-oriented interfaces can also be enhanced by the users who 
can modif:Y the interfaces to make them more suitable for their abilities and 
persona1 needs. This process can be fostered by providing suitable software to aid 
the modification. Machine leaming and adaptive interfaces offer promising 
perspectives for interactive modification (Murray 1991, Wetzenstein
Oilenschläger and Wandke 1990). The interfaces themselves may learn to register 
users' needs and abilities by monitoring their behavior. They may either modif:Y 
themselves or at least provide easy-to-use methods for the supervised 
modification. 

In this paper our main interests are not technical but psychological. We are 
attempting to understand the psychological processes involved in werking with 
action-oriented interfaces. A priori, we assume that one of the most difficult 
challenges for psychology in developing action-oriented interfaces is learning. 
Individuals' work-pattems develop in the course of time and training, and hence 
their expectations concerning the user-interface change. The users should also 
learn to use the facilities supplied by the interface and to know how to use their 
knowledge to make the interface to answer their needs. 
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2. Experiment 

2.1 Introduetion 

Our main experimental task is menu navigation. This task was selected because it 
is known that novices prefer menus but, with increasing expertise may find them 
less convenient (Card 1984, Paap and Roske-Hofstrand 1988, Vandierendonck, 
van Hoe, de Soete 1988). Consequently, the probieros of learning and interface 
adaptiviness seemed to be more relevant in menu navigation than in, e.g., 
progranuning. Of course, this does not mean that we think that menu navigation 
is the only task in which the idea of action-oriented interface is relevant. We 
consicter the concept of action-oriented interface as a general and versatile concept 
which can be discussed in practically any interface context. 

The user's knowledge is an essential factor of his behavior in a menu 
environment. This knowledge may be divided into task-knowledge and 
environmental knowledge. The former refers to the content-specific knowledge 
about goals and contents of a current computational task and the latter to 
knowledge about the behavior of the interface. Some of users are accidental and 
do not have much information about the task or the interface while others are 
experts in both. To observe the effects of these factors in our experiment, the 
farniliarity of the task-environment was varied. 

A second factor which could affect users, is the task complexity. lf tasks are 
simple, it would seem natura1 to assume that current practice would be sufficient. 
The benefits of the action-oriented interfaces should become greater when the task 
demands increase. This is why the task complexity was varied. We also decided to 
use computer cuing in macro construction. It is well-documented in the cognitive 
literature that cues have beneficia! effects in problem solving (Maier 1930, 1931). 
Also, Wetzenstein- Ollenschläger and Wandke (1990) have shown that subjects, 
in using an adaptive interface, may be encouraged to select more complex-action 
levels by computer cuing. This is why we thought that it would be easier for our 
subjects to use rnacros if the computer would suggest them. 

2.2 Metbod 

2.2.1 Subjects 

Thirty two male students were used. They were computer-science students and 
cognitive science students at Helsinki University. All students had a good basic 
knowledge of computers and applications software. The age of the subjects ranged 
between 22-26 years and the subjects were divided in four equally sized groups. 
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2.2.2 Matcrials 

The experiments were run with a standard 386SX PC with VGA monitor. A menu 
navigation program called ACONA (Action Oriented Navigation Program) with 
macro facility and computer cuing system was written with Pascal. ACONA is a 
basic menu environment. It presents a number of options for the user and the 
users' task in navigating is to select from various options one by pressing the 
correspondingly numbered key. Navigation takes place by moving from one menu 
to another until the target is reached. When the target has been found, the system 
backtracks to the beginning and presents the next task. 

The task number and the number of tasks in the experiment are presented to the 
subjects in the middle of the first row of screen. The target is shown in the rniddle 
of the seventh row. The current menu node is presented underlined in the middle 
of the tenth row and the menu items indicating the next menus are located under 
it. The number of the alternatives in each menu was four. The maximum depth of 
the search tree was five and thus the total number of nodes was 161. 

ACONA hand a facility which actively suggested macros. It monitors the paths 
subjects frequently use. If a path is used four times, the program interrupts, 
rentincis subjects that they have used this route several times and asks if the 
subjects would like to make a macro. 

The interface asks "Do you want to make a macro from the first element (e.g. 
Copenhagen) to tl1e last element (e.g. Helsinki) (YIN)?". If the answer is negative, 
no macro is made. If the answer is positive, the interface asks the subject name to 
the macro. The maximum number of characters in a name was 8. Self narning 
was selected because the literature of command narnes supports the use of 
mnemonic narnes and the literature of cue-validity has convincingly shown the 
superiority of self-naming (Bamard and Grudin 1988, Mäntylä 1986). 

From this point on, the macro can be called up by pressing the esc-key. Then the 
program prints a macro index which lists the narnes of all the macros, numbered 
in alphabetical order. To call up a macro, the subject presses the correspondingly 
numbered key and the system moves cursor to the macro endpoint menu. In this 
way, rnacros allow the chunking of the menu navigation processes. 

2.2.3 Procedure and design 

The subjects were told that they should act as salesmen or saleswomen. The 
subjects' task was to move from Copenhagen to another city or town as quickly as 
possible. Copenhagen was the root node in all subtasks and in all conditions. The 
menu system presented city narnes as options or menu items. Thus moving from 
one city or town to another required normal menu navigation. 
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The depth of the search was varied by presenting target cities with either the 
depth of two or four. The difficulty of the task was also varied by using in one 
situation, very familiar cities, e.g. Amsterdam, London, Berlin, etc., or by using, 
in another situation, towns less well known to our Finnish subjects e.g. Envine, 
Hulia, Piney, etc. The major variabie was the macro option. Half of the subjects 
had the opportunity of defining and using rnacros but the other half had no macro 
option available. 

The subjects were tested individually. They made 32 navigation tasks in all. The 
onJy within-subject variabie was the depth. Familiarity with cities and the macro 
option were between- subject variables. The tasks were presenled in eight groups 
of four tasks of the same depth, i.e. 2 or 4. To control the learning process, the 
presentation was ordered so that after a task group of depth 2 carne a group of 
depth 4 and vice versa. The presentation was counterbalanced by presenting a half 
of the subjects \vith depth 2 first and half of the subjects with depth 4 first. This 
was done to avoid more than four sequences of the sa me depth tasks. 

2.3 Rcsults 

The main results are presenled in Figure I. 

NF2 NU2 MF2 MU2 NF4 NU4 MF4 MU4 

IIT1-4 

mrs.a 
•r9-12 

CT13-16 

Fig. 1. The average processing times in seconds. N = No macro, M = Macro; F = 
Farniliar, U= Unfamiliar, 2 = Depth lwo, 4 = Depth four, T = Task series nurnber. 

The following main effects and interactions were significant: task-time training, 
F(3, 224)= 175.87, p<.OO 1; depth F(l,224)=2791.29, p<.OO 1; familiarity, 
F(1,224)=5302.26, p<.OOl; training x macro F(3, 22~)=8.64, p<.OOl; training x 
depth F(3, 224)=26.17, p<.OOI; training x familiarity, F(3, 224)=44.74, p<.001; 
familiarity x depth, F(l, 224)=1528.54, p<.OOl, as well as the three-way 
interaction between training, depth and farniliarity, F(3, 224)=67.71, p<OOl. 
However, the macro effect is notsignificant F(1,224)=0.77. 
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Frequencies of constructed and used rnacros are presenled in Table 1. 

Table 1. The frequencies of constructed and used rnacros during the time of experiment 
by all subjects in the successive four series (S). 

F AMILIAR CITIES UNFAMILIAR TOWNS 

Series Macros Macros Series Ma cros Macros 
defined used defined used 

Sl 1 0 SI 0 0 
S2 9 3 S2 2 I 
S3 15 6 S3 4 3 
S4 17 8 S4 5 4 

Macro construction was cornrnon in tasks with unfarniliar towns, but the 
ditierences were smal!. The nurnber of rnacros used was high and increased with 
learning series in both farniliar and unfarniliar groups. 

2.4 Discussion 

Dornain knowledge is used in navigation planning in a menu systern. The 
increase in tree size causes increasingly more problerns for the subjects. In an 
unfarniliar environment the menu-tree depth is an essential factor. Interestingly, 
the macro facility interacted with task-specific learning. This rneans that when the 
nurnber of solved tasks increased, subjects benefited frorn use of the macro 
facility. Also, the more farniliar people are with the task, the more rnacros they 
construct and use. 

In the beginning of experiments the macro index is empty and thus no macro use 
is possible. To leam to use rnacros takes sorne time and so does the building of the 
basic macro library. Therefore, the actual macro effect can take place only when 
the nurnber of trials increases. This clearly explains why no significant macro
effect was found. In using rnacros, subjects rnay lose time in the beginning but, 
when the nurnber of tasks and the basic macro storage increases, the real benefits 
of an adaptive interface becorne apparent. 

The psychology of action oriented user-interface relies on chunking. Human 
actions have hierarchical structures in which !ow-level basic actions are associated 
into wholes by chunking. Chunking is the way hurnan infonnation processing 
avoids the Iimits of working memory (Chase and Sirnon 1973, Ericsson and 
Kintsch 1991, Milier 1956). The mentalloact caused by acting in an environment 
depends essentially on human ability to chunk task-necessary environmental 
infonnation. The more difficult the chunking, the more mental load the task 
causes and the more difficult performance will be (Gopher and Donch.in 1986). 
Thus, the idea is to remove all the obstacles of natural chunking frorn an interface 
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and to use all the technica! potential in computers to foster the chunking of 
actions. 

A problem with many computer-interface systems is that they divide actions into 
rigid sets of elements and, in this way, impaire the chunking of action 
components. If each menu during the navigation process must be separately 
processed during the navigation process, the natura! chunking process is 
disturbed. People learn the standard palhs in a menu system, their information 
collection changes, and before long, lhey will find it burdensome to go through 
the piecemeal processes again (Card 1984, Vandierendonck, van Hoe, de Soete 
1988). 

When the users try to achieve some action-goals and when their apperception has 
abstracted one action plan, they are not very \villing to pay attention to the 
modification of lhe interface ( cf. Saariluoma 1992). It is one lhing to navigate in a 
menu system and another to modify it. Computer cuing seems to provide an 
effective means to solve this problem (cf. also Wenzenstein-Oilenschläger and 
Wandke 1990). 

On the whole, the idea of action-oriented user-interface has been insufficiently 
researched. These first experiments suggest that action-oriented and adaptive user 
interfaces, though not being one and the same thing, have much in common. The 
combination outlined in this paper could be characterized action-oriented adaptive 
user-interface. This notion seems to have some flex.ibility. For example, it allows 
very effective personalization of the interface design. The macro systems created 
by one user can be stored in a persona1 file and lhus the same interface may be 
modified in very ditierent directions so lhat the interface may be built differently 
by each of its users depending on their personal needs. This we find is one of the 
most interesting future aspectsof action-oriented adaptive interfaces. 
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New Media: Enabling Technologies 

In trod netion 

The term 'medium' has a wide variety of meanings. However, for the purpose of 
this section a medium is regarded as a communication channel that supports 
human-computer communication. Obviously, within human-computer systems 
media are of major importance as a means of facilitating information flow from 
human to computer and from computer to human. The contributions in this 
section address new media to support human-computer communication and the 
enabling technologies upon which they depend. 

In his paper, Jacob describes the area of human-computer interaction techniques 
and especially the new types of interaction techniques that are being developed at 
his Iaboratory: interaction techniques based upon eye movements and interaction 
techniques based u pontheuse of three-dimensional pointing. Gaver's paper argues 
the case for the more extensive use of sound effects, such as, auditory icons and 
background noises, in educational software. His paper describes how the use of 
sound can imprave the quality of the interaction that users experience, i.e., help 
coordinate activities, promate guided exploration, and increase motivation. Barker 
introduces the concept of electronic hooks as a means of providing interactive 
learning environments. He discusses the basic nature of electronic hooks and offers 
a taxonomy of currently available products. Two case studies invalving the use of 
'telemedia hooks' are presented to illustrate the scope and potential of this new 
medium for interactive distance learning. Brok and Splunder discuss the design of 
screen-based control panels that involve 3-D view setting based upon the use of 
a 2-D mouse input device. The eva!uation results that they have obtained indicate 
that their technique leads to the production of interfaces that are easier to Iearn, 
easier to use and involve no reduction in accuracy. In their paper, Tiritoglu and 
Juola discuss how the use of animated icons can promate the Iearning of the 
functions that are represented by those icons in a drawing application. 

Natura! Ianguage is increasingly being used as a medium to support 
human-computer interaction. Tufis et al describe the techniques and the crucial 
role of natura! language generation in a foreign Ianguage learning and tutoring 
system that is based on conversation in rneaningful situations. 

Overall, the papers in this section provide rnany useful exarnples of the ways in 
which new media and their enabling technologies are being used to develop and 
apply new techniques of human-computer interaction within many difficult and 
challenging application domains. 
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New Humau-Computer Interaction Techniques 

Robert J.K. Ja.cob 

Human-Computer Interaction Lab, Naval Research Laboratory, Washington, O.C., U.S.A. 

Abstract. This chapter describes the area of human-computer interaction tech
nique research in general and then describes research in several new types of in
tera.ction techniques under way at the Human-Computer Interaction Laberatory of 
the U.S. Naval Research Laboratory: eye movement-based interaction techniques, 
three-dimensional pointing, and, finally, using dialogue properties in interaction 
techniques. 

Keywords. human-computer interaction, interaction techniques, eye movements, 
gesture, pointing, dialogue 

1 Introd netion 

Tufte [9j has described human-computer interaction as two powerlul information 
processors (human and computer) attempting to communicate with each ether via a 
narrow-bandwidth, highly constrained interface. A fundamental goal of research in 
human-computer interaction is, therefore, to increase the useful bandwidth a.cross 
that interface. A significant bottleneck in the etfectiveness of educational systems 
as well as ether interactive systems is this communication path between the user 
and the computer. Since the user side of this path is difficult to modify, it is the 
computer side that provides fertile ground for research in human-computer inter
action. This chapter describes interaction technique research in general and then 
describes research in several new types of interaction techniques under way at the 
Humau-Computer Interaction Laberatory of the U.S. Naval Research Laberatory 
(NRL). 

Interaction techniques provide a useful focus for huma.n-computer interaction 
research because they are specific, yet not bound to a single application. An in
teraction technique is a way of uaing a physical input/output device to perferm a 
generic taak in a human-computer dialogue. It represents a.n abstraction of some 
common class of interactive taak, for example, choosing one of several objects shown 
on a display screen. Research in this area studies the primitive elements of humau
computer dialogues, which apply across a wide variety of individual applications. 
The basic approach is to study new modes of communica.tion that could be used for 
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human-computer communication and develop devices and techniques to use such 
modes. The goal is to add new, high-bandwidth methods to the available store 
of input/output devices, interaction techniques, and generic dialogue components. 
Ideally, research in interaction techniques starts with studies of the charaderistics 
of human communication channels and skilis and then works toward developing 
devices and techniques that communicate etfectively to and from those channels. 
Often, though, the hardware developments come !irst, people simply attempt to 
build "whatever can be built," and then HCI researchers try to find uses for the 
reauiting artifacts. 

2 Eye Movement-Based Interaction Techniques 

One of the principal thrusts in interaction technique research at NRL has been 
eye movements [3, 5j. We have been interested in developing interaction techniques 
based on eye movements as an input from user to computer. That is, the computer 
will identify the point on its display screen at which the user is Iooking and use 
that information as a part of its dialogue with the user. For example, if a display 
showed several icons, the user might request additional information about one of 
them. Instead of requiring the user to indicate which icon is desired by pointing at 
it with a mouse or by entering its name with a keyboard, the computer can deter
mine which icon the user is Iooking at and give the information on it immediately. 

Our approach to this interaction medium is to try to make use of natura! eye 
movements. This work begins by studying the characteristics of natura! eye move
ments and then a.ttempts to recognize a.ppropriate patterns in the ra.w data. ob
ta.ina.ble from an oculometer, turn them into tokens with higher-level mea.ning, 
and design interaction techniques for them around the known cha.racteristics of eye 
movements. A user interface based on eye movement inputs has the potential for 
faster and more etfortless interaction than current interfaces, because people ca.n 
move their eyes extremely rapidly and with little conscious effort. A simple thought 
experiment suggests the speed advantage: Before you opera.te any mechanica! point
ing device, you usua.lly look at the destination to which you wish to move. Thus the 
eye movement is available as an indication of your goal before you could actuate 
a.ny other input device. 

However, people are not accustomed to operating devices in the world simply 
by moving their eyes. Our experience is that, at first, it is empowering to be able 
simply to look at what you want and have it happen, rather than having to look at 
it and then point and click it with the mouse. Before long, though, it becomes like 
the Midas Touch. Everywhere you look, another command is activated; you cannot 
look anywhere without issuing a command. The challenge in building a useful eye 
movement interface is to avoid this Midas Touch problem. Ca.refully designed new 
interaction techniques are thus necessary to ensure that they are not only fast but 
tha.t use eye input in a. natura.! and unobtrusive way. Our a.pproach is to try to 
think of eye position more as a piece of informa.tion a.va.ila.ble to a. user-computer 
dialogue involving a variety of input devices tha.n as the intentional actnation of 
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the principal input device. 

A further problem arises because people do not normally move their eyes in the 
same slow and deliberate way they operate conventional computer input devices. 
Eyes continually dart from point to point, in rapid and sudden "saccades". Even 
when the user thinks he or she is viewing a single object, the eyes do not remain 
still for long. It would therefore be inappropriate simply to plug in an eye tracker 
as a direct reptacement for a mouse. Wherever possible, we therefore attempt to 
obtain information from the natura! movements of the user's eye while viewing the 
display, rather than requiring the user to make specific trained eye movements to 
actuate the system. 

We partition the problem of using eye movement data into two stages. First we 

process the raw data from the eye tracker in order to filter noise, recognize fixa
tions, compensate for local calibration errors, and generally try to reconstruct the 
user's more conscious intentions from the available information. This processing 

stage uses a model of eye motions (fixations separated by saccades) to drive a fixa
tion recognition algorithm that converts the continuous, somewhat noisy stream of 

raw eye position reports into discrete tokens that repreaent the user's intentional 
fixations. The tokens are passed to our user interface management system, along 
with tokens generated by other input devices being used simultaneously, such as 
the keyboard or mouse. 

Next, we design generic interaction techniques based on these tokens as inputs. 

The first interaction technique we have developed is for object selection. The task 
is toselect one object from among several displayed on the screen, for example, one 
of several file icons on a desktop. With a mouse, this is usually clone by pointing 
at the object and then pressing a button. With the eye tracker, there is no natura! 
counterpart of the button press. We reject using a blink for a signa! because it 
detracts from the naturalness possible with an eye movement-based dialogue by 
requiring the user to think about when he or she blinks. We tested two alterna
tives. In one, the user looks at the desired object then presses a button on a keypad 
to indicate his or her choice. The second alternative uses dweil time--if the user 
continues to look at the object for a sufficiently long time, it is selected without 
further operations. 

At first this seem~d like a good combination. In practice, however, the dweil 
time approach proved much more convenient. While a long dweil time might be 
used to ensure that an inadvertent selection will not be made by simply "looking 
around" on the display, this mitigates the speed advantage of using eye movements 
for input and also reduces the responsiveness of the interface. To reduce dweil time, 
we make a further distinction. If the result of selecting the wrong object can be 

undone trivially (selection of a wrong object foliowed by a selection of the right 
object causes no adverse effect-the second selection instantaneously overrides the 
first ), then a very short dweil time can be used. For example, if selecting an object 
causes a display of information about that object to appear and the information 
display can be changed instantaneously, then the effect of selecting wrong objects 
is immediately undone as long as the user eventually reaches the right one. This 
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approach, using a. 150-250 ms. dwell time gives excellent results. The lag between 
eye movement a.nd system response (required to rea.ch the dweil time) is ha.rdly 
detectable to the user, yet long enough to accumula.te suflident data. for our fix. 
a.tion recognition a.nd processing. The subjective feeling is of a. highly responsive 
system, a.lmost a.s though the system is executing the user's intentions before he 
or she expresses them. For situa.tions where selecting a.n object is more difficult to 
undo, button confirmatien is used rather tha.n a. longer dwell time. 

Other interaction techniques we have developed and are studying in our la.b
ora.tory include: continuous display of a.ttributes of eye-selected object (instea.d of 
explicit user comma.nds to request display); moving object by eye selection, then 
press button down, "dra.g" object by moving eye, release button to stop dra.gging; 
moving object by eye selection, then dra.g with mouse; pull-down menu comma.nds 
using dweil time to select or look a.wa.y to cancel menu, plus optiona.l accelerator 
button; forward and ba.ckward eye-controlled text scrolling. 

Eye movement-ba.sed interaction techniques exemplify a.n emerging new style 
of interaction, called non-comma.nd-ba.sed [7J. Previous interaction styles all a.wa.it, 
receive, a.nd respond to explicit comma.nds from the user to the computer. In the 
non-comma.nd style, the computer pa.ssively monitors the user a.nd responds a.s ap
propria.te, rather tha.n waiting for the user to issue specific comma.nds. Beca.use the 
inputs in this style of interface are often non-intentiona.l, they must be interpreted 
ca.refully to a.void a.nnoying users with unwa.nted responses to inadvertent a.ctions. 
Our research with eye movements provides a.n exa.mple of how these problems ca.n 
be a.ttacked. 

3 Three-Dimensional Interaction 

Another area of interaction technique research a.t NRL ha.s been an investiga.tion 
of three degree of freedom input [4]. In studying interaction techniques, ea.ch new 
piece of hardware tha.t a.ppea.rs raises the question "Wha.t tasks is this device good 
for, a.nd how should it be incorpora.ted into interface designs?" Such questions 
are typica.lly a.nswered specifica.lly for each new device, based on the intuition a.nd 
judgment of designers and, perhaps, on empirica.! studies of tha.t device. Our work 
in three degree-of-freedom input provides an exa.mple of how greater leverage ca.n be 
achieved by a.nswering such questions by rea.soning from a more general predictive 
theoretica! fra.mework, rather tha.n in a.n ad hoc wa.y. 

We begin by poeing the question for the three-dimensiona.l position tracker, such 
a.s the Polhemus 3SPACE or Ascension Bird trackers. While directly answering the 
question "What is a. three-dimensional tracker good for?" we also try to shed light 
on the next level question, i.e., "How should you a.nswer questions like What ia a 

three-dimenaional tracker good for1" Concepts such a.s the logica.! input device pro
vide descriptive models for understanding input devices, but they tend to ignore the 
crudal pragmatic a.spects of haptic input by trea.tlng devices that output the sa.me 
information as equivalent, despite the different subjective qualities they present to 
the user. Ta.xonomies a.nd other fra.meworks for understanding input devices have 
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tended to hide these pragmatic qualities or else relegate them to a "miscellaneous" 
category, without further structure. 

Instead, we draw on the theory of processing of perceptual structure in mul
tidimensional space [1]. The attributes of objects in multidimensional spaces can 
have different dominant perceptual structures. The nature of that structure, that 
is, the way in which the dimensions of the space combine perceptually, affects how 
an observer perceives a.n object. We posit that this distinction between perceptual 
structures provides a key to understanding performance of multidimensional input 
devices on multidimensional tasks. Hence two three-dimensional tasks may seem 
equivalent, but if they involve different types of perceptual spaces, they should be 
assigned to correspondingly different input devices. 

The three-dimensional position tracker can be viewed as a three-dimensional 
absolute-position mouse or data tablet; it provides continuous reports of its posi
tien in three-space relative toa user-defined origin. The device thus allows the user 
to input three coordinates or data values simultaneously and to input changes that 
cut across all three coordinate axes in a single operation. (A mouse or trackhall 
allows this in only two dimensions.) Such a device is obviously useful for pointing 
in three-space, but it is also applicable in many other situations that involve chang
ing three values simultaneously. We considered two tasks that both invo!ve three 
degrees of freedom, i.e., that require adjusting three variables. For comparison with 
the three-dimensional tracker, we used a conventional mouse (for two of the three 
variables in the tasks) and then provided a mode change buttontoturn the mouse 
temporarily into a one-dimensional slider for the third variable. 

A naive view of these two alternatives suggests that the three-dimensional 
tracker is a superset of the two-dimensional mouse, since it provides the same two 
outputs plus a third. Thus the three-dimensional tracker should always be used in 
place of a mouse (assuming ideal devices with equal costand equal accuracy), since 
it is always at least as good and sometimes better. Our intuition tells us that this 
is unlikely-but why? The goal of this research is to develop a firmer foundation 
from which to draw such judgments. To do this, we extend Gamer's theory of pro
cessing of perceptua.l structure, [1] first developed with fixed images, to interactive 
graphica.l manïpulation tasks a.nd thereby use it to shed light on the selection of 
multidimensional input devices. Garner observed that relationships between the 
a.ttributes of an object can be perceived in two ways that differ in how well the 
component attributes remain identifiable. Some attributes are integrally related to 
one another-the values of these attributes combine to form a single composite 
perception in the cbserver's mind, and each object is seen as a unitary whole; while 
other attributes are separably related-the attributes rema.in distinct, and the ob
server does not integrate them, but sees an object as a colleetien of attributes. 

Our hypothesis is that the structure of the perceptual space of an interaction 
task should mirror that of the control space of its input device. To examine it, we 
considered two interactive tasks, one set within an integral space and one in a sep
a.rable one, and two input devices, one with integral dimensions and one, separable. 
This yields a two by two experiment, with four conditions. We expect performance 
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on each taak to be superior in the condition where the device matches that task in 
integrality /separabillty. That is, the interaction effect between choice of taak and 
choice of device should far exceed the main effects of taak or device alone. 

For the integral three-attribute taak in the experiment, the user manipulates 
the :c-ylocation and the size of an object to match a target, since location and size 
tend to be perceived as integra.l a.ttributes; for the sepa.rable taak, the user ma.nip
ulates the :c-yloca.tion a.nd co lor (lightness or darkness of greyscale) of an object 
to match a target, since location and color a.re perceived sepa.rably. The difference 
in perceptual structure between these two ta.sks is in the relationship of the third 
dimension (size or greysca.le) to the 1'irst two (x and ylocation); in a.ll cases, the x 
and !I a.ttributes are integra.l. 

For the integral device condition, we use a Polhemus tracker, which permits 
input of three integral values. For the separable condition, we use a conventional 
mouse, which permits two integral values, to which we a.dded a mode change to 
ena.ble input of a third-separa.ble-va.lue. Our hypothesis prediets tha.t the three 
degree of freedom input device will be superior to the two degree of freedom (plus 
mode change) device only when the taak involves three integral va.lues, rather than 
in all cases, as with the na.ive hypothesis mentioned above. 

Our experimental results strongly supported this hypothesis. We found that 
neither device is uniformly superior to the other in performance. Instead, we find 
significantly better performance in the experimental conditions where the taak a.nd 
device are both integra.l or both separable a.nd inferior performance in the other 
two conditions. These results support our extension of the theory of perceptua.l 
spa.ce to interaction techniques, which prediets tha.t the integra.l taak (size) will be 
performed better with the integra.l device (Polhemus) a.nd tha.t the sepa.rable taak 
(greyscale) will be performed better with the sepa.ra.ble device {mouse). 

4 Dialogue Interaction Techniques 

Another direction in our research is the notion of dia.logue interaction techniques 
[8, 6]. In a. direct ma.nipula.tion or gra.phical interface, ea.ch command or brief trans
action exists as a. nea.rly independent u tterance, unconnected to previous a.nd future 
ones from the sa.me user. Rea.l human communica.tion rarely consists of such indi
vidual, unconnected utterances, but rather each utterance ca.n dra.w on previous 
ones for its mea.ning. It may do so implicitly, embodied in a conversa.tional focus, 
state, or mode, or explicitly. Most research on the processes needed to conduct 
such dia.logues ha.s concentrated on natura! language, but some of them ca.n be 
applied to any human-computer dialogue conducted in any language. A direct ma
nipulation dia.logue is conducted in a rich gra.phical language using powerlul and 
na.tural input and output modalities. The user's side of the dialogue may consist 
almest entirely of pointing, gesturing, a.nd pressing buttons, a.nd the computer's, of 
animated pictorial a.nalogues of rea.l-world objects. A dialogue in such a language 
could nevertheless exhibit useful dialogue properties, such a.s following focus. For 
exa.mple, a precise meaning ca.n often be gleaned by combining imprecise actions 
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in severa.l modes, ea.ch of which would be ambiguous in isola.tion. We thus a.ttempt 
to broa.den the notion of interaction techniques in these two dimensions (multiple 
tra.nsa.ctions and multiple modes). 

A useful property of dia.logue tha.t ca.n be a.pplied to a. gra.phica.l interface is 
focus [2j. The gra.phica.l user interface could keep a history of the user's current 
focus, tracking brief digressions, meta-conversations, major topic shifts, a.nd ether 
changes in focus. Unlike a linguistic interface, the gra.phica.l interface would use 
inputs from a. combination of graphica.l or manipulative modes todetermine focus. 
Pointing and dra.gging of displayed objects, user gestures and ga.zes as well as the 
objects of explicit queries or commands all provide input to determine and track 
focus. 

Human dia.logue often combines inputs from several modes. Deixis often involves 
a pointing gesture that does not precisely specify its object; the listener deduces 
the correct object from the context of the dialogue and, possibly, from integrating 
information from the hand gesture, the direction of the user's head, tone of his or 
her voice, and the like. The user could, similarly, give a cernmand a.nd point in a. 
general direction to indicate its object. The interface would disambiguate the point
ing gesture based on the recent history of its dialogue with the user and, possibly, 
by combining other information about the user from physical sensors. An imprecise 
pointing gesture in the general direction of a. displayed region of a map could be 
combined with the knowledge tha.t the user's recent comma.nds within tha.t region 
referred principally to one of three specHic locationa (sa.y, river R, isla.nd I, and hili 
HJ within the region and the knowledge tha.t the user had previously been looking 
prima.rily a.t islands displa.yed all over the map. By combining these three imprecise 
inputs, the interface could na.rrow the choke down so tha.t (in this example) is land 
I is the most likely object of the user's new comma.nd. 

We ca.ll these higher-level interaction elements dia.logue interaction techniques, 
a.nd we have begun designing a.nd testing them in our la.boratory. We are a.lso de
veloping a software architecture for ha.ndling these properties that span more than 
one tra.nsaction. It treats them as orthogonal to the usual lexica!, syntactic, and 
semantic partitioning of user interface software. Our first system demonstratea the 
use of a focus stack in an interactive graphics editor. In the future, we wil! expand 
to a. richer representation of dialogue than a sta.ck, to support a wider range of 
dialogue interaction techniques. 

5 Conclusions 

This chapter has provided a.n overview of a variety of new human-computer in
teraction techniques we are studying and building at NRL. Interaction techniques 
like these, when applied to the design of specific interfaces, increase the useful 
bandwidth between user and computer. This seems to be the key bottleneck in im
proving the usefulness of all types of interactive computer systems, a.nd particula.rly 
educational systems, which depend heavily on dialogues with their users. 
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The Case for Sound-Effects in Educational 
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Abstract. Nonspeech audio cues used in educational software can substantially 
increase functionality. Soundscan increase tbe tangibility of interfaces, help coor
dinate activities, and promote guided exploration. In addition, sounds are fun, and 
thus increase motivation. These functions for sound are illustrated by a number of 
interfaces which use auditory icons, everyday sounds designed to convey informa
tion by analogy witb everyday sound-producing events. 

Keywords. Human-computer interfaces, educational software, collaboration, 
multimedia, auditory interfaces, sound, ecological psychology 

1 Introduetion 

In tbis paper, it is argued tbat educational software could benefit in a number of 
ways by tbe incorporation of sound-effects much like tbose used in movies, radio 
dramas, and video games. Classes should be filled witb the sounds of roaring ma
chines, running water, even breaking glass - notmade by tbe real tbing, of course, 
but by educational software. 

If tbis seems crazy, consider KidPixrn, an award-winning drawing program for 
children produced by Bröderbund Software (see Fig. 1). KidPix is fun: It incorpo
rates a large number of innovative graphical tools with which kids can explore and 
play. This figure shows what a few of tbem do. Piek one paintbrush and drops of 
ink follow tbe cursor. Piek another and trees grow wherever you press the mouse 
button. Yel anotber lums smootb mouse motions into rough scribbles. Use one 
of tbe "rubber stamps" to put liltie drawings wherever you click. And if you do 
nol like tbe result, you can erase it in a number of highly satisfying ways - my 
favourite is tbe bomb. 

KidPix is an interesting program in part because il uses tbe power of the com
puter to go beyond tbe usualliteral roetaphors used in painting programs. But it is 
the sound tbat makes it more tban just a novel drawing program: all tbe tools are 
accompanied by clever, useful, and appropriate sound-effects. Use tbe dripping 
painlbrush, for instance, and you hear tbe drops of paint seep down tbe screen. U se 
tbe scribbling paintbrush, and you hear a pencil scribbling on paper. Stamp an owl 
on the tree branch, and you hear tbe stamp slap against tbe page. And when you 
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Fig. 1. KidPixTW uses a variety of sound-effects to accompany drawing. 

blow up tbe screen, you hear tbe explosion - tbe effect would not be nearly so 
powerful otherwise. 

Are these sounds just gimmicks? Perhaps. But bere it will be argued tbat tbe 
sounds used in IGdPix add significantly to its success in a number of ways, and tbat 
these advantages are applicable to many otber programs. 

1.1 Wbat Sounds Add to Interaction 

First, sounds increase tbe tangibility of tbe interface, and help to explain what is 
happening. Remember that the users of KidPix are unlikely to trouble witb manu
als or help systems - if tbey can read at all. The sounds help to make tbe program 
self-explanatory. Consicter bow confusing the scribbling paintbrush would beifit 
were not accompanied by the appropriate noise. Or how prosaic tbe bomb-eraser 
would be if it "blew up" your screen witbout making a sound. Sounds like these 
reinforce tbe visual expressions of a metaphor. By adding redundant information 
about what is happening, they make tbe tools seem more real (and thus the inter
face more transparent). Because they also add new information for instance, about 
tbe putative tooi and surface, in tbe case of tbe scribbling paintbrush - they can 
convey new information about wbat is going on in the interface. 

Second, sounds can help coordination witb others, by allowing other kids (and 
teachers) to bear what tbey cannot see. You do not need to be looking at the screen 
to know what tools a kid is using - you can bear tbe scribbling, dripping, and 
explosions. Tbis may not be so important for programs like KidPix, but it is 
potentially quite useful for educational software, particularly collaborative systems 
in which several people may be working in tbe same program at tbe same time. 

Rnally, sounds promote guided exploration, by selectively indicating attributes 
of interest. Real sounds inevitably accompany actions, determined by the laws of 
physics. Sound-effects have to be created; programs do not naturally make sounds. 
This means that tbe designers of sound-effects have the opportunity to design 
sounds that highlight some aspects of an event and not others (in fact, they cannot 
avoid it). So the scribbling paintbrush stresses tbe gestures of pencil on paper, 
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while the dripping brush leaves out the surface, and emphasises the viscosity of the 
"ink." Again, this may not be so important for entertainment software like 
KidPix, but it can be valuable for educational software. 

2 A uditory Ie ons 

Tbe sounds used in KidPixTM were designed to be fun, not useful. It is doubtful 
that the designers sat down and asked themselves, "how can the sounds we use in
crease tangibility, promore coordination, and help with guided exploration?" They 
were, after all, primarily concemed with making their program entertaining and use
ful enough to sell. Tbus while most of the sounds in this program are remarkably 
apt, few are actually that useful. 

Over the last several years, on the other hand, there bas been research concemed 
with just these issues. The result is a strategy for creating auditory icons, everyday 
sounds designed to convey information about computer events by analogy with 
everyday events (Gaver, 1986). 1be sounds used are similar to those used in 
KidPix. But because the purpose of auditory iconsis to provide information, rather 
than entertainment, a richer, more principled set of design principles have evolved. 

The basic idea bebind auditory icons is to map computer events to analogous 
sound-producing events (see Fig. 2). For instance, when a user selects a file, the 
act of clicking tbe mouse while the cursor is positioned over the icon suggests that 
a tapping noise might be an appropriate mapping. The result is a simple sound
effect, much like tbose used in KidPix. 

But auditory icons go beyond the sounds used in KidPix because they are parame
terized; that is, meaningful parameters of the computer and sound-producing events 
are mapped to one another. For instance, the size of the file might be indicated by 
the si ze of the virtual object you hear tapped. The type of file can be conveyed by 
the material of tbe tapped object. And the overall disk space might be mapped to 
the overall reverberation applied to the sound, so that an empty disk sounds like a 
large, echoing hall, and a full disk sounds lileed a small, cramped room. 
Parametenzing auditory icons bas two effects. First, it allows families of auditory 
icons to be created, which convey rich information in lawful ways. Second, it 
increases the variability of tbe sounds heard from tbe interface, and thus helps pre-

lil 
ë 
(1.) 

> w 

Computer World Everyday World 

event mapping :;,.. 

Fig. 2. Auditory icons are created by mapping events in the computer world to sound
producing events in the everyday world. They may be parameterized by mapping 
attributes of the computer and sound-producing events to one another. 
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vent any given sound from becoming annoying through repetition. 
Auditory icons rely on a new approach to the psychology of sound and hearing 

that stresses our tendency to hear sounds in terms of the events that cause them 
(Gaver, 1993a, 1993b). For inst.ance, if you are walking downastreet and hear a 
sotmd, you are less likely to ponder its pitch, loudness, and timbre (all attributes of 
sound studied by traditional psychophysics) and more likely to hear it as a large 
automobile heading your way- and jump! This experience of everyday listening 
implies that we can start to describe sounds and their perceptual correlates in terms 
of events. Instead of descrihing a sound in terms of its pitch and the acoustic corre
late of frequency, for example, we might describe it in terms of the size of its 
souree and the associated acoustic correlates. This perspeelive leads to a new 
approach to the psychology of sound and hearing, as suggested above. More 
important, for the purpose of this paper, it leads to a new set of conceptual tools 
for building auditory interfaces in which computer events are mapped directly to 
sound-producing events. This is the strategy bebind auditory icons. 

The rest of this paper describes auditory icons and their potential uses in edu
cational software. The discussion centers around the three functions of increasing 
tangibility, supporting coordination, and guiding exploration. Each of these func
tions is illustrated by a system that uses auditory icons. The first is the 
SonicFinder, an auditory extension to the desktop metaphor which makes the world 
of the computer more tangible and more self-explanatory. The second is 
SoundShark, and a related application ARKola, which adds sound toa prototype 
system of collaborative software meant to support dist.ance education. The last is 
the Environmental Audio Reminder (EAR) system, which uses sound to convey 
selected information about events going on in our office environment. 

3 lncreasing Tangibility: The SonicFinder 

Educational software must achieve a number of goals. The primary one, of course, 
is to teach students about the subject matter at hand. But to do this, the students 
must learn to use the software itself. Thus a second goal is that the software 
should be readily learned and ideally self-explanatory. In addition, software should 
motivate students both to explore the partienlar contents it offers and the relevant 
domain more generally. This is a third challenge facing designers of educational 
software. 

Auditory icons may help in creating interfaces that are easy to learn and which 
motivate users by increasing the tangibility of the interface. A good example of 
this is the SonicFinder (Gaver, 1989). This is an extension to the Finder, the 
application used to organize, manipulate, create and delete files on the Macintosh. 
Creating the SonicFinder required extending the Fmder code at appropriate points to 
play sampled sotmds modified according to attributes of the relevant events. Thus a 
variety of actions make sotmd in the SonicFinder: selecting, dragging, and copying 
files; opening and closing folders; selecting, scrolling, and resizing windows; and 
dropping flles into and emptying the wastebasket. Most of these sounds are 
parameterized, although the ability to modify sounds was limited by the sampling 
software used. So, for instance, sounds which involve objects such as flles or 
folders not only indicate basic events such as selection or copying, but also the 
object's types and sizes via the material and size of the virtual sound-producing 
objects. In addition, the SonicFinder incorporates an early example of an auditory 
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Fig. 3: In tbe SonicFinder, many user-initiated events are accompanied by meaningful 
auditory icons, increasing tangibility and ease of leaming. 

process monitor in tbe form of a pouring sound tbat accompanied copying and tbat 
ind.icates, via changes of pitch, tbe percentage of copying tbat bad been completed 
(see also Coben, 1993). 

Fig. 3 shows an example of an interaction witb tbe SonicFinder. Wben a user 
selects a file icon (Fig. 3A), a tapping sound is played wbicb provides feedback 
about tbe event and also provides information about tbe file size and type. As the 
user drags tbe icon towards tbe wastebasket, a seraping sound is played (3b), wbicb 
not only indicates tbat the object is being moved, but also reflects tbe size of tbe 
file and wbat it is being dragged over (i.e., its home window, anotber window, or 
tbe desktop). This sound stops eitber wben tbe user releases tbe object, or wben it 
bits a possible container sucb as a folder. Finally, wben tbe user tbrows tbe icon 
into tbe wastebasket (3C), marking it for deletion, tbe sound of crasbing glass is 
beard. Tbis provides useful feedback about tbe nature of tbe interaction, and also 
reflects tbe number of otber objects in the wastebasket 

Sounds like these serve to provide redundant information about events in tbe sys
tem, and thus increase its tangibility. Once users become accustomed to the 
SonicFinder, they fee! somebow removed from tbe interface if tbe sound is turned 
off. Tbe sounds seem to make interactions more immediate to users. 

Sounds also convey information tbat is nol conveyed grapbically. For instance, 
tbe size and type of files is nol indicated in most modes of tbe grapbical display, 
yet can be readily judged (at least qualitatively) from tbe selection sounds. 
Somelimes sounds seem to convey information more effectively tban grapbic feed
back. For example, hearing wben a dragged object is over a container seems more 
effective tban bigbligbting for belping people avoid playing cbase-tbe-wastebasket, 
and in moving files to new windows witbout losing tbem in unnoticed folders. 
Finally, tbere is some anecdotal evidence that tbe SonicFinder belped some new 
users understa.nd tbe underlying roetaphor of lhe Finder; by empbasising tbe tangi
bility of icons, they support tbe interpretation of simple line-drawings as "objects" 
that can be moved, opened, etc. 

In sum, tbe SonicFinder demonstrales tbe potential for auditory icons to provide 
ricb information in inluilive ways. Tbis can be belpful in making systems obvi
ous, and tbus in allowing users- wbetber students or nol- to focus on tbe content 
offered by tbe software rather tban the task of figuring out bow to use it. In addi
tion, auditory icons can increase tbe feeling of direct engagemenl (Hutcbins, HolJan 
and Norman, 1986) wilh interfaces. Tbey reinforce the feeling that lhe model world 
presenred by grapbical interfaces is a real one tbat can be interacted witb in mean-

::-
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ingful ways. Finally, interfaces that use auditory interfaces are more fun: Justas 
erasing the screen in KidPix would be boring if tbe bomb were silent, so selecting 
a file in the Finder is somebow less satisfying wben it does not make a noise. 

4 Supporting Coordination: SoundShark and ARKola 

One of tbe potentlal problems witb using educational software is that it may sepa
rate students from each other and from their teachers, turning classrooms into 
collections of individual users, each staring intently into bis or her own screen. 
Thus anotber challenge for the designers of educational software is to develop prod
uelS tbat support communication and coordination amongst students and tbeir 
teachers. Auditory icons can help witb tbis both within the physical classroom, 
and within collaborative virtual worlds used as "classrooms" for distance education. 

4.1 SoundSbark 

An example of this latter role for sound is provided by SoundShark, an auditory 
version of SharedARK (Smitb, 1989). SbaredARK is a collaborative version of 
ARK, tbe Altemate Reality Kit. Developed by Smith (1987), ARK is designed as 
a virtual physics laboratory for distance education. The "world" appears on the 
screen as a flat surface on wbich a number of 2.SD objects may be found. These 
objects may be picked up, carried, and even thrown using a mouse-controlled 
"hand." They may be linked to one another, and messages may be passed to them 
using "buttons." Using tb is system, a number of sirnple physical experiments 
may be performed. In addition, SharedARK allows the same world to be seen by a 
number of different people on their own computer sereens {and is usually used in 
conjunction wilh audio and video links tbat allow them to see and talk to one 
anotber). They may see each other's hands, manipulate objects together, and tbus 
collaborale within lhis virtual world. 

SharedARK is a multiprocessing system, with tbe potential for several 
"machines" or self-sustaining processes to run sirnultaneously. In addition, it pro
vides a very large world to users, in tbat tbe space for interaction is many times 
larger tban the screen (depending on available memory, ît may cover literally acres 
of virtual space). This means tbat sirnultaneous users of the system may not be 
able to see each other (or more accurately, the hands tbat represent them), despite 
their being in tbe same "world" and potentially changing it in ways that might 
affect each other. 

To help collaboration in tbis large, complex world, we extended the SbaredARK 
interface with auditory icons tbat indicate user interactions, provide background in
formation about ongoing processes and modes, and support navigation. The result 
is called SoundShark (Gaver and Smith, 1990). Many user actions are accompanied 
by auditory icons which are parameterized to indicate attributes sucb as the size of 
relevant objects. In addition, ongoing processes make sounds that indicate their na
ture and continuing activity even if they are not visible on the screen. Modes of 
the system, such as the activation of "motion," which allows objects to move if 
tbey have a velocity, are indicated by !ow-volume, smootb background sounds. 

These auditory icons are helpful for individual users. More interesting, tbe 
sounds support collaboration among rcmote users. Because each sound can be heard 
tbraughout the "world," collaborators can hear eacb other even if tbey cannot see 
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each other. In addition, the distallee between a user's hand and the souree of a sound 
is indicated by the sound's amplitude and by low-pass filtering. This not only 
seems to a.îd navigation (prompting us to develop "auditory landmarks", objects 
whose soul function was to play a repetitive sound that could aid orientation) but 
allows collaborators to hear the distallee and even direction of their partraers. 

4.1 The ARKola Simulation 

Our experienees with SoundShark suggested that auditory icons could help collabo
ration amongst distributed colleagues interacting in a virtual environment To test 
this, we developed a special application within SoundShark that we used for 
observing people's use of the system. Our aim was to assess the usefulness of 
auditory icons for collaborators within the system as well as for individual users. 

The application we came up with is a model of a softdrink plant called the 
ARKola bottling factory (Fig. 4; Gaver et al, 1991). It consistsof an assembly 
line of 9 machines which cook, bottle, and cap cola, provide supplies, and keep 
track of fmancing. The plant was designed to be fairly difficult to run, with the 
rates of the machines requiring fine tuning and with machines occasionally "break
ing down," necessitating the use of a "repair" button. In addition, we designed the 
plant to be too large to fit on the computer screen, so participants could only see 
about half the machines at any given time. 

Eacb of the machines makes sounds to indicate its function. For instance, the 
"nut dispenser" makes wooden impact sounds each time a nut is delivered to the 
cooker, the "heater" makes a whooshing flame-like sound, the "bottler" clangs and 
the "capper" clanks. In addition, the rate of each machine is indicated by the rate of 
repetition of the sounds it makes, and problems with the machines are indicated by 
a variety of alerting sounds such as breaking glass, overflowing liquid, and so forth. 

As with SoundShark, the sounds were designed not only to be useful for individ
ual users, but also to be helpful in coordinating partners running the plant. We 

r···-- ··-···-- ·-·-·· ···-·-·· ! 
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Fig. 4. Tbe ARKola bottling plant simulation (about one fourth actual size). 
Reetangles show the extent of the plant each user sees at a given time. 
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tested tbis in a simple observational study. Six pairs of partleipants were asked to 
run tbe plant witb tbe aim of malting as much "money" as tbey could during an 
hour-long session. Each pair ran tbe plant for two hours, one witb and one witbout 
auditory feedback (with tbe order, of course, being counterbalanced). We observed 
tbeir performance from a "control room" via video links astbey ran tbe plant, and 
videotaped their actlvities for later analysis. 

Our observations indicated tbat sounds were effective in helping individual users 
keep track of tbe many ongoing processes. The sounds allowed people to track tbe 
activity, rate, and functioning of normally running machines. Witbout sound, 
people often overlooked machines tbat were broken or tbat were not receiving 
enough supplies; with sound these problerns were indicated either by tbe machine's 
sound cea<>ing (which was often ineffective) or by the various alert sounds. Perbaps 
most interesting, the auditory icons allowed people to hear tbe plant as an inte
grated complex process. The sounds merged tagether to produce an auditory tex
ture, much as the many sounds that make up the sound of an automobile do. 
Partleipants seemed to be sensitive to the overall texture of the factory sound, refer
ring to "the factory" more often than they did without sound. 

These observations support the idea, introduced in Section 3, that well-designed 
sounds can help new users learn how a system works. These observations also 
support the thesis of Section 4, that sounds are partlcularly useful in guiding explo
ration of systems by providing information about a relevant subset of events. 
Finally, sound seemed to add to the tangibility of the plant and increased partiei
pants' engagement with tbe task. This became most evident witb a pair of 
partieipants wbo had completed an hour with sound and were working an hour 
without. From the video, their increasing boredom with the silent plant is obvious 
(as are several mistakes that they attribute to the lack of sound). Finally, one of the 
pair remarks "we could always make the noises ourselves ... " 

Our major findings, however, related to the role of sound in collaboration. In 
botb the sound and no-sound conditions, partleipants tendeel to di vide responsibility 
fortbeplant so that each could keep one area on the screen at all times. Without 
sound, this meant that partieipants had to rely on their partner's reports to teil what 
was happening in the invisible part. With sound, each could hear directly the status 
of the remote half of the plant. This led to greater collaboration between partners, 
with each pointing out problems to the other, suggesting solutions, and so forth. 
The ability to provide foreground information visually and background information 
using sound seemed to allow people to concentrale on their own tasks, while coor
dinating with their partners about theirs. It was an effective way of linking partici
pants in this model world without forcing them to be together all the time. This is 
likely to be a very useful feature for helping with the balance between self-guided 
work and coordination in educational systems of the future. 

5 Guiding Exploration: EAR 

Still another challenge facing designers of educational software is in balancing 
between tightly-constrained teaching systems and systems that allow free explo
ration on the part of students. Traditional "drill and test" systems seem boring, 
have dubious efficacy, and make limited use of the potential power that computing 
offers. Newer "exploratory learning" systems, on the otber hand, may be confusing 
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and, moreover, make it difficult to coordiuate the material that students actually 
leam as they wander through complex virtual environments. 

A middle ground between these extremes may be found in systems which support 
guided exploration of complex environments. The idea is to constrain students' 
explorations of rich informational spaces to a set of trajectories that cover a subset 
of relevant information. For instance, fictional characters have been used to guide 
access to a bistorical database using the conventions of narrative flow (Laurel et al., 
1990). Systems such as these offer a good deal of flexibility to teachers: Students 
may be assigued one particwar trajectory, permitted to chose amongst a number of 
alternatives, or allowed simply to wander freely through the information space. 

Auditory icons can help create systems that offer guided exploration by allowing 
a subset of information to be presentedat a given time. From this point of view, 
sounds can be designed not to convey all possible information, but to present that 
which is necessary to highlight a particular task. For instanee in SoundShark dif
ferent sounds might be used for lessons involving gravity (for which mass, distance 
and the like are important) than for those involving the coordination of complex 
processes (such as ARKola, in which the relative rates of the machines was most 
important). Using sounds, different aspects of the "world" can be emphasised for 
different purposes. 

5.1 Environmental Audio Reminders 

The key to using sounds that guide exploration is in designing them to clearly 
repcesent only the relevant information for a given task, as opposed to all the in
formation available. As an example of this, consider the Environmental Audio Re
minders (EAR) system we use at EuroPARC (Gaver, 1991). This system plays a 
variety of nonspeech audio cues to offices and common areas inside EuroP ARC to 
keep us informed about events around the building. EAR works in conjunction 
with the RAVE audio-video network (Gaver et al., 1992; Buxton and Moran, 
1990), which connects all the offices at EuroPARC with audio and video technolo
gies using a computer-controlled switch, and Khronika (Lövstrand, 1991), an event 
server which uses a database of events in conjunction with software daemons to in
form us of a wide range of planned and spontaneous, electronic and professional 
events. EAR, then, consists of sounds triggered by Khronika when relevantevents 
occur, which are routed using the RAVE system from a central server to any office 
in the building. 

This system is set up to play sounds that remind us about a range of events. For 
instance, when new email arrives, the sound of a stack of papers falling on the floor 
is heard. When samebody connects to my video camera, the sound of an opening 
door is heard just befare the conneetion is made, and the sound of a closing door 
justafter the conneetion is broken. Ten minutes befare a meeting, the sound of 
murmuring voices slowly increasing in number and volume is played to my office, 
then the sound of a gave!. And when we decide to call it a day, one of us may play 
the "pub call" to interested colleagues, who then hear laughing, chatting voices in 
the background with the sound of a pint glass being fllled with real ale in the fore
ground. 

Many of the sounds we use in EAR may seem frivolous because they are cartoon
like stereotypes of nat:urally-occurring sounds. But it is precisely because they are 
stereotyped sounds that they are effective. More "serious" sounds - such as 
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electronic beeps or sequences of tones would be likely to be less easily remem~ 
bered than these. In addition, we have taken some care in shaping the sounds to be 
unobtrusive. For instance, many of the sounds are very short; those that are long er 
have a relatively slow attack so that they enter the auditory ambience of the office 
subtly. Most of the sounds have relatively little high~frequency energy, and we try 
to avoid extremely noisy or abrupt sounds. So though the sounds we use are 
stereotypes, they are designed to fit into the existing office ambience rather than in
truding upon it 

EAR serves as a useful example of many of the themes of this paper: Tbey are 
effective because they are stereotyped soWlds that are easily learned and remembered. 
Tbey promote coordination by making information available to the distributed 
members of our labs. The overall effect is to allow us to hear events as if they 
were just outside our offices, despite the fact that these events are either too distam 
to hear naturally or havenoteven occurred yet. 

The point bere, however, is that while EAR creates an intuitively accessible audi
tory environment that complements and supplements our everyday one, it is nota 
slavish imitation of all the sounds we might potentially hear around our building. 
We do not play the sounds of people entering and leaving the building, for instance, 
or those of people typing, moving things in their offices, etc., though in principle 
we could. These events do not appear relevant to the tasks that we are supporting, 
and thus would merely be distracting. Instead we choose the sounds we play to in
dicate an important subset of the ongoing activities in the building. Moreover, 
individual users may tailor the system, registering interest in some events (for 
instance, meetings), but not others (for instance, pub time). In this way, the sys~ 
tem supports a guided trajectory through the information that might be available. 
It offers the ability to maintain awareness of remote events without distracting or 
confusing us with too much data. 

6 Conclusions 

None of the systems described in this paper- KidPix, the SonicFinder, SoundShark 
and ARKola, or EAR- were explicitly designed for educational purposes. But all 
have something to say about how to make such systems easier to use, more 
motivating, more supportive of group work, and better able to guide students in 
their Iearning about complex, rich environments. Sounds can make systems easier 
to leam and more enjoyable to use. Tbcy are useful in supporting coordination 
without enforcing togethcmess, because they can allow background information to 
be conveycd using the auditory channel while foreground, task-specific information 
can be providcd visually. Finally, by providing only a subset of information, it is 
possible to use auditory icons to guide exploration along trajectories that are useful 
and desirable. So if the idea of designing noisy educational software may have 
seemed counter-intuilive at the start of this paper, it sbould now be possible for 
readers to imagine a day when teachers will be picading wîth their students to make 
more noise. 
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Abstract. The growing popularity and importance of electronic hooks opensup many 
possibilities for the dissemination of instructional materiaL Electronic books are 
made possible because oftheavailability oflow-cost, high-eapacity storage facilities 
based upon the effective use of digital optica! storage media- particularly, compact 
disc read-only-memory (CD-ROM). Because of their portability, robustness and 
pedagogie potential such books offer a powerfut mechanism by which to implement 
di stance learning programmes. This paper describes and discusses the basic nature 
of electronic books and those special features that make them particularly suitable 
for the support ofboth open and distance learning. Two ongoing projectsin which 
we are currently involved are then briefly described. 

Keywords. Electrooie books, interactive learning, interface design 

1 Introduetion 

Overthe centuries, si nee the introduetion ofthe printing press, books have obviously 
played a fundamental role in a wide range of information dissemination and 
knowledge transfer activities. Some years ago we analysed the role of conventional 
books in technica! knowied ge dissemination processes [I]. We identified a number 
of important limitationsofsuch books (see table I) and suggested that some new form 
of book was needed in order to overcome the limitations of those that are printed on 
paper. 

In ouroriginal pubHeation [I], we used the term 'electronic book' todescribe anew 
form of book whose pages were composed, not of static printer's ink, but from 
dynamic electronk information. Generally, we now use this new term to describe 
in formation delivery systems that are capable ofproviding their users with access to 
pages ofreactive electronic in formation with which they can interact As can beseen 
from fig. 1, the pages of information which make up an electronic book are organised 
conceptually just Jike the pages of a conventional book. 

Generally, an electronic book may be thought of as being a collection ofreactive 
and dynamic pages of multimedia information (that can embed text, pictures and 
sound) (2]. The in formation contained within these pages is of three basic types: 
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aestheric (which is used both to help reinforce the underlying book metaphor and a lso 
to provide an ergonomically 'pleasing' appearance); informative (which is intended 
to instructor inform those who use a particular book); and eîther împlicit or explicit 
control functîons. The control options that are available are important because they 
enable users to specify the nature ofthe in formation that they wish to retrieve from 
a given book and how this retrieved material is to be displayed within the confines 
ofthe host delivery platform. Some examples of simpte primitive control options for 
electronic books are illustrated in fig. I. The most commonlyused functionsare: next 
page; previous page; goto page N; exit book; and so on. 

Table 1 Basic Limitations of Conventional Books 

- difficult to reproduce 
- expensive to disseminate 
- difficult to update 
- single copies cannot easily be shared 
- easily damaged and vandalised 
- bulk:y to transport 
- embedded material is urueactive and static 
- cannot utilise sound 
- cannot utilise animation or moving pictures 
- unable to monitor reader' s activity 
- cannot assess reader' s understanding 
- unable to adapt material dynamically 

Unlike conventional books, those that are publisbed on electronic media require 
some form of' delivery platform' to facilitate access to them. The basic architecture 
and composition of a typical electronic book delivery platform is illustrated 
schematically in fig. 2. 

The most commonlyused multimedia in formation storage medium for publishing 
electronic hooks is compact disc read-only-memory (CD-ROM). Typically, this 
makes available about 650 Mbytes of storage. The storage space available with a CD
ROM disc can be used in a variety of different ways for the storage of multimedia 
information such as text, sound, static pictures, animation, computer programs and 
a very limited amoWlt of motion video. Typ i cal figures that are often quoted to reflect 
the storage capacity of a CD-ROM disc are: 200,000 pages of A4 text; or 20,000 low
quality (PCX) image files; or 2,000 TV quality still images; or 30 seconds of video; 
or 18 hours of low-quality sound. The way in which the available storage is used 
within a given electtonic book production wiJl depend critically on the 'media mix' 
needed by the particular publication concerned. 

Obviously, the actual amount of material that can be storedon a CD-ROM disc will 
depend u pon whether or not an y form of data compression technique is applied to the 
in formation before it is committed to storage. Normally, in orderto store full-motion 
video pictures on a CD-ROM various types of compression (and decompression) 
technique must be applied. 
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Fig. 1. Conceptual model for an electronic book 

2 Types of Electrooie Book 

De pending u pon the type ofinfonnation that they embed and the kinds offacility that 
they make available, electTonic books can be classified into the following basic 
categories: text books; static picture books; moving picture books; talking books; 
multimedia books; polymedia books; hypermedia books; intelligent electTonic 
books; Ielemedia electTonic books; and cyberspace books. Each of these categones 
of electTonic book is briefly discussed below. 

Astheir name suggests, text books are composed of pages oftextual material that 
have been organised into suitably sized 'chunks' ofinfonnation. The chunk size that 
is employed will depend u pon the screen size that is used for in formation display and 
the nurnberof chunks/page that it is required to present simultaneously. Static picture 
books consist of a collection of pictures that are organised into some particular theme; 
the pictures may be ofvarious 'qualities' with respecttotheir resolution and the range 
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Fig. 2. Basic structure of an electronic book delivery station 

of colours that they embed. Moving picture books are constructed from either 
animation clips or motion video segments- or combinations of each of these; the 
'mix' used will depend upon a variety of factors such as the purpose ofthe electronk 
book and the 'message' that it is to 'convey'. Talking books depend fortheir success 
upon recorded sound (both high- and low-quality) that is used in conjunction with a 
variety of 'interacti ve audio' techniques to facilitate end-user control ofinformation 
and knowledge transfer. 

Multimedia books use various combinations of two or more communication 
channels (either in sequence or simultaneously) in order to eneode a particular 
message. Such books use text, sound, pictures and moving images that are basically 
organised in a 'linear' fashion. The matenals are de livered by means of a single 
delivery medium (such as magnetic di se or CD-ROM). Polymedia hooks, in contrast 
to multimedia books, use a combination of several different media (CD-ROM, 
magnetic disc, paper, and so on) in order todeliver their in formation to end-users. 
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Hypermedia electronic books have much in common with multimedia books in that 
they depend upon the use of multiple communication channels. However, unlike 
multimedia books, hypermedia booksemploy 'non-Iinear' organisations ofinforma
tion based upon the use ofweb-like structures. Because ofthe embedded intelligence 
tbat they contain, intelligent books are capable of dynarnic adaptation as a conse
quence of interaction with end-users. Undoubtedly, two ofthe most exciting types 
ofbook that we are currently developing are telemedia books and cyberspace books. 
The first of these uses telecommunication facilities to augment the capabilities of a 
CD-ROM publication in order to support highly interactive distributed distance 
Iearning activities [3]. Cyberspace books are used as a means of providing their 
readers with access to various types of virtual reality facility; such books employ 
different kinds ofinteractive simulation environment in order to provide end-users 
with participative, 'reai-Iife' encounters that they would not normally be able to 
experience. 

Because of their importance in the context of di stance and independent learning 
activities, telemedia books will be discussed in more detail in the following section 
of the paper. 

3 Telemedia Books and Distance Learning 

As we have suggested above, electronic books can be used to support a wide range 
of learning and training applications. TI1ey are particulary important in the context 
of supporting distance learning, individualised self-supported learning and co
operative group learning at a distance [3]. The way in which we envisage this 
happening is illustrated conceptually in fig. 3. 

Embedded within this figure is the idea of students learning by electronic means 
through the use of electronic classrooms. Such classrooms may ex i st in two basic 
forms. First, they may exist physically in a particular geographicallocation- being 
composed of a relatively small number ofinteractive workstations contained within 
a given room or building. Second, they may ex i st in the form of a 'virtual classroom' 
that is composed ofan al most Iimitless numberoflearning stations that are physically 
distributed anywhere in the world- for example, in home environments, in people 's 
pi aces of work, in public pi aces such as libraries, and so on. 

We envisage that a very large proportion ofthe delivery platforms for interactive 
learning will be of a highly portable nature- based upon the use ofvarious types of 
portable computersystem (such as lap-tops, hand-held computers, notebook comput
ers and various sorts of consumer products based u pon technologies such as CD-I and 
CDTV). We refer to such environments as 'portable interactive learning environ
ments'. The use ofsuch technology is attractive because it means that many aspects 
of learning and training can transeend institutional boundaries. Of course, it is 
anticipated that all the workstations used to support this type of learning will 
incorporate the type of architecture that was previously illustrated in fig. 2. They will 
therefore be capable of making large arnounts of multimedia and/or hypermedia 
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Fig. 3. The role of electrooie books in di stance education 

in formation available through the medium of electron ie books that are publisbed on 
optica! media such as CD-ROM. 

Obviously, the use of stand-alone workstations similar to those described above 
(and illustrated schematically in fig. 2) would only go part ofthe way to realising the 
overall needs oflearners and trainees in a virtual classroom situation. It is therefore 
important to consider what other functions a portable learning environment neects to 
provide. Naturally, an important aspect of conventional classrooms that must be 
provided within virtual classrooms is 'class contact' withother students and tutors. 
In ordertomeet this requirement it is necessary to provide various forms of 'person 
to person' communication facilities (for example, by means of electronic mail, 
bulletin boards, telephone, video-phone andlor conferencing facilities). Such facili
ties not only allow fellow students to communicate with each other but also support, 
if necessary, communication with tutors and subject matter experts who make 
themselves available for use as 'human learning resources' The type of computer
based learning environments needed to support this approach to learning and training 
is illustrated schematically in fig. 4. 

Fundamental to this type of workstation is the presence of an appropriate 
conneetion toa host telecommunication faci!ity. This may take a variety of different 
forms. It might be a simple modem and 'dia! up' conneetion (made through a 
telephone network) to some other compatible modem attached to a remote host 
computer. Alternatively, the workstation may be connected directly (via a suitable 
network card) toa local area network and then, through a series of wide area networks 
tosome remote site that might be located almost anywhere in tbe world. Obviously, 
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Fig. 4. Polyfunctional workstation for electrooie book delivery 

as wellas supporting distant person-to-person communication such werkstations are 
a lso a bie to support access toa wide range of other remote resources such as electronic 
libraries and either down-loadable or shared cyberspaces. 

As we have suggested earlier, electronic books that are designed in such a way that 
they are able to take advantage of a telecommunications infra-structure similarto that 
described above are referred toastelemedia books. We envisage a varietyof different 
uses for such books within the context of distributed distallee learning both within 
academie and non-academie organisations. Two examples of systems that we are 
currently developing will be briefly described in order to illustrate how such books 
may be used. 

The simplest type ofteiemedia book for use in a delivery platform similar to that 
shown in fig. 4 isone which usesCD-ROM forthe bulk publicationoflarge amounts 
of interactive course material for use by students. Ho wever, also embedded in the 
electronic book (in the forrn of a reader service) is an electronic mail facility that is 
referenced through an icon. This facility can be used in a variety ofways to support 
communicative exchanges between students and for the transfer and/or sharing of 
materials. The work that we are currently undertaking in our 'interactive language 
learning project' illustrates this approach totheuse ofteiemedia books for learning 
French. The essential course material is embedded u pon a CD-ROM (as an electronic 
book) that allows individual students to listen to and practice speaking French. They 
can also test their writing ability by sending electron ie mail communications to each 
other and to fellow students and tutors located both within the UK and in France. 
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The second te Iemedia book project that we are currently working on involves the 
design of support material in the form of 'interactive manuals' for use within an 
electtonic performance support system (EP SS) that is to be used within the context 
of office automation. The EPSS system is intended to provide just-in-time (nT) 
training at a particular point of need. The system that we have been designing and 
prototyping is intended to offer this type of support within a geographically 
distributed multi-centte organisation. The interactive manuals that embed the 
technica! and procedural in formation necessary for the organisation are publisbed on 
CD-ROM. The communications infra-structure running above this basic publication 
level is accessed as a standard facility within a telemedia 'company services' 
handhook that enables employeestoga in access toeach other and to sourees of expert 
helpand ad vice. This enables employeestoshare skilis and when necessary develop 
new ones through tele-tutoring techniques and nT methods. 

4 Condusion 

Books are an important mechanism for the storage and communication of informa
tion. Conventional books are publisbed on paper as a co Heetion of pages of static 
information. Therefore, in many ways, the concept of a book is intimately boWld to 
this medium. This has both advantages and disadvantages- some ofwhich have been 
discussed in this paper. Of course, there is no inherent reason why the concept of a 
book has to be media dependent Other media could equally well be used to publish 
books or embed the book concept. For example, conventional books could be 
'televised' on television but because of the low interactivity of this medium users 
would loose the ability to 'turn pages'. However, by using a more interactive medium 
(such as a computer) to publish a book, many ofthe properties of conventional books 
can be emulated. It is therefore important to realise that the properties of a book wil! 
depend very much upon the nature of the medium (or 'media mix') used for its 
publication. In this paper we advocate the use of te iemedia electron ie books as a 
useful resource for promoting and supporting distance education and cooperative 
group leaming at adistance. Two examples ofthe use of electtonic books for distance 
leaming have been briefly described. Obviously, many more exciting possibilities 
ofthis approach yet remain to be explored. 
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Abstract. An ex perimental on screen control panel for 3D view setting is descri bed. 
The design requires only a regular 2D mouse input device. The user sets the desired 
viewpoint by directmanipulation of metaphoric icons, which is more facile and natura! 
than by setting several slide control bars. 

This specific control panel is also adressed as an illustration of a general interface 
design issue: the internal technica! parameters of the computer program must be 
projected onto the user interface with great care to avoid confusion in the user. 

Keywords. Interface design, 3D graphics, interaction techniques, virtual controllers, 
rotation control, view setting, parameter projection problem 

1 Introduetion 

Usually the functioning of a computer program is determined by a set of internal 
parameters. Many of these parameters are to be controlled by the end user. Seen from 
the view of a computer programmer, it would be most obvious to expose these 
parameters directly to the user. But in many cases the technica! parameters by itself are 
not organized in a way that the user can grasp easily. The user probably relates to the 
si tuation at hand by very different conceptual entities. In short there is a gap between 
technically significant parameters and psychologically significant parameters. To 
facilitate human-machine comrnunication these two sets have to be projected carefully 
onto each other. We will eaU this issue the parameter projection problem (PPP). We 
wil! discuss this issue further by an example interface. 

The example concerns view setting in three-dimensional graphics. Before turning to 
the PPP-issue, we want to make clear that in 3D grapbics there is also an optica! 
projection problem. First three-dimensional objects have to be projected onto the flat 
screen. Mathernaties deals with that quite well. Second and more probiernatie is the 
two-dimensional on-screen manipulation ofthree-dimensional objects. Simply pointing 
atan objectcan bealready ambiguous (Bier, 1990). It is now widely acknowledged that 
creating and manipulating 3D objects is a complicated task (e.g. Veniola, 1993). 
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One way to deal with this issue is to develop actvaneed mechanica! interaction 
devices. Oatagloves, 30 glasses, 30 mouse devices (e.g. Venolia, 1993) and the like 
seemtobring truly three-dimensional interaction literally within reach. Existing CAD/ 
CAM applications often use hardware dials to rorate three-dimensional objects. This 
is another way of diverting interaction away from the flat screen. We acknowledge 
those approaches, but this paper will discuss an interface that only requires on-screen 
interaction with a 20 mouse. (The design of this interface however could easily be 
adapted to true 30 input.) 

Chen, Mountford and Chellen (1988) describe several virtual controls for rotating 
30 objects. Most promising seems whar they call the 'virtual sphere' (see also Evans, 
Tanner & Wein (1987)). This control is a virtual trackhall rhat can be manipulated by 
mouse cursor. Rolling it up or down makes the selected object pitch (see also tab ie I). 
Oragging sideways makes the object yaw. And (unlike physical trackballs) dragging 
along the circumference makes the object rol!. However promising, this control 
concerns only rotation. The current paper explicitly focusses on the combined taskof 
translation and rotation of the 'camera' rhrough space. 

2 The example program 

The control panels we wiJl discuss are 
part of a prototype application pro
gram. We will first take a quick glance 
of this program called PLEXP itself. 
PLEXI enables the user to furnish a 
three-dimensional room (see fig. 1). 
Because arranging furniture mainly 
concerns movements along the floor, Fig. 1. A room with a view. 
this interaction takes place in a 20 
ground plan window. 

The room is also continually depicted in aseperare '30 window'; of course the 
window itselfis 20, but a 30 structure is projected onto it. The usermustcommunicate 
the desired viewpoint to the computer. For this, PLEXI supplies two very different 
control panels, on which this paper wil! focus. 
To appreciate the PPP-issue in this example some technica! details should be noted. 
The program is written in Pascal. It uses a Iibrary module which calculates projections 
of30 wire frame structures onto the screen. The module neects several parameter va lues 
todetermine the view on the scene (see table I and fig. 2). 

1 Readers might wonder why the program is called PLEXI.In reality solid objectscan obscure 
parts of each other. Simuiaring this in computer graphics requires considerable computing 
effort. Therefore the program pictures wireframe furniture only. But in a funny mood we 
claimed that the program was still perfectly realistic; it is specifically made for those fancy 
interlor decoraters who furnish entire rooms by plexiglass furniture only. 
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Table 1. The parameters that delermine a view. 

Parameter Effect 

Yaw 

Pitch 

Roll 

Scale 

Rotale camera around .. . 

Rotale camera around .. . 

Rotate camera around .. . 

Closeness of camera to .. . 

Reference 

Move X Move rota ti on center along... x axis z (out ot page) 

Yaw 

Roll 

MoveY Move rotation center along ... y axis 

MoveZ Move rotation center along... z axis 
Fig. 2. The axes and rotations as 
detïned by the library module. 

3 Two different views 

3.1 The slide bars control panel 

Seen from the viewpoint of a programmerit would bemost obvious to expose these 
technica! parameters directly to the end user. This approach results in the control panel 
in fig. 3. Th ere is a seperate slider for each parameter. The yaw, pitch and roll vary from 
-180 to + 180 degrees. The move parameters vary from -I 00 length units to + 100 length 
units. 

Using this control panel we experienced some problems. First of all, the narnes of 
the parameters poorly explain their effects, especially for non-English native speakers. 
But most confusing of all, the different parameters interact mutually. For example the 
effect of rotation around y axis depends on the displacement of the centre of the space. 
This is of course stereometrically coherent but can be 
psychologically hard to interpre te and predict. Theeontrol panel =SET U tEW == 

does notsupport a consistent mental modelabout the relative Switch panel 

effects of each of the parameters when combined. Related [ ~ Bacl:: to def~>ults 
studies too suggest that users often find cummulative rotation 
around all three axes hard to monitor and control (Chen, 
Mountford and Sellen, 1988). 

3.2 The icon based control panel 

We decided to change our view from the programmers' to the 
users'. For the moment we forgot all we knew about the 3D 
Pascal module. Anothercontrol panel was designed from scratch 
that would make more sense to the user. The new design was 

Yaw 

Pitch 1<>1 ·Hm,!:: H91 

Rolt 1<>1 :J .. j: :HI9j 

Scale 1<>11 111 1· \t::•j9j 

MoueHI<>I ::od "I )191 

MoueYI<>h •I•+ :191 

basedon two general interface design concepts: methapars and Mouezi<>IY ·j .. j ::1 9 1 
direct manipulation. Metaphoric interfaces explicitly 
use everyday objects and events from outside the com- Fig. 3. The slide bars panel. 
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Fig. 4. Throwing a look. 

puter realm to support computer-based tasks. Metaphor guides the construction of a 
mental model a bout the functioning of the computer program. Metaphor is a powerlul 
resource for design because it exploits prior knowied ge; by analogical reasoning even 
novice users wil! know what to expect from the system and how to respond to specific 
situations (Gardiner and Christie, 1987). A second and strongly related design concept 
is direct manipulation. It requires visual representation ofthedomain of discourse (e.g. 
by metaphoric icons). Th entheuser can pcrform operations by pointing, dragging and 
editing objects. The benefits of direct manipulation as opposed to command lines or 
menus, include rapid leaming, fewer errors, high uscr satisfaction and encouragement 
of explorati vc user behavior (Schneidermann, 1991 ). 
Thc new PLEXI control panel involves direct manipulation of methaporic icons. It 
introduces a third-party perspective in which the user sees herself, watching a part of 
the scene (see fig. 4). The user can then 
simply displace the icon representing herself 
to the desired viewpoint and displace the 
focus spot to direct her look towards a certain 
spot. Actually this is not quite that simple 
because both viewer and focus spot should be 
manipulated in all three dimensions. Fig. 5 
shows our first draftand fig. 6 the implemented 
version. Viewer and spot are represented by 
methaporic icons, which we will call Eyecon 
and Viewfinderrespectively. This ncwcontrol 
panellooks like the actual room. On the floor 
are the continually updated contours of the 
furniture arrangement. These can not bc 
manipulated in this panel. The position of 
Eyecon relates to the 'camera' viewpoint in 
space. The position of Viewfinder specifies 
the focus spot at which the 'camera' is 

""':'! SET U I EW 

Switch panel 

( '"' """~ l 

Fig. 6. The implemenred 'eyeeon' control panel. 
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aimed. The user can modify the horizontal position of anicon by dragging its shadow 
along the floor in any direction. The icon itself moves automatically along, keeping 
straight above its shadow. Directly, the icon can be dragged only vertically2 which 
delermines the height. In this way the user can specify a viewpoint by one to four 
meaningful movements instead of one to seven technica! parameter changes. 

Once the eyeconic control panel was devised, its parameters had to be projected to 
the seven technica] parameters which the Pascal module required. This is the actual 

PPP issue (see fig. 7). 
Tab ie 2 shows in a glance how the visual appearance of the two control panels relate 

to the changing 3D view. The first three views show merely how seperate parameters 
effect the view. View number 4 however serves to demonstrate the clear advantage of 
the eyecon panel in combined translation and rotation. Would you be able to guess the 

slide bar settings right to get this peep through the window? 

Fig. 7. Actual projection of intemal parameters onto interface semantics. 
The position of the shadow of Viewfinder along the floor determines the x-z displacements and 
the distance from Viewfinder to its shadow delermines the y-displacement. Thus Viewfinder 
represents the centre of space. The direction in degrees from Eyecon to Viewfinder along the 
floor delermines the amount of yaw. The difference in heigth (icon-to-shadow distance) between 
Eyecon and Viewfinder determines the pitch. The rail parameter is not implemenled but could 
be assigned to local rotation ofEyecon around its own centre (by dragging at its edges). Scale 
was calculated as the 30-Euclidian distance between Eyecon and Viewfinder, multiplied by a 
heuristic factor. 

2 If users would be allowed todrag the icon in an oblique direction, it would be impossible to 
decide which combination of x, y and z-movement they intended. 
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Table 2. Four vic::ws and their coutml settings. From left to right: four views, the respective 
arrangements of the eyecon panel and the respective settings of the slide bars. 

Viewno. View Eyecon panel 

Basic manipulations 

A look through the window 

4 Experiment 

Slide bars panel 

Yaw ISBEIB! 
Prtch!IDEm 
RoU I§IEiilEI 

Scate iSm3m!! 
MoveX~ 
Move Y @fiEIIll2l 
MoveZ ISDE!fEl 

Yaw tm:I3Ern 
Pitch @E!Ilm 
Roll IS.ilEiEil 

Scale @!IJSIJ2! 
MoveX !IDEm 
MoveY ISill3EEll 
MoveZ~ 

Yaw~ 
Pitch~ 
Roll~ 

Scale rm:l3l!m 
MoveX~ 
MoveY~ 
MoveZ~ 

Yaw~ 
Pitch~ 
Roll tmEliJSl 
Scala~ 
Movex~ 
MoveY~ 
MoveZ IS!!lEEiiJ 

In order to learn more about the usability and learnability of the eyecon panel, a small 
scale experiment was carried out. This experiment was designed to compare the 
eyecon panel directly to the slide bars panel regarding learnability by novices. 

4.1 Metbod 

Subjects. Five male and five female right-handed adult subjects were tested. Five of 
the subjects had an academie degree, three of which in rnathema tics. All subjects were 
familiar with using a mouse device. They had no prior experience with PLEXI or any 
other 3D graphics system. 
Apparatus. Theexperiment was run on an Apple Macintosh LCI!computerwith co lor 
display and a one-button mouse. The software (PLEXI itself and the experiment 
control) was written in Pascal. Accuracy was recorded online. Task completion time 
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was recorded by a hand held stopwatch. The roll parameter was hidden in the slide bar 
panel because it was not implemenled in the eyecon panel either. 
Tasks. Subjects were asked to performa series of matching tasks. On the screen they 
were presented a plain room seen from a certain position. Then they were shown a 
picture on paper of a certain desired view and they were asked to match the screen 
picture in angle and size to the paper copy. Both target and screen picture were 
wireframe rendered. Subjects decided themselves when the match was sufficient. 

Each series consisled of four matching tasks: 
task 1 from view 1 to view 2 (see table 2) 
task 2 
task 3 

from view l to view 3 
from view 1 to view 4 

task 4 from view 4 to view l 
Both task completion time and accuracy of match were measured. Accuracy was 

calculated as the sum of the squared differences between the two views on the 
parameters yaw, pitch, scale, moveX, move Y and moveZ. Subjects were notallowed 
to switch to default view settings during the tasks. 
Design. According toa within subject design, each subject performed the same task 
series with both control panels. Order of control panel was counterbalanced: half of the 
subjects used the icon based panel first. the others used the slide bars panel first. This 
condition was equally divided over sex because gender might re late to ease or style of 
spatial reasoning. Verifying such effectshowever would require a much broaderstudy. 
Procedure. All instructions were provided by the test leader. In addition toa general 
introduetion to the procedure, screen layout and upcoming tasks, each session 
consisred of twice the following sections, once for each control panel: 

- Introduetion to the control panel 
- Self-discovery with this panel for five minutes 

Supplementary explanation by ex perimenter if neccessary 
- Task 1 to 4 using this panel 
To makesure that subjects really tried to understand each control panel during the 

discovery period, they were asked to explain verbaBy how each icon or slide barrelated 
to the 3D picture. In two cases foreach panel this revealed serious misconceptions and 
some supplementary explanation was provided by the test leader. At the end of the 
session the subject was asked a 1 to 10 rating for the usability of each control paneL 

4.2 Results 

Performance in style and completion time differed even more between subjects than 
wealready expected. 8 shows thequantitativeresults. Fig. 8ashows that (averaged 
over subjects) all tasks were completed fastest with the eyecon panel. The difference 
is particular large regarding task 3. Fig. 8b shows accuracy of task result. For the 
simpler tasks (1 and 2) the slide bars gave least error. For the more complex tasks the 
eyecon panel gave least error. 8c shows that the average rating was higher for the 
eyecon panel than for the s!ide bars panel. 
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a) Task completion time b) Accuracy c) Rating 
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Fig. 8. Quantitative results of smali scale (n = 10) user test 

4.3 Discussion 

Differentstrategies. Completion time very much dependedon choice of strategy. The 
3D window always depiets the centre of space (which is centre of focus and rotation 
as wel!). But because this centre point is projeered onto the 2D screen, it does not reveal 
its actual 3D positîon compared to the room. Often the centre point only appears to 
coincide with a particular part of the room, and drifts away when rotaring the room 
around. Using the slide bars panel a cumhersome strategy (which was discoverd by 
only one subject) should be adopted to overcome this problem. When using the eyecon 
panel there is noneed for such a strategy because the 3D position of the centre point 
is explicitely represented by the Viewfinder. 

Also the two control panels proved to call for very different strategies according to 
the use of feedback information. Using the slide bars panel it proved very hard to 

predier the effect of each slide shift; the subjects continually watched the 3D window 
to receive indispensable feedback. But using the eyecon panel it proved unneccesary 
to watch the intermediate results. 
Task difficulty and completion time interaction. We ex peered an interaction effect 
between control panel type and task difficulty. Tasks I and 2 did not require moving 
the focus spot at all. So in the eyecon panel the Viewfinder should not be displaced and 
in the slide bars panel the moveX, moveY and moveZ slides should not be scrolled. 
Therefore both panels were expected to be quick and easy for these tasks. The 
ad vanrage of the eyecon panel was expected to emerge only in tasks 3 and 4. Results 
for accuracy actually revealed such interaction. The results for task completion time 
did not, because task I and 2 did notturn out to be as simple as was expected, which 
depended strongly on first action choice. Although tasks I and 2 did not require 
changing the focus spot, subjects still often did and found themselve lost in space, 
which was most severe using the slide t:ars panel. 
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We are primarily interested in the usability of the eyecon panel, so user difficulties 
with the bars panel wil! not be discussed in detail any further. The major drawbacks 
for the eyeconic panel proved to relate to three seperate issues which we wil! now 
adress briefly. 
Dragging technique. In this version ofthe eyecon panel, anicon can only be dragged 
along the floor by dragging its shadow. The unnaturalness of this technique proved 
persistent; some subjects repeatedly tried todrag anicon itselfhorizontally even when 
they already knew they should drag its shadow. Moreover, if anicon lies exactly on 
the floor, it obscures its shadow. Fortunately this technique is not intrinsic to the 
eyecon panel. In responsetothese observations an alternative version of the panel was 
implemented. J n this version the icon can be dragged along the floor directly. To move 
the icon further or closer above its shadow a modifier key must be depressed during 
the dragging. This scheme brings along extra movements (it involves the keyboard or 
a second mouse button) but wil! probably prove more natura!. 
Relating different views. The second issue is inherent intheuse of the metaphor, of 
a person walking around an object (as opposed to turning an object around in your 
hands). Rememberthat the control panel shows a static third party perspeelive in which 
both viewer and object are represented. So if the room is watched from behind, leftin 
the control panel becomes right in the 3D window. (This also happens when using the 
slide bars panel.) This extreme example demonstrales that the user must be able to 
relate the static directionsin the panel to the changing directionsin the 3D window. 
Fortunately most subjects succeeded in this quite wel!. 
Cluttering windows. The eyecon control panel inroduces yet another view-like 
window to the screen. Because too many viewing windows can be cumhersome it 
would be wise to integrate some of the windows. The control panel intrinsically can 
not coincide with the 3D view because a viewer can not see herself standing in her own 
view on the scene. But the control panel could coincide with the ground plan window 
rather easily. 

5 Conclusions 

The eyeconic control panel clearly shows considerable impravement in learnability 
and ease of u se (without lossin accuracy) compared with the slide bars panel. Subjects 
generally rated theeyecon panel higher in easeofuse. Observations gave rise to several 
ideas for further impravement of the eyecon panel such as change of dragging 
technique and integration with the ground plan window. 

Whenever one writes a computer programbasedon existing library modules it can 
be very tempting to duplicate the internal organization of parameters directly to the 
user interface. In generaland certainly in ourexample this can lead to communicational 
problems. Technica! parameterscan differ from psychological en ti ties and they can 
interact in ways thataredifficult toprediet. Adeliberatechangeofviewcan be necessary 
to design a more user-oriented organization of parameters. 
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Animated Icons Promote Learning 
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Abstract. In the present research the benefits of animated icons were examined. A 
subset of static icons was taken from a CAD program and converted into animated 
icons. Subjects were tested about their understanding of the functions of the icons 
befare and after the animation took place. In addition, a questionnaire was gi ven to 
assess subjective apinion of users a bout their experience. lt was found that animated 
icons have a positive effect on comprehension of icons and the tasks they represent. 
Finally, some major issues relevant for effective use of animated icons in user 
interface design are discussed. 

Keywords. Icons, animation, graphical user interfaces, CAD user interfaces, 
animated icons, learning, designing animated icons 

1 Introduetion 

The number and complexity of computer programs are increasing daily. Society bas 
reached a point where its members can find an application for almast every need. 
However, ha ving the application doesnothelp the users if they cannot understand the 
program. Most programs require some time to learn to do even a simple task. 

Computer Aided Design (CAD) is one area in which many applications have been 
developed. Since the concept of drawing by hand or using conventional methods is 
different than using a computer, users have to learn new concepts in drafting with 
computers. Many users struggle with these programs at the beginning of their learning 
process. lcons are widely used to make the user interfaces more friendly and self 
explanatory. Ho wever, there are many cases in which icons do notcarry the meaning 
intended. Animation is one of the solutions to the communication problem that gives 
another di mension to icons. 

In the present research the potential benefit of animated iconsis in vestigated, as an 
alternativesolution to static icons. An existing CAD application, MicroStation1 v3.5, 
is taken as a platform. MicroStation is a 2D and 3D CAD application package, and 
its user interface is based on Graphical User Interface (GUl) techniques. In 
MicroStation' s user imeriace, almast every function is anached to an icon. Although 
some icons in MicroStation are obvious in function, others are abstract on different 
levels. Since interactive and dynamic programs require constant manipulation, there 
1 MicroStation is a trademark of Integraph, lnc. 
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is a poten ti al for using animated iconsin applications for all types 
of users to increase learning and comprehension of a system. The 
present research in vestigales whether animated icons actually aid 
people in understanding their functions and accomplishing the 
task. It also emphasizes principles and possible pitfalls in design
ing animated icons for user interface design. 

2 Metbod 

2.1 Task Analysis and Simulation of Animated Icons 

The purpose of task analysis was 
to understand how users interact 
with icons on the MicroStation 
platform. At this stage the goal 
was to ereale the most useful ani
mated icons for the users. Users' 
actions in activating icons and 
how they use the related functions 
were iteratively examined. Se
quences of actions; e.g., drawing 
a circle, were recorded and used 
in generating animations. People 
who were experienced in 
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MicroStation were interviewed for possible modifi
cations to fine-tune the animations. At different 

Fig. lb. A 32 by 32 
grid in which the icon 

is defined 

levels of the design process, people from various disciplines were questioned to find 
out whether the animalions made sense to them. 

In the development of animated icons. animalions were integrated into the existing 
static icons. The way users select the icons and how they interact with them was kept 
the same. However, for animalion, a new button was added to the lower-left corner 
of the icons. (see Fig. 1 b) When the animation button was selected, the animation took 
place in the area in which the icon was defined (32 by 32 pixels). Once the animation 
was completed, the icon reverted to its original shape. Animatiens could be viewed 
as many times astheuser needed. This gave the user a chance to watch the animalions 
more than one time. 

The MicroStation user interface was designed on the basis of direct manipulation 
techniques, and almostevery graphical function is attached to an icon. MicroStation' s 
user interface was simulated by using the HyperCard1 background feature with active 
buttons in the foreground. Twenty-four icons were simulated and converted to 
animared icons. Except for the selected and implemenred icons, all other icons were 
dimmed to keep the same global look and fee! of MicroStation, and to make the 
available icons more distinctive. 

2 HyperCard is a trademark of Apple Computer. Inc. 
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2.2 Experiment and Questionnaire 

Sixty subjects were randomly di vided into two equal-sized control and ex perimental 
groups. Each group participated in a two-part experiment. In the first part of the 
experiment, subjects were asked tolook at the 24 static icons on the screen and write 
down their possible meanings. At this point the subjects ofboth groups were allowed 
tolook at the screen and individual icons, but they were notallowed to activate any 
of the icons or related functions. In the second part of the experiment, the control and 
the experimental groups were allowed to activate static icons and their functions, 
however only the experimental group could watch the animated icons. Control and 
experimental groups were given equal opportunities to try the functions on the 
MicroStation platform. The first part of the experiment was limited to 40 minutes and 
the second part to 75 minutes. 

Subjects were asked to complete a three-part questionnaire: prior, during, and 
following the experiment. Questions asked prior to the experiment primarily related 
to the subjects' level of knowledge pertaining to the use of computers and icons. 
During the first and second part of the experiment, control and ex perimental groups 
were asked to describe in writing the meaning of the 24 icons and how they appeared 
to function during the application. In addition, their verbal comments were noted. 
Each response of subjects for functions of icons was graded between '0' and '4' with 
'0' the lowest and '4' the highestgrade. Evaluation of answers for the iconstook place 
in five categories: 0: No relation or no explanation at all, 1: There are some 
implications, but no explanation or wrong explanation, and no methods, 2: The 
function is understood, but the method is not explained or the method is wrong, 3: The 
function is understood, but the method is not totally correct, 4: The function is 
completely understood including the steps needed to be taken to operate it. 

Following the experiment both control and experimental groups were asked to 
complete the third part of the questionnaire, a semantic differential analysis (image 
profiling) test. The experimental group was also asked to complete an additional 
questionnaire to evaluate animated icons based on their experience during the 
experiment. 

3 Results 

On the basis of the initia! questionnaire subjects within each group were divided into 
non-experienced, beginner, intermediate, and ad vaneed computer users with Macin 

Table 1. Beginners, intermediate, and ad vaneed groups whoare compared using HesL 

I-Test: Two-Sampte 

I Beginners I Intermediale Advanced All Groups 
I Control Expenmenlal Coolrol Experimerual Coolrol E:lt>e<imental Control E_,;menlal I 

[Mean I 17.081 44.91 18.031 36.46 33.78: 18.96 21.391 36.08 
i varianee I 133.651 207. ~ 0 138.94[ 247.28 783.72! 256.81 309.631 295.26 i Obsarvations i 1 OI 9 131 16 7: 5 301 30 
dl ! 171 271 9.701 581 

lt I -4.671 -3.501 1.06! -3.27[ 

lP I <0.00031 <0.0021 =0.315; <0.0021 
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toshor other icon-based system experience. For later analysis, the non-expeneneed 
and beginner subgroups were combined. 

The main performance measures were the written descriptions given for each of the 
24 icons by subjects before and after woricing with the system. The final results and 
the compairison of groups using t-test are shown in Table 1. Significant differences 
were found between the improvementscores forthe control and experimental groups. 
Specifically, the ex perimental group showed a greater gain in accuracy of descrihing 
functions. There was no significant difference in the impravement scores for the 
ad vaneed ex perimental and control groups. This result was probably due toa subject 
selection error in actvaneed control and experimental groups. Therefore the ceiling 
effects limited the amount of gain made by the ad vaneed subjects in Part 2. Overall, 
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Fig. 2. Control and Experimental Groups' Semantic Differential Analysis 
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however, the 36% gain shown by the experimental group is highly significantly 
greater than the 21 o/o gain shown by the control group. 

Fig. 2 shows thesemantic differential mean scores for the two groups of subjects, 
which clearly indicate a higher overall impression of the system for the experimental 
group. These results are supported by the indication of the experimental group 
expressed in the final questionnaire that they would generally like to have animated 
icons available in other applications and as help to indicate icons' functions. 

4 Discussion 

The results showed that the experimental group, which had experience with animated 
icons, improved 15% more in acquisition of knowledge about icons' functions than 
did the control group, whohad experience with static icons, duringa short session in 
which they used the icons in a CAD environment. It is important to note that all of 
the animations developed in this research were basedon existing static icons. In other 
words, the starting point in designing animated icons was nota set of novel animated 
icons, but an existing, established set of static icons. Presumably, if the same icons 
had been designed as animated icons from the beginning, the increase in understand
ing would be even more substantial than that shown here. 

Association between the symbol in the icons and the objects they refer to is 
sometimes indirect. For example, in the second part of the experiment sorne subjects 
were confused with the shape given to "move" or "copy" icons. These icons show 
rectangular shapes, however their functions are capable of moving or copying any 
entities on the screen. Therefore, novice users think that specific iconscan work only 
with rectangularly shaped objects. This is a good example of poor mapping, and it 
should be prevented at the outset, narnely at the design stage ofthe system. We can 
see the same problem with "Fence" functions in which the iconic representations of 
the functions make sense only after those functions are learned. The intention ofthe 
icons should be the other way around. The user should be a bie to understand what the 
icons stand for prior to the usage of their functions. 

Some icons require prior operations or objects (e.g. move, copy, or fence opera
tions). In other words, the user is suppo.sed to u se the functions to change the state of 
an existing object. Such icons usually do notcarry this inforrnation at alL Animation 
can be a solution to this problem, to indicate that prior operations or objects are 
required for specific icons. Another way to deal with this problem is toturn off those 
functions that cannot be used (e.g., dimmed icons, or faded icons). 

In terrns of subjeelive opinion, from the post experiment questionnaire for the 
ex perimental group showed that nearly all subjects indicated thatanirnated icons were 
better than static icons to explaine system functions. Most subjects also agreed that 
even though an icon, in this case an animated icon, presents a functions clearly, 
sometirnes the user is still not entirely satisfied unless he/she tries the function. 

Help features, such as animated icons, do not necessarily improve understanding of 
the system for advanced users. However, animated icons could be used as reminders 
if the applications have many functions to rernember, such as in MicroStation. 
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The semantic differentlal analysis gives us a concise view of subjects' personal 
opinions. From the profile (see Fig. 2) we can see that subjects think animated icons 
fee! simpler to use than static icons. In this example, clearly animated icons have a 
more positive effect on users than static icons. 

4.1 Cognitive Aspects 

Animated icons should tend to facilitate visualizing complexity and conceiving of 
tasks and probieros in visual terms. Visualization is an important concept in user 
interface design. Visualizing what is happening facilitates learning and helps in 
constructing a mental model of the system. 

Wertheimer ( 1959) pointed out that the same problem can be solved more easily by 
restructuring of a figure, sametimes by including motion. Motion does not bring a 
third dimension, ho wever it helps to visualize how things are related toeach ether and 
how they interact with each ether successively in space and over time. Many 
probieros can be solved by manipulating images. Some recent studies indicate that 
the ability to manipulate spatial information can make human-computer interaction 
tasks easier to perferm (Eberts, 1989). Eberts found that showing how tasks are 
performed with computer graphics was beneficia! when the subjects were later asked 
to solve probieros when the graphics were not available. 

Memory is an important factor in the design process, because it is a criticallimiting 
factor of hu man information processing. In a CAD application such as MicroStation, 
the number of functions and how they are performed are almest impossible to 
remember unless the user has years of experience. Animation is a quick way to 
remember and refresh the memory through visualization. In genera!, reeall is better 
if the context of remembering fits the Iearning context of memorizations. 

Consistency is another important factor in learning. We know that it is easier to 
recognize patterns in consistent environments. Regardless of where the animations 
are used, in animated icons or in animated help screens, they should be consistent in 
terms of presenting comrnon clues. The user could then determine some Iikely 
features when they see new animations. It appears that learning is mostly under the 
control of the subject. However, the way in formation is organized is a key factor in 
learning. lnformation organization is usually based on order, classification, or 
semantic relations among en ti ties. Animated icons facilitate the Iearning process by 
giving semantically organized information a bout the functions and the syntax of their 
use. In addition, animations aid in seeing the whole picture of the concept presented 
with Iess cognitive load than many other forms of communication media. 

Abstract icons require more time to learn than pragmatic icons, such as rotating an 
entity vs.drawinga rectangle. Abstract icons and related functions seem to be equally 
difficult for both experienced and novice users. During the first part of the 
experiment, it was observed that regardless of their experience level, all subjects had 
the sarne difficulties in understanding certain abstract icons; e.g., fence manipula
tions. After vîewing the animation, there was a significant increase in comprehension 
of abstract icons. However, animation doesnotchange the fact that abstract functions 
reqnire more trial-ami-error in order to be understood and learned completely as 
opposed to empirica! functions. 
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Animated icons appear to be helpful in constructinga mental model of the system 
for the users. However, animated iconscan also be misleading due tothefact that they 
are usually simplified to be more understandable. Therefore, in designing animated 
icons, the designer should con si der the fact that the scenario chosen for the animation 
has a direct impact on users' mental models of the system. 

4.2 The Design of Static and Animated Icons 

There are some major issues that thedesigner should keep in mind to create successful 
and meaningful îcons. Some of these issues arealso valid for animated icons. 

Static icons should be designed as clearly as possible so that the user does nothave 
to learn the meaning aftheicon throughother sourees such as on-line helpormanuals. 
Although establishing a direct map between the real world and anicon is difficult, it 
plays an important role in the successof icons. Symbols arealso used in icon design, 
but they require an initiallearning procedure. Sutcliffe (1989) stated that an absolute 
boundary between symbols and icons is illusory because as soon as a symbol' s 
meaning has been learned it will become a meaningful image. 

The si ze of iconsis another important issue in designing effecti ve icons. According 
to Sutcliffe (1989) simple iconscan be effective in dimensions of0.5 cm. square and 
complexiconscan be successful in 1.0 cm. square. Sutcliffe (1989) noted that giving 
a clear outline is also important to help visual discrimination. 

In any system icons should carry consistent graphical characteristics such as line 
thickness, patterns, and colors. In addition, graphical elements that distinguish an 
icon from other icons must be clear totheuser (Brown, 1988). 

Animated icons introduce new issues to icon design such as scenario development, 
visualization and more important, motion. Baecker and Small (1990) define anima
tion as follows: "Animation is not the art of DRA WINGS-that-move but the art of 
MOVEMENTS-that-are-drawn. What happens between each frame is more impor
tant than what exists on each frame. Animation is therefore the art of manipulating 
the invisible interstices that !ie between frames. The interstices are the bones, flesh, 
and blood of the movie, what is on each frame, not merely the clothing." (Baecker and 
Small, 1990, p. 251). Developing a scenario for iconsis directly related with icon 
mapping in time. First, icons have to be designed as part of the animation, not as a 
separate icon that follows an animation. Second, besides making functions clear, 
animation is capable of increasing the information represented and showing the 
necessary steps tobetaken to activate their related functions. Therefore, task analysis 
is necessary to extract the points and steps for each function. Animation should be 
kept in simple form. There are two main reasons for this: first, complex animation 
requires significant computer power, and second, simple forms of animation can be 
more effecti ve in termsof learning. The following steps are key factors in de veloping 
a scenario in animated icons: 

- analysis of task domain 
- identification of the functions 
- analysis of basic characteristic of the functions 
- analysis of steps to be taken to execute the functions 
- analysis of integration of the functions with respect to the system 
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5 Condusion and Future Research 

The present research examined animated icons in the context of an educational tooi, 
a tutorial, a help utility, or a reminder for complex functions. The results indicate that 
there is a significant potential in using animated iconsin userinterface design, not only 
for operating system level user interfaces or CAD applications but also for any 
product that may use animated icons (e.g., audio systems, VCRs, copy machines, and 
cameras). 

It should be noted that all the animated icons were presented in a CAD environment. 
Therefore the results obtained from this research generalize primarily to how users 
interact with animated iconsin an environment in which domain specific knowledge 
is required. We can assume that if animated icons helpusers whoare not literate a bout 
the domain, they would definitely help those whohave domain-specific knowledge. 
This assumption suggests that animated icons could be used as a tutoring tooi to teach 
the syntax of an application for advanced users. 

In genera!, icons are two-dimensional pictures. In recent user interface systems, a 
pseudo third dimension has been used in many icons (i.e., usually a shading around 
the icon, e.g., buttons, switches). The pseudo third-dimension mostly helps to make 
representational icons more realistic. However, a real three-dimensional icon has not 
yet been created. We have no idea what kind of results we can expect if we create an 
environment that uses real three-dimensional icons for user-computer interaction. lt 
seems that virtual reality is one field in which three-dimensional icons can be used 
experimentally. Tools and functions would become more realistic than their two
dimensional representations. In this case, perhaps the users would hold the icons, 
change their parameters (object-oriented icons; e.g., an erasericon would erase part 
of a raster image but also the same erasericon would delete an entity if it is used in 
vector-based image). 
lf we include a third di mension and motion into icons, then we should question the 

term "icon." It this case, we may leave iconsintheir two-dimensional environment 
and call our new tools "idols". 
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Abstract. Our computer-based conversational partner is designed to provide 
practice for beginning foreign language students. The conversations take place in 
realistic situations that are expressed both visually and verbally, so that the student 
can see what he/she is talking about. Besides clarifying meaning, this situational 
immersion also insures contextual appropriateness. Natura! language generation 
plays a crucial role in such a system, especially for interacting with a beginner, 
si nee clearly the learner must first be exposed to the words and constructions of the 
new language before being expected to produce them. In this paper we therefore 
stress generation, especially its so-called strategie aspects, in relation to the 
situations in which the student is immersed. Although developed for foreign 
language practice, the approach applies to other learning environments, with 
language generation serving an interface role. 

Keywords. ICALL, language immersion, knowledge representation, 
interlingua,naturallanguage generation 

1 Overview: Language Tutoring and Language Generation 

This paper describes the techniques and crucial role of naturallanguage generation -
in particular its high-level aspects - in a foreign language learning and tutoring 
system that is based on conversation in meaningful situations. Such a learning 
environment is motivated by important trends in foreign language pedagogy; see 
Richards and Rodgers (1986). The systemengages the student in tightly integrated 
linguistic and graphical two-medium communication. (On these two media, see 
Cohen, 1991). For this reason and because the conversation is grounded in realistic 
situations represented in coherent, realistically structured domains (microworlds), 
we say that the system is immersive: the student is immersed in a situation. 
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The objectives, along with the rationale, significanee and organization of the 
system, are presented at greater length by Hamburger and Hashim (1992). Maney 
(1993) presents a more detailed justification and describes FLUENT-1, a woricing 
system in which situations are presented via realistic interactive graphics and are 
discussed in the target language using a pattem-matching approach to natura! 
language processing. FLUENT-2, major portions of which have been built, uses 
tools of artificial intelligence to achieve greater flexibility in several aspects of the 
system, including the generative approach to dialog management described in this 
paper. The new system will thereby dramatically enhance the linguistic range of 
the tutor, in comparison to the completed FLUENT-1 prototype. Both systems 
attempt to resolve the tension between educational and conversational continuity 
delineated in Hamburger and Maney (1991). Briefly put, the two continulties mean 
that the system must say things that make sense in the situational context yet do 
not violate the precept that new linguistic material should be introduced gradually, 
according to a pedagogically sound syllabus. 

FLUENT-2, implemented in MCL2 (Macintosh Common Lisp with objects), 
is designed to communicate both graphically and linguistically, and in both 
directions between the tutor and the student. However, here we wiJl address only 
the system's generation of language. Language generation plays an especially 
crucial role for interacting with a beginner, since clearly the learner must first be 
exposed to the words and constructions of the new language before being expected 
to produce them. Natura! language generation is widely viewed as a multi-level 
process. Here we distinguish two levels: deelding on the message to be conveyed to 
the listener and actually producing it. These two levels are sometimes called the 
strategie and tactical levels of generation. More often than not, the two levels use 
different representations, placing more emphasis on domaio and language aspects 
respecti vely. 

Strategie generation is accomplished principally by the view processor. This 
module operates on domain knowledge representations - including plans, actions, 
objects, their properties, classes and their inheritance hierarchies - to produce a 
language-independent representation of the output sentence. The view processor 
operates on views, which are abstractions of relevant things to say, from various 
viewpoints. In the implementation, views must include process information about 
how to extract situational information from the current action and microworld 
state. The tutorlal strategy component of the system must choose a view, 
reflecting an aspect of the current situation, to guide what it says. The view
processor creates a frame-style structure that is the knowledge representation (KR) 
of the forthcoming sentence from the viewpoint of the tutor. The KR reflects both 
the situation and the chosen view. The view may prescribe that the action itself be 
mentioned, or its role in a plan or the resulting state. These and some other broad 
categories of views have several members each. We have identified over 40 
candidate views and implemented several of them by extracting and manipulating 
structural information from such places as the various slots of an instantiated 
action rule or its arguments, which are objects in the current microworld. Some 
views are at the level of an object, others at the level of an event, and some put 
events into a still broader perspective with respecttoother events or time. It is up 
to the tutorlal strategy module - or tutor - to select a view that both makes sense in 
the situation and will yield linguistic output that is comprehensible to the student. 
The tutorial strategy module is discussed in Hamburger (1993). 
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Tactical generation is handled by the generation side of the natura! language 
software of the Athena Language Learning Projector ALLP (Felshin, 1993), The 
ALLP generator operates on a linguistically oriented semantic representation called 
interlingua (IL) to produce a sentence, phrase or paragraph in any of several natura! 
languages. There is actually another phase, between the two just described, that 
converts the Ianguage-independent KR structure produced by the view processor to 
the conesponding quasi-language-independent IL structure. This KR-to-IL 
conversion is the job of the KRIL module. 

The ALLP system maintains some focus information and, if provided with 
appropriate information, takes care of several discourse phenomena. IL structures 
(ILSs) are not, however, as abstract and language independent as representations in 
lexica! cognitive structures (Jackendoff, 1990). For instance, although "I like 
Mary" and "Me gusta Maria" are realizations of the same lexica) cognîtive 
structures, they have different ILSs. An ILS also differs considerably from the 
relatively concise domain-oriented KR, since the ILS contains structure relatîng to 
language in general and also to the particular language currently in use. In 
summary, the path from action to language takes place in three steps: formulation 
proper linguistic realization. 

2 From Action to Language 

Essential to our approach to carrying on a conversatien about a dynamic situation 
of a language-independent microworld-oriented KR; conversion to IL; and the is the 
ability to reformulate a given microworld entity into sernething to say. Actions are 
an especially useful basis for linguistic outputs, so we focus on them. In some 
cases, the tutor's linguistic move is to cernment on the action just carried out in 
the microworld by either the student or by the tutor, leading to a description of the 
action itself or how it changes something. Alternatively, having chosen a potential 
action, the tutor may teil the student to do it. or ask the student sernething about 
it. Yet another class of linguistic moves is that in which the tutor produces a 
follow-up reaction to a student response. If, for example, the stuctent's graphical 
move is unresponsive to the preceding command, the tutor may formulate a 
statement in volving two actions contrasting the actual to the expected one. Where 
two actions are involved, as in the preceding example of an action-based cernmand 
and the graphical response, it must be possible to compare the meanings of the 
two. Even though one of the actions shows up outwardly in language while the 
other has arisen from a graphical move, the comparison must take place within a 
single representation system, specifically that of the microworld. To be sure to 
have the needed structures available, we rnaintaio a history list of all the actions for 
both tutor and student, not only those that occur but also the potential ones that 
are used for producing linguistic output. Cernparing the two actions is not merely 
a matter of an equality test, since the action commanded may be less specific than a 
suitable response. Moreover, if the tutor has told the student to execute a plan 
rather than an action, the job of evaluating the responsiveness of the stuctent's next 
action becomes significantly more difficult, since many kinds of actions may 
advance the plan, given that it is not, in genera!, merely an inflexible linear 
sequence of actions. 
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The microworld-oriented representation - the KR - that the view processor builds 
has two parts, WHAT-TO-SAY and HOW-TO-SAY, corresponding to the 
distinction between the basic meaning of an instruction, question or comment and 
the specifïc way of linguistically realîzing it. More specifically, WHA T-TO-S A Y 
includes the objects, events, states, and relationships that are to be linguistically 
realized, whereas HOW-TO-S A Y includes ten se, aspect, mood, voice, reference 
definiteness, and so on. 

After the view processor has determined what to say and how to say it, the 
KRIL module (which is not yet fully implemented) must translate from these 
domain KR structures into IL structures. It is important that this translation 
produce IL structures that will yield smooth natura! language output. For instance, 
the IL should specify the appropriate use of pronouns for repeated reference to the 
same object in the same sentence or for anaphoric reference to a previous clause, 
sentence or even graphic move; e.g., "You can't do that." 

The mapping from KR to IL relies heavily on information provided by the 
dictionary of the language in use. In many cases, a KR entity is mapped to its 
corresponding lexica! entry in the current dictionary. This is the case for object 
classes, property values, action types and relations. Note, however, that an 
individual object is first mapped into the class it belongs to and then 
differentiated, as necessary, by properties that distinguish it from other members 
of the class. From the lexica! entry, the KRIL module extracts the information it 
needs to buildIL fragments which are further integrated into the final IL 
structure. This lexica! information, which is especially important in the case of 
verbs, includes such things as thematic structures, selectional restrictions and 
prepositional altachment requirements. Since the processof building an ILS is 
deiven by this kind of language-specific lexica! data, the resulting ILS is partially 
language-specific. Nevertheless, it is important to note that the process itself is 
language-independent at the level of code. 

3 Generation Criteria at the Dialog Level 

Merely specifying the action on which it is based does not determine the tutor's 
linguistic output. We have already noted the variety afforded by views, and this 
section will show how the choice is further enriched by interaction types and 
syntactic variants. 

Interaction Types. The interaction type specifies (i) an assignment of roles in 
the dialog for the tutor and the student, as themselves or possibly as microworld 
characters, (ii) which one of them initiates the interaction; (iii) whether each 
particular turn consists of action or language, and (iv) for each linguistic turn, 
whether it is a command, question, answer, comment, suggestion or description. 
Eight simple two-move interaction types arise just from the fact that either the 
tutor or student can initiate the move sequence with an action, command, question 
or statement (followed by an appropriate response). Particularly relevant to 
language generation are the interaction types we call Movecaster, in which the 
student carries out any action and the tutor comments on it; Commander in which 
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the student acts in response to a command; and Quizmaster, in which the tutor 
poses a question. 

The choice of interaction type is one of the crucial decisions by the tutorial 
strategy module, since it has powerfut effects on the level of difficulty for the 
student. Perhaps 111ost crucial in this regard is whether the interaction type requires 
the studenttoengage in the production of language; just comprehend it to give an 
appropriate action, or, least difficult, simply acknowledge exposure to a 
presentation. The various interaction types also provide important variations in 
sentence structure by requiring declaratives, imperatives and questions, thereby 
enhancing Ianguage experience and also affecting difficulty. The interaction type 
also influences the values chosen forsome surface generation parameters, including 
tense, mood, aspect, voice and person. Moreover, the choice of interaction type 
affects which infonnation-level views are appropriate, thereby indirectly giving the 
interaction type further impact. Additional dialog factors that are not controlled by 
the interaction type include whether a request is direct or indirect, fonnal or 
infonnal, specific or generic, intensional or extensional. 

Closely related to the interaction types are extensions of them that deal with 
follow-up language suitable for the learning and tutoring situation. This additional 
kind of dialog factor consists of what we call "evaluative continuatien types," 
which let the tutor approve ("Right!"), reject or correct a stuctent's graphic move 
("No! I told you to piek up the red book not the blue one"), or assist a stuctent's 
linguistic move. An example of such assistance that is implemenred in FLUENT -I 
can occur when the tutor asks a Wh-question that requires a linguistic response. If 
the student is unable to respond, the tutor can convert the question to multiple 
choice fonnat. More such continuations and other interaction types are under 
development, as well as work allowing for the possibility of breaks for 
conversational repair. 

Finally, note that by their nature interaction types play a key role in dialog 
management by making successive turns coherent. For example, using a 
Cernmander interaction type means that aftera command is given the system goes 
on to process the right general kind of response to commands, namely a student 
action. It does this by accepting and interprering mouse movements and mouse 
button events. At the next higher level of dialog organization, the interactions 
themselves should also form a coherent succession. To achieve this, we have a 
method of defining tutorial schemas built out of interaction types and plans. For 
example it is possible to define a tutorial schema that calls for executing a plan 
with accompanying comments from the tutor and then, in effect, giving the student 
step by step instructions to execute that plan again with different objects. 

Language Structure. Language structure variations are important to FLUENT 
both for coverage of the language and to make the dialog as colloquia! as possible. 
Choices of this kind influence where the microworld operator (a predicate or 
relation) and its arguments turn up in the phrase structure of the resulting sentence. 
Many of these devices are valid only for specific languages and/or require particular 
verb case-frames. In simpte sentences, the operator typically corresponds to the 
main verb, possibly affected by a preposition; note, for example, the microworld 
equivalence of "The cup contains juice" and "There is juice in the cup." Depending 
on the language, the operator may in some cases be realized as a verb. a verb plus a 
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particle, or verbal locution; e.g.,"take advantage," "avoir beau." Which 
possibilities are allowed depends on the structures available in a particular language 
and the particular lexica! items, especially verbs, that are permitted in those 
structures. The structural variations controlled at this level include some of the so
called movement phenomena such as topicalization and the choice between active 
and passive voice, as well as the use of semantically related verbs Iike "buy" and 
"sell" that denote the sameaction but with arguments permuted. 

Of particular utility to the tutor for adjusting the level of difficulty are language 
maneuvers that permit the inclusion or omission of some of the arguments, for 
example, ergative constructions ("the cup broke" vs. "you broke the cup"), 
truncated passives ("the water was turned on" vs "the water was turned on by the 
girl") causatives ("someone fed the baby" vs. "the baby ate") and the inclusion or 
omission of various kinds of optional phrases. Depending on the interaction type 
and on evaluative continuation, a decision might be made on producing contrastive 
and/or elliptic phrases ("The cup not the pot!"). 

Given that a particular object is to be referred to, various aspectsof language can 
work to identify it uniquely. If it is the only instanee of its type, its class name 
suffices, e.g., "the cup." This is also the case if it is uniquely prominent in some 
way, by virtue of mention or action. If thesetof objects in the class exceeds one, 
it may be possible to find one or more properties to use for modification to get a 
set with only one element or only one prominent element, e.g., "the gray cup" 
meaning the only one at all or the only one on a tray being offered. Properties can 
be immutable, as in the case of color, but need not be, and this can have language 
consequence; e.g., the "ser"/"estar" distinction in Spanish. A temporary property 
may be current or historica\. e.g., "the cup on the table" vs "the cup that you used 
to water the plant." 

A property may pertain only to the object itself or can relate it to another object, 
by such relationships as location, possession, possessor and function: "the cup on 
the table", "the person with the coffee pot", "the woman's chair", "the key to the 
safe." Abstract relationships are a lso possible, including order, comparison and 
exclusion: "the second cup (from the left)," "the bigger cup," and "the other cup" or 
"the cup not on the table." Ordinals and superlatives necessarily reduce set size to 
one, on their usual interpretations, which affects their position within the noun 
phrase (see Crain and Hamburger, 1992). 

The various ways of restricting the extension of a noun's class by applying 
modifiers need not yield just a single entity, but may instead yield a set of 
cardinality two or more. Consicter the various delerminers and quantifiers that are 
possible in this case in English. One can use "a" to refer to an arbitrary member of 
the set, "some" (or "some of the") with the noun pluralized to refer to any proper 
subset of cardinality greater than one (so that the original set must have had at least 
three elements), or "the" (or "all the" or "all of the") with plural to refer to the 
entire set. "Each" or "every" can be used with the singular for roughly the same 
effect. In addition, "none of the" with plural or "no" with singular or plural can 
deny an attribute for each of three or more elements, and similarly for "neither (of 
the)" with two elements. Additional phenomena brought into play for collectivities 
as opposed to individuals are complementary subsets ("the other," "the rest of 
the"), cardinal numbers, and graduated quantification for both numerosity and 
quantity ("few," "many," "most," etc.). Complementarity can be used with each of 
the others. One can have, for example, "many other," "three other" or "all the 
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other" preceding a noun and its modifiers. lt seems then, that "other" acts 
semantically like a restrictor, despite its syntactic peculiarities. Finally, note that 
nouns denoting substances like "water" (which are mass nouns in some languages) 
fit with some of these constructions, including "some," "other" and "all." 

4 Generation Criteria at the Microworld Level 

At the microworld or domain level, there are several decisions to be made that 
together we refer to as view selection. Views are abstractions of what the tutor can 
say. They have to do with an action ltself and other things in the microworld that 
are related to it, including objects, plans and possibly time, as well as certain 
aspects of the dialog. 

The educational purpose of views is to introduce a wide range of language 
aspects. In addition, to the extent that views (like microworlds and interaction 
types) differ in difficulty, they provide another tooi to let the tutor achieve a 
language output that is of educational benefit for the current student. Not only are 
some views more difficult than others, but also the varying of views is 
challenging. It is important to note, though, that while adding views leads to 
greater conversational flexibility, this very flexibility may also cause ambiguity 
about what is being said. To avoid letting this undermine the PLUENT immersion 
strategy, there must be careful control of the u se of views and/or parallel 
development of visual communication of the corresponding ideas, so that the 
student has some basis for knowing what view is in use. 

Since there are many views, it will help to organize them into categories. To do 
so, note that in response to some particular action, the tutor can comment on the 
action itself, the resulting state, or on a subplan, say the one that has just been 
completed or the one that can now commence. Thus there are action views, state 
views and plan views. 

The two principal inputs to the view component are the current view, selected by 
the tutorial strategy module, and the current event, in the form of a fully 
instantiated action rule. In the case of plan views, it must also be possible to 
make reference to the current plan. It may seem obvious that state views need 
access to the objects and their properties, but state views also need to know what 
the current action is, so that the system can talk not about arbitrary objects but 
about those that have been actively involved in what is going on. 

The most directly relevant slots of the action rule for view processing are its 
header and the slot that holds its knowledge updates. The header tells the nature of 
the action and the objects involved. The knowledge updates are needed, like the 
action itself, for relevance: not only should the tutor talk about the objects that are 
changing, but also it should be talking about what the changes are. 

The output of the view component is a pair of frames, in a simple knowledge 
representation language, that contain essentially all the information necessary to 
determine the tutor's language output. This output is passed to the KRIL 
component for translation to the interlingua structure upon which the NLG system 
operates to give the actual sentence or phrase in the current language. 

The most straightforward of the action views is one that simply presents an 
action without reference to context, moreover choosing the most prominent action. 
In Movecaster, this is the action that the student has just carried out. In 
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Commander, the action is one chosen by the tutor. Although the choice of action 
may be basedon a plan, the plan is not mentioned in this view. The interaction 
type determînes the tense, mood and aspect. Commander, of course, takes the 
imperative, while Movecaster uses a (recent) past (e.g., "Eile vient de ramasser la 
tasse"). 

Events of the kind described above are associated with action rules in the 
microworld. We distinguish these conceptuallevel actions from the more primitive 
actions that are carried out using the mouse. These latter actions, though ordinarily 
too fine-grained to warrant attention in the conversation, are distinguishable at the 
level of the interface and mîght be discussed if the student were to give evidence of 
misunderstanding the interface. In this case the student should be addressed as a user 
of the computer, not as a character in the microworld. Examples here might be 
"Move the hand to the cup." or "Press down the mouse button." 

One may also wish to speak about the non-occurrence of a possible action. The 
action might be one that was anticipated, perhaps because of being next in a plan, 
in which case it can (but need not) be part of a more complex plan view. Other non
occurring events can be constructed in relation to the action that did occur by using 
the same operator with another argument (see the discussion of "other" under 
objects, above). These views seem most appropriate when used in combination 
with others. An example of combining with the action that did occur is, in 
Movecaster, "He did not piek up the spoon. He picked up the cup." or more 
flowingly, "He picked up the cup, not the spoon." A Commander example that 
contrasts actions rather than objects is "Do not put down the cup. Use it to get 
some water." On the usefulness of such commands, see Di Eugenio (1993). 

Commenting on an action at various relative times or in relation to the time of 
surrounding events gives rise to temporal views as wel!. Among state views, a 
view can involve referring only to the object acted upon or can result in 
commenting on a collectivity of objects sharing its type, and so on. It is even 
possible to have "rejection views" for dealing with failed and impermissible actions 
in Movecaster. Discussing disallowed and discouraged actions should be helpful for 
correcting misperceptions when tutorîng non-Iinguistic subject matter (Hamburger 
et al., 1993). 

5 Concluding Remarks 

We are creating a two-medium conversational system for foreign language learning, 
drawing upon techniques of language pedagogy to motivate aspects of the design, 
and upon techniques of artificial intelligence for flexibilîty in the implementation. 
We have found useful the constructs described herein, including action rules, views, 
interaction types, and tutorial schemas. The approach may lead to interfaces for 
Jearning environments with subject matterother than Ianguage. 

Acknowledgement This work is supported by grant IRI-9020711 from the U.S. 
Nationa1 Science Foundation. 



185 

References 

Cohen, P. R. (1991) The role of natura! language in a multimodal interface. Menlo Park, 
CA: SRI International Technica! Note 514 

Crain, S. and Hamburger, H. (1992) Semantics, knowledge and NP modification. In 
Levine, R. (Ed.) Forma! Grammar: Theory and lmplementation. Oxford: Oxford 
University Press 

Di Eugenio, D. (1993) Speakers' intentions and beliefs in negative imperati ves. In 
Rambow, 0. (Ed.) Proceedings of the Association for Computational Linguistics 
Workshop on Intentionality and Structure in Discourse Relations. Columbus, Ohio, 
June 20 

Felshin, S. (1993) A Guîde to the Athena Language Learning Project Natura! Language 
Processing System. Cambridge, MA: Massachusetts Jnstitute of Technology 

Hamburger, H. (1993) Strocruring Two-Medium Dialog for Language Learning. Army 
Research Institute: Workshop on Advanced Technologies for Language Learning. 
Washington, April 20-22. To appear in Holland, M., Kaplan, J. and Sams, M. (Eds.) 
Intelligent Language Tutors: Balancing Theory and Technology. Hillsdale, NJ: 
Lawrence Erlbaum Associates 

Hamburger, H., Tufis, D. and Hashim, R. (1993) Structuring two-medium dialog for 
learning language and other things. In Rambow, 0. (Ed.) Proceedings of the 
Association for Computational Linguistics Workshop on Intentionality and Structure in 
Discourse Re!ations. Columbus, Ohio, June 20 

Hamburger, H. and Hashim, R. ( 1992) Foreign language tutoring and learning 
environment. In Swartz, M. and Yazdani, M. (Eds.) Intelligent Tutoring Systems for 
Foreign Language Learning. New York: Springer-Verlag 

Hamburger, H. and Maney, T. (1991) Twofold continuityin language learning. Computer
Assisred Language Learning, 4, 2, 81-92 

Jackendoff, R. S. ( !990) Semantic Structures. Cambridge: MIT PrEss. 
Maney, T. (1993) The FLUENT-1 Foreign Language Tutoring System. Doctor of Arts 

project, George Mason University, Fairfax, VA 
Richards, T.C. and Rodgers, T.S. (1986) Approaches and Methods in Language Teaching. 

Cambridge: Cambridge University Press. 



\86 



187 

Part 3 

Artificial Intelligence, Software and 
Design Techniques 



188 



189 

Artificial Intelligence, Software and Design 
Techniques 

Introduetion 

The papers presented in this section follow three themes: The role of social 
interaction between agents; the role of dialogue in learning and problem sol ving; 
the use of visual display in programming and knowledge elicitation. 

The papers by Brainov and Connah both discuss the importance of the social 
interaction of agents and both consicter how the interaction between agentscan be 
achieved. Brainov's solution is in the tradition of distributed AI and his system is 
implemenred using a blackboard architecture and contract net protocols. Connah, 
on the other hand, treats cooperation and other social issues in the framewerk of 
situated agents. It is interesting that when conflicts arise because of the conflicting 
desires of students in Brainov's model, the solution which he proposes includes 
strictly social remedies such as the formation of cooperative or competitive groups 
of students. This is in sharp contrast to the rather mechanica! solutions that are 
usually proposed for arbitration in this kind of situation. Focus of attention is also 
seen as being a central issue by both Brainov and Connah. 

Both Ragnemalm and Mikulecky u se dialogue to provide intelligent assistance for 
the user in his or her interaction with a complex system. In Ragnemalm's case the 
dialogue is with a learning cernpanion which helps the user to use a simulator of 
an industrial process. The dialogue described by Mikulecky is with the front end 
of an expert system. In both cases the ability to provide explanations is important 
and Mikulecky places particular stress upon the active role of the computer in the 
dialogue. Chmyr and Pilipenko propose forma! models to describe instructional 
dialogues. 

Singer and Soubie discuss the problem of acquiring non-verbal expertise, i.e., 
in their case the expertise required to understand pictures or sequences of pictures 
in the context of a game (rugby football). They also describe a language to elicit 
visual knowied ge to de vel op a knowiedge-based system that can analyze symbolic 
translations of video sequences of the game so that tactical improvements can be 
suggested. 

Kasinski points out the difficulty of programming robots, using conventional 
robot programming languages, to perferm complex micro-manipulation or to 
operate in an unusual environment. The solution he proposes is a simuiatien 
method in which the robot is programmed by the user who can see its simulated 
operatien and the action with the environment. One of the difficulties of the 
approach is to generate a sufficiently realistic model of the robet's world. In this 
work Kasinski takes a rather broad view of what constitutes a robot and so any 
results from the work should have a correspondingly wide application. 
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Cooperative Problem Solving as a Basis for 
Computer Assisted Learning 

Sviatoslav Brainov 
Instiwtc of Mathematics, Acad. G. Bonchev str. bl.8, Sofia 1113, Buigaria 

Abstract. In this paper we present a new approach for computer assisted 
learning. This approach incorporates features of intelligent tutoring systems and 
distributed problem solving. It has been designed to permit multiperson
multimachine interaction and to stimulate a social dimension in the learning 
activity of the students. A framework called DEE (Distributed Educational 
Environment) that supports multiagent learning activity on the basis of 
cooperative problem solving is described. The DEE is organized as a networkof 
autonomous problem solvers. 

Keywords. Computer assisted learning, distributed problem solving, cooperation, 
task allocation, conflict resolution, blackboard-based systems 

1 Introduetion 

The proliferation of computer networks and the recognition that much human 
activity involves groups of people have provoked interest in distributed problem 
solving. One of the main approaches in distributed problem solving is person
machine coordination. This approach provides a useful means for rnanaging a 
collection of people and machines work:ing together in a coordinated and 
cooperative way. Within this approach research in distributed problem solving 
has a great impact in the area of computer assisted learning. The currently 
accepted paradigm in the computer assisted learning of one (student)-to-one 
(computer) interaction may be improved by absorbing some ideas from 
multiagent interaction theory. 

In this paper we present a framework called DEE (Distributed Educational 
Environment) that supports multiagent learning activity on the basis of 
cooperative problem solving. The DEE is organized as a network of 
autonomous problem solvers. Students may participate in the network by one of 
the existing nodes. The DEE may be considered as a departure from the 
conventional one-to-one teaching model to one that engages many leamers and 
teachers. In our opinion the process of leaming as a coordinated multiagent 
activity more directly reflects the nature of hu man Jeaming. 
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The main intention behind tbe DEE is to support tbe social dimeosion in tbe 
Jeaming activity of tbe students. Interaction between tbe students participating 
in tbe network may stimulate tbeir motivation. Since cooperation is an integral 
part of social interaction [1], a group of students may achleve more by woricing 
tagether than by woricing alone. The DEE allows the students to communieale 
between each other, to form groups of interests, to pursue a goal by common 
efforts and so on. In such a way differentstudent's viewpoints may be analyzed 
and a common cognitive space may be constructed. The ability of the DEE to 
coordinate different users resembles participant system.s [2] to a great extent. In 
contrast to conventional participant system.s, tbe DEE bas its own problem 
solving abilities and domaio expertise. 

One of the major requirements on educational system.s is on their ability to 
adapt. In computer assisted leaming system.s the only way to obtain tbe 
adaptation abilities is by using and developing the user model. In the DEE, 
adaptation abilities reside in the multiagent organization which may be changed 
dynamîcally in the course of teaching. Repeatedly changing needs of tbe 
students may be met in the DEE by dynamîcally rearranging the problem 
solving structure, the structure of roles and priorities. 

One of the major difficulties which arises when using a conventional 
educational system is connected witb resource limitations. Individual 
computational agents have bounded rationality, bounded resources for problem 
solving and bounded domaio and didactic expertise. The primary contribution of 
the DEE is that it makes it possible to combine the resources of different 
intelligent nodes. 

Another significant problem that often arises in computer assisted learning is 
the incompatibility between the computer knowledge representation and tbe 
students' mental models. Discrepancies in conceptual roodels often make it 
difficult for the students to follow the computer guidance. The DEE permits 
different knowledge representation schemes and knowledge perspectives. This 
makes it possible for the system to capture non-trivia! salution paths and exhibit 
more extensive diagnostic policies. The architecture of the DEE fits the open
systems model [6]. Open systerns have no fixed boundaries and are easily 
extendible with new knowledge bases or intelligent agents. 

The remaioder of this paper cammences with a description of the architecture 
of the DEE. We then discuss the organization of communications. Finally, we 
summarize our approach and propose some open problems. 

2 Distributed Educational Environment 

The DEE is organized as a network of autonomous intelligent nodes. The 
distribution can arise because of spatial distance, deductive difference or 
semantica! distance. Each student may participate in the network by means of 
particular nodes supplemented with teaching abilities and didactic expertise. 
Thesenodes are called 'tutors'. Out of the network context, the tutor node may 
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be considered as a single intelligent tutoring system [10]. Besides the tutor 
nocles the netwerk may include other types of nodes: problem experts, teaching 
experts and so on. 

The interface between the netwerk and the student is realized through the 
tutor node. Because of bounded resources and bounded rationality this node is 
not able to deal effectively with all the problems to be solved. It is more 
reasanabie to use the knowledge and problem solving skilis of multiple nodes, 
each of which handles some part of the total problem. In the case of functional 
and knowledge specialization among the nodes this approach guarantees the 
better use of network resources. In the DEE the initia! task allocation is done 
by the tutor node. After that each node manages its activity on its own, 
allocating subproblems of the original problem to other nodes. 

Each node in the netwerk has an extended blackboard-based architecture 
[ 4,5]. The node blackboard is intended to contain only the dynamically local 
context of computations. The global context of the current situation is 
maintained by global blackboards associated with each student. The student 
blackboard is divided into two areas. The first one, called the student area, 
represents stuctent's belief model. Belief changes occur as implications of some 
student or node action. The second area, called the netwerk area, contains 
network goals, partial solutions, current hypotheses, plans and so on. All the 
nodes are able to obtain and modify information from the network area. 

Belief revision in the student area is managed by the tutor node associated 
with the student. The student may exchange messages with other students by 
communicating with their tutor nodes. After such communication the tutor 
nocles are responsible for the subsequent belief revision in the student areas. 

Besides monitoring the student area the tutor node is also responsible for the 
monitoring of the network area in the student blackboard. All the read and 
write data-access requests from the other norles are handled by the tutor node. 
Since the different nocles are not guaranteed to modify the blackboard 
uninterruptedly, the tutor node bas to ensure the syntactic and the semantic 
integrity of the blackboard information. This integrity is achieved by 
supplementary labels for each blackboard element denoting the norles the 
element is associated with. As an example, the plans in the network area are 
labelled with the addresses of the nocles executing them, the hypotheses are 
labelled with the addresses of the nodes proposing them and so on. If some 
modification in the blackboard is made all the norles it involves are informed by 
the tutor node. In such a way redundant work is avoided and the node 
processing power is concentraled in more promising salution paths. Another 
advantage of such a Iabelling mechanism is that it provides the network with a 
global view of the current situation. Given such a global view, many conflicts 
between the nocles may be avoided and better distribution of the processing 
load may be achieved. 

Plan synchronization is carried out by the tutor node. Since the plans of 
different nodes are connected by temporal and spatîal resources and causa! 
relations, interaction between the plans must be controlled. When 
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incompatibility between the plans occurs the tutor node may postpone some 
plan execution or reallocate the task of replanning to another node. After the 
modification of the blackboard plans the norles executing these plans must 
rearrange their activity according to the modifications. In such a way the tutor 
node may not only keep a watch over the activity in the network but control 
this activity. The central role the tutor node plays is relative to its student 
blackboard. There may be other tutor nodes and other students in the network. 
In this case all tbe tutor nodes have the same authority and conflicts between 
tbem must be resolved by negotiations [9]. 

3 Communication Protocol and Internode Interaction 

A convenient metbod for internode communication is the contract net protocol 
[3, 11]. It provides a powerful mechanism for task allocation, since it permits a 
more informed choice from among the alternative nocles to which tasks may be 
allocated. The key element in tbe task allocation is the negotiation procedure. 
The negotiations involve two nocles which are called manager and contractor. 
The manager generates a task to be done and tbe contractor agrees to perform 
the task. The manager aanounces the existence of the task to all potential 
contractors. Each contractor evaluates its own level of interest with respect to 
the type of the task and the available resources. If the task is found to be of 
sufficient interest, the contractor informs the manager about its readiness to 
perform the task. The manager may choose from among the several potential 
contractors. It selects those contractors which better match the task 
requirements. A contract is thus an explicit agreement between a node that 
generates the task and a node that executes the task. The nodes are not 
constrained to be only managers or only contractors. It is possible for a node to 
be simultaneously both manager and contractor for different contracts. As an 
example, in the process of executing the task the contractor may deliver parts 
of the task to another contractors. In this case this node is a contractor in 
respect to the whole task and a manager in respect to the parts of the task. 

In the DEE the initia! tasks are generaled by the tutor node. The 
announcement of these tasks is carried out by placing them on the student 
blackboard. After negotiations the tasks are allocated to contractors and the 
contractors' narnes are placed on the blackboard. In this way all the nodes are 
acquainted with the network activity. Furthermore, by virtue of this publicity, 
several contractors in a given contract may share partial results and 
communicate between each other. In the conventional contract net protocol 
such comrnunication is not possible because the task allocation information is 
inaccessible. 

The mechanism of task allocation by a global blackboard helps work 
duplications to be avoided. As an example, a node may check the student 
blackboard whenever it receives a new task. If such a task bas already been 
performed by another node, the first node may simply copy the results. 
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The global blackboard approach is also wel! suited to the management of 
communication. By examining the student blackboard the nodes may reason 
about each others' present activities. It allows the nodes better to predict the 
effects a message wil! have on the other nodes. Predictions lead to reduced 
communications because only necessary data need to be communicated. In fact, 
the student blackboard plays the role of the activity map in which all the points 
of task and result sharing are marked. The nodes use the activities allocation 
information to recognize and establish communication links, to discover how 
activities may be reordered to avoid harmful interactions and to promote 
helpful interactions. 

More interesting cornmunication problems arise when there are many 
students and many tutor nodes in the network. While the tutor nodes have 
higher priority in respect to other kinds of nodes, the priorities of all tutor 
nodes are equal. This requires more complex decisions about the interaction 
between the students and the tutor nodes. In the DEE three beuristics are 
proposed for conflict resolution between the network and the students: 
1. Group formation. When conflict arises between the students the current 

individual student goals may be changed to equivalent ones which 
promote cooperation. 

2. Group destruction. When conflict arises between a student group and the 
network the students are given competitive goals. 

3. Changing the focus of attention. When internat conflict arises between the 
tutor nodes the students are given other problem situations. In such a 
way plans and preferences of the tutor nodes are changed. 

4 Conclusions 

In this paper we have presented a new approach for computer assisted learning. 
This approach incorporates features of intelligent tutoring systems and 
distributed problem solvers. It has been devised to pennit multiperson -
multimachine interaction and to stimulate the social dimension in the learning 
activity of the students. Several perspectives for further research remain. A 
mechanism for internode cooperation must be developed. On the basis of this 
the tutor nodes may control the student groups and influence the behaviour of 
each student. For these purposes economie and game-theoretic models may be 
useful [7, 8]. 
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Abstract. In thls paper situated agents are contrasted with agents which rely on a 
planning-based model of action. It is suggested that situated agents are particularly 
appropriate for skill-based tasks and that skill forms the basis of many important 
applications. The impact of situated agents on representation and the importance of 
social interaction and emergent behaviour are also discussed. 
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1 Introduetion 

First let me indicate what kind of agent I have in mind. I wiJl not attempt a rigarous 
definition but will rely rather on the common-sense, everyday meaning that people 
give to the word. Broadly speaking agents 'do' things; they are (apparently) capable 
of acting autonomously or, in Laurel's phrase (Laurel 1991), they are capable of 
initiaring action. I would like however to repeat the distinction made by Laurel 
between two varieties of agent. Agents can be seen as acting on behalf of someone 
else; for example, an estate agent who sells your house for you or an insurance 
agent. They can also be seen simply as acting in their own interests and most 
'biologica!' agents (people, animals) are in fact acting in this way most of the time. 
Much of the lirerature has dealt with the first kind of agent- Apple Guides co me to 
mind immediately - but the second kind is in fact more general and subsumes the 
first kind. In what follows I am thinking of this more general kind of agent. 

The u se of the word agent is not new in Artificial lntelligence (Al). What is more 
recent is the notion of situated agents. If there is a date at whlch people in Al began 
talking about situated agents that date is probably about 1984. Many of the ideas 
which contributed to this notion are however much older than that and have often 
been drawn from completely different disciplines such as sociology, anthropology 
and philosophy. 1984 (if that is the right date) was when people in Al began to 
realise that some of the problems that were causing such trouble in Al might be 
eased (or even go away completely) if a different approach was tried. Let me 
introduce the idea of sîtuated agents by talking about models of action. 
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2 Models of Action 

Until a few years ago, it was almost universally the case that the actions of agents 
were described and implemented in terms of a planning model. Roughly spealdng 
this means that agents were thought to have goals. In order to achieve these goals 
they constructed internal mode Is of (part of) the world and then, by reasoning about 
these models, they constructed a plan of action. In its simplest form such a plan is 
a sequentia! list of actions to be taken by the agent. Once the plan had been 
constructed it would then be executed by the agent, usually resulting in some 
externally observable behaviour or actions. In this model goals, plans, internal 
representations of the world and reasoning go hand-in-hand to cause the behaviour 
of the agent. This is perhaps nol the whole story; the agent, on this theory, has in 
some sense to intend to act before action becomes possible. This gives rise to a 
belief-desire psychological model to explain intention. All of these things toa large 
extent hang or fall together. 

Nowadays, however, this is not the only model. There is another theory called 
situated action theory (Suchrnan 1987). In this model an agent acts in a way which 
is 'appropriate' to its situation. Here 'appropriate' refers to a behaviour which 
evolution, learning, or design has engendered in the agent to ensure its survival and 
the satisfaction of its interests. The 'situation' is a potentially complex combination 
of external and internal events and states. In this model there is no suggestion of 
planning, desires, beliefs etc. but there are other ideas that are implied by the model. 
The most important of these is that agents have to be closely coupled to their 
environment. This is so because it is only through their direct perception of the 
world that they can be a ware of their situation and only by this awareness that they 
can act appropriately. Thus perception is essential for this model but the model also 
has implications for such things as representation, emergent behaviour, social 
behaviour and skill. 

Many of the things that we want to do with agents can be done by skilled (as 
opposed to 'intelligent') agents and situated action theory is very well suited to the 
description and implementation of such agents. 

I will start to describe some of the implications which the theory has for the 
design of agents by discussing, in the next section, the particular kind of 
representation that is a common feature of situated agents. 

3 Representation 

There are problems associated with creating an internal representation of the world. 
First there are the overheads associated with the construction of the model. Then 
there is the difficulty of ensuring that the model is always up-to-date. This is 
particularly difficult if there are other agents in the world causing ît to change in 
unpredictable ways. Is there an alternative kind of representation that doesn't come 
up against these problems? The answer provided in the situated agent paradigm is 
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to say that the world is the best representation of itself (Brooks 1991 ). In this case 
there are no overheads for model construction and maintenance, and the model is 
always accurate as well as being as rich as on1y the real world can be. But there is 
more to it than this. When an internal model has to be constructed there is no way 
in which the agent can know at the time of construction which parts of the model 
are going to be of importance and which not. Indeed, as this is likely to change with 
time, any informatîon that could conceivably be required must be embodied in the 
model. In the 'no-internal-representation' case the agent need only, at any given 
moment, perceive that part of the world that is currently of interest. In other words 
there is a focus of attention. 

Let me try to clarify some of these ideas with the help of an illustratîon 1. 

The taskat hand is a taskin the blocks world. The agent is presented with a table 
on which there are piles ('columns') of blocks. Each block has a letter on its front 
face. The task of the agent is to use the blocks on the table to create a copy of the 
rightrnost column on the tab1e. The world in which the agent has to perform its task 
is shown in Figure I. 

Fig. 1 

Faced with such a task an Al programroer would typically try to deal with it in 
terros of planning (Rich 1983, p.259, Nilsson 1980, p.275). This would involve 
creating a representation of the world in the form of symbolic descriptions and a set 
of operators to act on those symbolic descriptions. There would also be an explicit 
symbolic description of the goal of the program or agent and some reasoning 
process by which the agent would discover how to change the current state of the 

1. Chapman in (Chapman 1991) said "I believe that implementations in AI mostoften serve 
as illusrrarions of approaches" and "Approaches are learned in part from the practice of 
reimplementing illustrative programs". The work described here is taken from my re
implementation and extension of Chapman's Blockhead program (Chapman 1989). 
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world into the goal state. The planning paradigm also requires some method of 
detecting when a solution has been found and, in some cases, a method of 
recognising when a solution is nearly correct (Rich 1983). A simple plan is a list of 
operators taking the original state into the goal state step by step. 

The situated action approach to the same task differs in every respect from that of 
planning. There is no symbolic description of the world; there is only the world 
itself. There is no reasoning process2 but only actions which are appropriate to the 
situation of the agent. In the current implementation at least, there is no explicit 
goal; the designer has an explicit goal but the goal-Iike behaviour of the agent is 
emergent from its atomie situated actions. 

Perception in this example is simulated by intermediale level vision. This 
simulation is accomplished by means of markers (Chapman 1989, Chapman 1991, 
Uilman 1984 ). A marker is a device within the visual system of the agent which can 
be used to (detect and) mark specific features in its visual field. For example the 
bottorn or the top of a column of blocks. It can also be used to track some ongoing 
activity such as marking the place where the next block is to be placed. This kind 
of marker merely marks a position in the visual field of the agent. It is the 
responsibility of the agent to get the marker to the right location in the first place. 
Markers are the only visual interaction that the agent has with the world. In other 
words if there is no marker at any given time on a particular spot the agent can have 
no knowied ge (at that time) ofwhat is there or even ofthe existence ofthe location3. 

The actions of the agent can be divided into two parts: internal and external. 
Internally the agent manipulates a small set of markers enabling it to find blocks, 
decide which ones should be moved and subsequently keep track of them. 
Externally it manipulates the blocks in ways determined by the internal states ofthe 
markers. It is nota difficult matter to extend the program so that if the construction 
of the copy is interrupted either maliciously or by some 'natura!' event like the pile 
collapsing, the agent can still reeover from the situation using exactly the kinds of 
actions it used in constructing the pile in the first place. This kind of recovery is 
difficult or impossible when using an internal representation but then it is never 
seen as necessary since nothing can interfere in the only world the program knows: 
the internat representation itself. This is why the b!ocks world, as usually descri bed, 
is so unrealistic. 

This is by no means the full story on representations; in particular, I am not 
suggesting that agents never use internal representations. I am simply saying that 
for many of their activities internal representations are not only not necessary but 
may be counter-productive. 

2. In a sensethereis a reasoning process but it is 'built-in' to the actions which are 
determined by the situation. This kind of implicit reasoning is a common feature of skilied 
activity. 
3. Note that markerscan also be used tomark 'virtual' objects such as the gap between two 
objects or the space into which something has to be placed. 
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4 The Social Nature of Agents 

It was remarked earlier that much of AI has been concerned with the operation of a 
single agent in a passive world. The apparent assumption has been that once one 
agent had been successfully designed it would simply be a question of adding other 
rather similar ones. 

Although one can think of applications where an agent acts in isolation, the 
majority of cases involve interaction between agents. 

An example of a specifically social activity is provided by cooperation (Hickman 
and Shiels 1990). Here there is an implicit communication between agents which is 
effected by the actions of the agents in the world. Of course in one sense all 
communication travels via the world (sound, light etc.) but I am referring to 
sarnething different in this case. Suppose two bricklayers are building a wall. As 
one of them lays a brick in place the shape of the wall is changed and the other 
bricklayer is guided in his placement of the brick by the new shape of the wall. All 
that is required is the ability of the bricklayers to perceive the current state of the 
wall and to have actions which are appropriate to that state. The significanee of each 
action is dependent on the state of the wall. 

I will illustrate this process with an example suggested by a demonstration 
program (Wavish 1991). This program is in the nature of a game or entertainment 
based on the idea of a sheep dog rounding up sheep and driving them into a pen. 
The demonstration is a si mulation of a system containing seven agents: a sheep dog, 
five sheep and a shepherd. The idea is that the dog should round up the sheep and 
drive them towards the shepherd. For this to happen both the sheep and the dog 
must, in some simpte way, be able to perceive each other. As far as the dog is 
concerned, its surroundings are notionally divided into eight sectors centred on the 
dog itself. It has a rudimentary 'vision' system which informs it of which octants 
contain sheep. (This is all; it doesn't knowhow many sheep or how far away they 
are). The sheep on the other hand are 'a ware' of the presence of the dog when it gets 
too close for comfort. Given this rather basic perceptual ability, what behaviour 
should we write down that will cause the dog to round up the sheep and herd them 
towards the pen? The following four behaviours are sufficient: 

• if the dog is running along with the sheep on its right hand side and there are no 
sheep in the dog's front-right octant, it should turn right until sheep appear in that 
octant (sirnilarly if it is running with the sheep on its left). 

• if, at any time, the shepherd appears in one of the dog's three front octants, it 
must reverse its direction of tra vel. 

• if the dog approaches a sheep too closely the sheep must move (run) away from 
the dog. 

• the sheep must avoid colliding with each other. 

The result of these four behaviours is that the sheep are compressed into a flock 
and that the dog weaves to-and-fro behind the flock, driving it towards the 
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shepherd. This behaviour can beseen in Figure 2. 

Fig. 2 

Ignoring the details of the diagram, one can clearly see the tracks of the sheep and 
of the dog as it weaves to-and-fro. 

Two points are illustrated by this fragment of the demonstration. 

1) The behavîour of the agentsis situated. In this simple example it is easy to 
write down, for example, what conditions must hold forthesheep to run away from 
the dog. 

2) The flocking and herding of the sheep is not achieved solely by the dog's 
behaviour as one might assume but requires the complementary behaviour of the 
sheep. It is, in this sense, a kind of social behaviour in which all the agents are co
involved. 

5 Emergent Behaviour 

When watching the demonstration of the sheep and sheepdog, observers find it is 
natura! to describe it in terms of words or phrases such as 'flock', 'rounding up', 
'herding the flock' and so on. None of theseconceptsis explicitly represented in the 
program but they are ascribed by the observer to the behaviours of agents in the 
system. This behaviour is emergent from the interaction of other behaviours such 
as running towards the sheep or running away from the dog. 
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The stability of the emergent behaviour in this case is important. The overall 
behaviour of the group of agents is not predictabie in detail by the observer 
(although it is deterministic) and different starting positions of the agents lead to 
sequences which, in detail, are completely different. However the behaviour at the 
level of the ftock (and this indeed is what leads us to ascribe the term 'ftock') is 
extremely stabie and robust; it can be deliberately disrupted (e.g. the player can piek 
up and move the dog or any or all of the sheep) and will fairly rapidly return to the 
stabie ftocking and driving behaviour. 

6 Skill 

The idea of skilied agents has already figured in this lecture. In fact one of the 
changes in viewpoint that I would Iike to argue for is that agents should primarily 
beseen as skilied rather than intelligent. There are at least three reasoos for this . The 
first is that skill is in many ways a more straightforward concept than 
intelligence.The second is that for many, perhaps most, of the things we want agents 
to do in real applications, skill is what is required and the final reason for 
concentrating on skill is that one can speculate that reasoning is based on skilied 
activities in the real world and is not something that is pursued by people in a 
completely abstract way (Chapman and Agre 1986). 

Wavish has written a program which demonstrates precisely these kinds of skilis 
in an agent. His agent plays the game of Tetris . In this game (if you are not familiar 
with it) blocks of various shapes appear to fall under gravity and land either on the 
'ground' or on top of blocks which have previously fallen down. The aim of the 
player is to manipulate these blocks as they are falling either by rotating them or by 
moving them sideways (translating them) in such a way as to fit them into holes in 
the already existing heap of blocks. If the player does this successfully (by 
completely filling rows of blocks) then he or she scores points. It is an important 
part of the strategy to keep the height of the heap down si nee otherwise it reaches a 
level at which the game is terminated. The game is shown in progressin Figure 3. 

Fig. 3 
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The agent plays the game in a situated manner. It scans the heap (hence the 'eye' 
icon 4

) looking for certain pattemsin its top surface and it then applies rotations and 
translations to the block depending on which block is falling and which pattems it 
fin ds. 

The impression that one gets on warehing the agent play is of some (fairly small) 
degree of intelligence but in fact nothing that we would normally think of as 
intelligence is involved. Most of the time, although the agent is by no means 
optimised, it seems to choose a reasonable location and orientation for the block. At 
all events the scores it achieves are roughly speaking an order of magnitude better 
than my best score. I would not like to think that this was a true reflection of our 
relative intelligences although I can bear tothink that it is more skilful than I am. 

7 The Future of Situated Agents 

Research on situated agents has not been going on for very long. The theory is still 
patchy and there are few, if any, commercial applications extant. Nevertheless, it is 
an area which is developing fast and which seems to have great potential. An 
attempt has been made in this lecture to introduce the topic by discussing some of 
the important issues but how will the theory develop and what kinds of application 
can we expect in the future? 

Probably the hottest topic at present is that of leaming in situated agents. The 
Terris agent described in the previous section was hand-crafted; the various 
combinations of block shape and heap pattems were chosen and refined by the 
programmer. Whilst this is feasible for small programs it would constitute a bottle
neck in the writing of larger ones. For this reason it has been suggested by several 
people that it will be necessary for agents of this kind to be learning agents. Work 
in this direction has been done by Maes (Maes 1991, Maes 1993) and Chapman 
(Chapman 1991). This workis still in its early stages and Chapman, in particular, 
has reported that his attempts to hamess back propagation methods has been 
disappointing. He concluded that in future it would be necessary (because of the 
situatedness of the agents) to look at learning methods which are much more 
directly linked to the ways in which the perceptions and actions of the agent are 
effected. 

The discussion of representation in the leerure was confined to those situations in 
which the world of the agent could be used as the only representation required by 
the agent. This was an important insight made in some of the early workon situated 
agents (Brooks 1986, Agre & Chapman 1987). However it is unlikely to be the 
whole story; the issue of representation goes beyond this. There is, for example, the 
particularly interesting situation in which dynamic extemal representations (e.g. 
speech, drawings, writing) are used by an agent as part of its current situation. As 

4. The other icons visiblc: in the diagram represent the various markers that the agent 
uses in playing the game. See the section on representation. 
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Clancey says (Clancey 1991 ): "We don 't know what we want to say until we say it." 
There is much work to be doneon this question of representation; the most that can 
be said of work to date is that it has challenged the accepted view about internal 
representations and opened up the whole field to a radical re-appraisal. 

In the section on the social behaviour of agents I emphasised the complementary 
nature of the behaviour of agents. This is really just a hint of a much more radical 
position which I think will eventually have to be embraced in this paradigm 
although it is not clear at present how this can be done. I am referring to the idea 
that cognition and intelligence, if you will, are not things that are contained within 
the head of the agent but are products of the social interaction of agents (Coulter 
1979, Costal11991).lf this line of argument holds up it is fruitless to continue to try 
to make agents more intelligent simply by putting more and more 'clever' things 
into them. They will only behave in ways which we would remotely call intelligent 
if they have a rich interaction with each other and with the world. It is because of 
this requirement for a rich and close interaction that I fee! that situated agents are 
perhaps our best bet at the moment. 

Finally applications. I am nota ware of any genuinely commercial applications of 
situated agents that have been made so far. There have, on the other hand, been quite 
a lot of projects which have demonstrated their potential. It seems likely that the 
man-machine interface wil! be one area where applications will appear before long. 
In the slightly Jonger term multi-media, virtual reality and interactive drama (Bates 
1990) are all areas where skilied agents could be expected to play important roles. 
Agents are being introduced into educational systems: work is proceeding in this 
area at IPO (van Hoe and Masthoff 1993). They can also be expected to appear in 
training scenarios and command and control training exercises. In short there is no 
Jack of potential applications and the technology is maturing rapidly. We can expect 
the results of the fusion of the two in the fairly near future. 
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Abstract. This artiele describes how a Learning Campanion can be used in simu
lator-based training. The main advantage of this approach is that it retains the 
exploratory quality of the simulator while still closely following the stuctent's rea
soning in a dialogue. 

Keywords. Simulator-Based Training, Learning Campanion 

1 Introduetion 

This artiele discusses an ongoing project aimed at improving simulator-based 
training systems. The ultimate intention is to provide intelligent assistance for 
training process-control operators to perforrn diagnosis of dynamic systems. In or 
research domain, paper and pulp manufacture, the training goal is to increase the 
operator's understanding of the process, focusing specifically on teaching him 1 to 
apply his factual knowledge to a diagnostic problem. The training is intended to 
supplement classroom insuuction and on-the-job training. 

One difference between skilied process operators and novice operators is the 
ability to diagnose errors efficiently. Skilied operators follow a diagnostic proce
dure that appears to be independent of the part of the plant in which it was learned 
(Schaafstal 1991). Teaching this diagnostic procedure to novice operators might 
involve presenting a suitable fault situation on a simulator and following the oper
ator through the steps of the procedure. The problem is that many of the steps are 
not norrnally verbalized or otherwise made explicit. 

This problcm could possibly be solved by engaging the user in a dialogue using 
a Learning Companion, LC, (Chan and Baskin 1990). The benefit of the learning 
campanion would be the possibility of analysing the stuctent's reasoning using a 
dialogue, while still preserving the exploratory nature of learning with a simulator. 

In the following sections I will fust describe the educational situation today and 
how it might be changed. Then I will briefly describe the entire system I envisage, 
foliowed by a more detailed discussion of how a LC could appear to the student 

!. In this text I will use the pronoun "he", since thc operators in the domain are often male. 

+ 

+ 
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2 Education of Process Control Operators 

Education of process operators today includes both classroom instruction (teach
ing the facts about the system, from chemistry to process control theory) and on
the-job training, in the fonn of apprenticeship. One problem with using appren
ticeship to tea.ch diagnosis is that errors don't occur on cue, that is when the stu
dent is ready to Jeam that specific error. 

This problem can be remedied by using a rea.l-time, dynamic simulator as a tooi 
for the training. Using the simulator, errors can be introduced on demand, when 
needed to illustrate the symptoms and reacrions in the plant The simulator should 
also be interactive, so that the student can perfonn the kinds of actions he would 
on the plant (Hollan et. al. 1984, Baines et.al 1992) 

To further enable lea.rning at the most convenient time for the student (thus 
ensuring good motivation), it is useful to have a computer tutor capable of control
ling the education to some extent, and thus pennitting the student to practice and 
develop his skilis under computer supervision. Such a tutor should be able both to 
gauge the stuctent's knowledge in order to present suitable problems, and should 
be able to answer questions pertaining to the exercises. This includes abstract 
questions on plant functionality as well as reasans for certain occurrences. (Lajoie 
and Lesgold 1989, Machietto and Kassianides 1991, Goodyear 1991, Cheikes and 
Ragneroalm 1993) 

In order to teach the diagnostic procedure, and more precisely, to check if the 
student is using it, it is helpfut to en gage the student in a dialogue during the proc
ess of problem solving. While it would be possible to have the training system 
take the role of, for instance, a Soeratic tutor (a tutor who guides the student's rea.
soning by asking questions.) (e.g. Burton and Brown 1982), it can also take the 
role of a co-leamer (Dillenbourg and Self 1992) or a Leaming Companion, LC, 
(Chan and Baskin 1990). An attractive sicte-effect is that the use of peer-to-peer 
dialogue also makes the lea.rning situation more similar to reality, where diagnosis 
takes place as a cooperative effort among the operators in the control room. The 
LC concept also permits us to use pedagogical methods like coaching (Sokolnicki 
1990), where the Tutor does notinteract as closely with the student as when using 
a Soeratic method. 

This does not mea.n that the LC should reptace the Tutor, however. Inherent in 
the Leaming Campanion concept, is the idea that the LC has no more knowledge 
than the human student This means that we can not dispense with the Tutor com
ponent, since we still need to guide the lea.rning process and supply new knowl
edge to the student 

+ 

+ 
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3 The System 

The training system I propose would contain a number of interacting components. 
The first three would be interacting directly with the student: 

1 A Simulator, modelling the system (for instanee the bleaching plant or an 
evaparator system) that is to be used for training. The simulator is used both 
for presenting probieros and testing solutions. Although it needs to have 
good represent.ational fidelity to the real system, but a full scale simulator 
replicating the control room layout is not necessary, since the goal is not the 
training of manual dexterity skills. 

2 A Tutor, responsible for the planning of the education. Depending on the 
pedagogical strategy chosen, it needs more or less extensive pedagogical 
knowledge, and needs to have accesstoamodel of the stuctent's knowledge 
(the Student Model, see below). In order to provide explanations and answer 
questions from the student, it also needs access to the knowledge of an 
expert process control operator. 

3 A Learning Companion, whose main purpose is to provide information for 
the Student Model (see below) and specifically todetermine whether the stu
dent is following the desired diagnostic procedure. To be able to cooperate 
with the human student, it must also be capable of reasoning about the proc
ess and carrying on a discussion on the subject. It should, to be credible in 
the long run, be capable of learning at the same rate as the human student, 
and must thus have a dynamic knowledge base separate from that of the 
Tutor. 

4 A Student Model is needed by the Tutor in order to adapt its plans to the stu
dent. The SM comains the system 's beliefs a bout the stuctent's knowledge. It 
does notinteract with the student, it represents him. It is updated both by the 
LC (regarding cuerent activities) and the Tutor (when something has been 
learned, or a need to Jearn has been identified). 

4 Example 

The diagnostic procedure that we wish to teach the student has nine steps (Schaaf
stall991): 

l Identilication of symptoms. 

2 Judgement How serieus is the problem (the consequences of it). 

3 
4 

5 

Determination of possible faults. 

Ordering of faults according to Iikelihood. 

Testing (finding evidence for/against a certain fault). 

6 Determination of repairs. 

7 Consequences of application of repairs. 

+ 

+ 
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8 Ordering of repairs (according to consequences). 

9 Evaluation of repair action taken. 

The only steps that entail interaction with the simulator are step 5 and the 
implicit implementation of the repair itself between steps 8 and 9. This means that 
toa system with a coaching tutor, the other steps are invisible. But a system capa
bie of observing and analyzing a dialogue between the student and a LC can trace 
the other steps as wel!. This can be done either just following the student through 
the taSk, noting whether the procedure is followed or not, or correcting the student 
when the LC detects deviations. Correction can be either implicit or explicit An 
example where implicit corrections are used follows. 

An evaparator system (see Fig. 4.1.) is a common component in many chemica! 
systems. lts purpose is to concentrate liquid solutions by means of evaporating the 
water content. It consists of an evaporator tank where the solution is heated by 
high-pressurized steam, a separator tank where the liquid solution is separated 
from some of the steam evaporated, and a cooling system where this steam is con
densed and led away from the solution. There is also a feedback loop that allows 
part of the solution to circulate through the systcm again, mixed with new feed, 
while the rest is drawn off. 

~t--...,'>:''!"'lt--DI(J-o4--- Cooling 
water 

Feed-----' 

Fig. 4.1. An evaporator system 

Situation: the level of solution in the scparator has started to increase slowly, and 
the temperature is also rising, the concentratien going down: 

Speaker Statement 

Srudent TheSeparator level is rising! lf it gelS too 
high, theseparator will overflow! 

LC The concentratien is decreasing. 

Srudent ... and the temperarure has increased. 

Comment 

Identifies a symptom (1) and 
makes a judgement.(2) 

Rerums to Id. of symptom 
(1) withno further comment 

Also returns to ldent. of 
symptoms (1) 

Cont. on fU!XJ page. 
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Speaker Statement Comment 

LC At this rate we still have 5 minutes before No more symptoms, pro-
the concentratien is too low and 10 minutes ceeds to refine earlier Judge-
before separator overflow. ment (2) 

Student Ok. so what's causing it? Clogged outlet Possible fa uit (3) 
from the separator? If so, we must stop the De term. of repair (6) 
feed! 

LC It could also be a plug in the incoming Returns to Possible faults (3) 
steam pipe. 

Student No, in that case the pressure and the tem- Test (S) 
perature would be going down, and that is Possible faul t (3) 
not the case. But it could also be a partial 
plug in the cooling water pipe. That would Test (S) 
explain the slight increase in temperature. 

LC Plugging in the outlet is quite common. No more possible faults, pro-
What other symptoms would that give? ceeds to Ordering (4), initi-

ates Test (5) 

Student Well. definitely not an increase in tempera- Test(5) 
ture. 

LC Ok, that meartS it's probably a plug in the Prompts student to go to (6) 
cooling water. How do we fix that? 

To be capable of canying on a dialogue like this, the LC needs to be able to rea
son about the diagnosis in each of the steps, and attribute each of the stuctent's 
comments to one step. In order to detect when things are missing in the discussion 
it must generate all the things that should be mentioned, and tick them off as cov
ered. It should also update the student model so that exercises where the missed 
steps are crudal can be chosen for illustration and pracrice. 

5 Implementation 

The issue of whether the stuctent's reasoning can be traeed with the aid of a Learn
ing Campanion could be tested by implcmenting a small experimental LC like the 
one illustrated above. It could be constructed as a module consisring of an expert 
system capable of doing diagnosis in a small domain, and a communication mod
ule which, using (severely) restricted natura! language, is capable of conveying 
phrases like the ones above. 

How well the LC succeeds in tracing the stuctent's actherenee to the steps can be 
evaluated by devising exercises and sequences of student input with gaps, and 
checking if the LC detects those gaps. 

+ 

+ 
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The impact of this technique on the learning of the diagnostic procedure can be 
measured by the number of corrections the LC makes during an exercise, and pos
sibly comparing that with srudents who have practised on the sarne exercises with
out theLC. 

6 Summary 

This poster presents the idea that a Learning Cernpanion could be used as a tech
nique to trace the performance of steps that are not ordinarily verbalised during 
problem sol ving, as an alternative to ha ving a Soeratic tutor question the student 

References 

Burton, R. R. and Brown, J. S. (1982) An investigation of computer coaching for inforrnal 
leaming activities. In S!eeman, D. and Brown, J. S., editors, lnJelligeru Tutoring 
System.s, Chapter 4, pages 79-98. Academie Press. 

Chan, T.-W. and Baski:n, A. B. (1990) Leaming rompanion systems. In C. Frasson and 
G. Gauthier, editors, lnJelligen.t Tu.toring System.s: At the Crossroads of Arlijicial 
[nJelligence and EducaJion, pages 6-33. Ablex, New Jersey. 

Cheikes, B. A. and Ragncmalrn, E. L. (in press) Simulator-based training-support tools for 
process-control operators. In Proceedings of the NATO Workshop on NaJural 
Dialogue and /nJeractive Studeru Modeling,l992. 

Baines, G. H., Gunseor. F. D .• Haynes, J. B. and Scheldorf, J. J. (1992) Benefits of using a 
high fidelity process simuiatien for operator training and control check-out. Tappi 
Joumal, pages 133-136, january. Presenled at the TAPPI 1991 Engineering 
Conference. 

Dillcnbourg, P. and Self. J. A. (1992) PEOPLE POWER: A human-computer collaborative 
!eaming system. In Frasson, C., Gauthier, G. and McCalla. G. L., editors, Proc. of 
/TS'92, pages 651-660. Springer Verlag. 

Goodyear, P. (1991) A knowiedge-based approach to supporting the use of simulation 
programs. Campulers in EducaJion, 16(1):99-103. 

Hollan, J. D., Hutch.ins. E. L. and Weitz.man, L. M. (1987) STEAMER: an interactive, 
inspectable, simulation-bascd training system. In Kearsley, G. P., editor, Artijicial 
ln.telligence and lnstruction; Applicalions and Methods, chapter 6. pages 113-134. 
Addison-W esley. 

Lajoie, S. P. and Lesgeld, A. (1989) Apprenticeship training in the workplace: Computer
coached practice environment as a new farm of apprenticeship.Machine Medialed 
Leaming, 3(1):7-28. 

Mach.ietto, S. and Kassianides, S. (1991) Computer bas cd training of process plant operators. 
Prepared for presentation at "CIM in the Process industry". 

Munro, A., Fehling, M.R., and Towne, D. M. (1985) Instructien intrusiveness in dynamic 
simulation training. J. ofComputer-Based lnstruction., 12(2):50-53. 

Schaafstal, A. M. (1991) Diagnostic Skill in Process Operation: A Comparison Between 
Experts and Novices. PhD thesis, University of Groningen, Institute for Perception 
TNO. P.O. Box 23, 3769 Soesterberg, Tne Netherlands. 

+ 

+ 



213 

Know ledge-Based Interfaces 
for Existing Systems 

Peter Mikulecky 

Department of Computer Science, Institute of Management and Information 

Technology, 501 91 Hradec Králové, Czech Republic 

Abstract. The complexity of computer exploita.tion has increased ra.pidly as com
puters beca.me componentsin complex eystems. This is true even if we consider ex
isting software aystems a.nd/or packages. To use them mea.ningfully requires da.ys, or 
more frequently weeks, of pra.cticing with the necessity of studying thick ma.nua.ls. 
This seems to be especia.lly critica.! in the case of expert systems or large da.ta.base 
syatems, where the uaer typica.lly expects to begin useful work almost immedia.tely. 
The mora.l of this is that computer users, regardless whether they program or not, 
a.re expecting more and more asaistance from the systema they use. 
We do believe that it is the idea. of active (or co-operative) assistance to the com
puter users, which seems to be both essential and achieva.ble in designing intelligent 
interfaces to existing complex software systema. In our paper we present some re
ma.rks a.bout active assistance, including some problems from the area. of advice 
giving. Somerecent projects of active advice-giving systema will be mentioned briefty 
and a.n example of a simple a.ctive advice-giving system will be described. 

Keywords. Knowiedge-based user interfaces, advice-giving, active assistance 

1 Introductory Remarks 

The computer is becoming a.n ever more important part of our society. Nowa.days, 
personal computers and various complex software products, e.g. data- base-like 
products, expert and other knowiedge-based systems, desk top publishing systems 
a.nd ethers, a.re being heavily utilized by users who previously belonged to the ca.te
gory of casual or occasional software users. Therefore, there is increasing a.wareness 
of the value of tools providing expert assistance in the use of just mentioned soft
ware products. This expert assista.nce should require the nse of appropriate user 
interfaces. In other words, the quality of interaction between ma.n a.nd machine can 
be considered to be essentia.l in a.ll areas where computer support is used. 

"The wer interface to a 8oftware system can spell the dif!erence between success 
and failure. Sometimes, fundion does not seem to count. lf the program does a good 
enough job, i! the users see an easy to we, easy to learn, hdpful, pleasant interface, 
they love it. The interface might be the most significant sa.les aspect of a software 
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product •.. n, writes Wexelblat in [20]. Everyone, who ca.me in touch with a sophis
ticated user interface, is likely to agree. 

For over a decade, there bas been extensive research in the area of intelligent 
man-machine communication. However, the results in this area and their dissemina
tien into practice have not been entirely satisfactory. The recent impressive results 
in user modeling ( see, e.g. [7] or [8]) are awa.iting their incorporation into really used 
existing (software) systems. Much progresscan be rea.lized in this a.rea by moving 
a.way from toy problems to practica.!, induatria.l situa.tions, a.nd by developing gen
eral tools to build both active systems and user models. A relatively successful 
a.ttempt in the direction relevant to the one discussed bere seems to be the FOCUS 
Project (Esprit 2 Project: 2620) [5]. However, tools for active systems are largely 
non-existent a.t present. 

The ma.jority of really used existing (software) systems are imperfect systems. 
Imperfect systems can show an imperfect behaviour because their users are un
skilled. This is very frequently the case in many practical applications where the 
users have not been using the computer systems before. The system should then 
try to compensate for this lack of skills by a.ctive a.dvisory a.nd helping behaviour. 
As soon as a. system becomes sufficiently complex, its user ca.n rarely master it 
fully. For insta.nce, in the case of a.n informa.tion system conta.ining large amounts 
of diverse da.ta., a. user ca.n seldom a.sk the right question. Often she/he never knows 
which question to ask. Even if the system a.nswers a question correctly, the a.nswer 
ma.y not be wha.t the user rea.lly wa.nted, for perha.ps shefhe should ha.ve a.sked 
a.nother, rela.ted question whose a.nswer would ha.ve been more helpful to a.chieve 
intended goals (see a. couple of papers by Sikl6ssy, e.g., [14] or [15]). 

As we have stressed ea.rlier (see [11], [12]), one approach to ma.king existing sya
tems more perfect could lie in the incorpora.tion (using computer simula.tion) of the 
appropriate guidance given by an experienced helper - a.n expert in progra.mming, 
or in the effective usa.ge of given program pa.cka.ge or da.ta.base system. Such a. helper 
or a.dvisor can pla.y the role of an active assistani in solving complex problems, in 
giving qua.lified a.dvice if the programmer/user lacks the relevant knowledge, or 
in guiding the novice while constructing his/her first program or using a. complex 
database system for the ftrst time. 

In order to fulfil the role of a helpful a.ssistant to computer users, an intelligent 
system must lea.rn about its user, and must try to guess intelligently at the user's 
goals. Such systems were first called impertinent [15], because they impertinently 
said what they had not been a.sked. Now they are called active systema. Active 
systems were first described, tagether with methode for their design by Sikl6ssy 
[14], [15]. Recent a.pplication to a.n a.ctive, optima! a.dvisor for train passengers in 
the Netherlands is described in [17], [18] or [19]. Another recent application will be 
described later in this paper. 

We do believe that the idea of actiue (or co-operatiue) assistance to the com
puter users is essential in designing intelligent interface& (or intelligent front-endl 
to existing complex software systema. In wha.t follows we intend to present some 
thoughts a.bout the active assistance, discussing some problems of the advice gitJing 
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first. Somerecent project.s concerning actiue adulce-giuing 3ystem8 will be mentioned 
briefiy and an example of a simple active advice-giving system QEAPS [2] will be 
described in a more detail. 

2 Remarks About Advice-Giving in User Interfaces 

We share the conviction of Carroll a.nd MeKendree [1] that advice giving could 
become the first successful domain for intelligent interfaces. They sketched the 
situation in the field of hurnan-cornputer interaction as follows: 

In genera!, people want to use computers, because they want to get something 
accomplished. This is good in that it gives users a focus for their activity with a 
system and increases their likelibood of receiving concrete reinforcement from their 
work. On the other hand, this same pra.gmatism can make an individual unwilling 
to spend any time learning a.bout a. system. To consult even on-line tutoria.ls or 
programmed self-instruction manuals is, for the ma.jority of people, a distraction 
from effective work. It means, that there is a conflict between learning and working 
that incHnes new users to trytoskip training, or toskip some partsof it, somatimes 
with disastrous consequences. From the same reason experienced users are likely to 
use the procedures they already know, regardless of their efficacy. 

As Wexelblat [20] pointed out, the situation is especially critica! in the case of 
expert systems, where the user of an expert system expects to begin useful work 
a.lmost immediately. We can confirm from our own experience this same attitude 
like users of database systems. 

The nega.tive inftuence of the lea.rning versus working confikt could be reduced 
through the use of va.rious kinds of knowiedge-based a.dvice giving systems, e.g. by 
intelligent systern monitors [1], adiue collaboratiue system8 [15], or superuising e:r.pert 
system8 [10]. These could integrate the time a.nd effort spent on learning with a.ctua.l 
use of a. system. This aduice-giuing approach contrasta with the more typical drill 
and practice style of contemporary on-line tutorials and the confusing verbosity of 
typkal context-insensitive help commands (see, e.g. [6]). 

The main idea bebind superuising e:r.ptrt system8 (cf. a.lso [11] and [12]) lies in 
designing an expert system in front of a user system (e.g., a database system) in 
order to improve the user friendliness and tbe applicability of tbe user system in 
such way that tbe expert system would be able: 

• to a.nalyze and recognize a given problem from the defined problem area (e.g., 
scheme-conversion in a database), 

• to use expertise based on the knowiedge-base in giving advice on the most 
suitable, available metbod for solving the problem, 

• to give advice on how to use the underlying system effectively and efliciently, 
• to advise in correcting possible errors. 

More a.bout tbe furtber development of tbe idea of supervising expert systems can 
be found in [13). 
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Advice-giving systems will need to have knowledge if thelr ad vice is to be useful. 
These systems are distinguished chiefiy in tha.t they store informa.tion a.bout the 
underlying existing user system, a.bout its comma.nds, conditions, procedures, etc., 
a.nd can access this informa.tion a.nd provide it to users as on-line training a.nd 
help. Further, if the advice-giving system is to beha.ve properly across a range of 
users, the system should a.t least implicitly conta.in a model of its users. A recent 
discussion of user models ca.n be found in [8]. The field of user modelling is essential 
for increa.sing the qua.lity of advice-giving in a.ctive systems. 

3 · Remarks About Active Systems 

Active systems (or following Siklóssy, actiue coliaboratiue system.s) not only a.nswer 
questions from the user, but they will aiso give additional informa.tion not directiy 
requested by the user, and might suggest other questions tha.t may be more per
tinent to the user's goals. In addition, a.ctive systems include a. component which 
broa.dcasts informa.tion that ma.y interest the user, even when the user did not re
quest any informa.tion or aak any questions. Active systems diff'er in their behaviour 
from passive systems which wa.it for questions from the user and consider their taak 
to be finished after providing the answers. 

Following [16], we ca.n list some of the ina.dequa.cies of pa.ssive systems, which 
simply a.nswer a. question. There are four such inadequacies, na.mely: 

• the system ma.y fa.il to inform the user tha.t a. modilied question, closeiy related 
to his initia.! question, has a. "significa.ntly better" a.nswer, which would help 
the user better to achleve his goals. 

• the system may fa.il to inform the user tha.t his question includes presuppositions 
which are not actua.lly valid, so tha.t the a.nswer given may be misleading or 
mea.ningless. 

• the system may fa.il to provide the user with additional informa.tion which the 
user would norma.lly expect, a.nd which he must now request explicitly. 

• the system ma.y fa.il to inform the user of the a.dditiona.l, rela.ted topics tha.t the 
system is ready to pursue at the user's request. 

All of these ina.dequa.cies shouid be a.voided when using a.n a.ctive system, which, in 
the case of existing user systems, is a.n a.ctive knowiedge-based interfacing system 
in front of the user system. A pretty exa.mple of a.n a.ctive advice-giving system is 
the TRAINS system, described in [17], [18] or {19]. However, the TR..ArnS system 
is not a.n interface in front of some existing user system. It is a.n a.ctive a.ssista.nt in 
looking for a.n optima.! train route in the time-tabie of the Dutch Ra.ilwa.ys. In wha.t 
follows, we intend to describe briefiy a.n a.ctive knowiedge-based interface QEAPS 
[2J. It a.ims to be a.n intelligent a.nd a.ctive collaborating device helping the user in 
mastering the Q-editor, a. recent popula.r sha.rwa.re text editor. The system QEAPS 
ha.s been deveioped recently in the scope of a. master thesis a.t the Department of 
Artificia.l Intelligence, Comenius University, Bra.tisia.va., under the supervision of the 
a. u thor of this paper. 
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The system QEAPS has been developed with the alm of helping novice users 
better and more quickly to master their usage of the Q-editor. It can be also used 
by more experienced users as a supervising and practicing device, preventing the 
users from mistakes typical of moderately experienced people, or leading the users 
to work with the editor more efficiently. 

The QEAPS system starts with some initia.! evaluation of the user's a.bilities or 
experience in using the Q-editor. This evaluation should be given by the user and it 
includes four basic types of users: professional, experienced user of computers but 
lacking experience in using the Q-editor, moderately experienced computer user 
with no experience in Q-editor usage, novice. The initia.! evaluation is the basis for 
a dynamic user evaluation during the session with the Q-editor. The evaluation is 
decreaeed or increased in the accordance with the number of user's failures and 
successes. As a result of this evaluation, the form, frequency and contents of the 
advice is adjusted. For instance, an experienced user needs !ess advice which should 
be brief and on a more technica! level, while a novice needs the advice frequently 
and perhaps in a more readable a.nd understa.ndable form. The eva!uation just 
described creates a basis for user modelling to the extent necessary for successful 
advice-giving in using the Q-editor. 

Active advice-giving in the QEAPS system is basedon monitoring of the user's 
activities. All the user's keyboard actlvities are filtered first through the QEAPS 
monitoring module a.nd compared tosome templa.tes of activities, repreaenting legal 
as well as optima! sequences of keys which should be pressed by the user in the 
particular situation. If a difference is found, the system evaluates it in order to 
decide whether it is a mistake or only a less effective key sequence. The QEAPS 
system will then actively produce advice which (depending on the evaluation of 
the user) either prevents the user from making mistakes or helps him to performa 
desired step more efficiently. 

The active advice-giving system QEAPS has been implemented in Turbo Pascal 
6.0 under the MS DOS 5.0. It runs even on PC 286 machines and is rather mod
est in memory requirements and relatively fast in response. The system has been 
created experimentally, for scientific purposes. However, some first positive reac
tions from academica! users show that this approach of creating small applications 
for particula.r existing and largely used systems could be very promising. A more 
informative paper about the QEAPS system will be published. 

4 Concluding Remarks About Possible Future 

F'luther development of our knowiedge-based advice-giving user interface could be 
as follows: 

• the implementation of the theoretica! resu!ts into a linguistic interface capable 
of use in a knowiedge-based advice-giving user interface. 

• the implementation of a working a.dvice-giving system in front of a widely used 
commercial database system (e.g., the ORACLE or INGRES) a.nd/or a popular 
text processing system. 
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We are convineed that the area. of knowiedge-based advice-giving user interfaces as 
wellas the possible further a.pplication areas are promising area.s gîving scientifica.lly 
a.nd economically very interesting results. The future in the area should bring a. 
number of interesting user friendly applications to such existing software systems as 
complex databases, desk top publishing systems, large scientific program l.ibraries, 
graphical packages, a.nd, last but not least, knowiedge-based systems themselves. 
We do not ex peet the full natura.lla.nguage capabil.ity to be necessa.ry, we believe in 
the power of smal! restricted language processing modules. Our experience in this 
direction seems to be promising. But one never knows. 
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Dialogue of Partners as a Metbod 
of Non-Formal Problem Solving 

IgorChmyr 

Institute of Low Temperature Engineering and Energetics. 1/3 Petra Velikogo St., Odessa 
270100, Ukraine 

Abstract. Human-machine dialogue can be used not only for organizing the 
interface, but also as a "solver" for non-forma! problems. Methods used by 
experts in a teaching process are non-forma!. We can build a dialogue 
scenario that simulates an expert's work. The system described in this 
paper, contains such a scenario, an accessmethad toa set of stimuli. 

Keywords. Computer and human dialogue, dialogue scenario, dialogue 
sim u lation 

1 Simulation of an Expert's Work in the Dialogue Process 
Software and hardware resources of modern computers, and particulary 
those resources that involve human-computer interaction make computers 
ideal assistants in self-education and teaching. 

In last year's reviews, and particulary in the manuscripts that appeared in 
conneetion with the NATO Special Program on Actvaneed Educational 
Technology (running from 1988 to 1993), many effective approaches for 
innovative computer program design are described. Let us enumerate some 
of the methods that were proposed: explanation-based learning [1 ]; 
immersion-style environment [2 ]; hypothesis-driven learning [3 ]; 
exploratory learning [4 J, and so on. 

Is it possible to find a certain "common denominator," a universa! 
approach, among the methods that were described, to be used as a basis for 
design computers teaching programs? 

Inside the frames of computerized educational methods it looks very much 
like the "common denominator" has notbeen found. 

Our apinion is that a universa! approach, as mentioned above, has to be 
described as a computer system that is able to store and realize methods for 
non-forma! problem solving in generaL Of course, this system must emulate 
all applied teaching methods of experts. 

Our approach is based upon the supposition that computer-human 
dialogue, which is perceived not only as a process, but as a knowledge-base, 
can store both communicative information and "expert logic". 

/ 
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A dialogue between a computer and a human (where the computer 
remains the active partner), appears like a human-expert work during 
non-forma! problem solving. The analogous properties of both processes are 
enumerated in Table l.I. 

Table 1.1. The properties in common between non-forma! problem solving, by human experts and 
computer-human dialogue. 

The main properties of non-fonnal problem 
solving by human experts 

Multi-step process. At every step an 
elementary action is executed and a certain 
intermedia te result is obtained. 

An expert knows which elementary action is 
next, after a concrete result has been 
obtained. "Expert logic" is knowledge about 
the conneetion between the previous result 
and fo!lowing action. 

Often, (particulary during teaching) the 
action and the result obtained are in 
relationship: ''!he whole and the part." 

The main properties of computer and human 
dialogue (where the computer remains the 
active partner) 

Multi-step proccess. At each step a computer 
passes a portion of information to a human 
and receives a re!ated answer. 

The computer program delermines the next 
portion of information which is to pass to a 
human after the previous answer has been 
analyzed. 

Often the information which is passed to a 
human has a question status, and the answer 
which the human returns to the computer is a 
part of the subject of the question . 

Thereby, we will describe a computer system for storing and 
imptementing methods of non-forma! problem solving, as a system wich 
would serve to simulate an expert's work by means the computer-human 
dialogue. 
Explanation of terms: 

Stimulus. A logica! portion of information that is passed from computer to 
human in a single step. The stimulus may have any duration and be passed 
through video- and/or audio-channels. 

Reaction. Information that is relevant to the stimulus and is passed from 
human to computer. 

Dialogue step. A stimulus with a set of expected and non-expected 
reactions. 

Dialogue scenario. A knowledge base that stores all dialogue step 
descriptions that are united by "expert logic." 

2 A Scenario as an Access Method to the Storage of Stimuli 
A computer as an active partner generates a goal oriented sequence of 
stimuli. This goal is to obtain a salution to a problem. The scenario 
generates the subsequent stimulus after the reaction from the passive 
partner has been received. 
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The idea is that a scenario does not "calculate" the ordinary stimulus, but 
finds the stimulus in the memory- StimulStore. 

The scenario, in essence, is an access metbod to the StimulStore registers, 
and ît supports two functions: 

• to store "expert logic" for problem solving; 
• togeneratea current stimulus index for StimulStore. 
We will use the abbreviation DiAM for "dialogue access method" in the 

following text. A number of applied scenario analyses allow us to conclude 
that DiAM has a network organization. Every node of this network 
corresponds to dialogue step in the process, and every step corresponds to 
the elementary dialogue contact act. 

In relation to a navigating algorithm (an algorithm that defines the next 
node index) all DiAM nodes are divided into two types: 

• nodes with unconditional transition (Node i type); 
• nodes with conditional transition (Node2 type). 
With Nodel nodes every recognizing reaction corresponds to only one 

next node index. 
With Node2 type nodes every recognizing reaction corresponds to a set of 

node indices. The next node index is choosen contingent upon the reaction 
meaning accepted at the previous step. 

Every DiAM node will be simulated by a set of interpretative data which 
defines one dialogue step. A DiCycle will be used as an abbreviation of this 
interpretator. 

Node i structure is shown in Fig. 2.1. 

\ . . . . 
~ '\ 

I Nodellnd I I Stimullnd I 
r --------- ____ ........ ____ .,.., 
I SJimuiDemonlnd I 

'"-------- -------- ----I 

CurrReaction[l} I NexrNodelnd . . . . 
• . 

CurrReaction{k} I lvexrNodelnd 

,. ------------------------, 
' ReactDemonlnd ' '"----- ---------- _____ , 

I NN!nd _] 
\, ./ 

Fig. 2.1. The unconditional transition node organization 
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The following abbreviations are used in Fig. 2.1: 
Node i Ind- the index of Node i node; 
Stimullnd- the index of StimulStore register; 
StimulDemonlnd- the index of "demon," which serves the stimulus; 
CurrReaction[ Jj ... CurrReaction[k}- current recognized reaction indices; 
{NextNodefnd}- a set of next node indices for recognizing reactions; 
ReactDemonfnd- the index of "demon," which serves the reaction; 
NN!nd - the next node index, which is used when a reaction was not 
recognized. 

"Demon" is an optional, non-resident process that is used in those cases 
when weneed an action that the DiCycle cannot execute. 

A data set that describes Node/ is interpreted in the following order: 
Stimulus phase. The description of the stimulus which is stored in a 

Stimullnd register is interpreted. If the description contains 
StimulDemonlnd, then this processis loaded and executed. 

Reaction phase. The current reaction is accepted and the relevant index is 
formed. If the description contains a ReactDemonfnd, then this process is 
loaded and executed. 

Navigation phase. The next node index is defined. For Node/ nodes we 
may write the navigational rule: 

i! <CurrReaction[i] is formed> then <transit to NextNodelnd[i]> 
else 

i! <CurrReaction is unrecognized> then <transit to NN!nd> 
The Node2 organization assumes that all passive partner reactions trom 

the first to the final step are stored in a specific memory, which we will call 
PathMem. 

Node2 structure is shown in Fig. 2.2. 
In Fig. 2.2 we used the following additional abbreviations: 

PathMemfnd - the index of PathMem reqister; 
PastReaction[ 1} ... PastReaction[ k] - the indices of recognizing reactions 

in the previous step. 
A Node2 data set interpretation differs trom a Nodel data set 

interpretation only in the navigation phase. The navigation rule for Node2 
is as follows: 

if {<CurrReaction[i} is formed>) and 
(<PastReaction[j} in the PathMemfnd step is also formed>) 
then <transit to NextNodefnd[i,j}> 
el se 

i/ <CurrReaction is unrecognized> then <transit to NNind> 
A DiAM network may be described by various mathematica! methods 

(Petri nets, for example), but it is more constructive to describe DiAM as an 
abstract relational database. This description has two important advantages: 

• it does notprevent a complex node elements classification; 
• it converts the DiAM into dat:J which is easy to edit. 

_, 
I 
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I ~---i_Vo_d_eM_~_nd __ ~l ~~ ____ S_Iim_u_ll_n_d~~~ 
~ - - - - - - si/,;;uÏD~~~o~Ïnd - - - - - - - -; 
'-------------- --- --- I 

PathMemlnd 

Pas/Reaction 

k 

NextNodelnd 

k 

Reac/Demonlnd 

I NN!nd 

Fig. 2.2. The conditional transition node organization 

In the following example of DiAM data base description we use the 
notatien from [5 ]. In this example DiAM consist of three relations: 

DiAM= {Step, Nodel, Node2} 
where 

Step= {Nodefnd, NodeType, Stimu!Ind, Stimu/Demonfnd, 
ReactDemonlnd, NNlnd} 

dom( Nodelnd) = {1, ... , NodeQ}; 
NodeQ - the total quantity of DiAM nodes; 

dom ( NodeType) = {1,2}; 
dom (Stimu!Ind)= {1, ... , StimulQ}; 

StimulQ - the total quantity of Stimu!Store registers; 
NodeQ'i!! StimulQ 

dom ( StimulDemonlnd) = {<Stimu!Demon nam es table>}; 
dom ( ReactDemonlnd) = {<ReactDemon names table>}; 
dom ( NNind) {1, ... , NodeQ}. 

A single DiAM node is described as one Step relation cortege. 
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Node1 = {Nodelind, CurrReaction!nd, NextNodelndj 
dom ( Nodellnd) = {1, ... , Node1Q} 

Node1Q- the total quantity of unconditional transition nodes; 
dom (CurrReactionlnd) = {1, ... ,kj 

k the quantity of recognizing reactions available for each node; 
dom ( NextNodelnd) = {1, ... , NodeQ}. 

The correspondence between a single Node1 node and surrounding nodes 
is described as being less then or equal to k carteges of the Node1 relation. 
(See Fig. 2.1). 

Node2 = {Node21nd, CurrReactionlnd. Path.Memlnd. PastReactionlnd, 
NextNodelnd} 

dom ( Node2Ind) = {1, ... , Node2Q} 
Node2Q - the total quantity of conditional transition nodes; 

Node1Q + Node2Q = NodeQ 
dom (CurrReactionlnd) dom ( PastReactionlnd) = {1, ... , kj 
dom (Path.Memlnd)= {1, ... , N) 

N - the total quantity of PathiV!em registers; 
The correspondence between a single Node2 node and surrounding nodes 

is described as being less than or equal to k2 corteges of the Node2 relation. 
(See Fig. 2.2.) 

We may call this DiAM organizational approach, datalogical. Scenario 
creation is a permanent editing process. The datalogical approach allows us 
to design a full-screen scenario editor that simplifies and accelerates the 
editing process and gives experts the possibility to create scenarios by 
themselves. 

3 The Architecture of "Dialogue Solver" 
The computer environment needed for the simulation of expert work by 
means of computer-human dialogue consistsof the following units. 

1. Temporary slorage for dialogue process, PatluV!em, stores a sequence of 
passive-partner reaelions from the first step to the step when a salution to 
the task has been obtained. 

2. Stimulus permanent storage, StimulStore, is a direct access storage that 
stores an indexed set of stimuli descriptions. 

3. Dialogue access method, DiAlvf, is a database which stores a 
problem-solving method. For everyinput reaction DiAM provides access toa 
single indexedelement of StimulStore. 

4. Dialogue processor, DiCycle, is a resident process that provides 
step-by-step interpretation of scenario. 

5. Demons-procedure library, DemonLib, is a set of external procedures 
which fulfill functions not covered by DiCycle. 
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Demon-procedures have no limits. They can work with any 
program-accessed starages of a computer. 

The main aim of Slimu/Demon is to execute video or audio effects that 
cannot be executed by DiCycle. 

In genera!, ReactDemon can be used in those cases when DiAM serves as 
a dialogue shell fora computational-algorithm kernalofan applied program. 

Reactions obtained can be used in several ways: 
• to define a next node index; 
• to bestared for future use by demon procedure; 
• to explain the logic of a task-solving process when we use a chain of 

stimuli and reactions to forma deductive conclusion. 
The PathMem must store the "history" of a dialogue process. Let every 

PathMem register consist of the following set of fields. 
PathMemlnd- the index of dialogue process step. 
Nodelnd- the index ofDiAM node. 
PastReactionlnd - the index of the reaction that was chosen. (In the case 

when a stimulus contains a list of reaelions and one reaction has been 
chosen). 

PastReactionSense- a verbal description of the reaction. 
PastReaction Value - the value of the reaction that was engaged. <In the 

case when a stimulus has predetermined the reaelions of external input). 
The architecture of non-forma! problem "dialogue solver" is shown in 

Fig. 3.1. In this figure numbers are used to show the sequence of acts during 
the interpretation of dialogue step. 

Passive partner Stimulus 

Active partner 

PatllMem 

Reaction( 1} Reactwn(N] 

React.Demon!nd 
~- ------

DiA.lvf 

Fig.3.1 The architecture of a system which can solve problems using 
a "dialogue method." 
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4 Condusion 
An approach to the building of a system that is oriented to non-forma! 

problem solving by means the simulation of expert work bas been described. 
The simulation of expert work may be realized when a computer plays an 

active role in human and computer dialogue. 
The probable sphere of application of this approach is the transmission of 

knowledge, education and design. 
We have used the approach described for the design of software tools and 

have applied this software (named "Dialogue Processor") to simulate expert 
work in the teaching of foreign language and design engineering. This work 
was executed in the "Dialogue Systems Laboratory" in the Odessa Institute 
of Low Tem perature Engineering and Energetics (Ukraine). 
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Abstract. We propose a forma! model, based on automata, for dialogue 
systems. This model is used as a methodological base for Dialogue 
Processor - a CASE-tooi for the development of dialogue systems which 
can conduct dialogue according toa stored scenario. 

Keywords. Forma! model, automaton, dialogue system, partners' dialogue 

1 Partners' Dialogue 

Functions of a dialogue system are probieru-independent and are 
determined only by specifics of human-computer interaction. This fact 
allows us to separate user interface from application programs and to build a 
forma! model for dialogue systems [1]. Such a model can be used as a 
methodological base for CASE-tools to develop dialogue systems. This 
model of dialogue should be constructive: simple enough to be implemenled 
and complex enough to cover a wide range of dialogue processes. 

Some authors consicter the human-computer dialogue as a sequence of 
question-answer pairs. Participants' roles are strictly determined - one of 
them is asking (active) partner, another is answering (passive) partner. 
However, our experience shows that this kind of dialogue is not widespread 
in everyday communication. It is found almast exclusively in forma! 
teacher I student settings. 

More frequently initiative in dialogue is passed trom one participant to 
another. We call this kind of dialogue partners' dialogue. The answering 
partner can intercept initiative when he does not understand a question or 
does not have enough information to answer a question. In this case the 
initiative is intercepted for a short time. The answering partner may also 
intercept initialive when the asking partner fails to formulate a question 
correctly and the answering partner needs to ask series of questions to 
define the asking partuer's demands more precisely and to give an 
acceptable answer finally. In the last case the initiative is intercepted tor 
more time. 

"I /, 
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It is particularly important to be able to model the partners' dialogue in 
order to develop modern dialogue systems. Partners' dialogue is more 
productive because it irnitates our natural usage of dialogue. 

2 The Autornaton Model 

Same authors use autornaton models to describe dialogue sytems. Proposed 
paper extends traditional models to describe partners' dialogue. 

Let us define an automaton, P, as the quadrupte < S, D, E, h >, where S is 
a set of autornaton states, where the initial state, s0, and the final state, s1!' 

are distinguished; D is a set of inputs; E is a set of outputs and 
h : S x D ... S x Eis a function that calculates the autornaton output, e, 
and next state, s, according to the current state, s, and autornaton input, d, 
(user's action). Along with (or instead of) step function, h, we rnay consicter 
output function f : S x D ... S and transition tunetion g : S x D - E 
such that h (s,d) = ( g (s, d ),/ (s, d )) . 

We shall introducesome sets: Q is a set of user's questions, A is a set of 
user's answers, Q' is a set of autornaton questions and A' is a sel of 
autornaton answers. There is null answer, a 0 , in A'. For each sk we shall 
define special sets: Q.t a set of discernible user' s questions, and A k a set of 
discernible user's answers. Let there exist an input, d0 , which cannot be 
recognized as a discernible user's question or answer at any step: 

n n 
d0 f1= U Qk, d0 f1; U Ak, and d0 E D. Thesetof inputs to autornaton 

k= 1 k""-1 
consists of possible user's questions and answers (D Q U A ) , and its set 
of outputs contains its own answers and questions which it asks while 
intercepting initiative in dialogue (E = Q' U A'). 

Let us consicter classes of autornaton states. Autornaton can: 
-answer a user's question and wait for the next question; 
-ask a question and wait fora user's action; 
-answer a question, intercept the initiative, ask the user a question, and 

wait fortheuser's action. 

We denote them accordingly, S 1
, s 2 and s 3

. The final state s,1 remains 

not embedded in any set. We can note that s = s l u S 2 u s 3 u Sw 

There is some natura! order of states from different categories. We shall 
describe this order in the terms of constraints for functions g and f. 

Let us examine the transition function, g. Assume that the autornaton is in 

the sk state. If sk E S 1 and the user's action, d, is nat recognized as a 

discernible question or answer, the g ( sk, d) state belongs to S 2 
. If 

sk. E s 2 U s 3 and the user's action is not recognized or recognized as a 
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discernible answer then the g ( sk , d) state belengs to S 2 
. If there is no 

such state, s, that g (s, d) sn for some d, then our dialogue system will 
never stop. Such kind of dialogue system is permissible, nevertheless we 

believe that for sorne (at least one) nodes sk E s 2 U S 3under sorne answer 
of user, d, dialogue terminates (transits to the final state sn). The logic of 
the dialogue process assumes that a dialogue has its goal, so dialogue stops 
aft er the goal is a ttained. If 3 k 3 d ( d E Q k & g ( s k , d ) = s n ) , in other 
words, if dialogue system can terminate directly after it accepts a question, 
we may consicter its behavier incorrect, «irnpolite»: instead of answering the 
user's question, the dialogue systern terminates. 

Let us exarnine the output function, 1. Assurne that autornaton is in the sk 

state. If user's action, d, is recognized as question (d E Qk ) then the 
autornaton can praeeed by answering the question (/ ( sk , d) E A'), or 
intercepting the inîtiative and asking the user a question of its own 
(/( sk, d) E Q'). If a user's action is recognized as an answer (d E Ak) 

then autornaton will ask the user a new question or will answer the most 
recent unanswered question. 

Consicter the autornaton cycle. If the current autornaton state is sk E S 2 
, 

the autornaton will ask a question. If Sk E S 1 U S 3
, autornaton wiJl begin 

step with visualization of the answer which was obtained on the previous 

step. If sk E S 3 
, after the answer is visualized autornaton will intercept the 

initiative and ask the question q E Q · connected with the current state. 
Following any of the given situations, the autornaton will wait for the user's 
action. In any state the autornaton must recognize some of the user's actions 
as questions. The accepted user's action is either recognized as a question 
from Q k or an answer from A k, or it re rnains unrecognized. According to 
accepted action autornaton produces an output e f ( sk , d) . If the action 
rernained unrecognized then I ( s k , d ) = I ( s k , do) . Then autornaton 
transits to the new state g ( sk, d) • 

Autornaton starts from the state s0 . Autornaton can start dialogue as an 
active partner, asking the user a question, or as passive partner, waiting for 

the user's question. In the first case s0 E S 2 
• In the second case we 

consicter that s0 E S 1 and that autornaton will start this step with 
visualization of the null answer, llo· When autornaton transits to the sn state, 
it stops. 

3 The Net Model 

The correspondence of automata and graphical presentations is discussed in 
{2]. 
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The state-transition diagram of the autornaton mentioned above can be 
mapped to a network G = < S , r > with the node set S and the relation r 
that sets up a correspondence between node s1 and thesetof nodes r ( s1 ) 

which are the ends of the edges starting from this node. All edges starting 
from each node are numbered (probably, with gaps). In this way all 
elementsof every r ( s1 ) are numbered (see Fig. 3.1). Let us slightly change 
the transition function g so that g : S x D ... N, where N is the set of the 
natura! numbers. Transition will occur from the current node, sk, to the 
node ending the edge with number g ( sk , d) . We shall not represent the 
final node sn. The dialogue system wil! finish its work when there is no edge 
which starts from the current node and has number g ( sk, d ). 

Fig. 3.1. Sample dialogue scenano network 

We cal! the couple of the step function h and the network G augmented 
with edge numbers the dialogue scenario. 

4 Implementation of the Net Model 

This net model is useful as a format base for the universa! dialogue 
interpreter which can conduct dialogue according to a stored dialogue 
scenario. 

4.1 General Issues 

The step function, h, can be implemented by the internat facilities of the 
dialogue interpreter or by the use of external processes. Some answers to the 
user's questions and/or transition codes can be calculated by a separate 
executable modules invoked by system. In the case of the usage of external 
processes we need to be able to move data between the dialogue system and 
the external process. 

Database or knowledge base can be connected to such a dialogue system. 
It can contain some facts, data or rules about how to analyze the user's 
questions or how to synthesize answers. Then some steps of dialogue can be 
connected with modifications of the database or knowledge base. 
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In order to implement a generator of dialogue scenarios based on the 
abovementioned net model, weneed to choose an interpretation of sets S, Q 
and A. We may consicter any keystroke, mouse button click or mouse 
movement as a user's action. However, such interpretation would lead to an 
unnecessarily detailed dialogue scenario consisting of an unmanageably 
large number of nodes. To reduce complexity of the dialogue scenario 
networks we can use their recursiveness. We can replace some subgraphs 
with nodes and thus increase the «granularity» of nodes and of possible user 
questions and answers. We can substitute nodes for subgraphs satisfying the 
following condition: All edges entering a subgraph enter the same node. We 
cal! such subgraphs substituted by nodes scenario units. 

Objects that are commonly used in interfaces, such asentry fields, menus, 
dialogue boxes with pushbuttons, radio buttons and check boxes, may be 
considered as standard scenario units. 

Conception of the scenario units allows us to develop dialogue scenarios by 
means of incremental refinement. We can provide the reusability of scenario 
units: the same units can be used instead of the different nodes or even in 
different dialogue scenarios. 

To facilitate the generation of dialogue scenarios we should rnaintaio 
library of the scenario units. Such a library may also contain individual 
dialogue steps, objects that form dialogue steps, and even elemens of objects 
(bitmaps, texts, fonts and so on). 

It can be useful to store more extensive inforrnation on history of the 
current dialogue session. For example, if user can access such information 
then he can quickly determine where he is and optimally navigate through 
the dialogue scenario netwerk. Presence of the history of the current 
dialogue session allows to make help subsystem of the dialogue system more 
context sensitive. It even wil! be possible to predict the user's intentions and 
prompt for ways to complete them. 

There arises a practical question: how can we divide scenario into scenario 
units? If we consicter a dialogue system as multifunctional software tooi, we 
may incapsulate separate functions of a system into scenario units. We also 
may divide scenario so that long term initiative transitions are connected 
with separate scenario units. These approaches are complimentary because, 
on one hand, any dialogue system may be considered as a means to achieve 
goals. On the other hand, to achieve a goal dialogue system conducts 
dialogue and during this dialogue partners' roles may be changed. 

4.2 Generating Dialogue Scenario 

In order to create a dialogue scenarioweneed a dialogue scenario generator 
which can do some standard operations on the net G. At least it should be 
capable of selecting the current node and the current edge; inserting a new 
node or a new edge; deleting a node or an edge; modifying the current node 
or the current edge. 
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Since all nodes are numbered, we may select current node by specifying 
its number. Also it is convenient to select a node «next» to the current a 
node at the end of the current edge. When a new node is selected as current, 
the first edge (or the edge with the least number) becomes current. 

Insertion of the new node should be accompanied by creation of new 
edges, at least one entering the new node. In order to prevent isolated nodes 
it can be useful to create an edge between the current node and the new 
node automatically on the insertion of the new node. 

Deletien of the current node should be accompanied by deletien of all 
edges entering the node. It can be done automatically by complete look over 
of all net edges. 

On deletien of the current edge the dialogue scenario generator should 
detect appearances of the isolated nodes. If such a situation occurs, it is 
necessary to forbid deletien of the current edge or to warn user that deletion 
of the last edge entering a node automatically causes deletien of that node. 

Modification of the current node, sk, can be accomplished by a change of 
the node class, or by a change of the means of visualization of the answer 
and/or question, or by modification of the step function, h (sk, d). If we 
change the node class, the dialogue scenario generator should check 
whether the above-mentioned constraints (see Chap. 2) of function h are 
confonned. We may modify the step function, h (Sk, d), by changing the 
output function, f (sk, d ), or by changing the transition function, g (sk, d ). 
We also may modify the current node substituting a scenario unit for it. 

Modification of the edge number changes conditions on which the dialogue 
transits from the node at the start of the edge to the node at the end of the 
edge or changes the order of states onsome paths of the dialogue process. 

4.3 Recommendations on the Development of the Dialogue Scenarios 

We recommend generating dialogue scenarios by means of incremental 
refinement. We can start the generation of any scenario with the network 
G0 = < { s0 } , { < s0 , s0 > } > which consists of one node and one edge 
starting from and ending at that node (see Fig. 4.1). Further we can extend 
the net explicitly, adding new nodes and edges, or implicitly, substituting 
scenario unitsforsome nodes. 

Fig. 4.1. Network G0 

We recommend providing all or, at least, some nodes with camman 
dialnguP. actions. Those actions are called common because they have 
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common meaning in any dialogue scenario. They are: entrance (one step 
advance); exit (a return of one step); scenario unit exit; scenario exit. 

One step advance makes sense if there is some natural step order. For 
example, during editing sessions (as editîng text with word processor) it is 
natura! to advance to the process of editing of object after object is selected. 
At this stepthereturn to the selection of the new object or cancellation of the 
editing session we may consider as actions under some uncommon 
conditions. 

A return of one step is necessary if selection of the next dialogue step can 
be made incidentally. Providing one step return is especially recommended 
for the steps, which interpretation can take long time or leads to essenhal 
changes in the database (knowlege base) conneeled with the dialogue 
scenario. 

A scenario unit may have some nodes from which there is an exit 
(transition to the final state, s

11
). Along with the normal exit and exits on the 

errors we recommend providing an exit on cancellation. Users often choose 
system functions by mistake and wiJl need a clearly marked «emergency 
exit» to leave the unwanted state without having to go through an extended 
dialogue. The only way to distinguish how the recent scenario unit 
terminated is the transition code (value of the function g) on the last step of 
this unit. We believe that engineer of the dialogue scenario should have an 
opportunity to generale scenario in such a way that different exits out of 
scenario unit are distinguished. On the other hand, it is convenient not to 
distinguish different exits of one kind (for example, cancellation on the first 
step of the scenario unit or after some steps of the dialogue). To satisfy 
these requirements we permitled numbering edges wirh gaps (see Chap. 3). 

We can consider scenario exit as the dialogue system terminalion or as 
switching to another dialogue system with the option of restarting dialogue 
from the step at which that switching occurred. 

A dialogue restart is very important for multitasking environments and for 
dialogue systems, which need a long time to complete the dialogue. We can 
treat educating systems and knowledge transfer systems as systems of the 
second class. To restart dialogue, we need to have an opportunity to start 
dialogue not only from step s0, but from any step betonging to some set 
{ si

1 
,si

2
, ... , sim}· Along with that we need to provide possibility of storing a 

restart step number and probably last answer of the dialogue system. 

4.4 The Dialogue Processor 

The model of a dialogue partner was implemenled in the Dialogue Processor 
project. The Dialogue Processor consists of the Dialogue Generator to 
generale dialogue scenarios, and the Dialogue Interpreter to interpret these 
scenarios. The Dialogue Generator stores a generaled scenario as a metafile 
- a stream of objects. The scenario delermines dialogue steps (net nodes) 

I 
' 
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and pennissible transitions (net edges). Each dialogue step can include 
passive audio- and video-objects, active video-objects and description of 
external process that the step invokes. Passive objects are used to express a 
question or an answer fora user's question. Active video-objects are used to 
give the user an opportunity to answer a question or to ask his own question. 

Passive video-objects are panels with static text or bitmaps. Animated 
passive video-objects and audio-objects add an expressive force to generated 
dialogues. Active video-objects are standard dialogue panels - menus, choice 
lists, or dialogue boxes withentry fields and chokefieldsof different kinds. 

5 Prospects 

The Dialogue Processor uses object-oriented technology and stores dialogue 
scenarios as streams of objects. Further development of the object-oriented 
databases wil! allow storage in one database dialogue objects and application 
objects as well which promotes the creation of more complex dialogue 
systems. 

The proposed model can be extended to describe training of the dialogue 
partner. If we assume that the step function, sets of net nodes and edges, or 
sets of discerning questions and answers depend on time, we obtain a model 
of a non-stationary dialogue system. If we add system actions that modify 
the above-mentioned elements of a dialogue system, we obtain a model of 
the instructable partner of the dialogue process. 
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Abstract. In this paper we propose a Visual Knowledge Elicitation language and 
methodology for picture understanding, in order to take into account visual 
expertise for interpreting static pictures or dynamic image sequences. The domain 
of expertise considered hereis that of team games, with an application to rugby. 
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1 Introduetion 

In this contribution we propose a specific Visual Knowledge Elicitation (VKE) 
language for images or image sequences understanding. 111is domain independent 
language is included in a knowledge acquisition software tooi implemenled on a 
Color Spare station. 

The first pan of the paper details the scientific problem in distinguishing and 
camparing verbal and visual approaches to Knowledge Acquisition (KA). Non
verbal approaches are illustrated by means of more striking associated 
methodologies, which in general include both KA methods and software tools. 
The knowledge partilion in deep and surface levels, according toSteels [5), is then 
described to justify our restrietion to the acquisition of surface knowledge. The 
second part of the paper examplifies our contribution by a specific acquisition 
technique, based on a VKE language, applied to the interpretation of symbolic 
image sequences of team games, using rugby as an example. The third part deals 
with the representation and structuring stages, for the verbal and visual knowledge, 
following theMACAO methodology and using the MACAO software tooi. 

In condusion we point out the originality of our KA approach, and the 
generality of the results achieved fora growing number of similar tasks, which 
currently includes a major picture understanding activity. 

2 Research Framework : Non-Verbal KA Methodologies 

The KA methodologies, which are recognized and used today and which follow 
data-dri.ven or model-driven approaches, are in fact only verbal i.e. are based either 
on transcribing the expert's verbalizations (from directed or non-centered 
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interviews) or on existing wriuen documents which capita.lize the expertise. 
There are howcver many new requirements nowadays, particularly these related 

to the growing number of technica! tasks involving an interpretation activity of 
image or image sequence. So designers are led to propose new non-verbal KA 
methods and to realize the associated software tools. Thus we can use the term of 
Visual Knowledge Acquisition (VKA). 

The specific methodology proposed here has been applied to the study of team 
games, and particularly to the understanding of rugby image sequences taken from 
real matches. A new recording technique is used to associate a colour video image 
sequence with any game sequence. The new technique was a single fued camera 
with a fixed lens which is attached to a crane and records a continuous trend of all 
the actors in the game (ball, single players, subsets of players). 

For our domain, the study is restricted to the acquisition of the surface 
knowledge from Pierre Villepreux's model [6], because the decp knowledge has 
been already correctly forrnalized by Deleplace's logica! model, called "real-time 
Tactical Choice Systematics". At any timet of a game sequence, this model gives 
all the possible options at (t + t.t) in an n-ary decision set forrnalism. 

3 Our Non-Verbal Approach based on a Visual 
Knowledge Elicitation Language 

The context of our study is that of image sequence understanding in the domain of 
team games, using rugby as an example [2]. The aim of our research project is to 
realize a KBS for analyzing game sequences from video image sequences of a 
given team, in order to propose tactical improvements during the training stages 
for future matches [3]. Such a system is to be seen as a software tooi to assist 
tactical decision-making. lts definilion has been preceded by a domain 
forrnalization step, and a reasoning model based on a typical game sequence 
partition, and on different inference levels [1]. The interpretation is carried out by 
the expert on symbolic image sequences - and no Jonger video. Such sequences are 
reconstructed from the data from an image processing module, which takes 
digita.lized color video images as input Such a module is located upstrearn of the 
VKE software tooi [4]. 

3.1 Visual Diagramming Languages for Knowledge Acquisition 

Casner has proposedan interesting contribution to Problem Solving Methods for 
visual knowledge processing, by formally defining, then using in separate 
domains, diagramming languages. Such languages, which can beseen as particular 
languages for VKA, differ from icon ie languages because they are defined as strict 
mathematica! transforrnations between a set of perceptual codes (such as pauems, 
colors, or spatial combinations of isolated objects) and a set of interpretations, 
whose goal is to associate asemantic level with the use of these perceptual codes. 
The diagramming language uses iconic representations, spatial distributions and 
graphical symbols to represem the entities at an individual level (players), a 
colleelive level (teams, attack, defense) and a meta-collective level (global 
movements, strategies). Such diagrarns refer to the associated concepts. 
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3.2 Visual Knowledge Elicitation 

3.2.1 Choosing the Experts 

Our approach, which is focused on knowledge acquisition and representation, 
embodics Pierre Villepreux's expertise. Pierre Villepreux was a high-level 
competition player and is nowadays a famous coach and technica! director : he is 
considcred by other coaches to be a high-Ievel theorist of the game [6]. Our choice 
is explained by the theoretica] formalization level reached by the expert and by the 
existence of a more general model, consistent with this expertise and which is 
necessary to understand it Proposed by René Deleplace, such an including forma! 
frameworkis the so-called "real-timc Tactical Choice Systematics" or "deleplacian 
logica! model", which is bath theoretica! and practical. 

3.2.2 Integrating the VKE Language into a KA Software Tooi 

Dur VKE language has been integrated with a specific visual KA software tooi. lts 
specifications follow an object-oriemed design and programming methodology, 
and the supporting language is C++ under Sun View and X Windows 
environments unified by OpenWindows. It runs on a Color Spare IPC 
Workstation. The VKE language is basedon selecting isolated and global objects 
(discrete or not), in order to represem pertinent subsets of the symbolic picture 
which is being considered. Besidcs designating objects, the expert can give the 
trajectory of the manipulatcd subsets in tcrms of parallel or sequentia! movements. 
Thus owing to an explîcit selection mechanism, here implemented by a mouse, he 
draws the (object, concept) pairs he manipulates during his reasoning. 

Thus wc can associatc visual information - which can be approximated by quite 
simple geometrical rnadeis · to reasoning sequences, and movement expression 
characteristics, that current tools for acquisition and structuring do not allow one 
to take into account or to capture in order to design more and more efficient KBs. 
Th is elicitation language is above all domain independent. 

3.3 Complete Definition of the VKE Language 

The actuallanguage design process using the extended BNF formalism has these 
complementary parts: initia! static definition, then dynamic description for use by 
the expert. Thus to tum specification into action, we have to follow two steps. 

3.3.1 Static Definition of the VKE Language 

The BNF formalism is seen as a Knowledge Representation formallanguage. By 
combining them, we give the BNF productionsof our static VKE Ianguage. The 
associated forma! grammar is composed of a finite set of productions (its 
cardinality is 16), and starts from the <VK ELICIT A TI ON> axiom. The rules are 
numbered for convenience of reference. No ordering is in fact implied. Readings 
are inserted to facilitate locating sections of the grarnmar. The resulting sections 
are to be used as a rough guide only. 
Terminal symbols ; any string in lower case, 
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Non-tenninal symbols : any variabie between inferior and superior meta-symbols, 
Start symbol: VK ELICITATION, 
Meta-symbols : BNF constructors and operators, 

~ 
Start symboi 

1. <VK ELICITATION> ::= (<Space-Time>. <Movement>)+ 
Space and time 

2. <Space-Time> ::=[<Object> trajectory] 
Movement definition 

3. <Movement> ::= <Space-Time> <Relative speed> <Sequentiality> 
Object definitions 

4. <Object> ::= <Isolated object> I <Giobal object> . <Shape name> 
5. <Isolated object> ::= visual representation of an elementary entity (e.g., ball) 
6. <Global object> ::= <Discrete global object> I <Non-discrete global object> 
7. <Discrete global object> ::= visually countable set of isolated objects 
8. <Non-discrete global object> ::= visually non-countable set of isolated objects 

Shape selection and description 
9. <Shape name> ::= name given by the expert to the global object shapcs 

Speeds 
10. <Relative speed>::= <Less fast speed> I <Equal speed> I <Fa'>ter speed> 
11. <Less fast speed> ::= frrst option of "ad-hoc" visual conventions 
12. <Equal speed>::= second option of "ad-hoc" visual conventions 
13. <Faster speed> ::= third option of "ad-hoc" visual conventions 
Dis pi acements 
14. <Sequentiality> ::=<Sequentia! movement> I <Parallel movement> 
15. <Sequentia! movement> ::= sequentia! related 10 the last manipulated object 
16. <Parallel movement> ::= parallel in relation to the last considered object 

3.3.2 Dynamic Definition of the VKE Language 

During their use by the expert, there is a running order for the commands. Such an 
order is defined by the following fonnal grammar given in the BNF fonnalism. It 
is composed of a set of p production rulcs (p 15). The rules are numbercd for 
convenience of reference, but no ordering is implicd. Headings are inserted to 
facilitate locating sections. 
Tenninal symbols : any string in lower case, 
Non-tenninal symbols : any variabie between inferior and superior meta-symbols, 
Start symbol : FUNCTIONS, 
Meta-symbols : BNF constructors and operators, 
~ 
Start symbol 

1. <FUNCTIONS> ::= (<lnitializing> . <Processing> . <Finishing up>)+ 
I nitialisation step 

2. <lnitializing> ::= <Filename> . <Acquisition Start> 
3. <Filename> ::= the coordinates filename correstxmding to the current image 
4. <Acquisition start> ::= reads the coordinates file, shows the initia! spatial 

distributions 
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Ending step 
5. <Finishing up> ::= <Session writing> . <End of acquisition> 
6. <Session writing> ::=file writing of the expert's work session 
7. <End acquisition> ::= quit the KA software tooi 

Working sessions 
8. <Processing>::= (<VK ELICITATION> I <Chrono> I <Match> I 

<Parallel Simulation> I 
<Sequentia! Simulation> I <Domain Modelling>)* 

9. <VK ELICITATION> ::= see the previous section 
10. <Chrono>::= temporal context of the image (in minutes and seconds) 
11. <Match> ::= spatial context of the game (team names, competition, stadium) 
Paralleland sequentia/ animalions 
12. <Parallel Simulation> ::= parallel movement of all the objects whose 

trajectory has been explicitly given by the expert 
13. <Sequentia! Simulalion> ::= sequentia! movement of allthe objects whose 

trajectory has been explicitly given by the expert 
Deep knowledge rnadelling 
14. <Domain Modelling> ::= [<Inflexion>J I (<Inflexion>. <lnflexion>)+ 
15. <lnflexion> ::= visual representalion, according to Deleplace's theory of the 
speed vector and intlexion limits; eventually visualization of these basic concepts 
in hidden mode, because there are nol always useful during the ex pert's work. 

3.4 Acquisition Sessions with the Expert 

3.4.1 User's Interface 

Discrete and non-discrete objects, relative speeds, sequentia! or parallel 
displacements, and other functions have been implemenled : the "Start
Acquisition" and "End-of-Acquisition" options, which respectively initialize the 
ex pert's work by reading the input data file (2D (x, y) players coordinates) and quit 
the software tooi. The semantic difference between the VKE language and the 
complementary functionalilies is integrated into the interface itself and is 
composed of three parts : 
- an horizontal cammand area, locaLed horizontally on the screen, and including the 
functions (the processing options and the filename associated to the picture), 
-a vertic al commands area, located on the right side of the screen, and dedicated to 
the op ti ons of the VKE language, 
- the central command area contains an aerial symbolic representation composed of 
a bird's eye view of the static background, including all the (2p+ 1) individual 
actors i.e. the p attackers, the p defenders and the bal!. 

3.4.2 Geometrical Models for Pattern Approximation 

The expert can draw discrete or non discrete global objects, which represent convex 
or concave pattems given by their closure. Any ciosure is defined by its polygonal 
approximation, seen as a set of segments. Our aim is to find in this case the most 
suitable pauem model of this drawn on the screen by the expert There is no 
restrietion about the paltems that could be designed : the expert can propose the 
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pattem he wants when solving a problem. Such an approach is of a double 
interest: on the one hand for the expert, in order to help him to describe and 
formalize the patterns he uses in his resolution models by simple geometrical 
figures, and on the other hand for the knowledge engineer, in order to capture non 
arnbiguous objects for the knowledge representation and structuring phase. 

We want to provide the expert with a gencric geometrical palette. There are a 
large number of analytic models. Nevertheless for our domaio the following 
hierarchy of classes is sufficient: conics, parallelograms, and polygons. 

3.4.3 Domain Dependent Functions 

The three domain dependent functions are the following : 
- spatial context (match and competition framework), 
- temporal context (time in minutes and seconds) associated to the current image 
sequence owing to the "Chrono" button, 

for any isolated object considercd and taking into account its specific individual 
role (attacker or defender), the Delepiace button is dedicated to visualizing the 
concepts coming from the deep knowledge i.e. the deleplacian modellîng of 
general movement phases : module and direction of the speed vector, the inflexion 
angle generating the inflexion cone. 

3.4.4 Handling Sessions 

The following screen copy is an image of a current visual knowledge acquisition 
session. We can see that a geometrical pattem model palette is proposed to the 
expert on the right side : it is composed of the first four figures mentioned in the 
last previous section : ellipse, circle, rectangle and square. Aftcr drawing any 
pattem, the expert wants to approximate it by one of these options in choosing 
the associated buuon : the software tooi automatically adjusts the model to the 
pattem which has been drawn. 

3.4.5 Interactive Simulation of the Reasoning Steps 

The "Sequentia! Simulation" and "Parallel Simulation" buttons allow the user 
respectively to visualize at any time and in reai-time a behavioral simulation of 
the players motions only forthese whose trajectory has been explicitly given by 
the expert There are two options. If the action is sequentia!, the software makes a 
complete displacement of the players bcing considered one after another. In the 
case of simultaneous trajecwries, players are all animated in parallel step by step. 

The expert proceeds to such simulations either aftereach reasoning substage, or 
at the end of the working session. The visual trail of each simulation is printed on 
a paper sheet, by interactive screen hardcopies. 

3.4.6 Disk Writing of Visual lnformation 

Keeping in mind the knowledge representation phase for the KB structuring, we 
want to have a trail of the acquisition work with the expert. Soa Session Backup 
option is proposed and enables the writing to disk of all the in formation associated 
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with isolatedor global objects. Conceming t.he special "Bali" object, if a player is 
keeping it at t, the data are simply duplicated. For discrete or non discrete global 
objects, the same procedure is executed. Indeed, even if the visual counting of 
isolated objects is not possible, these objects are in fact present within the 
symbolic reprcsentation. 

4 Non-Verbal Knowledge Representation and Modelling 

4.1 Why a Modelling Stage is Essential 

For onderstanding pictures, defining and implcmenting a VKE language is not 
sufficient. Indced we have to consicter a knowledge representation and structuring 
phase in order to design the KB. This is done by using the MACAO methodology 
and running the associated software tooi. More preeisely for any problem solved 
by the expert, by using the semantic nets formalism for domain modelling, and 
the schemas formalism for reasoning modclling. 

4.2 The MACAO Knowledge Modelling Methodology and Tooi 

MACAO is a knowledge elicitation and rnadelling methodology which has two 
generality levels i.e. is both domain and expen independent. A well-known 
decomposition of expertise transfer for KBs design distinguishes for the data, !heir 
elicitation, abstraction, analysis, structuring then validation. The a.im of this KA 
methodology is to assist the whole expertise transfer process, to design the 
complete Abstract Conceptual Model of the KB. So this typical data-driven 
acquisition methodology enables us to construct an Abstract Conceptual Model by 
knowledge elicitation by solving all the major classes of problems. 

4.3 How Verbal Knowledge is Processed with MACAO Static 
and Dynamic Knowledge Modelling 

The dynamic knowledge associated with the reasoning is expressed with MACAO 
by using schemes graphs. Such a rnadelling stage is induced from the knowledge 
acquisition and linked to the schemas representation language. 

For instance, to solve the problem "Attaque-Jeu-Déployé", two graphs are 
necessary: one to model the static knowledge (doma.in) and the other the dynamic 
knowledge (reasoning), by using resp. the semantic nets and schemas formalisms. 

4.4 Extending MACAO to Take lnto Account Visual lnformation 

4.4.1 Quick Description of the Extension 

Conceming the representation phase, we have to extend the scheme structure in 
order to take into consideration the visual knowledge manipulated during the 
expert's inferences. Such an extension is done by insening a link on the graphic 
visualization (characteristic pattem on a symbolic image) corresponding to all the 
specific concepts manipulated in the scheme. This insertion implies an updatery of 
the existing structure by including a logica! link in the CONTEXT and GOAL 
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fields, by adding a new "DISPLAY IMAGE" button, to show respectively the 
input defensive and the output offensive spatial distributions, which can be 
perceived following the corresponding pauems. 

The consequence of such an extension consists in the design of two symbolic 
picture directories, srructured by typical defense and attack distri bution pattems. 

4.4.2 Generalizing our Approach to Related Visual Expertise 

It seems obvious that we could easily transpose our approach to the growing 
number of tasks which nowadays include a picture onderstanding activity, using 
either fixed images or image sequences. There are plenty of applicative domains, 
such as static or dynamic imagenes in sportive or technica! areas. 

Indeed our technique for elicitating non-verbal expertise is gencric and could be 
first applied to other ball games, because the status of the manipulated objects 
remain exactly the same for isolated players, sets of players and trajectories. No 
significant changes arise in the visual acquisition technique, and the same 
methodology could be run with a football high-level expert for instance. 

5 Condusion 

The originality of our approach consists of the proposed VKE language. Indeed 
our visual KA methodology, for non-verbal expertise, is based on this generic 
VKE language, which has been defined precisely, and whose use has been shown 
in the domain of team games. lts basic interest is that it is rather suitable to the 
specific needs in picture understanding than the usual verbal methods. Let us now 
campare it with Casner's diagramming language, and with Gaines'interactive 
visual language. All are seen as forma! languages, and so have been formally 
defined syntactically and semantically. All are fully interactive and congenialto 
the user. In the three languages, interpretations through concept narnes are 
associated with the visual emities. The difference is that the Gaines inter
translatability between the visual and textuallanguages is not respected here. 
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Abstract. The advantages of graphical simulators over conventional, task
Ievel robot programming languages are discussed. In particular, the way of 
preparing application programs for robots operating in abnormal operating 
conditions is described. The role of interactive and visual feedback for early 
program and action failure detection is pointed out. 
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1 Introduetion 

In our paper we take a braader perspective on what is usually considered 
to be a robot. In the following text we look at the robot as a device that 
is able to merge and fuse sensorial data into some înternal representation 
of the world ( action environment) and given the goal of its eperation it is 
able to produce a certain behavior. So to program a robot for action means 
to establish the relationship between the goal, sensorial input and feedback 
information and the resulting behaviors. 

Our research is motivated by the practical observation that programing 
even a routine task for industrial robot applications is done more efficiently by 
using available graphical simulators than by using classica! robot programing 
language with its domain-specific semantics. The efficiency can be measured 
by the time required to produce a reliable robot program as well as by the 
ease of detecting a priori possible program bugs and programmed action fail
ures [1]. The key issue here is the augmentation of the interactivity of the 
program development process and the possible integration of the programer's 
implicit knowledge (skill) into that process. The problem becomes particu
larly important when relatively complex manipulation tasks like fine motion 
among duttered obstacles or grasping an unknown item with a multi-fingered 
robot hand are taken into account. Micro-manipulation and some rather spe
cial applications of robots, such as in-orbit eperation, make the problem of 
the reliable a priori or in-line programing of these tasks even more important 
issue [2]. In these cases the expressive power of the language seems to be 
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inadequate and the lack of interactive "conceptual feedback" from the model 
of the problem is more apparent. 

If we change the geometrical scale of the robot eperation or enter a spe
cific environment (such as in space, in underwater or nuclear environment) 
we have to give up many common sense based principles. Furthermore, some 
new factors may appear and some more usual ones no Jonger apply. At the 
same time some of the modellaws of physics (gravity, friction, external force 
fields) may have to be suspended or modified. We call a model of the envi
ronment with such properties a virtual environment. In virtual environments 
the nature and scale of the phenomena are distorted and this could seri
ously affect that part of the programing language which is concerned with 
robot-centered semantics. Our proposal is to avoid those problems by sup
porting conceptual modeling of the robot scene by visualization, animation 
and selective rendering of some relevant aspects of the robot world [3]. 

2 Visual Programming of Robots as a Method 

Visual programmingis an idea and programming style which, by taking the 
advantage of available computer vision technology and computer graphics, 
supports the application pregrammer in his job of task synthesis [4]. This 
should not be mixed with pictorial programming using icon-based languages. 
Modern techniques of computer animation and rendering as well as pattem 
recognition methods, symbolic reasoning and learning algorithms are of par
ticular relevanee to the visual programing. Real world, i.e. the robot and its 
environment, are represented for programing purposes by the internal com
puter models which are special data structures or more recently are objects. 
The most important task (and the key to the successof visual programming) 
is to maintain consistency between realistic properties and model properties. 
The important issues of model building, validatien and rnainterrance are not 
discussed here although this could be an important souree of potential fail
ures (both at the programing stage and during action). Physical properties 
of elements participating in the action which are substantial to the goal of 
operatien are modeled as model attributes or in more involved cases as a 
number of laws that can be modified and manipulated by the programed. 
This option opens the way for creating virtual environments. 

In graphical simulators for robot ta.-sk programming the internal models 
are visualized and animated in a more or less realistic way. The level of scene 
rendering differs depending upon the computational power of the platform 
and the cost of the system [5]. The on-line interaction of the pregrammer 
with models is possible in most cases. The results of those interventions are 
communicated in visual form on the spot. This interactive property of visual 
programing creates a conceptuallink between the pregrammer internal model 
of the environment and the computer model embedded within the simulation 
system. Moreover there is a visual feedback in the classica! sense between the 
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model and the agent. 
In most cases some additional tools for analysis are available such as at

tention focusing mechanisms (in standard case these are view-point selectors, 
projections and cross-sections, zooming, time-diagrams or in more advanced 
systems: selective rendering and visualization tagether with the exchange of 
the geometrical representations). Domain specific libraries of functions and 
transfarms as wel! as the knowledge base with rules and methods are included. 
Thus the mentallaad upon pregrammer can be shifted from maintaining and 
manipulating a model of the scene to the analysis and interpretation stages 
of the programing process. 

Visual programing and the user controlled animation engine are particu
lady useful for assessing the dynamic properties of the system and for ver
ifying the behaviaral aspects of the program. The right way to understand 
the dynamic relationships is to display the behavior of the model at different 
time scales and then to abserve restricted parts of the display ( or some as
pects of the model). Th is is an important educational aspect of the methad. 
The visual programing approach creates ways to introduce the skill-based 
knowledge, experience and observation of the pregrammer into the robot 
programing process without significant risk by using the simulator. What 
has to be pointed out is the fact that in contrast to the normal case most of 
the experience gained with respect to the virtual reality cannot be reduced 
to common sense principles. 

The most promising areas of application for visual programming are: 

educational and skill capturing systems, 
- tele-operation and virtual presence systems, 

action programing systems and debuggers, 
failure detection and monitoring systems. 

3 How to Control the Programmed Behavior? 

Robot task programing systems are among the most complex dynamic mod
elers of the realistic phenomena. They have to integrate geometrical reasoning 
with simple physical rnadeis of the elementsof the scene. Moreover they have 
to be oriented towards action. Finally, it has to be pointed out that com
putational resources available are usually limited. The last remark imply a 
certain need for economy of problem representation. 

Simulation and the analysis of robot behavior are obviously helpful in 
assembling a reliable working application program. However the complexity 
of the scene and the hidden properties of the active elements are the main 
reason for failures in the real world performance of the program. Running a 
simulator to evaluate the target program is sametimes not enough to avoid 
future failures. Therefore it is necessary to provide the simulator with some 
checking mechanisms. The standard approach is to include in the system 
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some automatic safety measures such as collision detection and location pro
cedures. This is a good salution for the robot trajectory programing issues. 
The interaction of the robot with the environment requires some additional 
measures to be taken. The simple physics of boclies in contact is added to 
the system in order to work out in semi-automatic way the conditions for 
the static equilibrium. A good example of using phenomenological models in 
simulation systems is friction, which is extremely important in such common 
tasks as proper grasping. Nested modelsof friction are introduced by defining 
embedded objects with growing complexity and fidelity of friction rnadeling 
[1]. The appropriate "layer" of the nested model is called for depending on 
situation. The required accuracy in calculating grasp stability being deter
mined by the goal of operation. If the program fails during the real run there 
is always the possibility of reconsidering the plan taking into account more 
complex models of reality (here friction model). 

Another possibility to support robot task programing using simulator is 
to render visible those aspects of the phenomenon which are not normally 
visible. This refers in particular to the system of active and reactive forces 
acting during grasping which are insome systems made visible as veetors [6]. 
Moreover these forces are made individually available for direct tuning while 
the force balance rnainterrance system responds with a new display of the 
equilibrium situation. That kind of the interactive working provides the user 
with the opportunity of making sensitivity analysis of the salution obtained 
by simple tuning. Friction models can also be made visible by introducing 
so called friction cones. This gives the user some means of evaluating safety 
margins for a particular grasp. 

To study dynamic aspects of the robot behavior the underlying dynamics 
models must be added to the modeler and the analysis is made after the run. 
Time plots and state space trajectories are examined in order to understand 
the requirements for robot control which are associated to the execution of 
the particular trajectory. A very useful option is the interactive tuning of the 
action time-scale to study some critica! sections of the trajectory in detail. 
Animation of geometrical models is only used to show timing of the task and 
to reassure the programmet that the coordination and callision avoidanee 
issues have been solved correctly. 

The most evident and popular metbod of supporting the control of the 
robot behavior is by providing the programmet with selective attention focus
ing mechanism. Standard solutions which are frequently encountered in most 
robot simulators are: changing a viewpoint and perspective, projection, cross
section or bidden lines removal and zoom in order to study some fragments 
of the scene in more detail. 
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4 Representation Issues 

U sually we are restricted to the u se of economie means of expression to vi
sualize robot scene. This because of the computational load involved by the 
on-line synthetic picture animation algorithms, computational activity in the 
background and the rendering cost. However these limitations become re
cently not so critica! due to the available resources and computational power 
of modern workstations. The platforms that are used for robot visual pro
gramming vary from Silicon Graphics powerful workstations to IBM PC com
patible microcomputers. Our proper experience in implementing robot simu
lators is with the bottorn line equipment. Our first graphical robot simulation 
and programming systems were based on wired-frame models without hidden 
lines removal. Thus polyhedral representation schemes were used and there 
was no possibility of modeling in an adequate way many practical situations, 
in particular those related to grasp planning. The reason was a discontinuity 
in the model surface curvature. Today we are able to run models with up 
to 15 degrees of freedom and animate them in reai-time with hidden line 
removal and collision detection using 486 PC models . 

..) 

\ L 

F2 

Fig. 1. Graphical screen of the automatic grasp planning sysyem. Grasping a sphere 
with three-fingered robot hand 
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5 Conclusions 

Issues in visual programming of robots were characterized briefly and some 
probieros relating to the implementation of graphical simulators were dis
cussed in more detail. The experience of the author results from the su
pervision of several implemented student projects and M.S. theses on robot 
simulation where all the mentioned above issues and presentation techniques 
were tested and verified. Currently we are studying the probieros of using 
generalized cylinders and NURBS as internal roodels for robot geometry. 
The preliminary results are promising. Another challenging problem under 
study is to capture the geometrical model of the robot directly from the scene 
by using computer stereo-vision system and pattem matching methods. On 
Fig. 1 we give an example of the graphîcal output of the system for con
tact detection and automatic grasp synthesis. Here active ( external) force 
and grasping forces at contact points (suggested automatically) are visible. 
Grasp synthesis in that case was performed for the spherical item and the 
robot hand had three fingers. 
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Advanced Applications 

Introduetion 

The papers presenred in this sectien address issues that pertain to the deployment 
of advanced interaction techniques, methods and dialogue representation in 
educational systems. 

A comparison between computer-airled instructien and computer-assisted 
language learning with respect to the role of natura! language in the instructional 
discourse is presented by Offereins. Actdressing individual differences is a complex 
issue that is often negleered by designers of educational software. Hibino presents 
an interactive multimedia system for foreign language Jearning that is designed to 
address individual learning styles and needs of students. Kornissareva gives a 
pragmatic survey of psychological characteristics, such as, interpersonal relations, 
role functions of student and system, pertaining to instructional systems. Accessing 
data in a timely and natura! manner is a difficult problem for many databases and 
especially for multimedia databases. Espinosa and Baggett propose a methad for 
accessing, navigating and browsing through complex multimedia databases based 
on the concept of cohesive elements. 

Several applications were presented that illustrate the possibilities of new 
technologies for the design of educatienat systems in different subject domains. 
An interactive instructien tooi for the teaching of handwriting of languages that 
utilize non-Roman alphabets is dtscussed by Heller et al. The paper by Pattersen 
presents a methodology for the design, implementation and evaluation of a 
multimedia system for the training of pilots and engineers on an aircraft braking 
system. Spaai et al. use an intonation meter with visual feedback of the speech 
contour to teach intonation to prelingually, profoundly deaf children. Their results 
indicate that this type of system has promising possibilities for use with the 
disabled. Pais et al. discuss an interactive software system that offers easy and 
efficient analysis of the transient state of the chemica! recovery cycle of a pulp 
miJl. Santos presents a general model for information systems that work over the 
telephone. A language for dialogue definition and a modular architecture with 
speech recognition and generation, and naturallanguage understandingcomponents 
is described. Velázquez-Iturbide discusses the hmitations of functional 
programmingenvironments for educational purposes. He proposes a minimum set 
of requirements that are needed to use these environments for teaching complex 
prograrnming concepts. Alexandrov and Milanova describe an advice-giving 
module for the use of a computer numerical control machine in a computer-iaded 
manufacturing system. 
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Abstract. Thc bigge~;t problcm with applying the processing of natural language 
in computer-assisled instruction (CAI) is the lack of a direct link between the 
architecture of the natura! language interface and the architecture of a CAI 
system. This paper is a proposal for solving this problem. A first approach 
focuses on the use of naturallanguage user interfaces in CAI. lt is shown that the 
design of interfaces for CAI is based on instructional discourse planning that 
hardly involves processing of natura! language. A second approach focuses on 
computer-assisled language learning (CALL). This approach is promising, as it 
supports the inlegration of language in interaction and in learning. 

Keywords. Natura! language processing, user interfaces, interactive leaming, 
computer-assisted instruction, computer-assisled language leaming 

1 Introduetion 

People learn by communicating with each other in natura! languages. In 
interactive learning, computers are applied to facilitate learning in particular 
know!edge domains. lt is our intention to delermine the ways natura! language is 
used in interactive learning. 

Most systems for CAI have been developed by structuring the knowledge 
domain. The interface environment presents pieces of knowledge constrained by 
the way they are structured and are accessible in the system. These system
oriented paradigms for CAI systems do nol support lhe analysis and generation 
of natura! language. The planning of the discourse of the instructien does nol 
involve natura! language processing. The use of natura! language is restricted to 
providing prepared explanations, hints, help and feedback to the leamer. As 
such, it is integrated in the knowledge that is taught by the system. Much 
overhead is generaled when the capacity for processing natura! language is 
incorporated into CAL 

In computer-assisled language leaming (CALL) the same problems occur, but 
the difference is that the knowledge domain itself is about natura! language. 
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Dialogues of natura! language in these systems are supported by knowledge of 
vocabulary, syntax and grammar of the language. An inlegration of both 
app!ications is valuable. It provides spin-offs for natura! language interaction in 
generaland for interactive learning in one's own naturallanguage. 

Four sections follow. The first deals with interactive learning and instruction and 
shows what is meant by a system for CAL The second sectien discusses natura! 
language interfaces for CAL The third section explores natura! language as the 
knowledge domain for interactive learning in CALL. The final section gives the 
conclusions. 

2 Interactive Learning and Instruction 

Systems for computer-assisled instruction (CAI) are useful and have been 
successfully applied in many domains now. In systems for CAl the learning 
domain is bounded. Therefore a CAI system is an appropriate application for 
communication by naturallanguage. 

An analysis of natura! Ianguage dialogues for instruction is required to find out 
if there is a need to develop natura! language interfaces for CAL First we present 
a general architecture of a system for CAI from the knowledge perspective. Then 
we show that instructional discourse planning is important for the design of 
systems for CAI, but does not lead to the use of sophisticated natura! Ianguage 
interfaces. 

2.1 General Architecture of CAI 

A general architecture of a CAI system is depicted in the figure below (Fig. 1 ). 1t 
consistsof knowledge components that are interrelated in various ways. 

The instructien that is performed by the system applies knowledge about the 
leamer's performance for the restructuring of the pieces of knowledge that are 
taught and the control of the interaction with the learner. The system only 
produces predefined utterances of natura! language that are derived directly from 
the knowledge domain. 

knowied ge 

a bout 
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D knowledge 

a bout 

in:structlon 

J interaction component I 
lJ 

( leamcr 

0 

Fig. 1. The general knowledge componentsof a CAl system 
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As an example, a system for CAl is considered in a problem solving domain 
such as algebra or geometry. Table 1 gives examples of the knowledge 
components that are involved. The interaction component deals with incoming 
and outgoing knowledge sourees of respectively the user and the system, and is 
equipped with tools to enhance the instructional environment with, for example, 
an execution or simulation environment. 

Knowledf?e componentsin a problem solvin I? domain 
Knowledf?e about domain : exercises, solutions, feedback. bug catalogue 
Knowledge about learner : user model 

Knowledge about instruction : exercise selection, diagnosing learner's solution, 
ecting appropriate feedback, evaluating learner's 
formanee 

I nieraction component 
Knowledge sourees : learner's solution, feedback, questions, menu 

selection, mouse clicks, kevboard strokes 

Tools: code window, text editor, programming language 
environment 

Table 1. Knowledge componentsof a CAl system in a problem solving domain 

2.2 Planning of Discourse and lnstruction 

Discourse planning is strongly related to the planning of the instruction and the 
design of an instructional language. The instructional dialogues in CAI are 
hardly cornbined with techniques for processing natura! language. The planning 
and design of instructional dialogues is done merely to support the design of the 
knowledge structure for the materialthat is taught by CAI systems (Woolf 1988). 

In cooperative problern solving and coaching, there is a need to develop CAI 
interfaces frorn a user-oriented approach. The dialogues are based on analysis of 
hurnan discourse in performing learning tasks. For exarnple, analysis has been 
done of dialogues in cooperative problem solving by (Erkens and Anctriessen 
1993). The results of the anatysis are used for the development of a dialogue 
monitor for an intelligent cooperative educationat systern. For the factual 
interaction with the systern a menu-based natura! language interface has been 
constructed. 

Another example is the research on didactic discourse in intelligent help 
systems in (Winkels, Breuker and Sandberg 1988). This research resulted in the 
development of a discourse planner for a gencric coach. The discourse in an 
intelligent help systern is rneant for support of the use of a computer application 
environment. The leaming principles are specified in the farm of relations 
between concepts in the domain of the application. 
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3 Natoral Language Interfaces to CAI 

N atural language interfaces are either word, sentence or dialoguc based. They 
stress a particular style of instruction. A style of instruction is viewed here as a 
possible combination of methods and techniques that are used for guiding the 
user in leaming. For example, the degree of feedback that is provided, or the 
freedom the user is allowed in elaborating an exercise without having the system 
interruptor control the sequence of steps that are taken. 

An interface stresses the style of instruction. There are criteria for the design 
of an interface for instruction. There are different natura! language interfaces 
that are applicable, but they hardly meet the criteria fora well-designed interface 
for instruction. 

3.1 Criteria forInterfaces 

A well-designed interface for CAI stresses a particular style of instruction and 
enhances the quality of instruction. The following three aspects characterize the 
style of instructien of a CAI system: 

modes of communication: The interface supports one or more 
communication modes, such as a language for dialogues in natura! 
language, a window for comments of the system, menus, screen graphics, 
or a workspace for doing exercises. 
control: The interface puts an amount of control on the user. lt shows thc 
user what he is allowed to do. lt narrows down the user's possible actions. 
This is of help for monitoring and identifying what the user's actions are. 
These actions are evaluated in the instruction process. 
support: The interface provides support to the user. Restricted modes of 
communication, windows with different functionality and menus support 
the user in following a specific path in learning. A special window with 
on-line help messages or hints keeps the user activated. 

Dialogues in natura! language for instructien require the design of a specific set 
of tools for the analysis and generation of !anguage in the knowledge domain 
that is taught. The following linguistic criteria apply to the design of tools for 
processing instructional natura! languages (Burton and Brown pp. 56 in: Wenger 
1987): 

efficiency: The learner should not have to wait for the parser to complete 
its task. 
habitability: Within its domain, the system should accommodate the 
ranges of ways in which learners are likely to express the ideas. 
robustness against ambiguities: The system should not expect each 
sentence to be complete and unambiguous. 
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self-tutoring: The interface should make suggestions and handle 
unacceptable inputs in such a way as to clarify the scope of possible 
interactions. 

Thc nution of semantic grammar is uscd in the at tempt to build practical natura! 
language interfaces to educational systems {Burton and Brown pp. 55-65 in: 
Wenger 1987) and databases. The aim of semantic grammar is to characterize a 
subset of natura! language wel! enough to support casual user interaction. In a 
semantic grammar the choice of word and phrase categories is based on the 
semantics of the intended application domain as well as on the regularities of the 
language. An interface that is based on semantic grammar has know!edge about 
the application domain built in at very low levels of processing. This means that 
the interface has to be entirely rewritten fora new application domain. 

3.2 Instructional lotenaces 

In the ïollowing, natura! language interfaces for CAI are discussed. They support 
different styles of instruction and learning. Plain dialogues do nol benefit a well
designed CAI system. They require extra overhead for communication, at the 
expense of the quality of instruction in the knowledge domain. 

Menu-Based Natura/ Language Systems. A menu-based system of natura! 
language supports the user in showing the system's boundaries. The way the 
menu-system is set up can narrow the scope of ambiguity and misinterpretation 
of language for both the user and the system. The expressive power of natura! 
language is combined with the case of use of menus (Miller 1988). For example, 
in "Bridge", a CAl system for teaching programming, a problem solving task 
starts out with menu-entries of informal language phrases to support the learner 
in correctly detïning the plans for solving the problem (Bonar 1991). The 
selection of entries in the menu also triggers internat knowledge bases and 
processes that are attached to the menu's entries and that are relevant for 
supporting the next phases of the task. 

Hypertext-Based System. A system based on hypertext provides additional 
information on items that are highlighted in the text. It is up to the user to select 
an item to learn what it is. Each item that can be selected is the top of a stack of 
one or more hypertexts. 

Question Answering System. A question answering system gives the user 
complete control in learning. The system has to deal with the user's typing and 
spelling errors. The domain is restricted to the context of a fixed database of 
knowledge. The result of parsing a question is mapped to a database query. The 
answers that are given are based on facts that are explicitly present in the 
database. 
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Dialogue System. A dialogue system imposes nocontrol on the user. The quality 
of the instructional dialogues in plain natura) language is poor. The user can type 
any answer or question and leave it up to the system to proceed with the dialogue 
in a way that makes sense. The limits of both the linguistic and the conceptual 
coverage of the system are difficult for users to infer. The system has to deal 
with the user's typing and spelling errors. There is a huge overhead of knowledge 
for language processing. Techniques of analysis for the processing of dialogues 
in natura! language are therefore often word spatting algorithms that are based 
on the recognition of certain keywords. For example, the ''Aibert" system 
(Oberem 1991), a CAl system in elementary physics, conduels a dialogue in 
English to help the learner in analysing a problem in elementary physics. The 
communication is based on the recognition of keywords in the responses of the 
learner to the system's inquiries. 

4 Computer·Assisted Language Learning 

In systems for computer-assisled language leaming (CALL) the knowledge that 
is taught is about naturallanguage. There are several CALL systems for teaching 
different language skills. In the following, examples are given of CALL systems 
for teaching spelling and grammar in native and in foreign languages. These 
examples all combine language technology with the teaching of language. 

4.1 Teaching a Native Language. 

One CALL system that teaches German (Schwind 1987) consists of a grammar 
knowledge base, a module that generales exercises, a natura! language and a 
graphic interface and an error explication module. The grammar knowledge base 
allows different access modes for variously analysing sentences, producing 
sentences, analysing and explaining errors and answering stuctent's queries. The 
interaction is done in either French or German. Exercises are given in dialogue 
form in which the student may ask questions in the context of the exercise, that 
are about the system's explanations, the exercise or the properties of the Gaman 
language in generaL 

Another CALL system that teaches Dutch (Pijls, Daelemans and Kernpen 
1987) consisrs of an expert system of linguistic knowledge, a didactic module 
including a subcomponent for diagnosing the learner's knowledge, a bug 
catalogue, an instruction module, an excrcise generator and a user interface with 
a powerfut graphical tree editor. This tree editor supports graphical manipulation 
and animation of tree structures that correspond to the syntactical structures of 
sentences. This tree editor is used for different exercises about the composition 
or decomposition of sentences. 
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One CAI system for teaching non-native speakers English is the system vp2 
(Schustcr and Finin 1986). The excrciscs are about the translation of Spanish 
sentences in English. This system is of interest as a grammar of thc native 
languagc is used as a model of thc user in teaching a foreign language. The 
theory behind this is that learning a new language is done by camparing and 
contrasting constructs of the language in the new language with those in the 
native language. 

The use of produels of natura! language for learning foreign languages rnay 
lead to a language-independent CALL system, according to (Yazdani 1989). 
Grammar rules of French, parsîng techniques and error-reporting modules are 
kept separate and distinct from one anothcr to support an "open-ended" approach 
to development in the CALL environment. 

Another system for CALL in Spanish is "CALEB" (Cunningharn, lberall and 
Woolf 1986). This system uses an architecture based on production rules for 
teaching Spanish. The emphasis is put on the comrnunication between the CAI 
systern and the learner. Therefore the system is comprised of a rich interactive 
environment. Word-oriented responses are typed at the keyboard and action
oriented responses are performed with the mouse and pîctured objects. However, 
the system has only a limited set of topics and pieces of language, like a 
phoneme, syllablc, word or phrase and is based on predefined exercises and 
answers. 

Another CALL system for Spanish, the "Computer-Assisted Language 
Learning Environment" (CALLE) (Rypa 1992) is basedon linguistic knowledge 
of syntax and grammar. The dialogue-based system operales in a window 
environment in which a target text to be translated can be queried to yield 
Iinguistic information to the learner. A major goal is to promate inquiry into the 
patterns of the target language. Natura! language processing provides data to 
diagnose the learner's input. 

5 Conclusions 

Employing natura! Ianguage in the design of interfaces for CAI does nol enhance 
the instructional value of a CAl system and can cause a great deal of overhead 
for language use and understanding, unless the instructien is related to teaching 
language. In that case, linguistic knowledge and tools for processing natura! 
language are useful for a variety of tasks and support natura! language dialogues 
in learning languages. 
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Abstract. The Learner's Partner (LP) is a pedagogical model using 
interactive multimedia for foreign language learning. Th.is model is designed 
for individual student use (or for use by pairs of students) and focuses on 
several aspects of language acquisition, including: viewing and listening, 
reading, writing, speaking, comprehension, and cultural understanding. A 
variety of activities are provided at increasing levels of interactivity and 
difficulty, thus providing some scaffolding to the student while actdressing 
individual learning styles and needs. This paper provides a detailed 
description of the LP model and presents some research questions related to 
evaluation of its use in the classroom. 

Keywords. Foreign language, multimedia, computer-aided instruction, 
interactive learning environments 

1 Introduetion 

A number of computer systems have been developed for foreign language 
learning. Some focus on simulations, some on cultural aspects, and others on 
drill and practice. Many of these systems, however, either tend to focus on 
only some aspects of language learning (e.g., some simulations focus on 
lislening and responding skills, but not speaking skills), or they focus on 
language learning out of context (e.g., drill and practice). 

Our approach to the use of computers in foreign language learning is to 
design and develop multimedia pedagogical models which address several 
aspects of language Iearning witrun a cultural context. These models integrate 
pedagogy with functionality and form, allowing the same model to be used to 
develop applications for several different languages. 

We use video and audio to set the stage for the student, so that learning 
takes place within a realistic and cultural context. In the case of the Learner's 
Partner (LP) model, we use various activities to address several aspects of 
Ianguage learning, including: viewing and listening, reading, writing, 
speaking, comprehension, and cultural understanding. 
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This paper describes the LP model, using several examples from one of the 
Spanish LP applications. Some research questions related to evaluating the 
LP in the classroom are aJso presented, foliowed by a short summary. 

2 Description 

The LP model uses video to provide cultural context, modeling, and real world 
encounters. Two types of video segments are used real-life scenarios (e.g., 
buying a bus ticket) and short cultural reports. Activities for the scenarios 
focus primarily on comprehension and speaking skills, leading up to role 
playing. Activities for the cultural reports focus on comprehension and 
writing, leading up to student research reports. 

2.1 Introdoetory and Table of Contents Sereens 

When the program starts, the student is presented with a title screen, a video 
introduction, and a table of contents. Each of these is described below. 

Title Screen. The title screen provides the following information to the 
student: the type of application (e.g., Learner's Partner), the language of the 
application (e.g., Spanish), and the title or main topic of the application (e.g., 
México Distrito Federal (a unit about Mexico City)). 

Video lntroduction. Following the title screen, the student is prompted to 
confirm that the correct videodisc (and side of videodisc) is in the player and 
is presenled with a short video introduction. 

Table of Contents. The table of contents lists video chapters related to the 
main topic. These video chapters are split into two subgroups, corresponding 
to their type; video scenarios are listed before short cultural reports. The 
student can select a chapter by clicking it. 

2.2 Real-life Seenarios 

The activities menu for the real-life scenarios (i.e., "Conversaciones" in the 
Spanish applications) includes seven activities, presenled to the student in 
four organizing groups: 

1. Getting Started 
View and Listen 
Listen and Read 

2. Words and Meanings 
V ocabulary in Context 
Comprehension 

3. Let's Practice 
Listen and Repeat 
Listen and Write 

4. YourTurn 
Role Playing 
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The level of student interactivity increases with respect to the order listed 
above. The activities in these video scenario chapters are designed to help 
the students focus and improve their speaking and conversational skills. Each 
of these activities is described in more detail below. 

View and Listen. View and Listen introduces the video chapter to the 
student, thus providing a context for the other activities. The objective is to 
obtain a basic overall understanding of the scenario by focusing on visual and 
oral cues, rather than trying to translate the conversation word for word. The 
video can be played segment by segment, or all at once. In addition, the 
student has the option to view a text transcription of the video as it is being 
played. 

Listen and Read. In Listen and Read, the student focuses on matching 
spoken phrases with their written counterparts. The student is presented with 
the transcription of the video in a scrolling text field. When the Play All 
button is used, the whole video scenario is played, and lines are highlighted as 
they are being spoken. Individual Iines (i.e., phrases) can be played by 
double-clicking directly on the line the student wishes to hear. A test mode is 
available within this activity, in which a phrase or sentence is played and the 
student must select the line with the corresponding text. The test is open
ended and the students can try to match as many lines as they wish. 

Vocabulary in Context. The main objective of this activity is to listen to 
vocabulary words within the context in which they are spoken, and then to 
match the words to corresponding pictures. The student is presented with a list 
of vocabulary, a small video window, and a grid of pictures with which to 
match the words. The student clicks a line from the list of words or phrases, 
views and listens to the words in context, and then clicks on the corresponding 
picture. If a correct picture is selected, the vocabulary text is placed 
underneath the picture as a caption. If an incorrect picture is selected, the 
student is asked to listen more carefully and the video context is 
automatically replayed. 

Comprehension. Comprehension focuses more on details of the video, 
allowing the students to work on improving their viewing (and listening) skills. 
In this activity, the student views a short video segment (which may or may 
not include audio), watching for clues to answer the question presented. The 
student answers the question by selecting from a list of potential answers. 
Some of the answers may be similar, but only one is correct. Thus, the 
student must watch and listen to the video carefully, in order to gather the 
relevant information for answering the question. When the student selects an 
answer, detailed feedback is given to confirm a correct answer or to highlight 
any problems with an incorrect answer. 

Listen and Repeat. In this activity, students record themselves repeating the 
native speakers in the dialogue of the video scenario. A segment is played, 
and the student selects a line to record. The individual Iine is played and the 
student uses a recording panel to practice repeating the selected line. 
Students can play and record themselves as many times as they wish, they 
can play the original speaker as many times as they wish, and they can 
compare themselves to the native speaker (using a Compare button which 
plays the native speaker foliowed by the student's recording) as many times as 
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they wish. In this way, the students work on both their speaking and lislening 
(aura!) skills. 

Listen and Write. This activity is essentially a dietalion activity in which 
the students listen to a line of the video scenario, and type the transcription of 
it. Buttons are provided to insert special characters (e.g., é) directly into the 
text, thus allowing students to focus on the actual transcription without having 
to worry about mernonzing special key combinations. 

Role Playing. This activity provides a structure in which the student can 
take on the role of one of the persons in the scenario. The students construct 
their dialogue within the context of the original video. They select words and 
phrases from a set of lists to build sentences. These sentences (which may 
now be different from the original dialogue) are then recorded. When all the 
sentences are complete, the students can use a Play All button to hear the 
new dialogue, which includes themselves, and one of the original speakers. 

2.3 Short Cultural Reports 

The activities menu for the short cultural reports (i.e., "Reportajes" in the 
Spanish applications) is organized in the same four groups as the video 
scenarios. There are eight activities for each of these video chapters, 
however, and the focus is on writing and composition rather than speaking and 
conversation. 

1. Getting Started 
View and Listen 
Listen and Read 

2. Words and Meanings 
Comprehension 
In Other W ords 

3. Let's Practice 
Listen and Repeat 
Listen and Write 

4. YourTurn 
Let's Write 
Moving On 

The basic actlvities (i.e., View and Listen, Listen and Read, Comprehension, 
Listen and Repeat, and Listen and Write) are the same in both the scenario 
and cultural video chapters. The few activities in the short cultural reports 
that are different are described in more detail below. 

In Other Words. This activity focuses on the students' lislening skills. The 
students play a video segment, listening for key phrases and identifying the 
main focus. The students then play three audio segments (without video or 
text support), lislening for the one which best summarizes the video segment 
that was played. The students select their audio segment of choice, and 
receive feedback on their selection. 

Let's Write. While Listen and Write form a kind of reeall activity (i.e., 
students can generale text by recalling what was said), Let's Write focuses on 
the composition of short paragraphs. The student selects a topic related to the 
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current video chapter, and is presented with three questions related to that 
topic. Each question has corresponding video that the students can play to 
gather inforrnation in order to campose an answer. This activity was designed 
to be an intermediary step between dictation and free forrn composition. 

Moving On. This activity varies from video chapter to video chapter, but 
focuses on composition within the following contexts: 1) allowing the 
students to explore some cultural aspects in more depth, and 2) helping the 
students to compare the cultural aspects presented in the video with 
characteristics of their own culture. 

2.4 Additional Aids for the Student 

A number of aids are available to the student while using the LP. These 
include a simple online dictionary, a small online student notebook, and a 
progress chart. The dictionary contains all of the words in all of the 
applications within the same foreign language. This dictionary can be 
accessed from any of the LP activities. 

The student notebook has three primary uses: 1) allows students to take 
notes while using the LP, 2) provides a place for the students to store (and 
later expand) short compositions completed in the LP (e.g., paragraphs from 
Let's Write or stories from Moving On), and 3) provides an avenue for the 
teachers to tailor the use of the LP to their classroom needs (e.g., a teacher 
can ask students to do View and Listen for a video chapter and use their 
notebook to take notes on the main points, so that they can later write a 
summary of the video chapter in their own words). 

The Progress Chart keeps track of how much time students have spent on 
each activity of each video chapter. The students, teachers, and developers 
all have access to this inforrnation (though students only have access to their 
own progress chart). 

3 Research Questions 

In evaluating the design and use of the LP, we will look at research issues 
related to evaluating educational software in genera), as well as specific 
issues related directly to the LP. General issues focus on the interface and on 
transformation: are there places in the application where the interface 
interferes with the students' activity or goals? How does the technology 
transfarm the way we do things in the classroom? how do teacher-student 
interactions and roles change? what do students learn through the software? 
how does the use of the technology change the way students learn? 

Regarding a specific issue directly related to the LP, we are interested in 
examining any correlation between the use of the LP and individual Jeaming 
styles. Is the time spent on different LP activities correlated to individual 
student's leaming styles? E.g., do textually-oriented students focus on "Listen 
and Read" and "Listen and Write" while graphically-oriented students focus on 
"View and Listen" and "Vocabulary in Context?" 



26R 

4Summary 

The LP model for foreign language learning uses multimedia to integrate 
culture and context with practice and exploration. The two types of video 
used (scenarios and short cultural reports) provide natura! threads of focus on 
speaking and writing, while also providing context for general activities in 
viewing, vocabulary, and comprehension. Although some initia) interface 
testing has been conducted, classroom studies are just beginning. 
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1 Introduetion 

The main objective is a pragmatic survey of psychological features characteristic 
of man-machine communication (MMC) in instruction systems, and of psycho
logical problems that can occur that have not been covered elsewhere in this vol
ume. These are problems in volving the psychology of education, of interpersonal 
relations and issues of comfortable communication, for exarnple, the readability 
of textural infonnation. These issues are being studied by the author and by other 
soviet psychologists (sec acknowledgements). 

2 MMC vs Live Communication with a Teacher 

In the following, inter-personal problems of collaboration are considered. How 
does MMC, when one collaborator is non-human, differ from human-to-human 
communication? What is required to make the interface more supportive in its 
"attitude" and in its interactions? 

First of all, the communication between student and instructional system (IS) 
can be compared to that between student and human teacher. The following two 
peculiarities can be noted, reverse asymmetry and redefinition. 

In traditional instruction, human communication is asymmetrie in favor of the 
teacher, who controls the situation and the leaming process. He/she usually ini
tiales interaction with the student, makes decisions a bout the interaction's course 
and about its interruptions, manages time and evaluates the stuctent's activity and 
perfonnance. However, in computer-assisled instruction the situation is quite dif
ferent The IS maintains implicit control of the Ieaming process with respect to 
instructional objectives and goals and ways of reaching them. But the system 
should explicitly emphasize the stuctent's position of dominanee and initialive in 
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starting or interrupting communication and in choosing the path through the cur
riculum. 

The secend peculiarity manifestS itself in attemptS by the student to redefine 
the learning task to be a different one. One of the possible reasens for this is thc 
student's emotional reaction to a judgmental attitude of the instructien system. 
The student may accept estimates of his/her progress given by a human teacher, 
but may not admit that evaluation of performance by a machine is legitimate. So 
the student often tries to prove the computer's stupidity by substituting for the 
real task a similar but different ene. The mechanisms of this phenomenon can be 
clarified if two kinds of factor that contribute to the communicative behavior of 
each communicant are taken into account For humans, a set of factors was pro
posed by T.N. Ushakova. 

Table 1: 

"SelP' Factors 
Factors Referring to 

the Partner 

1. Motive 1. Logical Position of 
the Partner 

2. Intellectual 2. Estimation of 
Cap a city Emotional Status 

3. Emotional Status 3. Social and 
Personality Status 

4. Situational 
(Temporal, Spatial, etc.) 

Given this, the gap between "Social and personality status" ("Partner" #3 
above) of the IS as a teacher (according to its role) and habitual stereotypes that 
re gard the machine as a dumb tooi can be appreciated. Th is cognitive dissonance 
makes the student fee! emotionally uncomfortable and can cause negative reae
lions which can worsen the student's "emotional status" ("Self' #3), decrease his 
motivation ("Self' #1), and evoke beliefs about the existence of a negative emo
tional attitude on the panner's (IS) side ("Partner" #2). 

3 Instructional Systems vs General-Purpose Systems 

The educational setting has aspects that are unique. The main goal of instruc
tional systems is not to necessarily solve problems related to panicular subjectS 
as many man-machine systems do, but rather to create desirabie changes in the 
student per se. 
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A. In the case of instruction, MMC is a means of conlrolling the stuctent's 
leaming activities. Therefore, this interaction can be considered efficient if it 
allows the instructional objectives and goals to be reached. 

B. In efficient instructional systems the subject of the dialogue is not restricted 
to the content of the learning task. In this situation the communication between 
computer and student should influence the latter's cognitive activity immedi
ately; should facilitatc its formation; should promate self-consciousness and the 
rise of reftection, etc. 

C. In actdition to minding extemal dialogue, instructional systems are (or 
should be) sensitive to the students' intemal dialogue: This point is crucial. It 
should be noted that from the psychological point of view the dialogue is 
regarded not as an exchange of remarks--it emerges because of the existence of 
two positions, two views on the same problem. Promotion of the stuctent's inter
na! dialogue, which can be provided by the extemal man-machine dialogue is 
indicative of effcctiveness of the dialogue in an instruction system. 

Notice that the in tema! dialogue can be provoked by the IS 's attempt to make 
the student understand the panner's logica! position, as differing from his own. 
Thus rnaicing the student a ware of the existence and of the essence of several dif
ferent viewpoints a bout this problem, the system bath farms the first "Partner"
factor and stimulates intemal dialogue in the student. All of these features ensue 
from one another and are characteristic of MMC in the instructional context. 

4 Psycholinguistic Features of Textual In formation 

Thc naturalness of communication is important. This problem was studied by A. 
Voiskunsky. The suggestion is that there are two kinds of naturalness involved in 
MMC depending on the direction in whichthe message passes. If communication 
gocs from the user to the system, then psychological naturalness of communiea
tion is important i.e. the way of sending the message should minimize the uscr's 
efforts while keeping the meaning of the message safe. Menu-based input meets 
these requiremcnts. On the other hand, receiving a message from the system 
should be linguistically natura! for the user, so that he can process the informa
tion obta.ined without extra effort. With regard to implementation, reduced output 
of natura! language is the appropriate salution in this case. Mainta.ining a good 
approximation to human speech is important. 

4.1 At the Level of Lexicology 

At the level of lexicology, bath quantitative and qualiralive aspect.~ can be con
sidered. Quantitatively, certain spcciiic ratios between types of words that are 
represented in the text should be kept. Experimental data show that proportions 
usual for ara! speech or frce written style are as follows: 17-22% nouns, 15-17% 
verbs, 8-9% adjectives, 14-16% pronouns, 9-12% adverbs, I% numbers, 22-24% 
prepositions and conjunctions. Proportions can shift according to the domain of 
dialogue: in natura! science more nouns are used, in rnathematics more numerals 
can be used instead of adverbs, pronouns etc. In the official ncwspapers nouns 



272 

occupy up to 40% while verbs account for only 4-5%. 
From the qualitative point of view, careful usage of new words and termsis 

very important., New words need to be defined, and terms should be atleast 
understandable in the context. New and special words should be introduced step
by-step, 2-4 new wordsper 100 words. Text can also become vague if flooded 
with old or rare words; soa normative vocabulary is preferable. 

With respect tospeedof communication, about 120 wordsper minute in wnt
ten dialogue, depending on age of the student, on the subject matterand on the 
nature of the matenal. Impraper speed of eommunieation ean eause negative 
reaelions sueh as irritation or rejeetion. 

The text should be emotionally tineed in a positively personal way (ealling 
people by name, employing a supportive even "cheenng" tone, administenng 
approval whenever possible and using positive worcts even in negative replies). 
This inereases the comfort and the fnendliness of eommunication for students 
and thus enhances their willingness to communieale and to aequire new knowl
edge. 

4.2 At the Level of Syntax 

At the level of syntax, desirabie charactensties were found by camparing the 
structure of clear text to that of complicated and effon-consuming text. Readabil
ity of the text was assessed by cnticists, experts and by normal readers. The "der
ivation tree" was chosen for syntactical analysis. This technique has been 
developed by linguists in Russia and Ukraine such as Paducheva and Sevbo. 

The technique allows the following of forma! conneedons between worcts in 
terms of dominatien and controL This study gave strong evidence that values of 
specific parameters of syntactical structure are connected with the clarity of the 
text. To elaborate, the core idea of the technique is that each sentence has an hier
arebical tree-like structure, each word (node) is controlled by a word at a higher 
level, and the predicate is the root of the whole tree. To evaluate the structure of 
the denvation tree, several parameters are estimated: 

-Length of the sentence; 
-Number of levels in the tree; 
-Length of the are, which is estimated by the maximum number of nodes 

situated under the are eonnecting two nodes immediately (not mediated by 
any other node); 

-Number of simple sentences (if a complex sentence is evaluated); 
-Number of homogeneaus groups 
-Density of branehing, the number of nodes controlled by the sarne node at 

an upper level 
-Zigzag number, the number of nodesin which the preceding route 

changes its direction; 
-Trend, defined by the ratio between left-side and nght-side nodesin 

each case of branching. 
The denvation tree is illustrated by example in Fig. l. In the upper casethereis 

a rather unbalanced structure. Poor readability of this sen te nee can be explained 
by the excessive values of length, levels, are, and zi~zag. 
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Fig. L Two dcrivations trees, the tope showinga sentence that is diffîcult w onderstand, the bottorn 
showing a sentence of similar length that is easy to grasp. 

Extreme right-side a.1ymmetry combined with extreme length-of-sentence also 
overloads active memory. In addition, there is a distorted fragment (shown by the 
outlined region) with an impraper sequencc of words. At this level of cernpre
hension the semantic analysis is usually made automatically, according to the 
syntactical structure of the sentence. In this case the reader will attach the group, 
"such as civil rights," fust to "operation," then to "methods," and only afterwards 
to "legislation," to which it belongs. Therefore, two erroneous steps are inevita
ble befere getting to the correct solution, and purposeful semantic analysis is 
necessary for this. Thus, immediate understanding is hampered. On the graph 
this situation can beseen as an "awkward" group of nodes, projections of which 
cross the lower are. 

The lower example of a denvation tree in Fig. 1 shows a much better structure, 
and the phrase is easily understandable, although it also has extreme values of 
lengthand are. These latter characteristics could be a cause of cognitive overlead 
for the reader, except that the text is rhythmicaily organized., in conjunction with 
rhyme. The illustrates one advantage of prosody. 

With respect to the study of the correspondence between syntactical parame
ters and intelligibility of the text, the following results were obtained. First, cer
tain parameters, such as length, are, zigzag, and levels are extremely important 
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for ha ving a comprehensible text. 
As a rule, lhe maximum lenglh of lhe sentence should not exceed 20 words. 

The mean value for lhis parameter is 6-10 for clear texts and 2 or 3 times more in 
complicated texL'>. 

The graph of lhe phrase structure should be ralher symmetrical about its root, 
i.e. predicate. If lhe sentence is ralher long (15-20 words), lhen left-side asymme
try wilh many subordinate groups before lhe predicate is undesirable. As a rule, 
long sentences are slightly symmetrical to lhe right. 

The number of simple sentences, of similar/homogeneous groups, and lhe den
sity of branching (which can 't be determined strictly) should not be excessive. 
These indices are connected wilh lhe lenglh of lhe sentence. 

The number of levels in a graph should not exceed 7-9. Th is corresponds to the 
concept of "depth" (after lngwe) and to lhe volume of active memory. 

Existence of more lhan two zigzags in one and lhe same route is undesirable 
(except for cases when lhe direction is changed in lhe nodes corresponding to 
prepositions, to adverbs which show the degree of a eertaio quality or property 
and are conneeled wilh subordinate clauses; and when the direction is changed 
towards the negative article). 

In actdition to lhe zigzag number, possible întcrsections should betaken into 
considcration. It was found lhat, as a rule, projection of any senior master word 
that comrols anolher word should notcross the lower segment of the same route. 
That means lhat between two words, one of which is subordinate to lhe olher, 
there should be no extra word that controts lhe flrst master word. Additionally, 
are length should nol be more lhan 7-9 nodes. Largervalues are undesirable, but 
allowed if nodes under the are include homogeneaus groups. Beyond lhis level 
are lhe hyper-syntacticallevel and thesemantic level, however, these are beyond 
lhe present scope. 

5 Conclusions 

Man-machine communication in the instructional context has its own psycholog
ical peculiarities of role functions and of pedagogical strategy in comparison 
wilh traditional instruction. The pool of psychological requirements, which 
involve perception,learning styles, and friendlîness to the user, must be consid
ered carefully to create efficient instructional systems. Also, lhe on-going study 
of psycholinguistic aspects of textual information has shown a dependenee 
between eertaio forma! parameters of the text and the property of readability, that 
also require lhe serious attention of those whodesign interfaces in education. 
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Abstract. A design for accessof multimedia information basedon cohesion is 
presented and initia! testing is discussed. Elements in a database are cohesive if 
they refer to the same concept. The designer selccts cohesive elements and 
sequentially links those referring to the same concept, forming a "subway line" 
for each concept. Cohesive elements can be in different modalities, e.g., graphics, 
text, photos. Users are given access via the "subway lines." At a given "stop" the 
user can either follow the subway line he or she is currently on (by default), or 
change to another subway line which crosses that stop but which links elements 
referring toa different concept At each stop, a list of concepts, and thus subway 

· lines crossing at the stop, can be made available for the user, acting as an index of 
currently active concepts. This methad of accessing data was designed as an 
alternative to menus and keyword approaches. We have implemenled the methad 
in several domains, including a repair task, literature analysis, a history of 
mathematics, and lesson plans for elementary mathematics. 

Keywords. Accessing information, hypermedia, multimedia, cohesion 

1 Overview 

1.1 The Problem 

Often when one is presenled with a large amount of computerized information, 
one is faced with developing a way for it to be browsed. This artiele describes a 
design for accessing computerized information. The information to be browsed 
can be lengthy and can consist of material from different modalities, such as text 
and pictures. 

A unique feature of the approach given here is that after the material is 
divided into units by the designer, access links between units are based on 
cohesive elementsin the material. Two elements are cohesive if they refer to the 
same concept, even if they occur in different modalities. Users can follow 
"subway lines" through the material; each line sequentially links elements 
referring to the same concept. At a given "stop" the user can either follow the 
subway line he or she is currently on (by default), or change to another subway 
line which crosses that stop but which links elements referring to a different 
concept. 

1.2 Why this Approach? 

• It is different from a hierarchical or menu structure and is advantageous for 
loosely connected heterogeneaus materiaL It is also convenient for hierarchical 
material in which the hierarchy is not known to the designer. 
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• The design is motivated by a theoretica! framewerk in cognition. 
• At a given "stop" on a subway line the user is nat fm-eed to make a choice about 
where to go next; there is always a "default," namely, continue on the current 
subway line to the next stop. Only if the user wishes to follow a concept other 
than the one he or she is currently following must a decision be made. 

2 Description of the Basic Design 

2.1 The data structure and visual cohesion 

Suppose that there is a large amount of material that is to be computerized and 
made accessible for browsing. The material is frrst divided into units (sometimes 
called frames or pages or screens). Each unit can be viewed as a node in a graph. 
The nodes are connected tagether by links, and a person using the system can 
traverse the material by traveling along the links. So a link represents the 
possibility of going from one node to another. 

A determination of which nodes are linked tagether is made as fellows. In 
each node, there is a set of designated elements. A link: i between node i and node 
j is a relation between a unique element x in node i and a unique element y in 
node j. The link means that x and y are cohesive elements. For example, node i 
might contain a picture of a motor, and node j the word "motor." The picture and 
the matching verballabel refer to the same concept, and so can be designated as 
cohesive elements. 

To give a brief background, the conceptsof text cohesion and coherence 
have been used in similar ways by many authors (Halliday 1985; Halliday & 
Hasan 1976; Grimes 1975; Harris 1952; Kintsch & vanDijk 1978). Cohesion is a 
semantic relation between two items in a text. For Halliday & Hasan (1976) 
cohesion occurs through word repetition, a noun and its pronoun referent, use of 
synonyms, etc. According to these authors, the semantic continuity provided by 
cohesion is a primary factor in a text's intelligibility. 

Baggett & Ehrenfeucht (1982) extended notionsof text cohesion to visual, 
and to text-and-visual, or between-media, cohesion. They described a "cohesion 
graph" for 23 frames (still photos) taken from an animated movie of James 
Thurber's The Unicorn in the Garden. Nine of the photos and the cohesion graph 
created from all 23 arranged in the order in which they occurred in the movie, are 
shown in Figs. 1 and 2. The cohesion graph was formed as follows. Nineteen 
concepts whose referents occurred in the photos, such as characters (e.g., husband, 
unicom, wife) and specific locations (garden, bedroom, etc.), were selected. If a 
referent to any of the 19 concepts (i.e., a cohesive element) occurred in a photo, a 
mark was made in the cohesion graph, as shown in Fig. 2. For example, it was 
determined that a picture of the husband occurred in 14 of the 23 photos. In the 
cohesion graph, the number of times cohesive elements occurred in two adjacent 
photos (when the photos were put in the order in which they occurred in the 
movie) was indicated. For the picture of the husband, this number was 11. The 
sum of these adjacencies was defined as the cohesion value for the photos. The 
cohesion value for the 23 photos in their correct order was 46. One experimental 
result from the study was that people whohad not seen the movie, when asked to 
put the 23 frames in an order so that they "make a good story," gave orders which 
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Fig. 1. Nine of the 23 photos used in The Unicorn an.d the Garden ordering task. 
Numbers in the upper lcft corners indicatc the position in the actual story. Pictures 
drawn by Pam Hoge. 
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Fig. 2. Cohesion graphof movie photos in the order they occur in the actual story. 
Markers indicate that a cohesive element occurs in a given phoro. The number of times 
a given element occurs in two adjacent photos is given under "Number of Adjacencies." 
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on average had a cohesion value of 55.1, or nearly 20% greater than in the acrual 
story. One interpretation for this result was that associations in memory may be 
made by an awareness of the existence of similar elements (e.g., as postuiaLed by 
the 1978 theory of Kintsch et al.). 

Baggett, Ehrenfeucht, & Guzdial (1989) developed a prototype of an 
interactive graphics-based instructional system for assembly and repair, in which 
access was via visually (or graphically) cohesive elements. The graphics 
implementation, together with prototypes in literature analysis, a history of 
mathematics, and elementary mathernaties lesson plans, wil! be briefly described 
in section 3 below. 

2.2 An Example of a Graph and its Traversal 

1 2 3 5 6 7 8 

Fig. 3. A graph of eight units of information and three types of cohesive elements. 
The physical order is indicated by 1. 2, 3, ere. and there are three cohesive elements: 
0. ·:·, and .". 

Fig. 3 shows an hypothetical small example of a graph created from eight units 
of information. (In actuality, of course, graphs are considerably larger.) There are 
3 types of cohesive elements in the figure, T, 0, and •!•. Note that the path 
linking together cohesive elements of a given type does not branch, but forms a 
single line. In a given frame, the user can select, for a specific cohesive element, 
the "next" or the "previous" frame that contains that element, or the "home" (or 
first) frame that contains the element. For example, in frame 3, where there is a 
second occurrence of 0, selecting "ncxt" for 0 takes one to frame 6; selecting 
"previous" takes one to frame 1, and selecting "home" takes one to frame I. 
Similarly, in frame 3, selecting "ncxt" for •!• gives frame 5; "previous" gives 
frame 2, and "home" gives frame 8. 

2.3 Options Available to the User 

The following options can be made available to the user in every frame: For any 
cohesive element in the frame, the user may be able toaskabout (1) the name of 
the cohesive element; (2) the number of occurrences of theelementin the entire 
material; and (3) the number of the occurrence in the frame the user is currently 
visiting. So for the cohesive element "page number," the user could find out how 
many pages (or units) of information there are in the whole presentation, and 
which one is currently being visited. 

In Fig. 3 the user might be in frame 6 and ask about cohesive element 0. 
Suppose the presentation is about an object to be repaired. The user might be 
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informed that the name of the cohesive element is motor. He or she can also find 
out that there are four occurrences of motor as a cohesive element, and that the 
current occurrence is number three. The actual instances of "motor" might be a 
moving video showing what happens when the motor is tumed on, a cut-away 
diagram showing the interior of the motor, a text telling how to troubleshoot the 
object when the motor is dead, a list of parts in the motor, together with their 
photographs, etc. 

The point is that all the instances refer to the same concept. A user 
following a cohesive element will receive infonnation on the same concept, but 
possibly in different modalities. As noted above, a path linking tagether cohesive 
elements of a gi ven type does not branch. The order of access is determined by the 
designer. Also, not every reference to the concept (e.g., motor) has to be 
designated a cohesive element. For example, if the reference is of minor 
importance in a frame, the designer may decide to omit it as a cohesive element in 
the frame. 

To help the user keep from getting lost, a stack facility can be provided, so 
he or she can always go back to previously visited material. 

Other options available to users can be quite elaborate. For example, a user 
may be able to request, ''Take me to the ninth stop on this Iine," or "Take me to 
the stop on this line that intersects with such-and-such other line." 

2.4 Responsibilities of the Designer. 

To design a presentation, a person must do five things: 
1. Select a set of matcrials to be browsed. 
2. Divide the material into units, which will be nodesin the graph. 
3. Designate one or more parts of each unit as cohesive elements of a given type. 
4. Give each cohesive element type (each subway line) a unique short name which 
wiJl be available to a user. 
5. Specify, for each element in each unit, what its predecessor and its successar 
wiJl be, in terms of access. · 

2.5 Applying Results from Graph Theory to the Approach 

It is desirabie that any two nodes be connected by a short path. (It may be that the 
user needs to change subway lines in order to find the short path.) There is a 
theorem (Bollobas, 1985) which states that if a graph is created randomly, then 
the expected distance between two nodes (i.e., the length of a shortest path 
between them) is almost as smal! as is theoretically possible. (The theoretica! 
minimum depends mainly on the valency of the graph, namely, the number of 
nodes that can be linked directly to one node). This result indicates that the 
designer does not have to worry about short connections between nodes. This 
property is expected to occur by itself. 
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3 Descriptions of implementations 

In this section we briefly describe some implementations of the design. All were 
done on the Macintosh and are mouse-driven. 

3.1 Graphics-based Procedural Instructions for Repair of a "String 
Crawler" 

In a graphics-based instructional system for assembly and repair, access was via 
visually {or graphically) cohesive elements (Baggen et al., 1989). The object in 
question was a "string crawler," a bauery-powered "vehicle" which traveled along 
a string when its switch was tumed on. A user of the system could follow any of 
21 different concepts (e.g. motor, batteries, wire, switch box) through the 41-
frame presentation when given a task (to repair a braken soing crawler). Cohesive 
elements were indicated by stars; clicking on a star or its related object moved the 
user to the ''next" frame in the presentation that contained the object There were 
98 clickable stars in the presentation and thus an average of 2.4 per frame. 

3.2 Emily Dickinson Poems 

A frame from another implementation of the design, by the first author, are 
shown in Fig. 4. The implementation involvcd 183 Emily Dickinson poems and 
critiques of !hem affered by four authors. The cohesive element<> in this case are 
16 abstract themes, logether with the poems themsclvcs. In Fig. 4, a poem 
subway line, [P 303] The Soul selects her own Society, is shown. (The subway 
line is indicated be1ow the banded line on the lower 1eft-hand side of the screen.) 
The user is on stop 2 of 5 for this pocm. Stop 1 was the poem itself, while stop 
2 is the poem together with a critique of it by Charles R. Anderson. There are 
three other cohesive elements (subway lines) active in this frame; two are 
thematic: Love lmagery and Sexuality lmagery; the third is the poem [P 249] 
Wild Nights - Wild Nights, which Andersen also discusses in this frame. The 
user can get the menu of concepts, with those that are active in this frame 
blackened, by clicking on a campass icon. By clicking on any of the three active 
elementsin the menu, the user can switch subway lincs. 
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Fig. 4. Frame from an implemcntation involving the poetry of Emily Dickinson. 
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3.3 Where in History is Mathematics? 

This implementation, done by studenL<> in two graduale software-design classes 
taught by the second author, involves the six different civilizations which 
according to current knowledge developed rnathematics at least in part 
independently: Africa, Sumer-Babylon, India, China, Maya, and Inca. Concepts 
whose referents make up the list of cohesive elements include zero, counting 
schemes, tools, games, and famous individuals. · 

The implementation was originally laid out as a two-dimensional array. 
Narnes of the six civilizations labeled the columns, and each row was labeled by a 
concept. In theory, if all civilizations had references to each concept, the user 
could travel through the matrix horizontally or vertically. In reality, however, it 
was not the case that a reference to each concept was included for each 
civilization. For example, a reference to the concept of zero was included only in 
the civilizations of Maya, India, and China. 

3.4 Lesson Plans for Elementary Mathernaties 

Another prototypical implementation of the subway model involves a database of 
101 lesson units from a new curriculum for elementary mathematics. It was done 
by Barry Webster under the supervision of the second author, using matenals 
written by Baggen & Ehrenfeucht (1993). Thematenals are meant for teachers. 
Concepts which can bc foliowed through the materials in the prototype are 
identified (examples are area,fractions, and money), and teachers or curriculum 
planners can îollow them through the material. The plan is for this prototype to 
be extended Lo a larger database (currently about 250 lesson units have been 
written); concepts yielding subway lines wil! be chosen from typical "scope and 
sequence" charts found in elementary textbooks. Teachers will have the materials 
available clectronically, and if they want to browse all units which contain a 
certain concept (e.g. fractions), they can do so. Many lesson units contain 
illustrations, so that this implementation wil! have a multimedia database as it 
ex panels. 

4 Advantages of this Approach 

4.1 lmportance of Cohesive Elements in Active Learning 

Our work (Baggett & Ehrenfeucht, 1988; Baggen, Ehrenfeucht, & Guzdial, 1989) 
has shown that when material is presented passively to a learner (e.g., as in a 
videotape), the hierarchical structure of the material plays an important role in 
learning. But when Lhe information is presenled interactively, so that a user can 
traverse the material freely, cohesive elements are more important than 
hierarchical structure. This design gives principled access to information basedon 
one' s being able to follow a line of interest. 

4.2 Independent Exploration 
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Since individuals are allowed to follow their own "tours" through lengthy 
material, rather than having to take "guided tours," they may take more active 
roles in exploring the material and get directly to the information that they want, 
quickly, without confusion, and without wading through irrelevant and distr.:J.cting 
materiaL 

4.3 Presence of a Running Index of Active Elements 

On every frame the information that is available to the user about cohesive 
elements can be implemented to act as a constant index. This on-line index helps 
h.im or her follow a line of inquiry, quickly spot old and new important topics in 
a unit, and be kept a ware of whcre in thc information he or shc currently is. This 
type of information is not available in a book. It should give users a good "feel" 
for thc material, and helpthem locate what thcy want cffictently. 

4.4 A Multimedia Alternative to Menus and Hierarchies 

The sysrem allows the designer to bypass having to find thc hicrarchical structurc 
of material to be presented. It is based on retrieval of informatîon by concepts 
designated as important by the designer, and independent of the medium in wh.ich 
they are presented. Users explore and learn by browsing and following their own 
choices of concepts through the data. 

There have been attempts at developing on-line browsing systems in recent 
years, and clectronic access to large boctics of material is the wave of the future. 
The novelty of our approach lies in arranging access so the uscrs/leamcrs can 
follow single cohesi vc lines through the materiaL The ideas are simple, and 
theoretica! results in random graph theory indicate that thc methad can result in 
high efficiency for uscrs in cxploring. locating, and studying information. 
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Abstract. This paper will describe an interactive instructional tooi being 
developed at George Washington University for the teaching of handwriting of 
languages that utilize non-Roman alphabets. This tooi, utilizing a 
microcomputer, videodisc player, stylus and graphics tablet, enables the student to 
recei ve instruction in letter formation, review the mechanics of the writing 
process, and test their handwriting accomplishments. 

Keywords. multimedia, computer aided instruction, forcign languages, pen-based 
interfaces 

1 Background 

1.1 Early Handwriting Systems 

In the early seventies two computer aided instruction (CAI) handwriting systems 
for non-Roman alphabets were devcloped. Abboud's system (1972), designed to 
instruct students in the writing of Arabic, consisteel of a computer and a grease 
pencil. Students were instructeel to write letters on the computer screen by using 
the grease pencil. After the student compieteel this task, the correct letter formation 
was presenteel on the screen, requiring the student to compare it to his or her own 
handwritten letter. 

Following an empirica! study, Abboud reported that at the completion four to 
eight hours of CAI instruction and four hours of classroom instruction students 
performeel significantly better than students who were taught through either a 
programmeel instruction course or an audio-lingua! method. However, it should be 
noted that the audio-lingua! method bases its instruction on listening and speaking 
with little or no writing. In adclition to the increased proficiency in handwriting 
mechanics, Abboud reports that students who used the CAI system had a better 
attitude about class work and were more interesteel in continuing their Arabic 
language education. 

Two problems of this system include the unconventional hanclwriting 
positioning and the inability to provide feedback relating to the student's inputteel 
letter. First, the normal handwriting position consists of the student resting 
hislher arm on a desktop surface, as opposed to writing a letter on a computer 
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screen with his/her hand positioned in the air. The second problem results from 
the student self-evaluation of a letter. Even though the student is able to gain 
some visual feedback from camparing a written letter against examples of the 
computerized letter, his/her evaluations may be interpreled incorrectly. In addition. 
a comparison of a written letter and a target letter does not provide the student 
with information about the correct mechanics of letter formation. Thus, the 
stuctent's evaluation of his!her performance is, at best, incomplete. 

The system by Chuang and Chen (1973) was designed to teach writing 
techniques, assist in the handwriting process stroke by stroke, evaluate stuctent's 
writing, and provide informational feedback to aid the student in correcting 
mistakes in letter formation and letter appearance. The system allowed students to 
input letters by using a pen-stylus and graphics tablet. Students were then 
provided visual feedback by displaying their inputted Jetter and the computerized 
letter as well as instructional feedback descrihing mechanics used by the student to 
form the letter. Even though a completed system was described, no usability and 
empirica! results were provided and the educational effects are not known. 

1.2 Difficulties in Creating Successful Ilandwriting Instruction 
Systems 

The major reasons for the limited success of the development of CAI handwriling 
systems include the extensive time neccssary to ereale effective systems, input and 
output technologies (i.e., graphics tablets, computer displays, video output), the 
complex problem of recognizing letters and the inability to present a clear and 
computer instructional system. In order to present students with complete feedback 
pertaining to the process and results of a newly learned non-Roman alphabet. it is 
necessary to provide natura! input techniques and visual feedback. 

An instructional writing system is not true letter rccognition if the target ktter 
that is being compared to the inputted letter is known. In this case it is not 
necessary tosort through a complete set of letters. However, the comparison of an 
inputted letter and a target letter is complex because of the variability of writing 
style (i.e., proportional si ze and shape appearance) frorn one in di vidual to a nother 
(Stallings, 1975). 

Even though a picture and a description of the writing process may provide an 
adequate presentation of the letter, animation of the letter development and a live 
demonstration conducted by the instructor allows the student to visualize the 
complete hand writing process for each letter of the alphabet. Thus, a 
demonstration of the handwriting process is essential (Smith, 1987) in order to 
effectively instruct students. 

2 The WISH System 

Initially conceived and presented to the language faculty of The George 
Washington University by the professor of Hebrew, the objective for the WISH 
(Writing lnstruction Script in Hebrew) system was to create a pilot project for the 
instruction of non-Roman languages such as Arabic, Greek, Hebrew and Cyrillic. 
The sirnplicity of cursive Hebrew (i.e., characters are not connected as in English 
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nor are they contextual as in Arabic) providedan ideal character set for the initia! 
pilot system. 

WISH teaches the correct letter formation for each of the 27 cursive letters of the 
Hebrew alphabet. The WISH systern allows students to abserve the writing 
process, guide the student in writing each letter, examine the characters being 
drawn and completed, and provide immediate instructional feedback to aid the 
student in correcting errors in both character formation and appearance. 

WISH handwriting development consistsof two phases: a presentation stage and 
an interactive stage. The presentation stages uses video sequences and animation to 
guide students in the formation of cursive letters. These segments allow students 
to observe the actual positioning of the instructor's pen on lined paper as each 
letter is being formed. The video segments reinforce correct the handwriting 
process and are accessible for the student as a reference at anytime. Animation 
sequences are uscd to focus on the sequentia] formation of each character. stressing 
the character formulation and appearance attributes for each letter. Descriptions of 
the important attributes of the letters are providedon the screen. Studentscan trace 
the cursive letter using the stylus and tablet. 

The presentation stage guides the student in the correct formation of the Hebrew 
cursive alphabet. Ho wever. to teach the handwriting process and formation of each 
letter, it is necessary to evaluate a stuctent's handwriting process and product and 
provide feedback for irnprovement. After the presentation stage for a given letter. 
the student enters the letter writing section of the interactive writing stage. 
Students use a stylus on a tablet to write several examples of the cursive letter 
corresponding to the version that is displayed on thc screen (Fig. l ). During this 
interactive stage, students' letters are exarnined and evaluated both by the student 
through self-inspection and by computer generaeed evaluations. 

Letter Writing 
~ . . 

Use the pen to wnte lhe curs1ue letter for: 0 

Display Areo 

jdod -j - - - - ~ - - -

Animate Choracter ~ Euoluote letten 

Fig. 1. The Letter Writing Screen 
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2.1 The Writing Module 

As the student writes a letter. the written letter's (x.y) points and its boundary are 
calculated. From the boundary box, the letter is resized with respect to the target 
letter and then overlaid on top of the target letter through a transformation of the 
(x,y) points. The visual evaluation provided by overlaying the written letter on the 
target letter provides immediate constructive feedback to the student. In addition, 
the accuracy of the written letter is determined and feedback given to the user. To 
determine the acceptability of the written letter, it is necessary to perform a 
detailed evaluation by examining a variety of attributes (Fig. 2) 

Shape: 
Proportional Size: 
Position: 
Stroke Direction: 
Stroke Order: 

Proportional Spacing: 

Letter form/appearance 
The size in relation toother written letters 
The horizontal and vertical position 
Direction of pen stroke 
The sequence in which strokes are fonned. For letters 
that are formed with one stroke. stroke order 
is also used to refer to connectivity 
The spacing between letters 

Fi~. 2. Letter Attributes 

By clicking on the desired letter in the writing section, the user is able to review 
the attribute evaluation of for any letter (Fig. 3). After reviewing the letter 
evaluation, the student is able to return to the writing section. A student can 
continue to the next letter aft er writing a practice letter at least fi ve times. 

2.2 The Attribute Evaluation Module 

Since the target letter is known, a true letter recognition algorîthm is not needed, 
but rather a technique to match the written letter to the target letter. For example, 
if the computer system instructs the student to write the letter" A" and the student 
writes a letter "B", the algorithm will determine that the written letter was a bad 
letter "A" and then describe why it was a bad "A", never identifying it as a "B". 

In actdition to providing constructive feedback to the student, the evaluation 
algorithm must be able to identify the reasons the written letter was a 'good' or 
'bad' match. To do so, it is necessary to perfarm a detailed evaluation of the 
written letter by examining each attribute. As the algorîthm evaluates each 
attribute, a list of feedback responses is generated. This list describes the strengths 
and weaknesses of the written letter with respect to each attribute of the target 
letter. In addition, a guide is provided for the student to assist with future letter 
formation. 

In order to identify the attributes of the Hebrew cursive alphabet. it was 
necessary to determine a set of general characteristics. A detailed attribute listing 
for each letter, identifying the optima! and acceptable letter, was created. 
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Letter Evaluation 
lhe letter being euoluoled h: 

Cri1erio 

Shope 

Posîlion 

lorgel letter 

Rou mi 

Moin Spoce 
All QuMrents 

Proportienol Equal Proportions 
Si ze 

Stroke One Stroke 
Oireetion 

Fi,::. 3. The Letter Evaluation Screen 

UJritten letter 

Elongoted 

Moin Spoce 
All Quodrents 

Eque l Proporti ons 

One Stroke 

The shape of the written letter is the actual points of the letter entered through 
the use of the stylus and tablet as seen by the user. The other attributes of the 
written cursive letter are determîned through the written letter's characteristics: 
bounding area, center, starting point, endîng point. order of strokes and the 
character points. From these alone the stroke direction and stroke order of the 
written letter are determined and evaluated. 

In order to determine a letter's proportional spacing and position attributes, the 
written letter's characteristics are used with a clock-face, a quadrant system and a 
spacing (Fig. 4). The clock face is used to identify thc startand end of the letter 
and writîng dircction. The space component divides a writing space into three 
vertical spacing areas, the lower space, the main space and thc upper space (all 
spaces are cqual in size). The quadrant system is used to identify the center and 
horizontal positioning of a letter. The positioning of the quadrant and the distance 
of the vertic al spacing are used to determine a letter's proportional attribute while 
the center of the quadrant system and three spaces are used to determine a letter's 
position. 

The most difficult of al! letter attributes to evaluate is the letter's shape. For the 
WlSH system, the visualization of the character as wel! as a simpte template 
matching algorithm are used to evaluate the correctness of the letter. Given that 
manyof the the letters are comprised of arcs and straight lines, it was possible to 

develop mathematica! equations to rcpresent many of the Hebrew letters. From the 
si ze and proportion values of the written letterand the equation of the target letter, 
a template is created. For those letters that do not !end themselves to an equation, 
the digitized form of the letter is used as the template. The written letter is 
compared with the template. By using the size and proportional values of the 
written letter, the created template is equivalent in size to the written letter. The 
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creation of the comparison template in real time reduces complications of the 
template matching that are inherent to matching written characters. 

The comparison process consists of counting the number of black and white 
points in the sample that match the defined points in the template. If the written 
letter and the template are greater than 85% equivalent, the shape is considered 
correct. 

msplay Rree 

-- -o-
- - - -

Animale Character 

Letter Introduetion 
The currenlletter is: 0 

The Same x letter: 

• is a perteelor oear perte ct circle 0 
made using one cootinuous stroke, 

• startingat 1 o:oomovmg ctock\'llse 1o 1 o oo, 10Ë); 

• uilizJngalllourquadrants,and 

• occuppymg onlythe Ma1n Letter Sj:::ace. 

Fig. 4. The Space and Quadrant System 

yh2_ -w, 

During the WISH introduction, the student is provided with a letter sample 
screen and is instrucred to write samples of the Samex . From these the student's 
proportional size value is calculated. The size of the character is determined by 
forming a bounding box around the letterand determining its dimensions. The size 
is used to evaluate the proportional size attribute by camparing the entered 
character size to the student's written letter size. 

In addition to proportional size value, the written letter samples are used to 
develop a template bounding box. This box involves the quadrant and component 
space system used to describe Hebrew letters. The template bounding box can be 
centered on top of the written letter and use to detem1Îne the written letter's 
positioning correctness. 

Stroke direction is evaluated throughout the letter writing process with reference 
to stroke direction and position of the target letter attribute. For each target letter, 
a list of direction changes is maintained. As the stroke direction of the written 
letter changes during the writing process. its stroke direction list is updated. The 
stroke direction is determined through use of the previous and current (x,y) 
coordinates. U pon completion of the letter, the stroke direction list of the written 
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letter is cornpared to the target with all differences noted in order to provide student 
feedback. 

The stroke order of the written letter is determined by ordering the strokes as 
they are written by the student and comparing them to the order of strokes in the 
target letter. Since most letters use only one stroke, stroke order is also used to 
refer to connectivity. For letter that are only one stroke, the character is considered 
to be disconnected if the student lifts the stylus beyond the height of the proximity 
i.Jf the stylus and tablet while writing. 

Proportional spacing, the spacing between letters and line, is only calculated 
when the student writes sequcnces of letters or words during the practice session. 
The distances are calculated by calculating the left, right, upper and lower spacing 
between characters. These calculations are performed by subtracting components of 
the bounding boxes. 

3 Conclusions 

An innovative, interactive learning environment for students to learn the writing 
mechanics needed to produce characters of a non-Roman language has been 
described. Currently, the primary objective is to create the CAI system to 
effectively teach Hebrew handwriting. Formative ancl summative evaluations are 
planned. Usability testing and educational impact studies will be conducted during 
the 1993-94 academie year. Modifications to WISH will be made to enable it to 
effectively teach other non-Roman languages including Ancient Greek, Russian, 
Chinese, Japanese, Korean and Arabic. 
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Prototype User Interface for CBT Courseware 
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Abstract. Th is paper describes the cvaluation process for assessing the usability of a 
protolype user interface forComputer-Based training (CBT) courseware. The MIDAS 
(Multimedia Interactive Design Aided System) model presents a methodology for the 
design, implementation and evaluation of multimedia CBT courseware. Results of the 
usabilily of the prototype application are presented which are based upon the 
evaluation criteria within the model. The evaluation results are analysed to test the 
performance of the prototype and their implications discussed. The implementation of 
the modelpresentedis centeredon the following application- the training of pilots and 
engineers on the braking system of the British A erospace Jetstream Aircraft. 

Keywords. Human-Compuler Interface, Computer Based Training, Courseware, 
Multimedia, Evalualing Usability, Authoring 

Introduetion 
The research project was conducted undcr the general perspee ti ve of the definition of 
methods and tools for the evaluation of an interfacebasedon human factors criteria. 
The goal wa;;; to design an interface for use by CBT courseware users in an effective 
learning environment. This study prescnts one such method; the validation of human 
factors criteria proposed within the MillAS framewerk ([Pauerson'93]). 

Thcre are numerous different human factors methods currenûy available for the 
evaluation of interfaces. They each have advantages and drawbacks, the major 
problem howevcr is that none of them allows a complete evaluation of an interface. 
Seveml classifications of such methods have been described ([Christie'90], [Karat'88], 
[Maguire'89] and [Senach'90]). Three main categones of methods can be distin
guished de pending on their oriemation; theoretical mode Is, expert judgement or the 
users. The latter approach is the one that will be stressed and used in this paper. 
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1 Evaluation Methods based on Users 
In this category, evaluation methods arebasedon various user related data. The data 
may consist of users' performancedata collected during user interaction with existing 
orprototyped interfaces (behavioura1 data) or from cognitive indications (understand
ing and memory). The datamayalso consistof subjeelive in formation extracted from 
users' attitudes and opinions aboUl the interface. Extracting and monitoring userdata 
is performed with severa1 tools that are more or Iess intrusive. Such techniques include 
on site observation, audio-video recording, physiologica1 recording or concurrent 
verbalisari ons. These can influence users' behaviour. Conversely, questionnaires, 
subsequent verbalizations, individual or group interviews havelessof an intlucnee on 
users' performance. The use of an Evaluation Booklet, presented !he userwith a practical 
method in the form of a checklist The method adopted is discussed in Sections 2 & 
3. 

2 The Evaluation within the methodology of MIDAS 

2.1 Overview or the Metbod 

The method is a practical tooi, in the form of a checklist. It is basedon a set of software 
ergonornies criteria, which a well-designed user interface should aim to meet The 
checklist consists of sets of specific questions aimed at assessing usability. These 
provide a standardized and systematic means of enabling those evaluating a CBT 
system interface. 

2.2 Sourees or the Checklist Questions 

The checklists have been developed with reference toa number of soun:es. A number 
of questions from !he 'Usability: Screening Questionnaire' in ([Ciegg'88]), and the 
format for these sections have been adapted from this source. In addition, early 
versionsof Clegg provided !he stimulus fora number of questions within Sections l 
and lO. Othersources for !he checklistinclude ([Ravden '89], [Smith '86], [Gardner'871 
and [Shneiderman'87]). 

2.3 How should the Checklist be Used? 

A key feature of !he method, and a prerequisitc for using the checklist, is that the 
evaluator uses !he system tasks which the CBT courseware has been designed to 
perform, as partoftheevaluation. This takes place before completing thechecklist., and 
represents the first step in the evaluation. Tasks used in the evaluation should be 
represent.ative of the work which is to be carried out using the system, and should test 
as much of the system, and as many of its functions, as possible. Such tasks require 
careful construction and are extremely important to the validity of the user interface 
evaluation. There are a number of reasons for use of represent.ative tasks: 



[i] Tasks which are realistic and representative of the work for which the 
system has been designed provide the most effective way of demon
strating the system's functionality. 

[ii] This approach enables those evaluating the interface to see it not 
simply as a series of sereens and actions, but as part of the application 
system as a whole. 

[iii] By carrying out ta.<;ks, evaluator's can be exposed to as many aspects 
of the user interface as possible, which is necessary if they are to 
cernment uscfully, and in detail, on specitïc features, problems, 
strengths and deficiencies of the CBT courseware interface. 

[iv) Many significant problems and difficulties ofthecourseware are only 
revealed when carrying out tasks. 

[ v] Insome cases, there may be important aspect.<; of usability which can 
only be captured by using the system (e.g. inflexibility of a menu 
structure when the task requires rapid movement between different 
partsof the system.) 

In actdition to the above points, important information can be gathered by observing 
anevaluator's performance when carrying out tasks in an evaluation. Observations and 
recording of task performance is extremely valuable in identifying those difficulties 
which cvaluators cxpericnce whcn interacting with the systcm. 

The method enables a variety of different people, with different background and 
expertise, lo cvaluate thc same uscr interface. A partienlar benefit of this is that it 
enablcs end-uscrs, such as the CBT studcnts and trainers and designers who will use 
the system to acccss its usability before it is implemented into a full courseware 
package. 

2.4 When can the Metbod be Used? 

The method can be used 10 evaluate usability both during and after design and 
development of the user interface. Where protoryping tools are available, it can enable 
early evaluation of an interface, or if alternative interfaces, so providing feedback at 
early stages in the design process. In this way, different configurations can be tested, 
and necessary improvements made, before reaching a fully operationai state ready for 
implementation. At the later stages of development, it is more difficult to make major 
modifications to the interface. 

2.5 Potential Financial Benefits of Using the Metbod 

CBT user interface evaluation using this method may incur some immedia te financial 
costs; for example, where the development process is lengthened, or through the 
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involvement of end-users and others in t.he evaluation. 

However, t.he importance of user interface design and of usability should not be 
underestimated, and its evaluation should be expected to take t.he time and effort 
worthy of its irnportance. In the long er term, the benefits w hich are likely to result from 
the evaluation wil! outweigh t.he costs for CB T courseware de velopers and companies 
which use their skills. Benefits may include: 

- reduced training time for end-users; 

- reduced support costs, due to fewer, and less significant difficulties; 

reduced need for amendments, modifications and revisions after 
implementation; 

- where relevant, increased salcs, as a more usablc, well-designed and 
acceptable training cnvironmem is provided; 

- a greater willingness among end-users to accept t.he training system and 
to use it effcctively; 

- a greater awareness among t.hose developing CBT training courseware 
application systems of the requircments for 'user-centred' design. 

In Section 3 t.he evaluation method is uscd to asse_<;s the usability of the prototype 
application user interface. In t.he light of experimentation, rccommendations for 
changes to the prototype are made. 

3 The Evaluation 

3.1 Goal or the Evaluation 

The goal is to assess t.he usability of a user interface for CBTcourseware. The met.hod, 
and in particular t.he checklist, enables an interface to be evaluated by a variety of 
people with differing expertise and backgrounds; including, for exarnple, interface 
designers, other teehoical experts and, most imponantly, rcpresentative end-users, 
whomayor will actually use t.he system in practice. The method does not aim to solve 
problems, or to enable a quantitative assessment of usability. It provides a means of 
identifying problem areas, and t.he extracting of information conceming problcms, 
difficulties, weaknesses and areas for improvement. 

3.2 Method 
3.2.1 Subjects 
One hundred and twenty subjects participated in t.he study. There we re 15 pilots whose 
experience in flying ranged from two to twenty-four years (M 7.5; SD. 6.5), and 
the remaining participants were t.he student and staff population re gistered with The 
University of Ulster. Male and female subjects participated. The ages of t.he subjects 
ranged from 18 to 40 years (M = 23.7, S.D. = 4.7). 
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3.2.2 Procedure 

Each subjectparticipated in one in di vidual evaluation session. The evaluation consisled 
of a leaming phase and identification tasks in interactive mode. The subjects then 
compieled the Evaluation Booklet. In the leaming phase subjects were inviled to study 
the prototype application relating to The Braking System of the British Aerospace 
Jetstream 32 Aircraft. They were encouraged to work through the introduction, 
statement of objectives, operation of the brake system and component location 
modules. However, the subjects could atany stage return to the main menu screen, and 
execute the courseware in any order. Th is would also assess thesystems' usability. The 
identification tasks foliowed the completion of the leaming phase. During these tasks, 
subjccts were presenled with problems relating to answering questions on the location 
and operationofthe braking system. No time limit was impasedon eitherphase. Times 
rangedfrom 25 -40mins. (M 32.5,SJJ. 6.5) for the pilots; 29-72 mins. (M = 50.5, 
SD. 13.6) for the engineering students; and 40- 93 mins. (M = 65.0, SJJ. = 11.9) for 
the rest of the subjects. Following the CBT lesson the subjects were required to fill in 
the Evaluation Booklel. This processtook approximately 60 mins. to complete. The 
subjects were encouraged to fill this in immediately af ter the hands-on session, and to 
be as criticalof the user interface (if nccessary.) Spaces for weitten comments were 
provided besideeach checklist question. 

3.2.3 Data Collection and Analysis 

Two types of data we re coUccted. Firstly, the grading of the checklist questions, which 
was in the form of a (.11 in the appropriate box which best deseribes the subjeet's 
answertoeach question, or'N/ A' ifthe question was notappropriate to thecourseware. 
Secondly, the subject may comment on any issue relating toeach specific question in 
the appropriate column. The objcctives of the data analysis were threefold:-

Firsdy, to assess the usability of the prototype application. To achieve this, global 
scores were calculated for each criteria question from the sample responses. A correct 
response was defined as either a [.r], 'NI A', or 'don't know' in one of the appropriate 
columns on the checklist grid. If a checklist question was left blank, or two responses 
given, this wasdefinedasamissingvalue.ln thedataanalysis using SPSS, these values 
were eliminated, thus reducing the sample size ([SPSS'90J). 

Secondly, to (a) identifyproblem areasand weak:nesses within the prototypeapplication 
user interface; and (b) make recommendations to enhance a multimedia UID for CBT 
courseware. 

Thirdly, using a factor analysis statistica! technique, to identify key variables and 
subsequendy design an Evaluation Hooklet to assist CBT courseware designers in 
assessing usability of a UID fortheir end-users at the prototype stage of developmenl. 
An explanation of the analytical technique - Principal Components Analysis is 
contained in ([Patterson'92]). 
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4 Results from the Evaluation Procedure 

4.1 Tbe User Interface of the Prototype Application 

A full description of the overall mtings for the Evaluation Booklet are presented in 
([Patterson'92]). 

The results lead us to con cl u de that the design of the interface for the Braking S ystem 
module provided a very satisfactory environment for leaming. 

The lowest mting scores were identified in Se(:tion 10. In this category, UserGuidance 
and Support. only 85 subjects compieled this section. The reasons for this can be 
identified by examining the questions presenled in the Evaluation Booklet Section 10. 
The only user support provided in the courseware wa<; audio and visual feedback if 
incorrectanswers were given by the subjects to the questions. There wasnoHelp menu 
integmled into the braking system to provide on-line assistance for the aircraft 
terminology or hardcopy outputto supplement the CBT materiaL The subjects did not 
have a copy of the tmining manual to complement the CBT instruction. The data from 
this section supports these claims. The booklet used in the evaluation process is a 
gencric document for UID evaluation and thus by including options which were not 
included in the prototype design, can be remedied at the implementation stage of 
developmenL 

The use of a multimedia plaûorm proved a very successful user environment for 
leaming. 63% of the subjects cammenled on the effective use of multimedia to present 
the tmining material, with a further 10% supporting the specific use of grapbics and 
animation. The Jack of an on-line Help facilily is also noted as one of the worst features 
of the system. 33% included comments, spccifically mentioning the Jack of feedback 
from the system. A further 24% commented on a Jack of explanation of the direction 
icons. In the written comments, the subjects however noted that once they became 
familiar with their functionality, they did notpose a problem. It is very eneauraging 
to note that in general terms some 63.5% of all subjects had no difficulty in either 
understanding the system or in finding any irritating system problems. In 
recommendations suggesled by the subjects for improvement, only 23.3% included 
the inclusion of a Help facility. Over 55% concluded that the CBT courseware 
represented a good prototype application. A further 10% suggested that the provision 
of rnaving-video illustrations would have enhanced the leaming environment 

Noevidenceexisted tosuggest that thedifferent subjectgroups found the user interface 
environment more complex to use or the training material any more difficult to 
understand. One reason for this is that no assumed knowledge was required for an 
understanding of the braking system. The pilots cammenled on the effective use of 
multimedia in designinga realistic tmining environment In the past, this had only been 
available when the pilots progressed from the classroom instruction to the Flight 
Training Devices, and even then this was a static environment. Only when the pilots 
progressed to tmining in the FuU Flight Simulator was intemctivity a part of the 
learning experience. 
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4.2 The Revised Evaluation Rooklet 

The Revised Evaluation Booklet has been designed to assist designers and end-users 
in assessing the usability of a UlD at the prototype stage of development The 
questions included in each sectionare identified from the analysis of performing PCA 
on the subjects data ([Patterson'92]). 

5 Condusion 

It is clear that CBT is now a well proven training tooi with a host of successful 
applications on a world-wide basis. The two most significant factors driving the CBT 
industry are Open Systems and the developments within the multimedia forum. The 
issues presented in this paper have embraced both these issues. Il is accepted that the 
design of the user interface accounts for at least fifty per cent of the overall 
development costs and time in the production of courseware, so it is vita! that User 
Interface Design (UID) principles be established to guide thedevelopers and designers. 

The pasttwenty years have seen both successes and failures in the developmentofCBT 
courseware. Several reasans can be established for the failure. These include firstly, 
a misconceived view of the end-user and inadequate liasion between de veloper and 
trainer resulting in IX>Or quatity courseware. Secondly, courseware was very often 
designed and developed by computer science specialists following a software 
engineering design life cycle. 

The frameworkof MIDAS developed a methodology for successful multimedia CBT 
production. Built on a froundation of principlesof learning and cognitive psychology, 
a re-examination of the tasks involved in each of the design, implementation and 
evaluation stages highlighted necessary changes in the development process, 
([Patterson'92]). 

The objectivcs of this paper were to assess the usability of a user interface for 
multimedia CBT courseware and to design an abbreviated evaluation booklet to be 
used in training environments. An evaluation booklet developed within the MIDAS 
framewerk was used for this purpose. The data analysed provided overwhelming 
support for the use of multimedia as the delivery plaûorm for presenting CBT 
courseware. The data also identified arcas of weakness and problems within the UID. 
Within the prototype application reviewed by the subjects, the absence of an on-line 
Help facility was identified. PCA was used to identify the key variables within each 
evaluation criterion. The revised evaluation booklet designed for use by designers and 
end-users of multimedia CBT courseware in training environments is presented. The 
data analysed provides overwhelming support for the use of mui timedia as a deli very 
plaûorm for presenting CBT courseware. 

It is believed that the MIDAS model wil! provide a framewolk for prc.xl.ucing cost 
effecti ve multimedia CBT courseware for industrial and institutional learning 
environments throughout the 1990s and well into the next century. 
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Abstract. To help profoundly deaf speakers imprave their intonation, a system 
which displays intonation visually is being developed. In this system, the 
Intonation Meter, visual feedback of intonation is given as a continuous 
representation of the pitch contour containing only the perceptually relevant 
aspects of the pattem of intonation. An explorative study was carried out to 
determine the usability of the Intonation Meter for teaching intonation to 
prelingually, profoundly deaf children. Preliminary data, collected with a smal! 
number of children, indicate that the systcm can be an important instructional tooi 
for teaching intonation. Suggestions for incrcasing the usability of the system are 
given. 

Keywords. Speech-training devices, visual feedback of intonation, GUI 

1 Introduetion 

Many investigators have reported on the problems that prelingually, profoundly 
deaf speakers have with pitch control (Osberger & McGarr, 1982). The 
characteristic difficulties include abnonnally high pitch with respect to age and 
gender (Stathopoulos, Duchan, Sonnenmcier & Brucc, 1986), excessive phoneme
related variations in pitch (Bush, 1981) and a lack of linguistically relevant pitch 
variations. Better production of pitch in thc speech of deaf persons is important 
because it contributes to speech quality and speech intelligibility, especially when 
the segmental aspects of speech are produced fairly well (Metz, Schiavetti, Sarnar 
& Sitler, 1990). 

lt is difficult for deaf speakers to le.w1 to control the pitch of speech because: 
l) they may not have sufficient residual hearing to perceive the auditory cues 
necessary for the control of pitch; 2) tactile and proprioceptive feedback play only a 
minor role in pitch control (Ladefoged, 1967); 3) the major variations in pitch are 
determined by the action of the cricothyroid muscle (Collier, 1975), which means 
that it is impossible to give visua1 cues on the control of pitch. Therefore, to help 
deaf speakers acquire better pitch control, various researchers have developed 
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sensory aids that extract the pitch from speech and display ît visually. The main 
reason for de veloping such aids is that they are capable of providing objective and 
immediate feedback on pitch. 

Little is known about the effectiveness of systems for the visual display of 
intonation in teaching intonation to profoundly deaf persons. Evaluations of these 
systems (Friedman, 1985) are often basedon case studies which were descriptivc 
and not experimental in nature, thereby only allowing for restricted statements 
concerning effectiveness. Other studies (e.g. McGarr, Youdelman & Head, 1989) 
incorporated the use of a system for displaying intonation visually into an 
experimental program for speech training. The effccl<> of this expcrimemal 
condition were then compared with a control condition in which a regular speech
training program had been used. Practice conditions then differed in more than one 
respect, making it difficult to determine the effectiveness of the visual display 
system. Finally, the usability of these systems was often determined with students 
whohad severe hearing losses (e.g. Youdelman, MacEachron & Behrman, 1988). It 
is unknown, however, whether the findings of these studies are generalizable to 
profoundly deaf persons. 

To summarize, the usability of visual display systems in teaching intonation 
to persons who are profoundly deaf is still to be fully explored. This may have 
contributed to the lack of widespread use of these systems in schools. Another 
factor that may have contributed to this is that in these systems pitch was 
mcasured and fed back directly to the deaf speaker without post-processing the pitch 
contour. Two difficulties arise when speakers reccive the unprocessed pitch 
contour. 

The fust problem arises from the fact that the intcrpretation of the displayed 
pitch contour is hampered by the interruptions during unvoiced parts which are at 
varianee with the continuously perceived contour of pitch. The second problem 
relates to the presence of many perceptually irrelevant pitch variations (the micro
intonation) in pitch contours that are unprocessed, which may distract attention 
from the perceptually relevant pitch variations. Micro-intonation can be very 
conspicuous, especially at transitions between consonants and vowels. It can barely 
be perceived, if at all, by persons with normal hearing, let alone be imitated. In 
order to solvethese problems, a system has been developed, the Intonation Meter 
(Spaai, Storm & Hermes, 1993), that gives visual feedback of intonation as a 
continuous representation containing only the perceptually relevant pitch 
variations. The course of the pitch contour is approximated by a small number of 
straight lines, resulting in a stylized pitch contour. This representation of the pitch 
contour is intended to facilitate the interpretation of the visual feedback of the 
intonation contour. An example is shown in Fig. 1 for the Dutch sentence. 'Op 
een dag kwam een vreemdeling het dorp binnenwand1en,' (One day a stranger came 
walking into the village). The separate dots show the unprocessed pitch 
measurements and the continuous straight lines show the stylized pitch contour. 

The foilowing section presents an experiment that was carried out to find out 
whether the Intonation Meter can be helpful in teaching intonation to children who 
are profoundly deaf. In the final scction suggestions for increasing the usability of 
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the system are given in termsof the development of a graphical user interface. 
500r-----------------------------------------------------. 

· ... 

Timo(e) 

Fig. 1. Display of the unproccssed pitch measurcmcn!S and thc stylized pitch contour 

for the Dutch sentence, 'Op een dag kwwn een vreemdeling het dorp binnenwand'len,' 

(One day a stranger came walking into the village). 

2 The Experiment 

2.1 Design and Procedure 

Two groups of profoundly deaf students practised intonation. The first group, the 
control group, practised intonation with the help of regular means. This group 
received speech training using mainly auditory input via personal hearing aids. In 
addition, information on pitch was, for instance, presented via some visual activity 
of the speech therapist or via a representation on paper. No visual or tactile sensory 
aid was used with this group. The second group, the experimental group, received 
speech training using auclitory input and the Intonation Meter to provide visual 
feedback on pitch. Typically, when a student was werking with the system, an 
example of a pitch contour was produced by the speech therapist and clisplayed on 
the upper part of the screen of the Intonation Meter and then had to be imitated on 
the lower part. While imitating, direct unprocessed feedback is given by mea.ns of 
reai-time pitch measurements. After the condusion of the whole utterance, the 
stylized contour was displayed too. Progress in Iearning of both groups was 
compared with a third group, thc test group, which did not receive any extra 
practice on intonation. 

Progress in Iearning was measured as cliffercnces in an intonation test that was 
conducted prior to training and also at the end of the training perio<L This test was 
basedon the Fundamental Speech Skills Test (Levitt, Youdelman & Head, 1990). 

The intonation test was conducted without sensory aids except for the students' 
personal hearing aids. The studcnts' productions were tape-recorded and a speech 
thcrapist who was expcrienccd in listcning to and evaluating the speech of deaf 
children rated thc recordings. For this explorative study, results are reported for: 1) 
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the production of appropriate average pilch in words and sentences; 2) the 
production of pitch variations in long vowels and syllables. 

2.2 Training Sessions 

The experirnental group and the control group practised intonation three tirnes a 
week, each session lasting about 15 rninutcs. This was done over a four-rnonth 
period. Thus, in all, each student in the control condition and cach in the 
ex perimental condition received about eight hours of training. 

Generally speaking, speech training focused on the rernediation of an 
inappropriate average pitch and, to a Iesser ex tent, on the production of varintions 
of pitch in vowels and syllables. Practice consistcd of four groups of activities: 
pitch-awareness training, auditory discrirnination and identification of pitch 
contours, irnitation of pitch contours, and production of pitch contours without the 
benefit of the teacher's model. The four groups of activities were not necessarily 
hierarchical and training was generally performed in several of these areas 
sirnultaneously, as recornrnendcd by McGarr, Youdelrnan and Head (1992). 
Subjects were trained to produce pitch contours while uttering sustained vowels, 
syllables and words. 

2.3 Subjects 

Twelve prelingually, profoundly deaf, students frorn a secondary school for special 
education at the Instîtute for the Deaf in Sint-Michielsgestel, The Netherlands, 
participated in the experiment. All students received speech training prior to the 
experiment. They had been educated according to the 'oral reflective rnethod' (Van 
Uden, 1977). The age of the subjects ranged frorn 14 to 20 years. They had no 
motor or intellectual handicaps. All students had hearing losses greater than 90 dB 
ISO bilaterally. They used acoustic hearing aids binaurally and produced pitch 
contours that were perceived by their speech therapists to be 'relatively flat', 
reflecting a rnonotonous voice. Also, in sorne cases, thcir pitch appeared to be too 
high with respect to agc and sex. Subjects were rnatched in groups of three as 
closely as possible according totheir age, residual hearing, academie performance 
and speech skills. After the subjccts had been divided into three groups, one subject 
dropped out. The nurnbers of children participating in the control condition, the 
experirnental condition and the test condition were three, four and four, 
respectively. 

2.4 Results 

Average Pitch. Fig. 2 shows the percentages of acceptable ratings in the pretest 
and the posttest for the average pitch in isolated words (22 items) and sentences 
(12). The data are presented for the experirnental group (4 subjects x 34 ratings= 
136 judgrnents), the control group (3 subjects x 34 ratings = 102 judgrnents) and 
the test group (4 subjects x 34 ratings 136 judgments). Impravement was 
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me:J.Sured by a shift from an unacceptable rating in the pretest to an acceptable 
rating in the posuest. The percentage of acceptable judgments for average pitch 
increased for all groups. However, it is immediately apparent that the experimental 
group made more progress than the test group and the control group. Furthermore, 
the control group performed beuer than the test group. 
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Fig. 2. Average ratings of the mean pitch. Percentages of acceptable judgments are 
plotred for the experimenta.l group. the control group and the test group. The 
appropriateness of average pitch in isolated words (22) and sentences (12) has been 

rated. The data are presenred for !he pretest ( dark bars) and the posttest (light bars). 

Pitch Variations in Vowefs and Syflabfes. Fig. 3 shows the percentages of 
acceptable ratings in the pretest and the posttest for the production of variations in 
pitch in long vowels (135) and syllables (18). 
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Fig. 3. Average ratings of the production of pitch vanauons in vowels (135) and 
syllables (18). Percentages of acceptable judgments are plotred for the experimental 
group. the control group and the test group. The data are presenred for !he pretest (dark 
bars) and the posttest (light bars). 
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The data are presented for the experimental group (4 subjects x 153 ratings= 612 
judgments), the control group (3 subjects x 153 ratings 459 judgments) and the 
test group (4 subjects x 153 ratings = 612 judgments). The results clearly show 
that the experimental group made most progress (64%). The control group and the 
test group also showed progress but the magnitude of impravement was not as 
large: the percentage of acceptable judgments increased by about 17%. 

2.4 Discussion 

The results of this explorative study showed that profoundly deaf students who 
receive intonation training that incorporates the use of the Intonation Meter show 
greater progress in the production of appropriate average pitch and the production of 
pitch variations in vowels and syllables than a control group who received regular 
training. Although these results were gathered with a smal! number of children, 
which may make it difficult to generalize, they are very promising, especially since 
training time was limited. Also, the children participating in this study could be 
characterized as having more impervious phonatory problcms owing to their age. 
Therefore, research is in progress to find out whether speech training that 
incorporates the use of the Intonation Meter can be more effective with young 
children. Long-term research is necessary todetermine whether the intensive use of 
this system can result in improved control of intonation in connected discourse. 

3 Future Developments 

3.1 Graphical User Interface 

The Intonation Meter is meant to be used for teaching intonation to deaf children 
aged 4 to 20 years. Since the students and the teachers are not expected to have any 
computer experiencc, ease of use is extrcrncly important. A future version of the 
Intonation Meter should support two modes, a Teacher mode and a Student mode. 
In the Teacher mode a speech thcrapist monitors the deaf student. Here, the speech 
therapist can adjust parameters specific to an individual student, select exercises and 
give instructions. In the Student mode, the student practises intonation without the 
presence of a speech therapist By merely entering his or her name, a student can 
start a training session. All system parameters are set up automatically and the 
student is guided by the Intonation Meter. Parameter settings and selection 
functions are not accessible to the student Records of performance are kept for each 
individual student to provide computerized guidance. 

To meet these requirements, two parts of the data presentation in the user 
interface have to be designed carefully, namely the measured data as represented in 
the so-called Views, and the organization of functions and features, kept in the 
Dialogue structure. The interpretation of the display depends on the attributes of 
the graphical representations of the measured speech characteristics, e.g., line 
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thickness for amplitude. These gmphical representations must be clear and easy to 
interpret In actdition to these gmphical representations, fast feedback of measured 
data is essential. The dialogue strncture implies the organization of the functions 
and features in dialogue .boxes. The two parrs of data presentation are shown in 
Fig. 4. 

Dl•logue Slmct~ .. ····vw··. -_c,:·:/• C\@.'·~::,~•J_ · ·· ,, "" i•w·.· .... .-.-. ·•·-"w·'''·" ... IR®~~Lf~t~~f-1'-;,'-;.,_ ... '"'.'-'""-·-· .;;...:_':::_ .. ·-·"-"'~''_·:.::_.•:,"""::._• ··-'" '-'. -·"_··· ..:.;.;.<_··:·_; ·""'~:·_~,'""<_::_~:_:··""'''""":"_·.z_;.:::.;.;.:-;,"-•c::..:.<"-'iY·: 

:;1i:" 
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Fig. 4. A possible furure implementation of the user-imena.c:c of the Intonation Meter. 

The data i.s represented in the Views. The Dialogue strucrure contains the action buttons 

for the most imponam functions. The püch contour and the amplitude of an example 

and an îrnitation utterance are displayed. 

3.2 The Prototype 

The user interface of the current version of the Imonation Meter, running under 
MS-DOS, has been developed from a developer's point of view. The user interface 
and the presentation of inforrnation were primarily meant for experimental 
purposes and to facilitate the funher development of the system. No special 
attention was paid to its usability in classroom siruations or for srudents practising 
independently. 

The Intonation Meter is currently being transferred to the MS-Windows 
environment. MS-Windows is becoming a standard environment for interactive 
applications for Yl:S-DOS machines, especially in educational settings. 
Programming in MS-Windows facilitates the developmem of a user-friendly 
interface with the w;e of graphics. The protmype version presenLed here intends to 
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meet the objectives described above. In Fig. 4 a possible furure implementation of 
the interface of the Intonation Meter is presented. Here, a limiled number of 
functions are accessible to avoid confusion. It should be emphasized that the 
interface is still under development. The design presented here may change in the 
near furure, basedon further evaluations. 

The prototype wil! be tested in regular speech training sessions. During these 
sessions feedback from the pupiJs and the teacher willlead to modifications of the 
prototype. For the new prototype the same procedure wil! then be followed. The 
input of the users of the system will help to modify and improve the usability of 
the Intonation Meter, which may contribute to its use in speech training by 
making it possible to adapt the system to a variety of teaching techniques and 
conditions encountcred in practice. 
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Abstract. An interactive software system (XProcSim) that offers easy and effi
cient analysis of the transient state of the chemica! recovery cycle of a pulp mill is 
described. It is formed by two independent but coordinated components: a graph
ical user interface (GUI), and a set of simulation modules. Process representa
tion, control of the integration performed by the simulation programs, inputs of 
data and perturba.tions and graphical representation of results are controlled by 
a. mouse/menu driven interface. Significant dilferences between other existing sys
tems and the software described here a.re XProcSim's use of the X Window system 
for the development of the GUl, which ensures portability to a. number of hard
ware platforms. Remote, networked X-ba.sed display systems can be used, a.nd it is 
a.lso possible to run the simulation program on a remote machine. The distributed 
structure makes it possible to utilize the most powerlul features of various machines. 

Keywords. Graphical user interface (GUI), distributed systems, process simula.
tion, chemica! recovery cycle, pulp mill 

1 Introduetion 

Process simulation is one of the most widely used tools ior the design, optimiza
tion or simply the study of industrial units in steady or transient sta.tes. If the 
analysis of the dyna.mics under conditions of start-up, grade changes, emergency 
outages and shutdowns is desired, then dyna.mic simulators a.re necessary (Schewk 
and others 1991). The goal of this work wa.s to develop a package for computerized 
simula.tion of the tra.nsient state of the chemica! recovery cycle of a paper pulp 
mill. Simulation of the detailed behaviour of each unit led, in some cases, to com
plex mathematica! roodels of large dirneusion which were difficult to solve a.nd time 
consuming to simulate. In order to manage the amount of data. involved and the re
sults produced, a~d easily define or alter all the simulation parameters and impose 
the de~ired perturbations, it soon became apparent tha.t a powerlul interface was 
needed. The development of a. GUl, which would allow the gra.phical display of the 
results of the simulation, was therefore a. very important feature for the ease of use 
of the programs. Based on investigations of software ergonomics, the condusion that 
graphical interfaces are the interactive man-machine communication of the future 
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is now widely accepted, as considerable increases in both productivity and accuracy 
of completed work are achieved using GUI's (Peddie 1992). There is, however, a 
lack of standardization and the number of existing systems is high. Examples are X 
Window for UNIX workstations, MS Windows and Presentation Manager for IBM 
Personal Computers, the Macintosh software for Apple computers, GEM for the 
Atari and Intuition for the Amiga (Pangalos 1992). In the UNIX-based world the de 

facto standard, developed by MIT (Scheifler and Gettys 1986), is usually known as 
X Window. X can display output windowa from several applications at once in one 
screen, and these programs can run simultaneously on different machines. The ma
chines do not have to be the sametype or run the same operating system, as long as 
they support multitasking and interprocess communication (Moore 1990). X relies, 
in practical terms, on the development of graphical user interface tooikits - sets 
of widgets, or building blocks, such aa menus, buttons, scrollbars, etc.- to assist 
the developer of applications. In this work, a colour UNIX Sun SPARCstation2 + 
graphics accelerator workstation was used. Sun's XView toolkit, together with the 
Open Look interface and window manager as developed by Sun a.nd AT&T, were 
also used. A tooikit is an indiapensabie tooi for saving time, since it avoids lengthy 
sets of low level intructions to create a simple object and guarantees consistency 
across all objects that is, the same look and fee!. To simplify developing appli
cations, X tooikits employ concepts used in object-oriented programming. This is 
noteworthy inasmuch as the tooikit is written in and for the C language, which 
does not directly support objects (Miller 1990). 

2 Basic Features of XProcSim 

XProcSim's interface was designed from scratch so a number of ways of achieving 
the desired objectives was usually available. Although "design is a creative pro
cess and hence there are few absolutes that must be adhered to" (Rubin 1988) 
consideration was given at every stage to the human factors guidelines which play 
an important role in the new science of designing user interfaces. Two important 
charaderistics of the interface are the fact it is menu-based and that it is, pri
marily, a coiour appücation. The advantages of menu-based interfaces over those 
using command language are well known (Kantorowitz and Sudarsky 1989): there 
is no need to learn the command language which allows for productivity in a very 
short time, there is the possibility of exploring the operations provided by simply 
browsing through the menus and, if an adequate help system is installed, no need 
for a manual in most cases. 

On the other hand, although colour is an excellent means of improving the com
prehensibility of displays such as pie and bar charts (Rubin 1988), the use of 
colour must be judicioua to avoid visual interaction that results in communication
dama.ging noise and that ca.n produce strong after-effects. According to cartographic 
principles, background dull colours are more effective, allowing the smaller, bright 
areas to stand out with grea.ter vividness (Tufte 1992). Rubin (1988) also sta.tes 
that the use of colour in a man-machine interface should be as consistent as possi-
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ble with everyda.y usage. These basic principles were foliowed by XProcSim, where 
the default background colour is consistent through all the windows (light grey ). 
Wherever possible, colour is used to convey information about the physical system 
itself. Units where green liquor is processed are cocled green, units where lime is the 
ma.in reactant are coded yellow, and so forth. In the lime kiln diagram, for example, 
colour goes from yellow to red as tempera.ture increa.ses. However, a. package should 
never be totally dependent on the use of colour since potential users would be sig
nificantly restricted a.nd compa.tibility of the interface with monochrome displays is 
now under development. Another basic feature of XProcSim is the fa.ct that all its 
windows are scalabie by the user. No limitation has been imposed on the maximum 
number of windows that can be displa.yed simultaneously. Windows can at any time 
be reduced to their iconic state-icons have been a.ttributed to all of them so 
that avoidanee of a duttered screen is left to the user. 

The structure of the interface is presented in Fig.l. 
Basically, the objectives a.imed at were: 

• Graphical representation of the process a.nd individua.l units; 
• Orga.nization a.nd easy access to simulation data; 
• Gra.phical representation of results; 
• Possibility of executing the simula.tion program on remote machines and full 
control of its execution status; 
• Easy access to integration data; 
• On-line help system; 
• Error warning and recovery; 
• Possibility of executing a selected set of UN1X commands through menu options 
provided by the interface. 

2.1 Graphical Representation of the Process 

A very simplified flowsheet of the process, in the form of a block diagram, is dis
played on request and gives access to all of the data for all units. This diagram 
is formed by unit and stream type elements. Selecting one of these will display a 
pop-up menu containing all of information available for that unit or stream. These 
include schematic representations of all units, possibility of displaying instant in
ternal profiles, design charaderistics of the units, physico-chemical properties, and 
ethers. 
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l 
Unit Menu 

Unit Diagram 
Physical and Chemica! Data 
Unit Olmenslons 
Oparating Conditions 
Internel Profiles (Line and bar chart plots) 

Me!n Wlndo 

Flowsheet 

w 

- !nit!alize System 
Change Numerical Parameters 
Integrale Until ... Transient State -------+1 

Utiiitiesj 
Help 
Quit 

Stop Inlegration 
Resume Inlegration 
Quit Inlegration 

Restart Oaeman for lnitialization in Remote machine 
Restart Oaeman tor Simuiatien in Remale Machine 
Check Status of Background Processas 
List Files 
Ki!l Processas Created in Remale Machine 
Create Terminal Emulater 

Fig. 1. Main options availa.ble through the interface. 

l 
Stream Menu 

Flow Rate 
Composition 
State Variables 

2.:2 Organization and Easy Access to Simwation Data 

No commercial database of physica.l properties was used. However, all of the values 
used in the simulation of a unit, initially stared in files, are a.vaila.ble and ca.n be 
changed through the interface using data panels. Among these data. are the already
referenced dimensions of the unit and physico-chemical parameters such as heat 
transfer coefficients, activation energies a.nd Arrhenius constants for the chemica! 

reactions. 

2.3 Graphical Representation of Results 

Two interactiva modules, one for line charts and one for bar cha.rts, have been 
developed to perfarm the fin a.! task of crea.ting a. visua.l image on the screen. The 
line chart is used to represent either profiles in spa.ce for a. given time or varia.tion 
of a variabie with time. Because it would be impossible to prepare charts with all 
possible combinations of variables, only a limited number have been selected and 
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are au tomatically prepared for graphical display. Ho wever, both the line and bar 
chart modules can load data files so the more experienced user can generate his 
own data files corresponding to whatever variables are required to be represented 
gra.phically. Both modules present a. range of options to the user such a.s colour of 
all the elements, text font size, line width, colour a.nd style (for the line cha.rt ), ba.r 
colour a.nd fill pattem (for the ba.r chart) a.nd automatic or ma.nual selection of axis 
range. 

2.4 Running the Simulation Program on a Remote Machine 

The simula.tion program is a.t present being executed in a. Sequent Symmetry UNIX 
machine, so execution times ca.n rea.ch critica.! va.lues. Communica.tion of the inter
face with the remote simulation program is done in two wa.ys: 

Successful RPC Calls Whenever possible, direct transfer of parameters is em
ployed. The RPC (Remote Procedure Ca.ll) package is used to link the loca.l C in
terface routines to a. remote C routine which in turn ca.lls the remote FORTRAN77 
routine (see Fig.2). For this purpose a C/FORTRAN77 interface was developed. 

Local Machlno 

Sun Sparc2gx Model 4/75 
1· Interface Modules 
2- Programming languege: C 
3- C Compiler 

XWîndow and XView libraries 

RPC 

Romoio Machine 

Sequent Symmetry 
1- C/Fortran77 Interface Modules 

Fortran77 Modules 
2· Programming languages: 

C and Fortran77 
3- C and Fortran77 Compilers 

C/Fortran77 Interface Modules 
(C) 

~ 

Fig. 2. C/FORTRAN77 •tructure. 
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Current parameters are transferred as arguments to the remote C routine using 
the UDP transfer mechanism. This made it necessary to develop XDR (EXternal 
Data Representation) routines which transferm data particular toa specific machine 
into a machine-independent format. 

Signal Handling Routines Initialization (reading all the default parameters) 
is done via an RPC call that wiJl in principle have a successful return; sending 
the simuiatien parameters to the simuiatien program is clone in the same way. 
However, execution time of the simula.tion program can be quite long and is usua.lly 
unpredictable. In order to avoid blocking the interface until the remote routine 
returns, a short timeout for the RPC callis specified. An unsuccessful return occurs 
and is ignored, while execution continues in the remote machine. To compensate 
for the loss of the initia! elient/server link, flags are written to a log file whenever a 

change occurs in the execution status of the simulation program. This change can 
be the availa.bility of new results or events such as abnormal terminatien (e.g., due 
to arithmetic exceptions) of the simuiatien programs. This led to the installat ion 
of a series of system signa! ha.ndling routines, which catch signals generated by 
the system and write the appropriate flag to the log file. The interface possesses a 
routine that periodically checks the log file and takes apropriate action according 
to the fia.g value, such as displaying a dialog box to alert the user to the crash 
of the simula.tion programs. This methodology makes it possible to know what 
is happening to the simuiatien programs while the interface remains free for the 
analysis of results produced so far. System signals can be generated either by the 
system and intercepted and handled by the signa! handling routines - or by 
the user (e.g., to stop, pause or resume the integration) and sent to the remote 
program. 

2.5 Easy Access to Integration Data 

Data panels relative to the inlegration process have been provided. The consist of 
all the parameters needed by the LSODI integrator (Hindmarsh 1980). In case a 
different integrator is used, the conesponding data panel must be changed as well. 

2.6 Implementation of an Effective On Line Help System 

Any kind of help can bring a dramatic impravement in user performance. Giving 
users the option to make help requests is better in terms of speed of task and 
error frequency (Rubin 1988). Context-sensitive help (i.e., help information that is 
related to the particular point the user has reached) has been selected. Although it 
is quite simple to create a help button in every window which, on pressing, causes a 
text read-only window to be displayed, the optima! structure of such a help system 
has to be seriously thought through and is still under study. 
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2.7 Error Warning and Recovery 

In the case of errors being made by the user on the interface side, error detection 
is simple and performed by checking the value returned by the function. If an error 
value is returned, a dialog box is displayed. 

In the case of errors occurring on the simulation side, the strategy described in 
section 2.4.2 is employed. Dialog boxes are displayed in any case. 

2.8 Possibility of Exeeuting a Seleeted Set of UNIX Commands 
Through Menu Options 

Including some UNIX commands as menu options was thought to be a convenient 
feature. The aim was to provide a very simple interface to the operating system in 
order to perform operations such as listing files or checking the processes currently 
being executed. All the already reiereneed commands to besent to remote programs 
such as halting execution or resuming it are also UNIX commands, in the form of 
system calls. Lastly, if the user wants direct access to the operating system, a 
terminal emulator window can be created by the interface. This can be useful if a 
more experienced user wants to have full and unrestricted access to the operating 
system. The keyboard wil! then of course be used to input commands as with any 
command tooi. 

3 Conclusions 

XView together with the X Window libraries have been shown to provide a wide 
range of gra.phics capa.bilities a.nd a useful set of general purpose widgets. XProcSim 
is a GUI for the gra.phical representation and management of data pertaining to a 
specific set of simulation programs. lts future development is to create a front end 
for process fiowsheeting a.ndfor dyna.mic simulation programs in genera.!. 

The general guideline, as far as GUI's are concerned, seems to be that there are 
no strict guidelines. It is however generally a.ccepted tha.t, to be fully effective, a 
GUI must be consistent, easy to lea.rn for the novice user, must provide shortcuts for 
the experienced user, obey ergonomie and human factors (such as adequate width 
and depth of menus) and even satisfy aesthetic considerations. At this point of the 
work, it is obvious tha.t feedback from users is deeply needed in order to refine the 
prototype. This kind of practical information is probably, apart from theoretica! 
considerations, the ultimate assessment of interface utility. 
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Telephone Information Systems: 
Dialogue Specification Language 
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Abstract. The success of automatic systems in providing information over the 
telephone re lies heavily on the power and llexibility of the dialogue it is able to 
maintain. In this paper a language to detïne the dialogue scripts is presented. An 
environment for parsing, compiling and simulating app!ications has also been 
developed. H allows the designer to study the user's reaelions to the system and 
to analyze its operation. 

Keywords. Speech technology, dialogue definition, information systems, human
computer communication 

1 Introduetion 

Speech technology can be applied in services that provide information through the 
teiephone without the intervention of a human operator. The systems that are 
available today, ho wever, provide Iimited information and they need touch-tone 
telephones. These systems have at least two basic faults: users can only access the 
information in a restricted and artificial way (menu-driven with codified 
commands) [1-3] and they have to use touch-tone telephones that are not 
universally available. (In some countries, like Spain, touch-tone telephones account 
for only 5 % of the terminals). 

The success of automatic information systems depends highly on the use of 
speech technologies. Speech is the natura! way to communieale among people of 
every culture. Any useful system needs speech recognition and speech production 
capabilities to operate through a telephone line. Furthermore, it has to control the 
dialogue tlow so that the user gets the information, i.e., it needs a dialogue 
manager [ 4-6]. Th is dialogue manager receives requests from the user, decides 
whether more specific data from the user are needed, gives the information if 
available, etc .. Toperfarm these tasks, it has to interact with the application, using 
some access functions. 
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Consiclering man-machine communication, there are two ma in restnctlons: one 
is due to the capacitîes of the speech recognizer; the other to the possîbilities of 
the system to understand and generale speech: 

a) There are several kinds of recognizers categorîzed accordîng totheir vocabulary 
and complexity, from the simplest that can only recognize isolated digits to 
more complex systems that recognize continuous speech with large 
vocabularies. Obviously these differences have a big impact on the performance 
of the whole system [7, 8]. 

b) Depending on the system's ability to understand the user's speech, the dia!ogue 
can be menu-driven or unrestricted. In the first case, the user can only give 
answers included in a menu; the dialogue is then very limited as the user 
cannot give any unsolicited data. In the second one, the dialogue is much more 
flexible as the system can accept any answer; if it finds that more 
specifications are needed to provide the information solicited, it asks for such 
data [9, 10]. 

In this paper we wil! consider first different kinds of information systems with 
different complexities. In the following sectien the basic modules and tasks that 
are included in a general system will be presented. Next, a high-level language to 
define the dialogue and the operation of thc system is described. Finally the 
application generator tooi and its possibilitics are considered. 

2 Scenarios and Strategies of Dialogue 

Dialogue can be thought as a sequence of communicative acts between the user 
and the information system. The behaviour of this system should have the 
objective of providing the information sought by the user (it has to be successfu[), 
but two subobjectives can be defined: minimizing the number of interactions in 
the dialogue (effectiveness) and achieving dialogues which are simdar to human 
dialogues (naturalness). 

With these objectives in mind, differentmodelsof system behaviour (different 
scenarios) can be defined. In each scenario the user has different degrees of 
flexibility to convey informatwn to the system. The vocabulary and the linguistic 
contents that can be used are defined. So are the quantity and the kind of 
information that are interchanged in each dialogue intervention. 

The system should transmit to the user these restrictions imposed on hislher 
answer. They defme a dialogue strategy. Possible strategies are the following ones: 
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- Menu-Driven: 

a) Isolated Digits 
b) Isolated Words 
c) Digit spotting 
d) Word spotting 

- Unrestricted Speech (Natural-Language): 

e) Multiple keyword spotting (island-driven) 
f) NL without dialogue history (semantically complete sentences) 
g) NL with dialogue history (including sentences with ellipsis or references 

to previous questions). 

In the fust two strategies, a and b, the system has to ask very restricted ( and 
artificial) questions to constrict the user's answer (see the scenario in tigure 1). 
Strategies c and d allow more natural questions and the user's answer is not so 
limited (figure 2). 

System: Hello, this is Sports Infonnation Service. Please, speak carefully, one word at a 
time. Is this the fir.;t time you have used this system, yes or no? 
User: No. 
,î: You said no. Please, say Q!!!:_ if you want football, say ~ if your choice is basketbal! or 
say three if you want tennis. 
y: Two. 
§.: You said two. Infonnation about basketbal!. The last resu!ts in the European Cup are ... 

Fig. 1. E.xample of dialogue using an isolated-digit recognizer 

System: Hello, this is lhe train infonnation system. Please, answer the questions speaking 
earefully. At any point, you can say fu:!E to obtain more infonnation about Ibis system or 
operator to speak to a buman operator. 
,î: Where do you want to leave from? 
!l.: From Madrid. 
§.: Where do you 'W-ant to go? 
!l.: To Va!encia. 
§.: At what time? 
g: Well ... around 3 p.m. 
§.: So, you want to go from Madrid to Valencia approximate!y at 3 in the afternoon. Is that 
right? 
!l.: Yes. 
§.: There is a train at 3.15 .•. 

Fig. 2. E.xample of dialogue using a word-spatting recognizer. 
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Strategies e, f and g impose much more requirements on the module that 
processes the user inputs. The questions are more natura! and the buman 
answer is not so restricted (see scenario in tigure 3). 

§: Hello, !lus is the automatic train iniormation systcm. 
!1: I want some information about trains to Valencia. 
§: From wbere do you want to go to Valencia? 
y: From Barcelona. 
§:At wbat time? 
!1: In the aftemoon. 
§: So, you want to go from Barcelona to Valencia in tbe afternoon. Is that righl? 
y: No, sorry. I want to go in thc moming. 
§: O.K. You want to go from Barcelona to Valencia in the moming. Is that right? 
!1: Yes. In the morning. 
§: Wel!. You have an Intercity at 8 o'clock. .. 

Fig. 3. Example of unrestncted dialogue 

3 Basic Architecture of a Dialogue System 

The general structure of an information system is shown in tigure 4 (11, 12]. 
Depending on the scenario, these modules have different degrees of complexity. 
In the following paragraphs, they will be commented. 

3.1 Input Manager 

This module is part of the user's interface. It provides the dialogue manager 
with the inputs from the user. For more complex tasks it can be divided into 
two different modules: 

a) Speech recognizer: this is the acoustic module that tries to recognize the 
speech produced by the user and to give the corresponding sequence of 
words (text). It uses a specific vocabulary (not being able to recognize any 
word not included in this vocabulary), which may be different in each phase 
of the dialogue. 

The recognizer could make some errors: part of the input could be 
m.isrecognized. 
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b) Linguistic module: This works at tbe syntactic and semantic levels. lts 
objective is to produce a semantic representation of the user's input. It has 
linguistic information that could be a grammar, semantic rules, statisticai 
data, etc .. In some systems, as in menu-driven dialogues, this module is very 
simple or does not exist at all. 

lts errors are semantic: in the formalism used, it would not be possible to 
represent the input text or an incorrect representation may be found. 

3.2 Output Manager 

a) Synthesizer: The speech can be produced either with a text-to-speech 
converter (unrestricted vocabulary) or storing fixed messages. The first 
method gives much more flex:ibility to provide information, but its quality is 
usually Iower. 
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b) Message generator or selector: De pending on the metbod used to produce 
speech, this module could just select one of the predefined messages, or it 
could produce the text to be sent to the synthesizer. Some techniques to 
generate natural language could be used in the most flexible scenario. 

The messages produced by the system can be classified into four groups: 

- Information requests: to complete or to define the user's demand. 
- Confirmation of inputs. 
- Answers Information requested. 
- Error Messages. 

3.3 Application Manager 

Thls is the only application specific module [13]. It translates the application 
ftmctions used by the Dialogue Manager into commands and functious needed 
by the application. This module allows the rest of the system to be independent 
of the specific application. 

3.4 Dialogue Manager 

This is the main module that controls the dialogue. It works at the semantic 
level and interacts with the input and output managers and with the application 
manager. 

The dialogue manager can be considered a finite automaton. The transition 
between states is determined by the input module. Each state can activate two 
kinds of functions: 

- application functions: generally queries of a data base; they interact with the 
application manager to obtain the requested information if available. 

- internal functions: to rnaintaio the history of the dialogue to solve further 
ellipsis and ambiguous queries. They also provide some help to the user, call 
a human operator, etc. 

This finite autornaton can be studied in two different scenarios: 

In Menu-driven applications the sequence of states that control the evolution 
of the dialogue seeks to obtain a complete query to access the data base. The 
user goes through a path of dialogue interactions until his/her request is fully 
defined. 



321 

In Natural-Language applications the dialogue manager builds a data 
structurc that contains the information needed to produce a query in the 
formalism äefmed by the application manager. This dialogue manager should 
identify the missing information in the request made by tbe user and ask the 
conesponding question to obtain it. 

In each case, the dialogue manager bas two additional tasks: 

Error handling: the manager bas to identify tbe errors that may be produced 
in the other modules and take the corresponding action (it usually gencrates 
an error message). 

Dialogue history: it bas to maintain an internal data structure to keep track 
of the valid data in the previous dialogue interactions. This structure wil! 
allow the completion of further questions. 

A dialogue state can be defmed. In menu-driven systems it will be the state 
of the automaton. In natura1-language applications it wil! be associated with the 
main data structure. In eacb case, the dialogue state will include: 

- a set of current possible interactions with the application 
- a linguistic sub-dialogue database: it could be the vocabulary available to the 

speech recognizer, the set of messages to be produced, etc. 
- a set of possible errors and their handling procedures. 
- a set of linguistic rules (grammar rules) to define the syntactic structure of 

the valid sentences at that point in the dialogue. 

4 Dialogue Definition Language (DDL). 

As seen in the previous section, the architecture required to build an application 
is complex, especially if we want a flex:ible and in some way intelligent dialogue. 
To build commercially viabie applications, we should provide the application 
developer [14] with a standard architecture and a tooi with whicb it can be 
edited. We expect the application developer to concentrale on designing a well 
structured dialogue, but he/sbe wil! not have a thorough knowledge of the 
internal operations of the system nor of the speech synthesizer/recognizer. 
Tberefore, a high level language to describe the dialogue has been defined. It 
is called Dialogue Description Language (DDL) [15, 16]. 

DDL is a formallanguage to describe the operation of the wbole system as 
a fmite state machine. To define an application using DDL, the following 
elements have to be defined: 
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a) A set of dialogue states, each with a data structure and a history. 
b) The transitions between states. 
c) Functions, divided into three classes: 1/0, control and application functions. 
d) A subset of the language (vocabulary plus messages) active in each state. 
e) A set of error handling procedures. 

The following types of functions have been defmed: 

- I/0 instructions: 
* Line Control: wait_for _cal~, answer _phone, hang up, ... 
* Speech output functions: synthesize, send _ message (pre-recorded), 

record, ... 
* Speech input functions: recognize vocabula.rj, recognize _ digit_ string, ... 
* Error handling: send _error message, call_ to _operator, ... 

- Control instructions: 

* 
Flow control (transitions between states): goto, subroutine call, etc .. 
Ristory keeping functions: store data, etc .. 

- Application Functions: 
* Search Functions 

5 A Menu-Driven Application Generator with a Wizard-of-Oz 
Module Incorporated 

Once the application designer has described the dialogue using DDL, he/she 
needs to test the description and to obtain user's reactions. The application 
generator is the tooi that allows him/her to defme and simulate the 
communication between the user and the application using DDL. 

The application generator has the following functions: 

* Editor (textual or graphical) to describe the appücation in DDL. 
* Parser to detect errors in the description. 
* Compiler to translate the application into the architecture, customizing the 

modules and the intemal data structures. 
* Help messages for the designer: about system characteristics, Janguage 

functions and syntax, etc. 
* Tools toedit the interface to the speech generator. 
* Application Simulator: The system can be debugged simulating the 

1 The function that eaUs the recognizer deals with certain errors: no word recognized, tîmeout, 
loo many errors, the user hangs up, etc. 
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interactions between the application and the users. The speech recognition 
module can be replaced by a human operator wbo Iisteos to the dialogue and 
simulates the recognizer. In that way, the system goes from one state to the 
other, following the designed automaton. This metbod is known as the 
wizard-of-oz [6]. 

Figure 5 shows a block diagram of the whole tooi. 

ASCII EDITOR TO DESCRIBE THE DIALOG USING THE DOL 

DDL COM PI LE R 

AEAL EXECUTOR OF THE 

APPUCA Tl ON 

ARCHITECTURE 

INTERFACE 

TOOLS 

SIMULATION OF THE 

APPLICATION 

CWIZARO OF OZI 

OR REAL APPLICATION~ 

ARCHITECTURE 

INTERFACE 

FOR SIMULATED 

APPLICATION 

INPUT 

MODULE 

----------
OUTPUT l TE LEF. I! F ~ . / ..__M_o_o_u_L.::_=_..J 

Fig. 5. Blode Diagram of the Application Generator 

6 Conclusions 

APPLICATIO 

A general model for automatic information systems has been presented. The 
structure bas to be easy to customize and modify. So a Dialogue Definition 
Language (DDL) bas been defmed. It is fully adequate for menu-driven 
applications. For unrestricted speech, the general structure seems adequate, but 
further research is needed to translate the speech produced by the user into a 
data structure to guide the dialogue and the access to the application. 



324 

Acknowledgements 

The authors wish to thank Juan Manuel Montero for his suggestions to improve 
this paper and Francisco Javier de Pedro for his contributions to the definition 
of DDL. This project has been supported by Comunidad de Madrid (C065/91). 

References 

1. Springer, S., Basson, S., Spitz, J. (1992) Identification of Principal Ergonomie Requirements 
for Interactive Spoken Language Systerns. Proc. ICSLP 92, Canada, pp. 1395-1398. 

2. Sites, JA (1990) Telephone Speech Input/Output Applications in Spain. SPEECH TECH '90. 
3. Gagnoulet, C., Damay, J. (1990) MARIEVOX: A Speech-Activared Voice Information Systern. 

CNET, rapport de stage; Lannion, 1.990, pp. 569-572. 
4. Guyomard, M., Siroux, J., Cozannet, A (1989) 'The Role of Dialogue in Speech Recognition. 

The Case of the Yellow Pages System. Proc. EUROSPEECH 89, Paris, pp. 1051-1054. 
5. Young, SJ., Proctor, C. (1989) The Design and Implementation of Dialogue Control in Voice 

Operaled Database Inquiry Systems. Computer, Speech and Language 3, 329-353. 
6. Jack, MA., Foster, J.C., Steinford, F.W. (1992) Intelligent Dialogues in Automated Telephone 

Services. Proc. lCSLP 92, Canada, pp. 715-718. 
7. Rosenbeck, P., Baungaard, B. (1992) Experiences from a Real-World Telephone App!ication: 

teleDialogue. Proc. ICSLP 92, Canada, pp. 1585-1588. 
8. Riccio, A, Carraro, F., Mumolo, E. (1989) Voice Based Remote Data Base Access. Proc. 

EUROSPEECH 89, Paris, pp. 561-564. 
9. Mast, M., Kompe, R, Kummert, F., Niemann, H., Nöth, E. (1992) The Dialog Module of the 

Speech Recognition and Dialog System EVAR Proc. ICSLP 92, Canada, pp. 1573-1576. 
10. Pozas, MJ., Mateos, J.F., Siles, JA (1990) Audiotext with Speech Recognition and Text to 

Speech Conversion for the Spanish Telephone Netwerk. Voice System Worldwide 1990. 
11. Noll, A., Bergmann, H., Hamer, H.H., Paeseler, A., Tomaschewski, H. (1992) Architecture of 

a Configurable Application Interface for Speech Recognition Systems. Proc. JCSLP 92, 
Canada, pp. 1539-1542. 

12. Morin, P., Junqua, J.C., Pierrel, J.M. (1992) A Flexible Multimodal Dialogue Architecture 
Independent of the Application. Proc. ICSLP 92, Canada, pp. 939-942. 

13. Haberbeck, R (1989) The Communication Interface A Management System for Actvaneed 
User Interfaces. Proc. EUROSPEECH 89, Paris, pp. 573-576. 

14. Lofgren, D. (1988) A specialized language for voice response applications. Proc. Speech Tech 
'88, vol. 2, 1, 93-94, Media Dimensions lnc., New York. 

15. Boogers, W. (1989) Dialogue Construction by Compilation. Proc. EUROSPEECH 89, Paris, 
pp. 853-856. 

16. Nie!sen, P.B., Baekgaara, A (1992) Experience with a Dialogue Dcscription Formalism for 
Realistic Applications. Proc. ICSLP 92, Canada, pp. 719-7?2.. 



32-'i 

Improving Functional Programming 
Environments for Education 

J. Ángel Velázquez-Iturbide 

Dpto. de Lenguajes y Sistemas lnformáticos e lngenieria de Software, 
Facultad de lnformática, Universidad Politécnica de Madrid, 
Campus de Montegancedo s/n, Boadilla del Monte, 28660 Madrid, Spain 

Abstract. Most functional programmingenvironments are currently inadequate for 
educational purposes. A proposal of the minimum requirements these environments 
should satisfy to be successful is included; emphasis is put on the integration of 
tools and the existence of symax and semantic-based tools. Early efforts to develop 
a prototype of an environment (named HIPE) along these lines arealso described. 

Keywords. Functional programming, integrated programming environments, 
expression evaluation, tracing, syntax-directed tools, editors, user interface 

1 Introduetion 

Functional programming languages have experienced a great advance in the 
eighties, evolving frorn dialectsof Lisp to modem functional languages [3). The 
syntactic and semantic improvements of the later languages and the simplicity of 
the functional paradigm has promoted functional programrning as an increasingly 
frequent subject matter in computer science education [6]. In particular, functional 
programming is very adequate for teaching some complex concepts of 
programming (e.g. recursion, data types), and for rapid prototyping. 

Surprisingly, programming environmenL'i for modem functional languages are 
usually very crude. Even worse, most implememations are commonly not available 
for personal computers, machines very common in software laboratories. This is 
a consequence of the fact that functional programming is still in an experimental 
phase. The lack of environments adequate for educational use is an important tie 
for the expansion of this paradigm. However, the synr.actic and semantic simplicity 
of functional languages allows us to hypothesize that building such environments 
will not be too costly, compared to the potential profit. 

The paper describes the minimum requirements a functional programming 
environment should fulfil to be successful in educational u se and the author' s 
experience in building a prototype along these lines for the functional programming 
language Hope·. The paper is structured as follows. Sect. 2 describes the 
requirements we identify for educational environments for functional programming, 
including desirabie features and tools. The third section describes the prototype 



326 

mentioned above, named HIPE. In Sect. 4 we dcscribe some of the improvcmcnts 
we plan for the prototype and our experience wîth the environment. 

Familiarity of the reader with functional programming [3] is assumed în the 
paper; the înterested reader should refer to [2, 4] for more in formation about the 
language Hope•, [6] fora design of a modem course on functional prob'T3mming, 
[9] for a detailed description of HIPE, including a comparison with related 
environments, and [10] for details of the implementation of HIPE. 

2 Requirements for an Educational Environment for Functional 
Programming 

Programming has been recognized as a task hard enough to deserve the best 
software tools. ldealy, a programmingenvironment would carry out all the tedious 
and repetitive tasks, and would aid the pregrammer in the more creative tasks. The 
user interface would be friendly to reduce the user's cognitivc load forthese tasks. 

Requirements fora programmingenvironment to tcach functional programming 
can be better identified after consictering current context 

• Existing environments for functional programming, based on either Lisp or 
other functionallanguage. IL is remarkable that most environments for the latter 
languages are just a set of tools, with emphasis on interpreter efficiency. 

• Current hardware and software technology. The scenario described in the fîrst 
paragraph only seems to be realistic if prograrnming environments make 
exhausrive u se of current technology. In this re gard, three developments are 
especially influential: personal computers, friendly user interfaces, and 
integrated programming environments and syntax-directed tools. 

• Educational purpose. A comprehensive education in computer science must 
include and bring tagether theoretica! and experimental aspects [8]. 
Programming environments contain the tOols used for programming 
expcrimentation, so they should be designcd to relate practice to theory. 

We think that, g1ven this context, a prograrnming environment suitable for the 
teaching of functional programming must fulfil the following requircmcnts: 

• It must be an integrated programming environment. 
• It must include a smal! and powerfut set of tools, that retlect and exploit the 

syntax and semantics of the language. 

Let us analyze and ciabarare on these requircmcnts in detail. 

2.1 Integrated Programming Environments 

A programming environment comains a set of tools and ucilities that help the 
programmer to develop programs: editors, compilers, etc. Their usage is facîlitated 



327 

if the programming environment is incegrated ( 1). The integration of tools can be 
achieved with respect to several criteria (7]: 

• Presentation. Minimize the cognitive load the user suffers when she interacts 
with the tools. This property is usually achieved when user interfaces have 
similar appearance, behaviour and interaction. The user interface of current 
functional programming environments is commonly very rudimentary. 

• Data. The information (i.e. programs) contained in the environment is managed 
as a consistent and nonredundant whole. 

• ControL The user must be able to use tlexibiy the tools in the environment. 
• Process. Support effectively the programmingpart of the software process (1]. 

Usually, functional programmingenvironments include a compiler or interpreter 
and some additional u ti !i ties (e.g. tracing). However, they are not integrated 
environments since they do not provide other tools necessary to support a 
simple programming process (e.g. an editor and some book-keeping facilities). 

As a consequence, an integrated environment to teach functional prograrnming 
should provide at least the following elements: 

• A friendly user interface, with similar appearance, behaviour and interaction for 
the different tools of the environment. 

• A consistent and nonredundant management of the user's programs. 
• A set of tools that permit the casy development of functional programs: an 

editor, a compiler or interpreter with tracing facilities, and a set of utilities 
nccessary to carry out mundanc tasks, such as handling of files and programs. 

2.2 Tools Based on Operational Semantics 

Functional languages have a very simple operational semantics, where functional 
expressions are evaluated according to a system of rewriting rules and a strategy 
of application. Tools and utilities related to the execution of functional programs 
should be basedon this semantics, rather than on other ad hoc views (e.g. function 
calls). The following utilities can be identified as relevant for educational use: 

• Freedom to cJwose the evaluation strategy, at least the eager and lazy strategies. 
In this way, algorithmic techniques based on lazy cvaluation can be explored 
[2). In the rest of the paper, use of eager evaluation is assumed. 

• Flexible control of the number of rewriting steps applied toa given expression 
during evaluation. In this way the programroer can trace any intermediate 
expression. what can be used, depending on the case, either to understand the 
execution of programs or to debug programs. 

One way of cantrolling easily the number of rewritting steps is to give the 
user several kinds of advance, that she may select and combine. At least three 
kinds of advance can be identified: 

a) Step-by-step: The expression is rewritten only for the first step. 
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b) Break-point: The expression is rewriuen until a break point is reached. 
Functions can be arbitrarily marked as break functions. A break point 
appears when the next rewriting step is the application of a break function. 

c) Complete: The expression is completely evaluated. The resulting final 
expression is the value of the original expression. 

An example can illustrate these ideas further. Suppose we have the following 
program that determines whether an element is contained in a list: 

infix or : 4 ; 
dec or : truval * truval -> truval ; 

true or <= true ; 
false or b <= b ; 

dec member alpha # list(alpha) -> truval; 
member ( ,nil ) <= false ; 
member (x,y: :1) <= (x=y) or member (x,l) 

An example of complete evaluation of an expression is as follows: 

member (4, [4, 5]) 
t 
true : truval 

Step-by-step advance would provide a sequence of intermediale expressions: 

member ( 4, [ 4, 5) ) 
.1. 
(4 = 4) or member ( 4, [ 5)) 

.1. 
true or member ( 4, [5]) 
.1. 
true or ( ( 4 = 5) or member ( 4, nil)) 
.1. 
true or (false or member ( 4, nil)) 
.1. 
true or (false or false) 
.1. 
true or false 
.1. 
true truval 

If advance proceeds through successive break-points produced by function 
member, a shorter sequence that only shows expressions with recursive 
applications of membe r is obtained: 

member (4, [4, 5]) 
.1. 
true or member ( 4, 
.1. 

[SJ) 

true or (false or member 
.1. 
true : truval 

( 4, nil)) 
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Notice the difference between this way of watching intermediale expressions 
and usual tracing utilities. Our proposal shows complete expressions during the 
evaluation, while usual tracing only shows selected pans of the expression (e.g. 
function applications), out from the context where they emerge. 

2.3 Tools Based on Syntax and Static Semantics 

Functional languages have a simple syntax and static semantics, mak.ing feasible 
the embedding of syntax and static semantics in several tools: 

• Syntax.-directed editor. Syntax-based editors [5] alleviate the programmer from 
typing whole programs, but produce these programs under guidance of the 
programmer. This kind of interaction guarantees secure hand-typing, and is 
useful when the effon necessary to press the appropriate keys is less than that 
necessary to type the corresponding text. This effort is worthwhile for 
expressions with a fixed format (typically containing reserved words), but not 
for arbitrary expressions. As a consequence, a mixed text and syntax directed 
editor is more appropriate lor functional programs; functional expressions would 
be typed by thc programmer and other parts would be produced via commands. 

For instancc, the initial state of the editor would be: 

<èeclarat:ion> 

where the user could select to expand this prompt with a declaration of a 
function. The previous declamtion would be converred into: 

dec <function iàentifier> : <dat:a type> 
<equati.on> 

Now the programmer could write the identifier and the data type of the 
funclion merrber. She could also expand or write, where appropriate, the 
equations of merrbe r until the whole function declaration was developed. 

An attractive feature of synt.ax-directed editors is the possibility of coping 
with static semantic, e.g. to check whether an identifier has been declared 
previously. In effect, syntax -directed editors can manage internally a 
representation of the syntax of the program, augmenred with static semantic 
information. As a consequence, semantic information can be easily propagated. 

For instance, let the current state of the editing of merrber be the following: 

dec membe r- : a 
<equation> 

!f list (a ) -> truval ; 

The programmer can choose an option to expand the equation. The resulting 
equation wil! contain the name of the function, since it is known, producing: 

dec merrber !f list(alpha) -> truval ; 
member <pattern> <= <functional expression> ; 

<equation> 
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The most interesting checks of semantics in functional programs are data 
type checks. Well-typing of expressions, as wcll as pattem completeness and 
consistency could be interaclively checkcd. 

For instancc, during the previous editing session, the editor should report on 
an overlapping between the pattems of the next two equations: 

--- merober ( ,nil) <= false ; 
--- merober (x,l) <= <functional expression> 

and the user would modify appropriately the second pattem, if desired. 

• Syntax-directed tracing. We saw in last subsectien that tracing utilities basedon 
operational semant1cs show clearly thc proccss of evaluation, but the user can 
get lost when expresslons are vcry large. One salution is to have the poss1bility 
of browsing through expresslons under syntax support. In this way, a large 
expression obtained during thc evaluation process could be easily examined 
using common facilitics in a syntax-directed editor, such as ellipsis (5], i.e. 
reducing irrelevant parts of an expression with suspension points. 

For instance, if adv:.mce with break-points was performed keepmg anything 
but recursive calls undcr ellipsis, the resulting trace would be: 

merober (4, (4, 5]) 
I ... 

l 
true 

merober ( 4 , ( 5 ] ) 

merober (4,r:il) 

: truval 

where the sequence of recursive calls is easily appreciated. At each step, the 
programmer should be able to view an expression in different ways. For 
instance, three different views of the last intermediale expression are: 

... merober (4,nil) 
true or (false or (merober (4,r:illl) 
true or ... 

3 HIPE: Hope+ Integrated Programming Environment 

An environment prototype based on thc previous ideas has been developed. The 
environment is called HIPE (for Hope· fntegrated Programming Environment), in 
a trial to find a name similar to the name of the language. 

The environment is integrated with respect to the aspects detailed in Sect. 2.1. 
For instance, data integration is achieved by keeping a unique representation of 
programs in the environment, stared in an internal fonn, appropriate for efficient 
evaluation of expressions. However, the user views programs as text. Translation 
between both representations is made when necessary, e.g. to edit a program. 
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3.1 User Interface 

HIPE has an homogenous user interface that provides presen talion imegration. The 
screen is divided into three parts: a top line with a menu bar, a bottorn line for 
informative messages, and the rest as working area. 

The dialog is based on lexl menus and lexc edilOrs. Menus are used to select 
operations of the cnvironment (e.g. evaluating a given expression), and editors are 
used to introduce data. There is a line editor to introduce strings of characters (e.g. 
a file name), and three screen editors to introduce larger amount of data, namely 
a file editor, a program editor and an expression editor. 

The use of menus prevents the user both from learning a cammand language to 
handle the environment and from making input mistakes that would occur if she 
had to write what she wants, înstead of choosing it. The selected menu format is 
usual in many commercial products: hierarchical menu structure, a main menu bar, 
secondary pulldown menus, navigation through the options with the cursor, etc. 

One important consequence of adopting consistently this style of interaction is 
a change in the way of evaluating expressions. Traditional environments are based 
in the so-called read-eval-wrile loop, i.e. the user writes an expression, the 
environment evaluates it and finally its value is presented to the user. Users of 
HIPE edit exprcssions, which later are selected for evaluation with a menu option. 

3.2 Utilities and Tools 

The utilities and tools of the environment can bc classified into tour groups: 

• I nleraclion wilh I he operaling sys1em. The environment has the usual options 
for this task: change the active unitor directory, consult t11e filecontentsof the 
active directory, load the program contained in a file, store a program to a file, 
and terminate the environment execution. The menu also contains a file editor 
facility that can be used toedit text files (e.g. to determine whether a program 
is appropriate to be loaded, or to examine an evaluation of an expression). 

• Editing Hope· programs. The user can edit functional programs with a program 
editor. For the sake of flexibility, there o.re two editing modes: the user can edit 
the whole program or a single declaration. 

• Evalua1ion offunctional expressions. Functional expressionscan be edited and 
evaluated. The environment keeps a list of expressions, so that the programmer 
can edit a new expression, or modify or select an existing one. The user can 
also select the evaluation strategy, and mark or unmark existing functions as 
break:-functions. Finally, the user can control the advance of evaluation of the 
selected expression, choosing and combining the three actvances identified in 
Sect. 2.2. A completed evaluation can be saved in a file if desired. 

• Book-keeping of 1he environmenl. A set of utilities allows the user to handle 
easily the declarations stored in the environment Thus, the set of program 
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identificrs can be looked up under thcir syntactic category (e.g. data type). The 
declaration of a selected identifier can be examined or de!eted, and its identifier 
can be renamed. The same operations can also be done on identifiers of 
modules. Finally, it is possiblc to clear the environment of declarations. 

4 Future Developments and Experience 

HIPE is a first step towards the fulfilment of the requirements described in Sect. 
2. We think that integration features described in Sect. 2.1 have been mostly 
achieved. Likewise, we have developed tools described in Sect. 2.2, but tools 
described in Sect. 2.3 still have to be devcloped. 

Independently from further improvements, the prototype system is nearly ready 
to be tested by students in their functional progràmming course. We plan to use 
HIPE experimemally during the next school year with a group of students, so that 
in the subsequent year it can be used by all the students with confidence. 
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Abstract. The tcchniques for man-machine communication are applied to the 
development of a CAM (Computer-Aidcd Machine) system which automatically 
generates a program for CNC (Computer Numeric Control) machines in order to 
produce a given detail in manufacturing. The CAM system generates CNC pro
grams for the following types of detail manufacture: 2-D and 3-D millîng, tuming, 
JX>Cketing, drilling and wire EDM machining. It also includes an advice-giving 
module which de termines the sequence of tools that can be used for manufacture of 
a given detail and the regimes of processing. The interface between man and com
puter is organized using different types of man-machine communication: menus, y/ 
n questions, requests with syntax for response, commands. This system has been 
adopted in different Bulgarian and Russian enterprises. 

Keywords. CAM system, CNC machines, man-machine communication 

1 Introduetion 

The development of computer systems presently is causing the number of com
puter users to be sharply incremented. Most of them are not computer specialist 
and they do not have time to leam much about computers. That is why modem 
computer systems have to take into consideration the features of the human mind 
and to help people solve their problems using a minimum of effort. Creators of 
computer systems should also take into consideration that users have different lev
els of knowledge about computers, i.e. the systems can be used by beginners, inter
mediale specialists and experts. 

2 Man-Machine Communication 

Man-machine communication means the interactive exchange of messages 
between a user and a computer system in order to solve a certain task. A basic prin
ciple of man-machine communication consists of the user's independent choice of 
input and the system 's totally deterrninistic reaction. Dialog can be considered as a 
problem-solving metbod where the user knows the problem and the system is used 
to solve subproblems [1]. 

Man-machine communication can be organized in different ways, but can be 
classified by 3 levels of abstraction: basic srructure, representation and technica! 
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realization. Basic structure includes fundamental features which characterize the 
dialog. These are the problems about the initiator of the dialog, the way the action 
influences the reaction, the establishment of the task and so on. Representation 
includes the description of messages by which action andreaction are represented 
(vocabulary, inner and outer format, etc.). Technica! realization includes the techni
ca! media (input and output facilities) by which the messages are realized. 

On the basis of the basic structure six types of abstract dialog exist: 
--Simple question. This is a question by the sysrem with predetermined input 

interpretation: the user can only enter objects that will be interpreted. This type is 
memioned in conneetion with data coilection; 

--Proposal for selection. The user chooses from a set of alternative tasks pro
posed by the system. Two variantsof this dialog type are the menu and the yes/no 
question; 

--Request with synt.ax for response. This means a system's request on which the 
user has to react with a syntactically restticled input A question of the system 
about the data is a request of this type; 

--Request for free response. The system dcmands from the user a statement in 
quasi-naturallanguage; 

--Command. The user specifies his tasks and objects according to a prescribed 
syntax; 

--Quasi-natura! language statement. The user freely chooses a taskusinga famil
iar language. This type of dialog imposes the least restricrions on the user. 

On the basis of the representation, the dialogues can be classified using the fol
lowing components: vocabulary, inner and outer format of input, forma! input 
redundancy, output synt.ax and format, scmantic properties and others. 

3 Description of the System 

Our team has developed a CAM system which can be conneered with any other 
CAD system (for example, AutoCAD by AutoDESK) and which can generare 
CNC programs for the following types of detail manufacture: 2-D and 3-D milling, 
tuming, pocketing, drilling and wire EDM machining [2-3]. 

The flowchart of the system is given in Fig. 1. The i merface between the user and 
the computer system is organized using some menus. At first the user has to select 
the type of operatien he wants to use (milling or turning or poekering or sernething 
else). Then he has to choose the tooi and its dian1eter. The tooi can be selected from 
a tooi library where tools are presenred as icons. The geometry of the detail has 
already been given in the CAD system so the user has to teil the CAM system 
where this geometry is stored. He has also to determine some regin1es of manufac
ture such as spindle, feedrare, etc. Aiter that the sysrem delermines the tooi path 
and creates the CLDATA file. Using a menu, which comains different types of 
post-processors, the user can select the suitable post-processor for its CNC 
machine and as aresult a CNC program is generated. 
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DE1ERMINATION OF DETAIL GEOMETRY 
USING A CAD SYS1EM 

SELECTION OF MANUFACTURE TYPE 
(Milling, drilling, tuming, pocketing, wire 
EDM machining) 

Yes 

COMPU1ER AUTOMATICALLY 
DETERMINES THE TOOL SEQUENCE 
AND REGIMES OF MANUFACTURE 

USER DETERMINES THE 
TOOL SEQUENCE AND 
REGIMES OF MANUFACTURE 

I DETERMINATION OF TOOL PATH I 
f 

SELECTION OF POST-PROCESSOR 

GENERATIONOFCNCPROGRAM 

Fig. 1. Flowchart of the Systern 

CORRECTIONS 
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For some types of manufacture an advice-giving module is developed. This mod
ule can determine the sequence of tools that can be used for manufacture of a given 
detail and the regimes of processing in drilling (more precisely, manufacture of 
holes) and milling (more preciscly, manufacture of channels). The sequence of 
tools and regimes of manufacture given by the dcvice-giving module can be used 
directly by users or can be corrected. This module asks users about the sizes and 
thc locations of the holes and channels to manufacture. In order to determine the 
tooi sequence and the regimes of manufacture the system uses algorithms which 
are developed on the basis of the knowledge of specialists in the field. 

The following types of man-machine communication are used in the system: 
--Menu. In this case the dialog step consistsof the display of se~tion possibilities 

(action) and the indication of the chosen alternative (reaction). The action has the 
following basic characteristics: vocabulary (natura) language words) and output 
syntax (quasi-naturallanguage sentences). The reaction has the following charac
teristics: vocabulary (natura! language words), inner format (a semence out of 
those displayed in the action) and outer format (free, with an input termination 
symbol at the end); 

--Yes/no question. The characteristics of the action are the same as in the previ
ous point (menu). The characteristics of the reaction are: vocabulary ((yes/no)), 
inner format (a single word is allowed) and outer format (free); 

--Request wîth syntax for response. Th is type is used whcn the user should deter
mine the si zes of holes and channels; 

--Command. This type is used when the user should determine the locations of 
the holes and channels. He initiatcs the dialog between himself and the computer 
system when he tells the system that there is a hole or a channel somewhere. 

4 Conclusions 

A CA.l"\1 system was developed. This system gives users the possibility of gener
ating CNC programs for detail manufacture. The man-machine communication in 
this system is developed on the basis of modern techniques. That is why the system 
is user-friendly so people can work easily with it. 
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